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Preface

BIS 2008 was the 11th in a series of international conferences on Business In-
formation Systems. The conference took place in Innsbruck which means that
after Klagenfurt it was the second Austrian BIS edition. The BIS conference
series from its very roots has been recognized by professionals as a forum for the
exchange and dissemination of topical research in the development, implementa-
tion, application and improvement of computer systems for business processes.

The theme of this conference was “Business Processes and Social Contexts—
Reaching Beyond the Enterprise.” The material collected in this volume covers
research trends as well as current achievements and cutting-edge developments
in the area of modern business information systems. A set of 41 papers were se-
lected for the presentation during the main event and grouped around conference
topics: Business Process Management, Service Discovery and Composition, On-
tologies, Information Retrieval, Interoperability, Mobility and Contexts, Enter-
prise Resource Planning, Wikis and Folksonomies, Rules and Semantic Queries.

The Program Committee consisted of more than 80 members that carefully
evaluated all the submitted papers. This year they were supported by an Easy-
Chair review system, and again, we observed an increase in the quality of the
reviews. This not only raised the quality of the conference but also positively
affected the work of the authors.

The regular program was complemented by the outstanding keynote speak-
ers. We are proud that BIS 2008 hosted Alistair Barros (SAP, Australia), Hans
Ulrich Buhl (University of Augsburg, Germany), Fabio Ciravegna (University
of Sheffield, UK), John Davies (BT, UK), and Frank Leymann (University of
Stuttgart, Germany).

This year the special SUPER PhD Programme was a part of BIS. The event
was organized in co-operation with Poznan University of Economics. The goal of
the SUPER PhD Programme session was to create an opportunity for doctoral
students to test their research ideas, present their current progress and future
plans, and above all, to receive constructive criticism and insights related to their
future work and research career perspectives.

BIS 2008 was kindly supported by SUPER Integrated Project (FP6-026850),
Service Web 3.0 (FP7-216937) and Semantic Technology Institute International
(Austria).

May 2008 Witold Abramowicz
Dieter Fensel
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An Entry Vocabulary Module for
a Political Science Test Collection

Benjamin Berghaus', Thomas Mandl*, Christa Womser-Hacker', and Michael Kluck?

! Information Science, University of Hildesheim
Marienburger Platz 22, D-31141 Hildesheim, Germany
mandl @ini - hi | deshei m de
2 stiftung Wissenschaft und Politik, SWP
Ludwigkirchplatz 3-4, 10719 Berlin, Germany

Abstract. We describe the design of a retrieval test for texts on political
science. The corpus contains 600,000 documents in various languages. A set of
25 typical topics for the domain was developed and relevance judgments were
provided by domain experts. To improve the domain specific retrieva
performance, an entry vocabulary module (EVM) which maps query terms to
the domain specific vocabulary was developed. We compare a base run to a
blind relevance, feedback run as well as to both a static and a dynamic EVM.
The dynamic EVM is presented in this paper. It can be shown that the dynamic
EVM greatly improves recall and also improves precision. An innovéative topic
specific analysis proves that the EVM a so hurts some topics.

Keywords: Domain specific, evaluation issues, entry vocabulary, test collec-
tions, query analysis.

1 Introduction

The importance of testing retrieval system in environment of use has often been
stressed. Domain specific terminology poses many challenges to systems. The
semantic heterogeneity between full text terms, user query terms and dedicated
thesauri leads to mismatches between queries and documents. The disparity of
ontologies has often been discussed as a major problem for mutual understanding and
the sharing of knowledge. For users of retrieval systems, it is necessary that the
systems understand their language and that they can access the information needed
with their own terminology. Users should not be required to learn the language of the
documents for querying a system.

Most knowledge domains have been organized into ontologies several times form
different perspectives. Each perspective is justified within its own context. Informa-
tion system engineers are faced with a large variety of ontologies for each domain.
Sharing knowledge across different perspectives represented by semantically
heterogeneous ontologies remains tedious. This challenge of semantic heterogeneity
has led to many intellectual and technological solutions for different forms of
semantic unification [6].

W. Abramowicz and D. Fensel (Eds.): BIS 2008, LNBIP 7, pp. 1-11, 2008.
© Springer-Verlag Berlin Heidelberg 2008



2 B. Berghauset al.

Heterogeneous ontol ogies occur in many areas. The most typical attempt to resolve
this problem is standardization and the concentration on one ontology only. However,
this may not always be possible and aspects of the domain may get lost. Some of the
problems arising from ontology mismatch are presented here with examples from
information science:

e Chalenges due to different terminology (e.g. usability, human-computer
interaction, or interface design)

o Different hierarchy formation or poly-hierarchical structures (e.g. information
science -> information retrieval -> information retrieval evauation or
information science -> evaluation -> information retrieval evaluation)

o Different assignment of segments (e.g. information retrieval -> user interfaces for
information retrieval or user interfaces -> user interfaces for information
retrieval)

The remainder of this paper is organized as follows. The next section provides a brief
overview of the research on domain specific evaluation results and their validity.
Section three describes the data for the test design developed for this study. In section
four, the entry vocabulary module is discussed. Subsequently, results are presented
and discussed.

2 Domain Specific Retrieval Evaluation

The evaluation of domain specific retrieval systems has been promoted by all three
major evaluation campaigns. The Text Retrieval Conference (TREC) has initiated a
track on genetic information, the Asian initiative NTCIR has evaluated technica
patents and the Cross Language Evaluation Forum (CLEF) [10] has introduced social
science data[8].

The validity of large-scale information retrieval experiments has been the subject
of a considerable amount of research. Zobel concluded that the TREC (Text REtrieval
Conference) experiments are reliable as far as the ranking of the systems is concerned
[17]. Buckley & Voorhees have analyzed the reliability of experiments for different
sizes of the topic set [3]. They concluded that the typical size of the topic set of some
50 topics in TREC is sufficient for high test reliability. Several different methods are
applied for the reliability analysis. Traditional statistical significance testing has a
long tradition in information retrieval. However, more recent analysis is oriented
toward the use of the data. Retrieval evaluation results are needed to distinguish
between two systems. As a consequence, the so called swap rate is applied. It
calculates how many positions in the systems ranking change when a different or
smaller topic set is used for the test and for ranking the systems. These results have
hinted that the statistical tests overestimate the potential error and that often smaller
differences between systems should be considered as significant. Even smaller test set
usually lead to a satisfactory level of reliability. We can assume that the test described
in this paper also leads to fairly reliable results in determining which agorithms
produce good retrieval results.
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3 Evaluation Design

The design of the retrieval test presented here follows the model of the TREC and
CLEF [10]. A document collection, a set of topics representing natural user
information needs and subsequently relevance assessment by humans for a data set.
Contrary to the typical evaluation campaigns, domain specific data requires that
domain experts judge the relevance of the documents. This has been the case in the
study presented here.

The data for this retrieval test was provided by the Siftung Wissenschaft und
Palitik (SWP), Berlin, a German think tank which supports the German Parliament,
the Ministry of Foreign Affairs, and further ministries. For this purpose, SWP is
continuously building a high quality database of documents on international relations
and security affairs.

The collection comprises 600,000 documents on topics such as international
policy, international economy and security issues. Half of the documents deal with
European countries and institutions. All other world regions are also represented. One
fourth of the documents contain full text, others consist of title and abstracts. All
documents have been intellectually indexed by information specialists who assigned
terms from a domain specific thesaurus [4]. The terms assigned fall into different
categories. The content is described by thesauri terms and an entry from a hierarchical
classification. The geographic scope is described by a standardized geographic term.

Within the database, 65% of the documents are books and papers, 25% are
monographs, 5% yearbooks and 5% journals. English dominates the collection with
51% of the documents. Some 28% of the documents are written in German. French
and Spanish are represented with 11% and 5%. Many other languages contribute a
smaller amount of documents. All the descriptors assigned by the information
specidists are in German. [5, 15]. For most hon-German documents, the title has been
trandated into German. The heterogeneity in format, length and language represents a
typical real world information problem.

The SWP developed 25 topics based on typical information needs on foreign
policy. These topics represent the typical usage situation at the SWP. Political
representatives of Germany need to be informed on a policy issue or a country. The
SWP specialists query the database and create a set of relevant documents. More than
4000 documents needed to be assessed for relevance by these domain experts. A
typical topic is: Which factors determine the relation between China and the EU and
the individual EU countries? A set of some 20 topics can be considered to lead to
reliable evaluation results [13].

4 Entry Vocabulary Module

An entry vocabulary module (EVM) aims at mapping between the user vocabulary
and the terminology represented in the collection. The basic idea of the EVM is the
mapping between full text terms and descriptors from the thesaurus [12, 16]. The
relations between terms are calculated as probabilities derived from the coocurrence
of the terms in documents [5, 12]. We will present the static version which is similar
to classic term expansion and our dynamic version which is based on iterative
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integration of terms from different documents and fields. The stepwise expansion
works without global knowledge and is consequently more efficient. The
effectiveness can also be improved because a different document set is exploited for
the term expansion. Classic term expansion cannot focus on the same documents and
it cannot find the same terms. The iterative EVM is much more specific. The dynamic
EVM aso alows the integration of knowledge about the domain. The structure of the
meta data can be used for optimizing the order of the EVM steps. We will show how
the knowledge of a system engineer about the geographic terms can be integrated.

The base system applies Apache Lucene as a basic retrieval engine. All other
components like the blind relevance feedback (BRF) module for the base run are
based on a system which has been successfully evaluated at several CLEF campaigns
[5]. The stopword list has been manually adapted to the data set. No language specific
stemming was applied due to the high number of languages present in the data set.
The query is also stripped of stop words and expanded with either the EVM or BRF.

4.1 Static Entry Vocabulary M odule
According to an implementation by Gey et al., the EVM consists of four modules [13]:

e A database sufficiently large to train the EVM

e A part-of-speech (POS) tagger to identify the nounsin the documents

e An agorithm to calculate the probabilistic relation between the two vocabularies
based on the frequency of the coocurrence in documents.

e A basic retrieval system which adds the highly related terms, searches and
presents results

An EVM istypicaly designed as a global system which considers the whole data set.
However, recently local methods have been suggested. They consider only the
documents in a set of documents retrieved in a first step. Comparative quality has
been reported [16]. The influence of long documents can be a problem for an EVM
and makes length normalization necessary. A local EVM does not necessarily require
an normalization step because it an even out the influence of long documents by other
means. Consequently, alocal EVM is computationally much less demanding.

4.2 Dynamic Entry Vocabulary Module

We decided to adapt a dynamic approach which works in an iterative and cascading
manner. One main advantage for the effectiveness of an EVM lies in the iterative
functionality. After the initial retrieval step, the EVM can extract highly frequent
thesauri terms of a certain categories and use them for a secondary retrieval step.
Then, the documents in the result set can again be searched for highly frequent
thesauri terms of another category until the final result is presented. The extracted
terms are sent as queries to specific index fields. The dynamic EVM is also designed
to bridge the language barrier. All intellectually added terms are in German, also for
non German documents. That way, a German query can have hits in other languages
and expansion can add termsin foreign languages which may lead to further hits.



An Entry Vocabulary Module for a Political Science Test Collection 5
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Fig. 1. Cascading Dynamic Entry Vocabulary Module

The order in which the categories are employed for the expansion is highly

dependent on the domain. Step by step, the query is enriched based on both the meta
data and the free text index. For the political science domain under consideration, the
following cascading order was implemented:

The query is sent to the title and abstract field and the subject (thesaurus terms)
field of the returned documentsis used for expansion.

The query is sent to the abstract field only and the geographic entity field of the
returned documents is used for expansion.

The expanded geographic terms are sent as query to the geo field. The subject
(thesaurus terms) field of the returned documents are used for expansion. Thisis
supposed to select important terms for the geographic regions which are present
inall queries.

The subject terms are used as query and classification terms are extracted from
returned documents.

The subject terms are used as query and geographic terms are extracted from
returned documents.

A search with the classification terms retrieves subject terms.

The cascade is illustrated in figure 1. The parameters need to be carefully chosen in
order not to finally select too many documents.

The effect of the EVM isillustrated by the following example. For the query East

European Enlargement of the European Union, the top expanded terms are listed in
table 1.
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Table 1. Example for expansion terms

Term Normalized Weight
European Union 1.000
Middle- and east European Countries 0.897
Enlargement of international actor 0.629
International regional political integration 0.539
Effect/ Cause 0.449
European Community 0.123
Community of Independent States 0.091
France 0.078
Russian Federation 0.072
Belorussia 0.063

5 Evaluation Results

In this chapter, the results of the runs are discussed. For al five runs, the first 200
documents were retrieved for each topic. These led to a set of 1000 documents for
each topic. After elimination of multiple occurrences the whole set was given to
assessors who performed the relevance judgments. All measures have been calculated
with the trec_eval program version 7.0.

5.1 Evaluated Runs

Several parameters control the behavior of the EVM. We varied the number of documents
considered and the number of terms extracted. Also the weights of the initia and the
expanded query terms were modified. The following five runs were implemented:

SwpBasel-Nmd: Search in title, abstract, no meta data, no EVM
SwpBasel-Md: Search in title, abstract as well as in thesaurus terms and
classification terms, no EVM

e SwpEvml: Searchintitle, abstract as well asin thesaurus terms and classification
terms, EVM adds six highest ranked terms from top 30 result documents.

e SwpEvm2: EVM adds six highest ranked terms from top 100 result documents.
Weighting: expanded terms are weighted with their probabilistic relation score.

e SwpEvm3: EVM adds al terms over a cut-off from top 100 result documents.
Weighting: initial query =10, expanded terms =1

5.2 Results

After pooling and relevance assessment, the performance of the runs was calculated.
Standard information retrieval evaluation measures have been used [10]. The runs
contributed to a pool which contained 2039 relevant documents of which 1018 were
not in the query language German. The results are presented in table 2a and 2b and a
recall-precision curve is shown in figure 2.
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Table 2a. Performance of the five runs

Runs Mean Average | Number of retrieved | Number of retrieved non-
Precision (MAP) | relevant docs. German relevant docs.
BaseRunl 0.0985 717 202
BaseRun2 0.1752 965 330
SwpEvm1l 0.2138 1226 580
SwpEvm2 0.1980 1182 521
SwpEvm3 0.2046 1211 510

Table 2b. Performance of the five runs

Runs Geometric Mean of Percentage Per centage retr . non-
Average Precision retrieved relevant German rgelevan.t docs
(GMAP) documents )
SwpBasel 0.0752 0.3516 0.1984
SwpBase2 0.1362 0.4733 0.3242
SwpEvml 0.1881 0.6013 0.5697
SwpEvm2 0.1717 0.5797 0.5118
SwpEvm3 0.1884 0.5939 0.5010
0.7
06 \ --o--SwpBasel
' X\ —=— SwpBase2
W e SwpEvm1
0.5 SwpEvm2
—X¥— SwpEvm3
0.4 A
0.3 A
0.2 -
0.1
0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 2. Recall Precision Graph for al five Runs




8 B. Berghaus et al.

6 Topic Analysis

Not al topics benefit from the EVM. Asin most cases, the topic performance of the
runs varies greatly. In order to explore the effects of the EVM on individua topics we
adopted an innovative method suggested by Mizzaro & Robertson [9]. The matrix
giving of topic and run performance was normalized. All average precision values in
the matrix were normalized with the maximum and minimum performance of all
systems for that topic. That means that a system which performs best for a topic
receives the value 1 independent of the actual performance level of the topic. A visual
analysis leads to three groups of topics. One group reaches a high performance level
in the base runs and sometimes is even hurt by the EVM. These topics are shown in
figure 3a. For these topics, the performance difference between the three EVM runsis
high. Figure 3b shows a large number of topics which benefit from the EVM. These
topics exhibit a low performance level for the two left runs and higher levels for the
EVM runs. The performance differences between run EVM1 and EVM2 given in
tables 1a and 1b are small. However, there is a large number of topics which are
solved very well by EVM 1 and badly by EVM2 and vice versa. This cluster is shown
in figure 3c. Note that some topics appear twice in figures 3a through 3c.

The performance differences were more closely analyzed to identify strengths and
weaknesses of certain runs for types of topics. Typica topic features used in other
analysis are vague and precise topics [14]. Defining types of topics leads to small sets
of topics and consequently, such an analysis cannot lead to significant results.

Precise topics (What is the role of weapons of mass destruction and the fight
against terrorism in transatlantic relationships?) seem to work well with base runs

SwpBasel SwpBase2 SwpEvm1 SwpEvm2 SwpEvm3

Fig. 3a. Topicswith good base run results
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whereas vague and open queries (How does the larger EU define its relation to
European countries of the former Soviet Union and on the Western Balkan?) are
solved better by EVM runs. Thisis especially true when a country name is mentioned
in the topic (How did the relation between Nigeria and the USA develop in the past
ten years?). Apart from that EVM runs work better for geographic entities different
form a country (Which threats exist for maritime security in South East Asia?).

7 Conclusions

In our study, we presented a retrieval test for a collection of 600,000 political science
documents. This test collection is domain specific, contains metadata and is
multilingual. The collection is highly typical for real world business data.

For optimized retrieval, a dynamic entry vocabulary module (EVM) has been
developed and evaluated with the retrieval test presented. A main contribution of the
paper is adynamic version of the EVM. The iterative algorithm of the dynamic EVM
allows the integration of domain knowledge by assembling the steps in a different
order. The iterative expansion of the query with additional terms leads to document
optimally exploits the meta data a reaches documents which would not be accessed by
standard term expansion techniques.

The results have been analyzed at the topic level with an innovative method which
reveals weaknesses and strengths of the EVM for certain types of topics. Future
information retrieval research will need to pay more attention to the topic specific
optimization.

References

1. Braschler, M.: CLEF 2003 - Overview of Results. In: Evauation of Cross-Language
Information Retrieval Systems. Third Workshop of the Cross Language Evaluation Forum
2003. LNCS, Springer, Heidelberg (2004)

2. Buckland, M., Chen, A., Chen, H.-M., Kim, Y., Lam, B., Larson, R., Norgard, B., Purat,
J., Gey, F.: Mapping Entry Vocabulary to Unfamiliar Metadata. In: Meta-Data 1999 Third
IEEE Meta-Data Conference, Bethesda, USA (April 1999)

3. Buckley, C., Voorhees, E.: The Effect of Topic Set Size on Retrieval Experiment Error. In:
Proceedings of the Annual International ACM Conference on Research and Development
in Information Retrieval (SIGIR 2002), Tampere, Finland, August 11-15, 2002, pp. 316—
323. ACM Press, New York (2002)

4. Fachinformationsverbund IBLK (German information Network) World Affairs Online
(2006), http://www.fiv-iblk.de/eindex.htm and European Thesaurus on Internationae
Relations and Area Studies online at,
http://www.fachportal-iblk.de/index.php?&id=91& L=1

5. Hackl, R., Mandl, T.: Domain Specific Mono- and Bilingual English to German Retrieval
Experiments with a Social Science Document Corpus. In: Peters, C., Gey, F.C., Gonzalo,
J.,, Miller, H., Jones, G.J.F., Kluck, M., Magnini, B., de Rijke, M., Giampiccolo, D. (eds.)
CLEF 2005. LNCS, vol. 4022, pp. 247-250. Springer, Heidelberg (2006)



10.

11.

12.

13.

14.

15.

16.

17.

An Entry Vocabulary Module for a Political Science Test Collection 11

. Hellweg, H., Krause, J., Mandl, T., Marx, J., Muller, M., Mutschke, P., Strétgen, R.:

Treatment of Semantic Heterogeneity in Information Retrieval. |Z-Arbeitsbericht Nr. 23,
1Z Sozialwissenschaften, Bonn (2001),
http://www.gesis.org/Publikationen/Berichte/| Z_Arbeitsherichte/index.htm#ab23

. Hollink, V., Kamps, J,, Monz, C., de Rijke, M.: Monolingual Document Retrieval for

European Languages. Information Retrieva 7, 33-52 (2004)

. Kluck, M., Stempfhuber, M.: Domain-Specific Track CLEF 2005: Overview of Results

and Approaches, Remarks on the Assessment Analysis. In: Peters, C., Gey, F.C., Gonzalo,
J.,, Miller, H., Jones, G.J.F., Kluck, M., Magnini, B., de Rijke, M., Giampiccolo, D. (eds.)
CLEF 2005. LNCS, vol. 4022, pp. 212-221. Springer, Heidelberg (2006)

. Mizzaro, S., Robertson, S.: HITS hits TREC — exploring IR evauation results with

network analysis. In: 30th Annua International ACM Conference on Research and
Development in Information Retrieval (SIGIR), Amsterdam, pp. 479-486 (2007)

Peters, C., Braschler, M., Gonzalo, J., Kluck, M. (eds.): Evaluation of Cross-Language
Information Retrieval Systems. Third Workshop of the Cross Language Evaluation Forum
2003, Trondheim, Norway, August 21-22, 2003 (2004)

Petras, V., Perleman, N., Gey, F.: Using Thesauri in Cross-Language Retrieval of German
and French Indexed Collections. In: Advances in Cross-Language Information Retrieval,
pp. 349-362 (2003)

Petras, V.: How OneWord Can Make al the Difference - Using Subject Metadata for
Automatic Query Expansion and Reformulation. In: Working Notes for the CLEF 2005
Workshop, Vienna (September 2005)

Sanderson, M., Zobd, J.: Information Retrieval System Evaluation: Effort, Sensitivity, and
Reliability. In: Proc. 28th Annua Internationd ACM Conference on Research and
Development in Information Retrieval (SIGIR), Salvador, Brazil, pp. 162—169 (2005)
Savoy, J.: Why do successful search systems fail for some topics? In: Proc. ACM
Symposium on Applied Computing (SAC), Seoul, Korea, pp. 872877 (2007)

Voorhees, E.: The TREC robust retrieval track. ACM SIGIR Forum 39(1), 11-20 (2005)
Xu, J., Croft, B.: Query Expansion Using Loca and Global Document Analysis. In:
Proceedings of the Nineteenth Annua International ACM SIGIR Conference on Research
and Development in Information Retrieval, pp. 4-11 (1996)

Zobd, J.: How Reliable are the Results of Large-Scale Information Retrieval Experiments?
In: Proceedings of the 21st Annua Internationd ACM Conference on Research and
Development in Information Retrieval (SIGIR 1998), Melbourne, Australia, August 24-28,
1998, pp. 307-314. ACM Press, New Y ork (1998)



Chinese Organization Entity Recognition and
Association on Web Pages

Qi Zhang"", Guopin HU?, and Lihua Y ue'

! Department of Computer Science, University of Science, and Technology of China,
Hefei, Anhui 230027
wizard@mail .ustc.edu.cn
2 Department of EEIS, USTC, Hefel 230027, China

Abstract. In this paper, we consider the problem of automatic Chinese Named
Entity Recognition (NER) on web pages and try to extract the association
between recognized entities. Usually NER approaches mainly focus on plain
text and get poor results on the Web pages of Internet. In this paper, we first
explore the difference of plain texts and web pages for NER. Based on
characteristic of HTML structure, we propose a set of unified methods to
recognize and associate entities on web pages. In our experiments, the F-
measure of organization name recognition is 73.6%, where 14.3% improvement
is achieved beyond the baseline system. The F-measure of organization name-
address association on page level is 77.5%, and the performance achieves
89.5% on corpus level, which indicates that our approach is quite effective and
practical.

Keywords: Information extraction, NER, Data Integration, Chinese Named
Entity Recognition.

1 Introduction

Named Entity Recognition (NER) is one of the key techniques in many applications
such as Question Answering, Information Extraction, etc. On the other hand, with the
rapid growth of the Internet, web pages have become a more and more important data
source for information extraction. In this paper, we consider Chinese NER problem
on the web pages.

Both Chinese and English NER have been widely studied [15] [16] [6] [12]. These
researches mainly focused on plain text and did not take much consideration on
HTML structures of web pages. The differences between NER on plain text and on
web pagesliein: (1) there are separators (HTML tags) between phrases in web pages.
Important entities are often separated by web page creators. (2) Web page has a
hierarchical structure (DOM-Tree) which is very useful when trying to determine the
association between recognized entities while it is hard to associate them in plain text
especially when they are located far away from each other in context. (3) In Web
pages, important entities, like organization name, will appear repeatedly in many
different locations, such as title, Meta data or link anchor texts etc. It quite simplifies
the recognition on Web pages.

W. Abramowicz and D. Fensel (Eds.): BIS 2008, LNBIP 7, pp. 12-23, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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Based on the above analysis, we propose a set of unified methods for the Chinese
NER problems on web pages. We only consider the problem of Chinese organization
names and organization addresses recognition and association in this paper.

Our system can be presented in the following steps. First, given a web page, a
DOM-Tree is built based on its HTML structures. The internal nodes of the tree are
the HTML tags while the leaf nodes are the content texts. The text in the each leaf
node is regarded as one entity candidate. We name this step as Entity Candidate
Generation. Second, in Candidate Recognition step, we conduct Chinese organization
name and address recognition a gorithms on each entity candidate. Third, according to
the structure of the DOM-Tree, our entity association algorithm is applied to
determine the corresponding address for each organization name by some specified
rules, which is named as Entity Association step.

We evaluate our algorithms on a large collection of web pages in which each
individual NEs and their associations have been manually labeled. The experiment
results show that our system can work efficiently on web pages.

The rest of the paper is organized as follows. We discuss the related work in next
section, and in section 3, we present our entity candidate generation agorithms. In
section 4 and 5 we proposed Chinese organization name and address recognition
algorithm. We will discuss the association algorithm of these two entities in section 6.
Section 7 shows our experimental setup and result. In last section, we conclude our
work.

2 Related Work

English NER problems have been widely studied and impressive performance has
been achieved. But for Chinese, NER is very different. There is no space character to
indicate the word boundary and no standard definition of words for Chinese. The
Chinese NE recognition and word segmentation are interactional in nature. Recently
many methods have been proposed for Chinese NER.

Yu et a. [17] applied the HMM approach where the NER is formulated as a
tagging problem. Their system requires information of POS tags, semantic tags and
NE lists.

Jian Sun et al. [6] proposed an approach that integrates Chinese NER and word
segmentation together using a class-based language model, and employs Viterbi
search to select the global optimal solution. Unfortunately their model depends
heavily on statistical information and can only be trained on large scale of labeled
COrpus.

Youzheng WU et al. [8] presented a hybrid algorithm that combines a class-based
statistical model with various types of human knowledge. Human knowledge is
incorporated to resolve data sparseness and other problems. Their experiments show
that the performance of hybrid model increases remarkably against the original
statistical model. For example, the precision and recall of Organization Names
increase from 42.98% and 61.45% to 80.86% and 72.09% respectively.

A hybrid statistical model was proposed by Youzheng WU et a [12], which
combines coarse particle features (Part-of-Speech model) with fine particle features
(word model). The hybrid model overcomes the disadvantages of the word model and
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the POS model. They also incorporated human knowledge in this system to improve
efficiency and effectively. F-measure of Organization Names on MET-2 is80.21% in
their experiment.

Wang and Shi [1] presented a simple rule based approach to organization name
recognition in Chinese text. Their approach is based mainly on alist of heuristic rules.
These rules help find left and right boundaries of a Chinese name entity and the
possible composition of a name entity. In their test, the algorithm achieves an F-
measure of 86.6% which is comparable to other statistical models but with less
complexity and easier to implement.

But most of the aforementioned work deals with text only. To the author’s best
knowledge, there are no algorithms which aim the Chinese NER problem on web
pages. In aforementioned work, HTML texts are always converted into plain textsin a
pre-processing step. To process structured documents such as web pages these
methods have to extract text out of web pages.

In this paper, we fully explore the structures of web pages and take advantage of
these structures to help recognize Chinese named entities.

3 Entity Candidate Generation

The most difficult problem in Chinese NER is to determine the boundaries of the
entities from whole text sentence. In plain text, there are hardly any cues for boundary
identification. Boundary ambiguity is the main reason that leads to error recognition
results. So previous NER algorithms always employed various methods to detect the
boundaries, including statistic models and rule based ones.

However, the situation changes in web pages. As we know, web pages are created
based on HTML structures. And HTML structure is constructed by tags, for example,
<b> 117 [H F1#¢ A54(Univ. of Sci. and Tech. of China)</b>. Therefore HTML tags are
good cues that help us to detect the boundaries of Name Entities.

There are two observations we have made:

Observation 1: In web pages, important information units, such as organization name
and address, are always emphasized with some particular tags (e.g. <title>, <b> and
<meta> etc) or separated from other less important information with tags by the web
page creators. Following is an example:

“<TITLE> 2 & 71 FE A il € 17 B FL 5% A R 44 7/ (ANHUI USTC iFLYTEK CO.,
LTD.)</TITLE><SPAN> J#h5if: 277 A M TIT LB 5 2K 15 I 16 AR TR I X e 7
WA K % 2 A JE (Address: iFlyTek Speech Building, Sate Level High-tech
Industrial Development Zone, Hefel, Anhui) </SPAN>."

Observation 2: Important entities, such as organization name and address aways
appear repeatedly in different locations, for example, in different positions of the
same web page, in different pages of the same web site or even in different pages of
different sites. Therefore the opportunity to extract correct named entity will be
greatly promoted if the whole web site or internet is utilized. We can see the impact of
this observation in our experiments.
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Based on these two observations, we conclude that html tags can be regarded as the
separators between entities. Observation 2 indicates that the Recall of our system will
be acceptable even we fail to recognize al the entities in some particular web pages.
It also indicates that recognition result validating is possible and critical in such
applications. With result validating, some recognition error can be corrected by some
other correct recognition from different positions of the same page or different pages.

Our entity candidate generation algorithm can be depicted in two steps as follows:

1. Parse the web page into a DOM-Tree in which the leaf nodes contain only
text (without HTML tags).

2. For each leaf node, segment its text into phrases by punctuations. Each
phrase will be regarded as a candidate entity and will be input into
recognized algorithm later.

After entity candidate generation, a web page is converted into a DOM-Tree with
phrases in its leaf nodes. Here we take a piece of HTML code from
http://www.iflytek.com/contact as an example:

“<P class=fonts><SPAN class=fonts1><IMG height=15 src="/images/mail2.gif"
width=18> 7/ 57 70 2\ 7] :<ISPAN><BR> ZIE A A - 5 # J5< BR> 1 7% :010-62140301
<BR> /% A :010-62140301<BR> /4 7 /i /#:<A class = article href = " mailto:
zmli @iflytek.com "><FONT color=#333333>zmli @iflytek.com </FONT> </A>
<BR> M1 : JL 531 TS BT K AT3A G171 T T & e K JEC 12509 % <BR> /Y
#7#:100081 <STRONG> </STRONG></P>"

Table 1. Generated entity candidates and their corresponding types

Candidates Entity Type
Jb 5472 7 (Beijing Branch) Organization Name
I A N (Contact)
A8 (Zhanmei Li) Contact
Hif (TEL)
010-62140301 Phone Number
L1 (FAX)
010-62140301 Fax Number
A IE A1 (Email)
zmli@iflytek.com Email Address
Hhhil- (Address)
et OGR4 A R A K JE CIE2509% Organization
(Room 2509, ZhongguancunScience and Technology Development Building C, 34 Zhongguancun Address
South Street, Beijing)
134 (Zip Code)
100081 Zip Code

The entity candidates generated from the above piece of HTML code are listed in
Table 1 with their corresponding types. From table 1, we can see that each candidate

is either some type of entity we interest in or useless information.
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Now we can conclude the key difference between our method and other Chinese
NER algorithms: our method takes HTML structures into consideration when
identifying the boundaries of entities. And in later recognition steps, we do not
employ any extra processing (e.g., statistical models) to detect the boundaries. The
candidate we get from Entity Candidate Generation step will be determined to be an
entire named entity string or useless information later. In other words, we turn the
problem of “where is the NE” into “whether a candidate is a NE,” which simplify the
recognition processing.

4 Organization Name Recognition

After candidate generation step, the leaf nodes in the DOM-Tree are segmented into
candidate phrases. E.g., “ 1 [E R 225 A A (Univ. of Sci. and Tech. of Ching)”, “t

HUHP OGS K 1 34 5 Y N R R JR K JE CJ#£ 250928 (Room2509, Zhongg-
uancun Science and Technology Development Building C, 34 Zhongguancun South
Street, Beijing)”, etc. The rest of our recognition work is to determine the type of each
candidate entity.

In this paper, we are mainly interested in two types of named entities: Chinese
Organization Name (CON) and Chinese Organization Address (COA). Some other
entities, such as phone number, fax number, email address and zip code are quite easy
to identify if proper lexicons and patterns are developed. Therefore we do not discuss
them in this paper.

CON is a special kind of Chinese Name Entity similar to person name, which is
impossible to enroll them into alimited list. Based on our observation, some rules are
widely used in the naming of Chinese organizations:

1. Geographic prefix word is always chosen as the beginning of the name
For example, “4t 5 1 |5 (Beijing Hotdl)” has the geo-prefix “dt 71 (Bdijing)” which
infersthe hotel isin Bejing city. The geo-prefix words can be utilized in NER in two aspects:

a. ldentify whether a candidate entity isavalid CON by checking whether there
isageo-prefixinit;

b. Identify the entity’s geographic information which is very important in
CON-COA association. Details will be presented in section 6.

2. For the ending of organization name, a suffix word is always chosen
according the organization type

Take the example of “ It 54z & (Beijing Hotel)” again. The suffix “ 1z & (Hotel)”

informs us that it is a hotel. Almost al the CONs have suffixes except abbreviations.
Suffix is useful in two reasons:

a. CON creators aways try to choose the right suffix for its name in order to
avoid any confusion for people. Therefore such suffixes almost exist in each
full CON;

b. Organization types can be enumerated, therefore the choice of suffix is
dmost limited, eg. “ A7 (Company)”, “/iE (Restaurant)’, “ K%
(University)”.

Name suffix is the most important cue we have used in our recognition algorithm.



Chinese Organization Entity Recognition and Association on Web Pages 17

3. There are some words that almost impossible to be used in a CON
Some “Stop Words,” such as “ kI (failure)” and “1L‘e (others)” will never be
selected to be part of the name according Chinese naming habits.

There are mainly two categories of recognition algorithms:. statistical model based
and rules based. Statistic model need large scale of training data and the performance
cannot be guaranteed. In our system, we employ the simple rule-based approach
proposed by Wang and Shi [1] with alittle modification. The difference between usis
that there is no left and right boundary finding process in our methods. Because every
phrase generated in entity candidate generation progress can be seen as a candidate
named entity

5 Organization Address Recognition

Comparing to CON recognition, Chinese Organization Address (COA) recognition is
quite more difficult because of the irregularities of COA naming rules and the
randomness of abbreviations, especially in web pages.

There are three types of COAs that commonly exist in web pages:

A. Regular addresses which contain levels of administrative district

For example, “ % #i4 & 0T 4 2414 965 (No. 96, Jinzhai Road, Hefei City,
Anhui Province) ", or some abbreviation like “ 74 5% ##311°5 (No. 311, Nanjing
Road) ”. As we can see, there are hierarchical administrative district unitsin this type
of addresses, such as “44(Province)”, “Ti(City)”, “#(Road)” and ““5(No.)” in the
first example.

B. Using building name as the address

For example, “#% 111 KE 1) (1% floor of Huang Shan Building) ”. This type of
addresses exists when the building is famous in local area and the detailed address can
be ignored.

C. Using relative position to some organizations as the address

For example, “ Z JL4mX71H (In the opposite of Carrefour)”. In some abbreviation
cases, people would like to use the position of some well-known buildings or
companies to infer that of some other unknown ones.

We propose different strategies to recognize these three types of addresses.

For COA of type A, we employ Supported Vector Machine (SVM), which has
been found quite effective for text categorization problems [13], to learn whether an
entity candidate is a COA. After a comprehensive study, we formulate the features
that are important for COA recognition as follows:

Binary features: There are totally 44 binary features in two classes: Administrative
District Unit and Special Word. Some sample features of these two types are listed in
Table 2. If an input address contains one of the Administrative Region Unit, e.q., “4&
(Province)”, the corresponding label of the feature will be set to TRUE, FALSE
otherwise. If there is a Special Word in the input address and the word before it is a
number, its label will be set to be TRUE, FAL SE otherwise.
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Inverse Document Frequency: In Chinese address naming habits, there are some
words which are commonly used in addresses. For example, “fi# it ” (liberation), “
7L (Yangtze River), there are several cities which have a road named “fi# i . So,
we think it is useful to take additional features to present these common words. Here
we use Inverse Document Frequency as the features. Document here means a
candidate entity. We extracted 594 top frequency words from our training addresses.
IDF(w;) can be calculated from the document frequency DF(w;), which is the number
of documents that word w; has occurred in. n is the total number of documents in the
training data.
) n @
IDF (w;) = log( m)
Finaly, we construct a feature vector of 638 dimensions for the classifier. The
combination of binary features and IDF features ensure the performance of our SYM
classifier.

Table 2. Some binary features for SVM Table 3. Sample features used for COA of

typeB and C
" (rovinee), " 7" (CIb). ndicate [ R T
W Dyictri " VA N UEETR et (
E/ (District), 5\ (County), Words All means “Located in” )
""" T "Z"(T — N — —
Administrative £H( (\/i(l)l\,:nzzv) "HEV(i)I‘:\;n)é) Positional | “Bff"(Near), “Hif i (In front of), ) [fi
Region Unit - g¢). 9e). Adverbs ”(Behind), etc
7" (Road), oad),
"{E" (Street), "iE"(Road),
" (Road), "#H[F]"( Road), etc
. "5"(No.), "%"(Room), "[Z
Special Word "(Layer) , "f%"(Floor) etc.

The recognition of COA of type B and C are relatively more difficult. There are
always building names or organization names in such addresses. So we can not apply
Machine Learning Methods directly on these addresses. In the first step, we take the
CON recognition methods proposed in section 4 to discover the building and
organization names. And then we can only check if there are some Indicative Words
or Positional Adverbs before or after the recognized CON. Some Indicative Words or
Positional Adverbs words are listed in table 3. And the recognition process can be
summarized as the following rules:

1. Apply the CON recognition procedure on the candidate entities.

2. If thereisan Indicative Word in the beginning of the candidate and the rest of
the candidate is an organization name, the candiate is determined as an COA
of type B.

3. If there are both organization name and Positional Adverb in the candidate, it
will be determined as a COA of type C.

Additionally, for all the COA types, some handcraft rules are applied, for example,
the candidate should be shorter than some length threshold and should not contain any
Stop Words.
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6 Entity Association

In above sections, we propose algorithms to recognize Chinese organization names
and addresses. But in practical applications, only complete organization information
together with its name and address is meaningful or useful. The individual name or
address is somewhat meaningless.

After recognition processing, al the name entity candidates in the leaf nodes of the
DOM-Tree are determined. And our association processing step is conducted on the
DOM-Tree.

Fig.1 shows a branch of a DOM-Tree example, where N; and N, are two CONs
while A; and A, aretwo COASs.

There are two principle rulesin our entity association processing:

1. The nearer two entities located in DOM Tree, the higher possibility they
will be associated with each other

For example, in Figl, the possibility of associating N1 with A1 is much higher than

that of the associating between N1 and A2.

2. No conflict exists in the geographical scope of two associated entities
Take the example in Fig.1 again. The association between A; and N, is invalid
according to this rule, because the geographical scope of A, is “ Wi YL (Zhejiang

o

Province)” while that of N, is*“ % # (Anhui Province)”.
Here we briefly describe our association algorithm:

Step 1: For each COA in leaf node, search backward (from right to left) until it finds
the first CON that satisfied rule 2 or it meets the start the text. If the two entities are
associated, store them in the local node and pass al the unassociated entities to their
parent. Go to step 2.

Step 2: In internal nodes, receive all the unassociated entities from its children from
left to right and insert them into atext string orderly. Associate these entities like that
in step 1 and pass all the unassociated entities to their parents. Go to step 3.

Step 3: If it is not the root node, go to step 2. Stop otherwise.

We only present this simple association algorithm in this paper and we will study it
in our future work.

Sample DOM Tree

[ I CRA
Feixi RD, Hefei) A2 H

f WL (Zhejiang Univ.) N1
LA BT K438 %5 (#38, Zheda
H RD, Hangzhou, Zhejiang) Al

RO (Anhui Univ.) N2

Fig. 1. Distance metricin DOM Tree
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7 Experiments

7.1 Baseline System for Chinese Organization Name Recognition

In our baseline system, we implement the algorithm proposed by Wang and Shi [1]
with dlight modification. In the baseline system, we do not adopt POS-tags but we
employ three lexicons to identify the left boundary, the right boundary and the
congtraints to conduct CON recognition.

These lexicons are common prefix list, common suffix list and common stop word
list. In order to get these lexicons, we crawled 4000 name entities from
http://yp.baidu.com/ with addresses. Each of these name entities will be segmented
into words.

For each name entity, if its first word is a geo-word, a number, English word or a
word which repeated more than 50 times in the training data will be put into the prefix
list. And if its last word repeated more than 50 times will be considered as a suffix
word.

7.2 Datasets and Lexicons

As for test data set, we collected 500 Chinese web pages, and each page contains at
least one organization name or address. The URLs of these pages are collected
through Google search engine with keywords such as “A&"" (Company), and “/iIE’
(Hotel). In our test data, there are 3138 addresses and 5777 organization names. But
there are actually 2891 Chinese Organization Entities in each of which there are at
least one name and one address.

In the Chinese word segmentation process, we use a Chinese word dictionary with
64749 words. In the name identification, we employed 600 common organization
name suffix, e.g., “/\& (Company)”, “4877 (Bank)”, and “fi 5 (Hotel)", as the
suffix dictionary.

In both organization entity recognition and association processes, a Sop Word list
and a Gazetteer are needed. The Sop Wbrd list has 1187 items and these items were
impossible to be used in both names and addresses. And the Gazetteer contains a five-
level hierarchical tree. A full path from root to the leaf can be formulated as “ Country
- Province — City — County - Town”, e.g. “ 1 [E (China) — #7 YL 4 (Zhejiang Province)
— #7017 (Hangzhou city) — 43 471 X (Yuhang District) — £ |1 44 (Jingshan Town).”

7.3 Evaluation Measures for Recognition

We employ Precision, Recall and F-measure to evaluate our entity recognition results.
In the evaluation, if the extracted entities (name or address) can exactly match to the
annotated ones, we regard it as a correct extraction.

7.4 Experiments on Chinese Organization Name Recognition

In this experiment, we compared our system with the baseline system over the 500
HTML pages. For each web page of our test data, we first parse it into a DOM-Tree
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and conduct our recognition and association procedures on it. On the other hand, we
parse the web page into plain text by removing all itstags for the baseline system.

Note that in the processing of our system, not only the entities highly suggested by
the HTML tags but also the ones contained in the content will be considered as
candidate ones. The results are shown in Table 4. We achieve of 14.3% improvement
in F-measure than the baseline system. The reason that the performance of the
baseline system is worse than that reported by Wang and Shi [1] is mainly because of
the difference of the data set. The named entities in People Daily and MET-2 are more
regular than those in web pages.

The precision of our system is not very high, because there are many candidate
entities in the content which are not enclosed by HTML tags. But as we stated in
observation 2, the same entity will distribute in many locations in the same page, for
example, the title, Meta data, etc. We take one page from our test data as an example
(“http://www.sunnychina.com/hotel/hotel_287.html”). In this page, the entity
“ SIEE HEBEME (Hefei Holiday Inn)” repeats 13 times in different locations, one
in title, five in the Meta, etc. Eight of these thirteen existences are separated by
HTML tags and punctuations which mean they can be recognized by our system. So
therecall is quite acceptable.

7.5 Experiments on Chinese Organization Address Recognition

Aswe stated in the section 5, we adopt SVM for address classification. In order to get
the best classification performance, we implement our approach using severa SVM
variations to select the best algorithm and parameters. We employ various kernel
settingsin SVM to test the address classification over out test data.

In the experiment, we choose 3230 labeled addresses (Downloaded from the
yellow pages as stated in section 7.1) for training (1718 positive and 1512 negative)
and 1697 for testing (825 positive and 872 negative).

Table 4. The results of our system and the Table 5. The Comparison between Different

baseline system Kernel Settingsin SVM Training
Precision | Recall | F-measure Precision Recall F-Measure
Baseline System 44.3% 74.2% 59.3% Linear 92.76% 94.67% 93.72%
Our  System 60.2% 86.9% 73.6% Polynomial 48.73% 99.99% 74.36%
RBF 90.49% 93.45% 91.97%
Sigmoid 94.30% 78.18% 86.24%

Table 5 shows the experimental results. For the features we specified in section 5,
linear kernel SVM achieves the best performance and is adopted for our system.

We conduct the SVM classifier over our 500 HTML pages. The precision of our
classifier is 84.70%, the recall is 91.50% and the F-measure is 88.10%. The results
show that our classifier can effectively recognize the Chinese organization addresses.

7.6 Experiments on Entity Association

In entity association experiments, we conduct two kinds of experiments. page level
and corpus level. In page level experiments, two entities are regarded as correctly
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associated in one page when they are labeled associated in this page. And in corpus
level experiments, the association of two entities is regarded as correct when they are
labeled associated in any one of the pagesin the corpus.

The reason to conduct corpus level experiments is that errors in the page level
computing can be corrected by cross-validation in the page level results.

There are various ways to do cross-validating, and in this paper, the weight of each
entity pair is computed according to the number of its occurrence. For example, if
there are two different addresses A; and A, associated to the same name N, we count
the number of the occurrence of pair (N1, A7) and pair (N1, A,). If the number of
occurrences of pair (N;, A,) is larger than the other, we think the first one is more
believable and make it as the correct answer.

The experiment results are listed in Table 6:

Table 6. The results of entity association experiments in page level and corpus level

Precision Recall F-Measure
Page Level 69.10% 85.80% 77.50%
Corpus Level 88.50% 90.50% 89.50%

8 Conclusion

In this paper, we investigate the problem of Chinese organization names and
addresses recognition from web pages. We first analyze the difference of the NER
over plain text with that over web pages. Based on this analysis, we proposed an
entity candidate generation method which converts the content of a web page into a
list of candidate entities. The recognition processes are applied over these candidates
to judge their corresponding types. After recognition, the entity association approach
is applied on the individua entities. In our experiments, the F-measure of
organization name recognition is 73.6%, where 14.3% improvement is achieved
beyond the baseline system. The F-measure of organization name-address association
on page level is 77.5%, and the performance achieves 89.5% on corpus level, which
indicates that our approach is quite effective and practical.
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Abstract. Temporal information indexing is a specialization of general
information indexing, which aims at creation of: clear, concise, correct
and comprehensive representations of document important features, with
respect to possible information needs. In case of temporal indexing, tem-
poral features represent so called, time horizon or valid time of infor-
mation, i.e. time period, to which information presented in a document
relates.

Approaches to temporal information indexing are based mainly on
temporal expressions extracted from document contents. This method,
although satisfactory for many applications, is very limited. Temporal
expressions are only one of many means of relating information to time
used in written language.

In this paper, the possibility of temporal information indexing based
on other, more broad and frequent document temporal feature is evalu-
ated. Soundness and effectiveness of temporal indexing based on docu-
ment syntactic features is presented.

Keywords: information retrieval, temporal information retrieval, tem-
poral expressions, machine learning, indexing, temporal indexing.

1 Introduction

Most of Information Retrieval (IR) Systems provide a functionality of searching
for documents, which fulfill certain syntactic criteria. Users may specify their
information needs in form of queries, which are usually formulated as sets of
words or phrases, called query terms, that should to or should not appear in
documents that are to be treated as relevant ones. Often, query terms may be
connected by Boolean operators [4].

This approach is based on algorithmic definition of relevance. Clearly, the
relevance of document to the information is not only dependent on documents
and queries themselves but also on additional factors [15,9], like: user knowledge,
tasks he is performing or device he is using, just to name the few. However for the
sake of simplicity, we are not concerned with them. This work is focused only on
the problem of indexing, which can be examined in reasonable separation from
the rest of IR components.
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Bearing in mind this simplification, a comparison of query terms against doc-
uments (in fact documents representations known as indexes), is executed at the
syntactic level and may be performed, for instance, through string matching.
This approach is, however, limited by problems associated with terms ambigu-
ity. Each concept may have more than one syntactic representation (is denoted
by more than one term) and each term may denote many concepts. To solve this
problem, comparison of query and index terms may be performed on stemmed
or lemmatized words. The process is sometimes supported by thesauruses or
synonyms dictionaries, or even performed on ontological level.

In terms of Herbert Simon terminology, this approach is ,satisficing®. Al-
though, neither optimal nor powerful enough to solve many types of queries, it
is satisfying and sufficient for most common types of information needs and is
therefore successfully applied in many commercial solutions.

Table 1. Sample query with temporal criteria

Document: The board of the Globe Trade informs that during 16 August 2006 ...
Information all documents that relate to the third quarter of the last year

need:

Query: the third quarter of the last year

Unfortunately, the above approaches are not sufficient for solving queries con-
taining temporal criteria. Table 1 presents a sample information need, a query
and a document. It appears that the query and the document are not syntacti-
cally related (do not share any terms). Semantic comparison based on synonyms
or concepts comparison will also yield null relevance. However, the document
seems to be, at least partially, relevant while 16 August 2006 is part of the third
quarter of the last year.

This limitation is caused mainly by an indexing process. In Information Re-
trieval, a document index is a simplified and machine processable representation
of document important features. This representation substitutes the actual doc-
ument content in the retrieval process. Relevance of a document to a given query
is than based not on comparison of the query against the document but the query
against the document index.

Features, that have been traditionally assumed to be important, are only
words (sometimes stemmed or lemmatized) derived from document content.
They are often accompanied by their position in the indexed document as well
as weights representing their importance.

1.1 Problem Statement

To overcome the highlighted limitation a new specialized index must to be cre-
ated that will represent properly document temporal features. The index should
be supported by formalized model of time, which defines: basic time units (in-
tervals, time points, granules etc.) [6,22], relations that may hold between them
[3,8] and basic time/calendar arithmetic [17]. In this case, an indexing term may
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be simply defined as a time model element, for instance as a time point or a
granule.

This approach allows to perform a comparison of a query against documents
at the level of selected time model. As a consequence, not syntactic, but temporal
relations between terms may be utilized (like inclusion, 16 August 2006 happened
during the third quarter of the last year).

The major challenge in this approach is proper construction of the document
index. The value of temporal index may be set by human expert [11]. This
method is however out of question for large document sets. In most cases indexing
process needs to be conducted fully automatically.

Often it is proposed to use temporal references extracted from document
content [1,12,10]. Tt is assumed, that if temporal expression appears in the doc-
ument, then the document is somehow related to the date/span denoted by this
expression. There exist a variety of types of temporal expression that may be
utilized for that purpose (see [7,13,19] for details).

Unfortunately, this approach, besides the fact that is computationally expen-
sive, has one major drawback. It is constrained to the very limited set of temporal
features used to temporarily anchor information. Temporal expressions are di-
rect way of expressing temporal information (,,something happened at particular
date®) and due to their relative unambiguity are often utilized in applications
that requires this characteristic — like in news articles, medical records or finan-
cial statements.

However, as Mani and Wilson [14] point out, in many cases, the more us-
able way of information temporal anchoring is relating information to known
states or events (,,something happened during/before/after/on some event).
Each state/event is characterized by specific dates (dates of occurrence, start,
end etc.). Dates specific for events presented in a document may be than included
in its temporal index. For instance, expression ,,during Great Depression” may
be included in temporal index as a span 1929-1933.

This approach is complex for two reasons. It requires the ability to extract
events, which is reasonably easy for named events (like beforementioned ,,Great
Depression ) but may be very complex task for unnamed events which are spe-
cific for certain community (,,when Company X entered the market”). Moreover,
this approach requires knowledge on dates specific for events that appear in the
document.

Therefore, we have decided to use even more indirect temporal features —
language model. We assume that the probabilistic language model is time de-
pendent, i.e. time model will vary among documents related to different time
periods.

1.2 Related Work

The problem of searching for information using temporal criteria is vital, espe-
cially in domains where time aspect plays a crucial role (for sample applications
see [2,11]). In financial markets analysis, which is in the center of our interest,
users combine: transaction data, financial statements and other textual infor-
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mation (including news stories) to form complex view on a market situation.
To perform automatic combination of information from these sources at lest
two dimensions must be considered: subject (market, market segment, company
etc.) and time period. Subject and time are integral characteristics of financial
statements and transaction data but not news stories. This requires documents
to be indexed both by subject and by time to which information contained in
document relate.

Unfortunately, the issue of temporal indexing, haven’t brought much attention
in the literature. There are not many publications in this area and presented
solutions relay exclusively on different types of temporal expressions [11,10,16].

There is, however, much research in the area of temporal information extrac-
tion and some in the area of text corpora analysis with temporal criteria. We
were mainly inspired by the former, especially by works from [21,5].

Swan and Allan [21] analyzed change of phrases significance over time. Au-
thors used statistical tools to extract phrases which are highly time dependent.
Time dependent phrase, is a phrase which occurs significantly more frequently
in documents published in specific period, then outside it.

Dalli et al. [5] proposed a method for automatic dating of documents based
on their vocabulary. Authors claim, that some words exhibit seasonal charac-
teristics, ie. the function of conditional probability that given word appears in
a document with certain publication date posses seasonal characteristics. This
knowledge may then be used in turn to assess publication date of document
using exclusively its vocabulary.

2 Methods

To prove the soundness of our approach, following plan was executed:

— Reference Index Preparation — The solution needs to be properly evaluated.
This can be achieved using objective evaluation metrics. These metrics re-
quire a reference index, i.e. an index that will be regarded as a baseline,
against which our approach will be compared.

— Verification of Basic Assumptions — Our work is based on two assumptions.
Firstly, we assume that semantically similar documents tend to have simi-
lar temporal indexes. Moreover, semantically similar documents should be
syntactically similar. Therefore, syntactically similar documents have similar
temporal indexes. Secondly, we assume that some terms are time dependent,
what means that they appear more frequently in document related to cer-
tain periods, then in other documents. Prior to construction of the indexing
mechanism, these assumptions had to be verified.

— Indexer Construction and Evaluation — Based on verified assumption the
indexing method may be created and evaluated.

2.1 Reference Index Preparation

In order to properly evaluate the presented solution, a temporarily indexed cor-
pus was needed. Unfortunately, such a corpus was unavailable, at least for Polish
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language, which was in the center of our interest. The corpus had to be con-
structed from scratch. More than 25000 of documents (385934 sentences with
average 15,4 sentences per document) have been collected. The corpus consists
of press articles from major Polish financial newspapers, which was published
between years 2000 and 2007.

The corpus has been temporarily indexed. Due to its size, manual indexing
was out of question, so it was decided to use an existing automated indexer. The
indexer that uses temporal references extracted from text was employed. The
created index is regarded as a reference index, and the indexing method as a
reference method for the rest of presented work.

This approach has one major drawback. Method, which is inherently based
on limited set of temporal features, was used as a reference method. As noted in
the introductory section, temporal references are only one out of many means of
expressing temporal information. Therefore, special care must be taken, when
interpreting the results of performed experiments. They do not present absolute
measures of effectiveness, but rather correlation with existing approaches.

Moreover, the reference indexer did not exhibit 100% effectiveness. The in-
dexer utilizes manually crafted rules for extraction and normalization of tempo-
ral expressions. Just to shed some light on the level of error, the indexer was
evaluated against manually annotated documents (more then 1000 of temporal
expressions). The precision and recall of recognition was respectively: 0.9845 and
0.972. More then 91% of correctly extracted references, were normalized prop-
erly. Therefore, in total, 90.67% of temporal expressions that appeared in text
were extracted and normalized properly.

Each document was than automatically indexed. Index was defined simply as a
set of indexing terms. An indexing term is a pair (I, G), where I is a granule index
within granularity level G (for terminology and calendar arithmetic see [17]).
Granularity levels represent different level of abstraction used for formulating
temporal expressions and are related to a specific calendar. Granularity levels
may include: a day of the month (DAY, e.g. ,,12/07/2007*¢), a day of the week
(DOW, e.g. ,,on Monday”), a month of the year (MTH, e.g. ,,in January*), a
quarter of the year (QTR, e.g. ,last quarter”), a year (YER, e.g. ,,in 2007%)
etc. A granule index is a number which represents granule position in granules
sequence. We treat a granule index as a number of granules between an analyzed
granule and a reference granule. A reference granule is a granule indexed as 1.
For days it is day 01-01-0001. For other granularities, these are granules which
contain this day.

For instance, a document i from the corpus D which contains only two tem-
poral references ,,year 2000” and ,.first quarter of 2000* will be indexed as:

Idx,ez(d;) = {(2000,Y ER), (8001, QT R)} (1)

2.2 Preliminary Results

Before the development of the new indexing method could have been started,
basic assumption must have been verified. It was assumed that syntactically
similar documents should have similar temporal indexes.
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In order to compare documents syntactically Vector Space Model (VSM) was
employed. Each document was represented as a vector of terms d; = (w1, . .., wg),
where w; is a weight of term [ in document ¢ (weights were computed according
to TF*IDF formula). A term was defined as a word or a noun phrase extracted
from documents content. To solve the problem of rich morphology of Polish
language, lemmatization technique was used (see [23]). Also too frequent or too
rare terms were rejected from the model.

For each document in the corpora, syntactic similarity based temporal index
(Idxsyyn) was computed. The index was defined as a weighted average of reference
temporal indexes (Idz,ey) of most similar documents. Therefore, a notion of term
weight had to be introduced. Weight wgyype(ds, I, G) is a function that for each
document d; and for each granule (I, G) in index (Idaiype) assigns value from
0to 1~ wgeype : D x I x G — [0,1]. In case of reference index, the value is 1 if
granule is present in the index set otherwise 0.

The weight of granule I in granularity G for document d; in syntactic simi-
larity based index is than defined as:

sim(dj,d;)>1 .
Zdje(DJ ) Worer(dj, I, G) x sim(dj, d;)

sim/(dj,di)>

wgsyn(d'hjv G) = .
djeD sim(dj, d;)

(2)

where, sim(d;,d;) € [0,1] is similarity between documents d;, d;, [ is similarity
threshold. For this experiment similarity was defined as a cosine of the angle
between two document vectors.

The index is than defined as set of pairs (G, I) for which the value of weighted
average is more or less k of maximum value (the value of k was assigned experi-
mentally, please see language model based index for details on influence of k£ on
precision and recall):

Idzsyn(ds) = {1, Q) : wgsyn(ds, I, G) > k * max[wgsyn(ds, I, G)|} (3)

The effectiveness of such an indexer may be measured using precision and
recall measures. Both reference index as well as syntactic similarity based index
may contain many granules, therefore these measures are defined as:

ZdjeD [z syn(di) N Idx,er(d;)]
ZdjeD [ dzsyn (ds)|

> a;ep Hdxsyn(di) N Idayes(ds)|
Yajep Hdzrer(ds)|

Figure 1 depicts results of this experiment conducted for one granularity level
only — for years. The results follows our expectations — the higher the similarity
threshold () the higher is precision. Unfortunately, the probability that there
exist in a collection at least one document whose similarity exceeds the given
threshold drops drastically. Recall follows this pattern only to certain degree.
If the similarity threshold is relatively low (lower then 0.5), the lower its value

(4)

precision =

recall =

(5)
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Fig. 1. Temporal indexing based on syntactic similarity

gets, the higher is recall. This happens because the index is based also on not
very related documents and as a result, temporal index contains irrelevant terms,
which may span almost the whole time axis.

It appears that if information on documents similarity is present in the collec-
tion and if at least part of documents is temporarily indexed, this information
may be used directly in the temporal indexing process.

The second assumption was related to time dependence of terms. We believed
that, at least for some terms, the probability that a given term appears in a doc-
ument is dependent on the time to which the document relates, i.e. is dependent
on its temporal index.

For each term and for each granule, conditional probability of a term occur-
rence in a document related to this granule was computed:

P(w”([, G)) _ |{d, eD: (I, G) S Idxref(di) A d,-(wl) > 0}| (6)
{di € D:(I,G) € Idz,c5(d;)}|
where, P(w;|(I,G)) is shorthand for P(d;(w;) > 0[(1,G) € Idz,er(ds)).
It appears that there exist three classes of terms (Fig. 2):

seasonal terms (for instance ,,December”) — These are terms, for which frequency
of occurrence is periodically significantly higher. This group consists of terms
related to cyclic events. In this case, it is reasonable to utilize seasonal analy-
sis. It is however out of the scope of our work (see [5] for details).

time-dependent terms (for instance, ,,multiscreen.tv‘) — These are terms, which
appears relatively frequently for limited number of granules, for other gran-
ules their frequency is significantly lower. This group consists of terms related
to temporarily significant events.

time-independent terms (for instance ,,where‘) — These are the terms, which
frequency does not exhibit any significant change over time.

Terms that constitute first two groups are significant for proposed method.
Time-independent terms may be rejected and form temporal stoplist, i.e. a list
of terms, which are irrelevant for assessing time index of the document. We have,
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Fig. 2. Temporal indexing based on syntactic similarity

however, decided not to reject these terms, while their presence should not have
significant, negative impact on the effectiveness of the developed indexer.

2.3 Classifier Construction

Temporal indexing, and indexing with controlled vocabulary in general, may be
regarded as a specialization of classification problem. In this approach, each in-
dividual term is treated as a separate class. Classifier (actually a set of classifier)
may then assign each document to a set of terms.

Formally, a text classification [20] is a task of assigning a binary value (fuzzy
classification [18] may also be applied) to each pair (d;,¢;) € D x C, where C'is
a set of classes. The value T is set for a pair (d;, ¢;) in case, if decision is made
to classify d; to class ¢, otherwise F'.

This formalization, however, does not reflect different effectiveness levels that
may be achieved by various classifiers. A classifier may, and usually does, make
some errors during classification process. Therefore, it is necessary to distin-
guish correct classification (reference classification) from results achieved by an
analyzed classifier.

Classification task is therefore [20] defined as an approximation of target (ref-
erence) classification function @ : D x C' — {T, F'} which defines desired, proper
classification, with function ¢ : D x C — {T, F} called classifier. Both func-
tion should be as close as possible. The measure of similarity is called classi-
fier effectiveness. In this work measures of: precision, recall and error level are
used.
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Proper construction of a classifier requires definition of three its aspects: fea-
tures, classes and the actual model which stands behind the classifier.

The classifier does not directly process documents, but their representations.
Guidelines for generic text classification/clustering were followed. Document rep-
resentations for text classification, were exactly the same, as for syntactic simi-
larity computations, what greatly simplified the process.

A classifier transforms documents features in a set of classes. In this case,
a document class is a single granule (I, G). It can be easily noted, that there
needs to be at least one classifier for each granularity level. For testing purposes,
classifiers for years and for quarters were trained. The decision is dictated by
the size of the available training corpora. While each of the classes, had to be
represented by significant number of documents.

For granularity levels of years and quarters, naive Bayesian classifiers were
constructed. The choice of classification model was dictated by its effective-
ness and form of input data. Actually, the learning process didn’t have to be
performed, while the conditional probability of terms occurrence for different
granules were known, cause it was computed for preliminary experiments.

As it is assumed that document may be assigned to each granule with equal
probability, the probability of document d; occurring in granule (I, G) may be
computed according to following formula (please note, that P(w;|(I,G)) were
computed using Laplace smoothing):

P((1,G)|ds) > P((1,G)|di) = [ [ P(wil(1,@)) (7)

=1

An analyzed document is then classified to granules for which the value of
probability is maximal or is more then k % maz, where k € (0, 1].

Idzing(d;) = {(I,G) : P((1,G)|d;) > k+«maz(P((I,G)|d;))} (8)

3 Results

Each document in the testing set (10% of the corpus, which wasn’t used for learn-
ing) was indexed by the developed method. In this process two classifiers were
employed, one for granularity of years and one for quarters. Figure 3 presents
effectiveness of both of them for different levels of similarity threshold k (see
equation 8).

It appears that both of them achieve the precision of 60%, so around 40% of
indexing terms, that were assigned to documents, were not present in the refer-
ence index. The actual problem is, however with the recall. The classifiers finds
not all but only the most significant terms for each document (each document
must be assigned to at least one granule). The problem will probably be more
significant for finer granularity levels like months or days.

Contrary to most classifiers, temporal classifier may be evaluated by addi-
tional effectiveness measure. In most cases, correctness of classifier output may
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be evaluated to binary value (correct,incorrect). In case of temporal classifier,
different degrees of errors may be committed. For example, if correct class for a
document is (2000, Y ER) and the classifier assigns (2001, Y ER) the error is less
severe as if (1990, Y ER) were assigned.

Therefore, an error level were introduced. Error level defines the severity of an
error in time units and is defined as a number of granules between class assigned
by the classifier and the closest (in terms of calendar arithmetic) granule from the
reference index for an analyzed document. If error level has value of 0 then the
classification decision was correct. Figure 4 presents error levels for developed
classifiers. Around 60% of classification decisions are correct, additional 20%
have an error level of less or equal one year. The number of erroneous decisions
drops with increasing error level.

4 Discussion

Presented results are surprising positive, while training and testing corpora spans
only 8 years. Even for such a short period changes within language model are
significantly enough, to consider their usage in the indexing process.
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A particular care must be taken when interpretting these results. A reference
index, which was used for learning and then for evaluation was based on lim-
ited set of temporal features. Therefore two factors may influence the results:
weakness of the classifier and variance of two indexing methods.

Part of erroneous decisions may be a result of employed classification model.
The model is based on all features, no particular attention was paid to features
selection and terms which are time-independent was also used in the classifica-
tion process. Some errors may arise from the reference index, which due to its
limitation does not cover all temporal features of indexed document.

The method may be further developed. It may be improved by means of
proper feature selection based on terms temporal characteristics. The shift of
processing level from syntactic to semantic may also be considered.

If prestented results are to be generalized, the method requires broader evalua-
tion. It needs to be evaluated against human annotated corpus or at least against
corpus annotated by different indexing mechanism. It must be also checked, if
presented findings hold for different categories of documents (natural language,
subject or style).

This method may be used in practice as a supplementary technique for existing
method of temporal indexing. It may be used to index documents, which do not
contain any temporal references, the method may be also used to extend or verify
temporal index created by other indexing method.
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Abstract. Companies use company-specific terminology that may dif-
fer from the terminology used in existing corporate ontologies (e.g. Tove)
and therefore need their own ontology. However, the current ontology en-
gineering techniques are time-consuming and there exists a conceptual
mismatch among developers and users. In contrast, folksonomies or the
flat bottom-up taxonomies constituted by web users’ tags are rapidly
created. In this paper, we present an approach that cost-efficiently de-
rives a lightweight corporate ontology from a corporate folksonomy. We
tested it on the folksonomy of a European company and first results are
promising: it shows that it creates additional value to the company.

Keywords: ontology, folksonomy, company, added value.

1 Introduction

It has been stated, e.g. in [1,2] that ontologies improve the communication among
humans or machines since they provide a shared understanding of a domain.
This makes that ontologies are very useful for companies. For instance they can
help to improve the communication between employees and to integrate different
information systems.

At this moment, there exist several corporate ontologies, for instance Tove
[3] and Enterprise ontology [4]. These ontologies describe general concepts and
relations related to enterprise and process modeling. We believe these kinds
of ontologies may not be useful for every enterprise since companies have a
corporate-specific terminology and consequently have their own concepts. In our
opinion, an enterprise may need its own corporate ontology.

However, building ontologies with the current ontology engineering techniques
have disadvantages. First of all, it is a very time-consuming process[5] and sec-
ondly the actual users are not involved in the developing process. As a con-
sequence there exists a conceptual mismatch between the developers and the
actual users’ vocabulary [6].

These disadvantages are not present in the relatively new categorization method
called tagging and its resulting folksonomy. Following the Web2.0 paradigm, a
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growing number of websites incorporate a tagging/folksonomy mechanism. They
allow users to refer to resources (bookmarks, pictures or scholarly publications)
on the web with freely selected keywords or tags. The users are not restricted to a
controlled vocabulary produced by a group of experts. Users can enter any words
that enter their mind. This makes them active participators in creating new tags.
Aggregating this user created meta data leads to a flat, bottom-up taxonomy, also
known as a folksonomy.

Despite the strengths, tagging has its weaknesses: no conceptual meaning or
hierarchical relations are added to the tags. As a consequence, tags have no
synonyms or homonyms. Furthermore, specialized as well as general tags can
be used to annotate the same resource [7,8]. These weaknesses can be solved
by (1)giving the users tools that enable them to add more information to their
tags (e.g. cluster tags as on Delicious) [8] and/or (2) trying to generate more
information on the tags by employing text mining, statistical techniques and
asking additional feedback from the community.

The last few years, we observe a growing attention of the semantic web com-
munity for tagging and its resulting folksonomies. At the one hand, we observe
researchers that try to enrich the flat ambiguous tags with existing online re-
sources (e.g. Google, Wordnet, existing ontologies) [9] and on the other hand,
there are researchers that consider this user created meta data as a valuable
source to develop ontologies [10].

In this paper, we argue that cost-efficiently deriving a lightweight ontology
from a folksonomy is also applicable to a corporate folksonomy. We regard a
lightweight ontology as the simplest form of an ontology: an ontology where
only one relation is included or a taxonomy as described by [11]. We propose
a 6-step approach which includes several techniques such as the Levenshtein
metric, co-occurrence, conditional probability, transitive reduction and visual-
ization. Although, some suggestions have already been made on how a corporate
ontology can be built from a corporate folksonomy, no research results have been
published so far. We implemented our approach on a corporate folksonomy of
a large European distribution company in which Dutch and French are the two
official company languages. We obtained the simplest form of an ontology, a
lightweight ontology, visualized with the open source tool Graphviz'. First re-
sults show that our approach is promising and we also detected a number of
benefits for the company.

The paper is structured as follows: we provide an overview of related work
in section 2. In section 3, we discuss all the techniques and resources suggested
in literature to enrich folksonomies or derive ontologies. We explain whether
they are suitable to turn an enterprise folksonomy into a lightweight corporate
ontology. The most appropriate ones are consequently included in the 6-step
approach which is presented in section 4. In section 5, we discuss the general
results of our experiment and describe some benefits for the company. Section 6
discusses our findings and presents our future research. A conclusion is provided
in section 7.

! nttp://www.graphviz.org/
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2 Related Work

At the time of writing, few papers have been written on discussing the use of
folksonomies in a company. The authors in [12] present a social bookmarking
tool, called Dogear, that lets employees tag their bookmarks from the corporate
intranet and the world wide web. The advantages of collaborative tagging in
the enterprise is discussed in [13]. The authors suggest that tagging can be used
as an expert location tool that facilitates the process of organizing meetings
with experts in the company. Tags are a reflection of people’s interest and/or
knowledge and can as a consequence be seen as a tool to detect experts and their
domain of expertise.

However, the authors in [12,13] do not explain how to make the tags less am-
bigious nor turning them into an ontology. This is discussed in [14]. The authors
propose to derive a CRM? ontology from a corporate folksonomy. They suggest
an integrated visual approach that integrates text mining techniques, tags and
user feedback. Each time the employee adds a message or note to the CRM
system, tags are required. At the same time, automatic keywords are detected
based on the tf-idf score. The tf-idf score is calculated by multiplying the word’s
document frequency by the logarithm of its inverse document frequency in the
set of relevant company documents. The higher the score, the more descriptive
the keywords are [15]. In a first phase the user has to indicate whether there
exists a relationship between the tags and the keywords with the highest tf-idf
score. The relationship has to be specified in a second phase. In this approach,
the human effort as well as the implementation time is very high. We also have
to point out that the proposed approach still has not been tested.

Literature on folksonomies enrichment or turning folksonomies into ontologies
is currently more common in the domain of the World Wide Web. In [16] tags of
the photo-sharing site Flickr were used in an experiment to induce a taxonomy,
the simplest form of an ontology [11]. The approach of [16] is based on statisti-
cal natural language processing techniques where a subsumption or hierarchical
relation was deducted. The authors of [9,10] both suggest to include different
techniques as well as the wealth of existing online web resources such as Word-
net, Wikipedia, Google, online dictionaries and existing ontologies. The authors
in [9] present an approach to enrich tags with semantics to make it possible
to integrate folksonomies and the semantic web. The authors use online lexical
resources (e.g. Wordnet, Wikipedia, Google) and ontologies to map tags into
concepts, properties or instances and determine the relations between mapped
tags. However, the resources are tapped in one way (e.g. Wikipedia is used as
spelling checker for tags) and the community is not involved to confirm the
semantics obtained from existing ontologies and resources. Consequently, tags
that reflect new concepts, relations or instances or new relations between tags
are neglected. On the contrary, the opposite is suggested in [10]: ontologies are
derived from folksonomies. Online lexical resources are suggested to be exploited
in several ways. For instance Wikipedia is suggested as a spelling checker as well

2 CRM or Customer Relationship Management.
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as a tool for finding concepts and homonyms. Furthermore, the authors suggest
to involve the community.

However, a corporate folksonomy differs from a folksonomy created on the
World Wide Web. The users, their underlying motivations and the environment
can be different. In case of a corporate folksonomy the user or employee is known
and will not always tag voluntarily. An employee may be enforced to tag or may
be given an incentive by the company. As a consequence, the amount of ad-
ditional feedback asked from the users to create a lightweight ontology should
be reduced. Labor costs are very high and therefore the number of employees
involved with the feedback process should be minimized. In contrast to web
communities it is far easier to ask the cooperation of the community: commu-
nity members have a different mindset than employees and are more willing
to participate in additional processes. However, in most cases they are anony-
mous. Company-specific terminology is mostly used in a closed company environ-
ment which makes it hard to include web resources in the ontology construction
process. The terminology may contain terms which have a specific meaning for
only a small group of employees. In the next section, we will explain how the
techniques and resources proposed in literature are applicable to the creation of
a lightweight ontology by means of corporate folksonomy.

3 Overview of Techniques and Resources

We can distinguish 2 important steps in the literature to enrich folksonomies
or to turn folksonomies into ontologies: (1) finding similar tags and (2) finding
concepts and relations between tags. In this section, we briefly describe the
different techniques and resources and how they can be applied in each step. We
also explain how they can be employed to the creation of a lightweight ontology.

3.1 Step 1: Finding Similar Tags

Stemming algorithms. A stemming algorithm reduce a word to its stem or
root. The algorithm removes suffixes and hereby e.g. reduces the words linked
and links to link [17]. The algorithm includes rules that are language dependent.
Company-specific language can be lost because of the stemming algorithm. These
words can differ from the general spelling rules or they can be abbreviations.
Some languages, such as Dutch, incorporate English words in the vocabulary
without adjustments to the Dutch language. When stemming algorithms are
used, there should be a way to determine the language of the tags and whether
it involves corporate-specific language.

Levenshtein metric. The Levenshtein metric is a text similarity metric which
calculates the distance between two words. More specifically, it counts how many
letters have to be replaced, deleted or inserted to transform one word into the
other [18]. Dividing this sum by the total number of letters in the word, gives
us the Levenshtein metric. It is a valuable technique to verify the similarities of
two tags. In order to calculate the distance, first all possible tag pairs have to be
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made. In [9] a threshold value of 0.83 is used to indicate that two tags are similar.
Yet tests showed us that a threshold value of 0.83 excluded a number of similar
tags. For instance, the Dutch adjective groen or green in English, depending
on its function in a sentence, can be groen or groene. Both tags are the same
and their Levenshtein similarity is lower than 0.83. We believe this technique
should be employed at a lower threshold value and include human feedback, a
representative employee that is very well aware of all the terminology used in
the company, to confirm or reject the similarity.

Resources. In [9,10] the use of online resources such as Google, Wikipedia,
online dictionaries is suggested. These resources can be regarded as spelling
checkers. However, the company-specific terminology makes it though hard to
use them. For instance, a company had a gara tag, used as the abbreviation for
the Dutch word garage. When using gara as a search term for Google, we did
not find any link referring to the correct meaning of the term. On Wikipedia, we
found a page describing the term, but the concept or description attributed to it
was incorrect. On Wikipedia, gara is a Basque word and the name of a Spanish
newspaper. This causes problems. We have to know whether the tag belongs to
the specific terminology of the company or not. In order to find this out, human
feedback is necessary.

3.2 Step 2: Finding Concepts and Relations between Tags

Co-occurrence. For each tagged resource all the tag pairs are determined.
The tie strength between a tag pair is increased each time two tags are used to-
gether. It is interesting to know which tags are often used together in a corporate
environment.

Clustering Techniques. These techniques can be used to cluster related tags.
In [9] clustering techniques are applied to the co-occurrence matrix of the tags.
They calculated the cosine angle between the tag vectors that represent the
tags. The smaller the angle, the more similar the vectors are. This can be an
interesting technique to find a group of related terms in the company.

Conditional Probability. A rule based on the conditional probability defini-
tion was proposed in [16]. More specifically, the rule tries to find out whether one
of the tags in the pair can be defined as broader and the other one as narrower
term. By applying the definition of the conditional frequency, the conditional
probability is calculated by dividing the co-occurrence of the tag pair by the
frequency of the individual tag’s. Results vary between 0 and 1. The higher the
result, the more the term is used in combination with the other term and conse-
quently the more dependend it is of the other term. When the difference between
the two results exceeds a certain threshold value, in [16] the threshold value is
set to 0.8, a subsumption relationship is found. Finding broader and narrower
terms is important to derive hierarchical relations.
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Social Network Analysis. These techniques make clusters of people based
on their shared objects and or tags. In [10], these techniques are suggested to
analyze the ontology of a community. This could be useful to a company, to
analyze the ontology of a team.

Transitive Reduction. In [16] the authors remove the roots that are logically
above the parent nodes. However, we believe transitive reduction, a technique
from graph theory, is far more interesting. Transitive reduction reduces the edges
of a graph G to a graph G’ by keeping all the paths that exist between the nodes
in Graph G [19]. The edges are consequently removed because of the implied
transitivity.

Visualization Techniques. The use of visualization is proposed in [14] to
lower the barriers to participate in naming the relations between concepts. In
literature, several approaches for visualizing tags and lightweight ontologies are
described. In [20] CropCircles are suggested to help people understand the com-
plexity of a class hierarchy. We hypothesize that visualizing the lightweight cor-
porate ontology may facilitate the validation process of the approach and might
generate added value to the company.

Resources. The resources mentioned in 3.1 as well as the existing ontologies
are suggested as a mean to detect concepts and find relations between tags [10].
As mentioned in 3.1, it is hard to use them for a corporate ontology.

4 Deriving a Lightweight Corporate Ontology

In this section, we first describe the corporate folksonomy under study and then
proceed to elaborating our approach.

4.1 Folksonomy in the Company

We have implemented our approach in a large European distribution company
with headquarters in Belgium in which Dutch and French are the two official com-
pany languages. The company employs more than 15.000 people across Europe.

Tagging has been used on all their communication messages for more than
20 years. Messages such as letters and faxes that are not sent electronically
are manually scanned, tagged and archived into an information system. Tags
replace the subject line of the message. Tagging is completely integrated in the
corporate culture. The messages can be created manually, automatically and
semi-automatically. The automatic and semi-automatic messages have default
tags. In case of semi-automatic messages, the author has to add complementary
tags. Manually created messages require user created tags.

Initially, tags were introduced to solve the information retrieval problem since
full text search engines were not available at the time. Tagging has remained part
of the communication messaging system. However, the ambiguity of the flat
tags and the information overload obstructs the search process. The company
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introduced some tag rules such as a minimum number of tags, no stop words,
no plurals and no conjugated verbs, but only a minority of the employees in the
company obeys all these rules.

Even though the tagging system at this company is somewhat different from
current web-based tagging practices, the 20-years worth of tagged messages rep-
resented a real opportunity to test out the approach in a real-life case. Such cases
are rare, as not many organizations have adopted tagging in a way which allows
the analysis of a large body of tags. Tagging is so widely adopted and part of
the corporate culture we believe the tags can be made to represent a non-toy
lightweight ontology.

4.2 Statistics of the Corporate Folksonomy

In 2006, more than 7.000.000 messages were created and roughly 60.000.000
tags in total were used. 91% of the messages are created by Dutch speaking
employees. We focused our analysis on the tags added to Dutch messages. More
specifically, we analyzed 2 different message types individually: quick internal
messages and notes since these are the most important communication channels
in the company.

4.3 Owur Approach

In this paragraph, we present our approach to derive a corporate ontology. The
approach includes 6 steps. We included the following techniques: Levenhstein
metric, co-occurrence, conditional probability function,transitive reduction and
visualization techniques.

Step 1: Selection of the Tags. First, we made a list with all the Dutch stop
words® and removed the stop words from the database. However, there were not
so many stop words in the tags, on average 2% of the tags had to be removed.
After filtering the messages with fewer than 2 tags, we had to withdraw the
less frequently used tags. We ranked the tags in an absolute frequency table
and noticed that the quick internal messages and notes have a group of tags
(approximately 150) with a very high frequency (between 5000 and 147.000).
We decided it would be interesting to use a top down approach and start to
grasp the meaning and interrelations of these frequently used tags.

Step 2: Clean the Tags. Since most of the tag rules, imposed by the organiza-
tion, are not obeyed, tags are polluted (e.g. plural and singular tags) and need to
be cleaned up. We used the Levenhstein similarity metric combined with human
feedback. In the Dutch language, there exists some confusion about the spelling
of certain words. The letter ¢ and k are sometimes pronounced in the same way.
In the last decade the spelling rules changed several times and as a consequence
people do not know whether words should be written with a ¢ or k. For instance

? Based on the list available at
http://snowball.tartarus.org/algorithms/dutch/stop.txt
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the English word contract is sometimes written in Dutch as contract or kontrakt.
Humans, more specifically employees, are able to detect these types of keyword
similarity without erasing the company-specific terms.

Based on a trial and error method, we decided to take 0.65 as a threshold value.
All the tag pairs that reach a Levenhstein similarity of 0.65 are presented to the
user and when two keywords are similar, the user has to check the corresponding
check button. Then, the tag with the lowest frequency is replaced with the one
with the highest frequency. We decided to implement this rule since we believe
that the tag with the highest frequency determines how the word should be
written by the wisdom of the crowds in the company [21]. After the adjustment,
we reselected the tags in the same way as described in the first step.

Step 3: Co-occurrence. For each message we made all the tag pairs. Then, we
counted the frequency of each unique tag pair. The more two tags are used to-
gether, the higher this frequency or co-occurrence value. We noticed some tag pairs
with a high frequency. Again, we decided to include only the ones with the highest
frequency (a frequency of more than 5000) to find the most frequent relations.

Step 4: Finding Broader/Narrower Relations. We wanted to derive the
simplest form of an ontology and therefore needed to find the broader/narrower
relations between the terms, for instance the relation between animal and dog.
We applied the conditional probability function as described in previous section.
Therefore, we divided the co-occurrence of the tag pair by the frequency of the
tag itself. We did some manual tests deciding on 0.70 as the most appropriate
threshold value. The higher the threshold value, the broader and the less deep the
resulting ontology will be. Some parts of the ontology are logically interpretable
and we were therefore able to do some logical trial and error trials.

Step 5 & 6: Transitive Reduction and Visualization. Some of the relations
are removed by the transitive reduction and they are consequently visualised
with the Graphviz tool.

5 First Results

We applied our approach to 2 different message types: quick internal messages
and notes. When visually comparing the output of the two message types, we
noticed that the 2 generated lightweight ontologies contain different terms. This
means that the tag usage between the two message types differs. Consequently,
we will need to find a way to map the different partial results into a complete
ontology.

We noticed that we have captured other relations than merely broader /narrower
or a kind of relations. For instance the relation between the tags name of shop and
baby, can not really be considered as a a kind of relation but more like a is related to
relation. It provides more information regarding a stock item of the shop. There-
fore, it would be interesting to find a way to capture these different kinds of rela-
tions and also check whether we may still apply transitive reduction.
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Fig. 1. Part of the lightweight ontology based on tags of quick internal messages

We also observed that the graphs, as in figure 1, include some tags corre-
sponding to the French language such as article, bebe, magasin, piece, rechange.
When having a closer look at the data set, we noticed that there are some bilin-
gual messages with bilingual tags. The tags can not be directly filtered from the
database since there is no unique identifier. Looking at the results, we observed
a pattern: the same tag relation exists between the Dutch and French tag pair
e.g. in figure 1 (artikel, baby) and (article, bebe). We also observed this in the
other results which are not visually included in this paper.

Tests with the Levenhstein metric, revealed that we can eliminate some French
tags due to the close similarity among both languages e.g. factuur in Dutch and
facture in French. In this way, the Levenshtein metric can reduce the pollution
by French tags.

5.1 Added Value for a Company

The tags of the corporate folksonomy under study are assigned to all the com-
munication messages sent in the company. We believe that tags assigned to
communication messages reflect the actual business processes in the company.
This contrasts with tags used in a social bookmarking tool such as presented in
[13]: tags represent the knowledge or interests of the employee. By applying our
approach to these tags, we have reduced their tag’s weaknesses as described in 1,
summarized and visualized all the actions that have taken place in the company
over a time period.

Based on the analysis of the visual output generated through our approach,
we noticed a number of benefits for the company. As we will explain in the next
paragraphs, we believe the visualization obtained from the approach could be
used as a tool for management, follow-up tool for new terminology and as a tool
for the creation of new teams.

Management Tool. By observing figure 1, we noticed two remarkable rela-
tions. On the one hand, we saw that there exists a link between the name of
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shop* and the tag fout or mistake in English. On the other hand, we found a
relationship between the name of shop and the tags Tongerl and Fil3965. The
tag Tongerl is used as the abbreviation for a Belgian city and Fil3965 is the
ID of one of the shops. The first mentioned relationship could be a signal that
something is wrong and that the relationship between these tags should be fur-
ther investigated. The latter one could indicate that the shop Fil3965 has a high
sales revenue or high customers complaints. By taking the time factor into ac-
count, these results could be compared over different time periods. Therefore,
the approach presented in this paper might be an interesting tool for high-level
managers in the company. High-level managers are more focused on higher level
company’s issues such as corporate strategy and are not always aware of all the
things that are going on in the company. The visualization of the lightweight
ontology obtained through our approach could support them in their daily work
and help them in decision making. Therefore, we regard it as a kind of tool
for decision making or a sort of add-on for an existing business intelligence
tool. This technique could be a valuable extension to existing datamining tech-
niques. At this moment the company is not doing any analysis of its unstructured
information.

Follow-up Tool for new Terminology. The proposed approach could be
valuable as a follow-up tool for new corporate terminology. It reveals how new
terms are utilized and interpreted. In case of company acquisition, such a tool
could be very interesting. When a company gets acquired by another company,
the acquired company will have to apply new terminology to improve the com-
munication process between both of them. Again, the time factor can be included
in the process to evaluate and compare the results.

Creating Teams. When new teams have to be set up, the approach might
helpful to choose the most appropriate employees. This visualization shows how
tags are combined with other ones. By selecting all the terms that are related
to a concept, the corresponding employees could be selected for the creation of
a new team.

6 Discussion and Future Research

The approach is briefly validated by presenting the results to the I'T-director and
the communication system’s analyst of the company. They verified the results
by looking at the visualizations and checking the tags in the communication
messaging system. They both confirmed their validity.

We also discussed the added value of the visualization. In their opinion, the
first and third benefit would be most interesting to their company. They even
suggested a visual search tool as an additional added value. Such as tool could
be an extension of the suggested management tool. When the manager finds an
interesting hierarchical relation or cluster, he should be able to click on it to
retrieve the corresponding messages.

* We renamed this tag to guarantee the anonymity of the company.
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We plan to expand our tests to other message types and include tags with a
lower frequency to verify the added values we deduced from our current results.
In addition, we should set up focus groups with employees of the company where
the added value can be extensively discussed.

Further, we will try to find a method to map the ontologies obtained by
applying the approach to different message types.

The approach should be further extended and include more techniques and
algorithms such as clustering techniques. In this way, more relations might be
included in the ontology. However, we believe a cost-benefit analysis should also
be built-in in the approach to evaluate whether a more extended version of
the ontology will generate the necessarily return on investment. Currently, the
approach minimizes the human input and in this way a lightweight-ontology is
cost-efficiently derived from the corporate folksonomy.

7 Conclusion

In this paper we proposed a 6-step approach to turn a corporate folksonomy
into a corporate taxonomy. We implemented the approach on a folksonomy of
a European distribution company where tags are assigned to communication
messages. We applied the approach to two different kinds of communication
messages: quick internal messages and notes. Based on the results, we concluded
that the approach summarizes all the actions that have taken place in the com-
pany and reflect the actual business processes. The visualization of the results
facilitated the validation process and allowed us to detect some benefits for the
company: management tool for managers, a follow-up tool for new terminology
and a tool which supports the creation of teams. The first and third mentioned
benefits were validated by the I'T-director and the communication system’s an-
alyst of the company. They even suggested to extent the management tool with
information retrieval functionality.

Though the approach should be extended and further tested in the near future,
we may conclude that the first results look promising.
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Abstract. Semantic-based information retrieval is an area of ongoing
work. In this paper we present a solution for giving semantic support to
multimedia content information retrieval in an e-Learning environment
where very often a large number of multimedia objects and information
sources are used in combination. Semantic support is given through in-
telligent use of Wikipedia in combination with statistical Information
Extraction techniques.
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1 Introduction

Nowadays, organizations have to deal with information overloading. They need
a way to organize and store their content and being able to easily retrieve it
when necessary. Our objective is to provide a system for indexing and retrieving
content based on the semantic provide by Wikipedia. Retrieving the desired
content can be difficult due to the the high specifically of terms in a search task.

In our work, we are addressing the problem of accessing different kinds of
unstructured or semi-structured information sources taking advantages of the
semantic provided by public available resources such as Wikipedia. Furthermore
using the approach we will describe in section 3 we would like to automatize the
task of annotating a corpus and discover relations between annotations. Next
we will use annotation in combination with textual information retrieval for
determining the search context and based on it we will be able to give search
suggestions and perform query expansion. Using annotation in information re-
trieval is not a new idea [6, 4] even in combination with ontologies [3], it has
been widely used in video and image retrieval generating also a social phenomena
like folksonomy [14, 12]. What is new is the use of domain independent public
available semantic to automatically describe content in different kind of media.

We are applying our approach in the e-Learning context, specifically enhanced
streaming video lectures (see [8, 5]) because of the peculiarity in this scenario
of combining different kinds of unstructured or semi-structured sources of infor-
mation. E-Learning presents many problematics in common with the business
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scenario in terms of content classification for its amount of information to clas-
sify and for the different contexts where a specific information can be relevant.
Our target repository collects different kinds of media (video, audio, presentation
slides, text documents), which can be searched and presented in combination.
For each recorded event ! we provide not only the video but also related materi-
als, which can consist of presentation slides, documents or Web sites the speaker
points to. All the resources are temporally synchronized with the video.

We can summarize the following five state of the art approaches to multimedia
indexing and navigation:

1. Use of metadata to browse keyframes.

2. Use text from speech, using transcript-based search.

3. Matching keyframes vs. querying of images. Keyframes extracted as shot
representatives are used for retrieval. It requires user to locate images/other
keyframes, from browsing or other search.

4. Use of semantic features. They are based upon pre-processing video or key-
frames to detect features. Features can be related to ontologies.

5. Use video/image objects as queries.

We concentrate on pt. (2) and partially on pt. (3), we use the text-from-speech
technique combined with a textual analysis of the speech and the event related
material using Wikipedia instead of ontologies.

The combination of information extracted from video and related material
gives a complete picture of an event, since in the real world the sum of all the
media used by a speaker is meant to fully describe the event’s topics to facilitate
knowledge transfer to the audience.

In this paper we report about how we provide semantic support and un-
supervised annotation of multimedia material based on information extracted
from Wikipedia, rather than the usage of Semantic Web technologies (specifi-
cally without ontologies). Our approach is domain independent, and in theory it
could also be applied to different use cases where there is a need for clustering
or annotation of a corpus.

The structure of this paper is organized as follows: in the next section we
describe the context and the motivation of our work; section 3 gives an overview
of our approach. In Sect. 4 we apply the approach described in the previous
section to our use case. Finally, we discuss the directions we are planning to take
regarding further work.

2 Semantics in the Web

In the Web, some collections of data containing semantic annotations 2 are now
available and there is a trend to semantically enable more and more Web content.
Even though this trend is perceivable, there is still a huge amount of material

L E.g: lecture, seminar, talk, meeting.
2 UniProt http://www.ebi.ac.uk/swissprot/index.html,
Ecademy: http://www.ecademy.com
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on which these technologies have not been applied. One limiting factor for a
faster adoption of Semantic Web technologies, is the difficulty to find ready-to-
use conceptualizations for annotating existing material and making it Semantic
Web compatible.

We explored the possibility of using Semantic Web ontologies for annotating
multimedia material and for discovering and presenting to the user relations be-
tween the searched topics and other topics, based on the relationships between
entities in one or more domain ontologies. We experienced difficulties in find-
ing ontologies which cover a variety of domains, since e-Lectures can cover an
unpredictable amount of domains (e.g. computer science, history, meteorology,
geography, math...). In addition, the terms expressed in e-Lectures are usually
individuals of an ontology  and finding populated ontologies with a wide cover-
age of individuals to date is a big challenge, and usually requires the involvement
or a knowledge engineer.

Our requirement was to find a broad, domain-independent collection of indi-
vidual terms (as opposed to concepts) which are connected by relations. To the
best of our knowledge, the most complete collection of this kind is Wikipedia 4.
Wikipedia contains a classification of topics, organized with an hierarchy of cat-
egories and with relationships between elements. The advantage of using it is
that the social collaborative network around it makes its content always up to
date and it covers in details a huge amount of topics in different domains and
languages. In addition it also takes into account the different possible meanings
of a term through a disambiguation page.

What we can extract using Wikipedia are the relationships between topics.
According to Obrst’s definitions in [10], Wikipedia not only offers weak semantic
information, such as parent-child relationships, but it also contains lexicographic
relationships that — once the domain of interest is determined — can offer medium
semantic. In Wikipedia we do not have strong semantic, i.e. we can not describe
real-world relationships such as “a car has a minimum of four wheels” as with the
usage of an ontology. We can only deduce that concepts are connected without
knowing how; we can tell that one concept in one category is related to other
concepts which are linked in the description of the concept itself.

In Wikipedia, the concept of class and instance are not separated as in the
ontological sense, due to the fact that it is not constrained to a formal model,
for the reason of which it is not possible to formalize reasoning on the Wikipedia
content directly. There are projects (see section 5) that try to embed semantic
inside Wikipedia extending the Wiki software used to write Wikipedia pages
[15], and some others ® which provide an RDF representation of Wikipedia, to
make its content machine-interpretable.

3 E.g. the term ’Collection’ in a Java Programming class could be modelled as an
instance of a data container class in a Java Programming ontology.

1 Wikipedia is a freely available encyclopedia which is constantly growing in size and
in fame thanks to the copyleft license that allows the content to be copied, modified
and redistributed as long as there is an acknowledgment of the author and the new
content is published under the same license. See http://www.wikipedia.org

® E.g. wuw.dbpedia.org [2].
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We use Wikipedia as a taxonomy to obtain lexicographic relationships and
in combination with statistical information extraction we can deduce related
concepts to the terms extracted from our corpus. In addition, since our corpus
covers a representation of a part of the real world we also use the corpus itself
as ”training data” for domain disambiguation in Wikipedia.

3 A Semantic Discovery Approach

In order to discover the semantic present in a corpus we first have to extract and
identify the terms from it. Once we have the list of the words contained in each
unit of the collection, we can link them through the relationships contained in
Wikipedia. We divide the explanation of this approach in two parts: the first one
deals with how Information Extraction has been done and the second describes
how through Wikipedia one can find semantic relationships. The two steps are
independent in the sense that Information Extraction can be carried out in
different ways while our Wikipedia module could still be used to find relations
between terms. We give here an explanation of the first part only for the sake of
contextualization.

3.1 Information Extraction

We performed Information Extraction (IE) by using Lucene ¢, a state of the art
tool which provides Java-based indexing and search technology using a statistical
approach. Lucene had been used in the project as a search engine for querying
an unstructured e-Learning repository, but since it also provides basic APIs for
analyzing text, we exploited Lucene also for extracting information from our
corpus. In general term extraction tools using a statistical approach basically
look for repeated sequences of lexical items. We also explored a linguistic ap-
proach based on Natural Language Processing (NLP) using other state of the
art tools in the area such as GATE 7 and IBM UIMA &, but the approach was
not suited for our use case since it is language and grammar dependent. In fact,
in e-Learning the material can be in different languages, and sometimes more
than one language can be combined in the same event. For instance, in some
cases presentation slides are written in English while the speech is delivered in
another language (e.g. in Italian). As a consequence, the work needed to adapt
a linguistic approach to our needs was excessive. Moreover, story telling does
not play an important role in e-Learning - at least not in the disciplines we
considered - and this makes it difficult to locate and classify atomic elements
in text into predefined categories for Entity Recognition. For these reasons we
chose a statistical approach and we calculated a term vector for each document
in our index. The term vector contains a list of terms with their frequency in a
document.

6 http://lucene.apache.org/
" http://gate.ac.uk/
8 www.research.ibm.com/UIMA/ [17].
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In order to calculate the term vector we had to store our multimedia material
into an index. Many documents can refer to the same event. For instance, we
have at least two main information sources for each event: presentation slides
and video transcript. Following our multimodal view, we modelled all the event’s
multimedia material into a single document in the index. In this way the term
vector calculated through Lucene is factual. For improving the performance of
this task we are currently working on the indexing phrase and in particular in
the pre-processing task °.

3.2 Semantic Extraction Using Wikipedia

In this section we explain how we enhance information retrieval based on the
recognition of the relations between topics. Usually, e-Learning users (typically
students) do not have a rich understanding of the domain or of how one topic is
connected to others. For this reason a tool, which has the goal of enabling access
to information, must guide users to retrieve exactly what they are searching for.

For example, a user looking for the term 'Collection’ in a Java programming
class must find out about the different types of Collection such as "HashMap’,
'Map’ and ’Set’ since these terms can also be found in the lecture material,
and they all mean Collection. Understanding relationships between terms in our
corpus permits also us to automatically discover the important topics of an event
which can be used for unsupervised classification of the material.

Our starting point for the second phase is the list of terms which were extracted
from multimedia material(video, slides, documents) during the first phase. In
Wikipedia, we look up the most important extracted terms from the corpus. The
goal of this phase is to find a Wikipedia definition page for every important term
and to try to extract relations to other terms by examining the hypertextual links
in the page. This is done by processing the links in the page. Therefore, the term
of interest is found in Wikipedia, and all the links in its page are analyzed.

The process can be divided in four steps:

1. Finding all the links for a page
For each extracted term we search for pages in Wikipedia which contain
the term in their name. In Wikipedia every page is named by a string com-
posed of topic name and topic domain. After that, we collect the links for
every page. The search is made on a local copy of the English version of the
Wikipedia database, but we could also reach the same result by download-
ing and parsing Wikipedia Web pages. We chose to maintain a copy of the
database to increase the speed of the task.

2. Domain Disambiguation
The second step deals with domain disambiguation. A word can have multi-
ple Wikipedia definitions because it can assume different meanings (senses)
in different domains. Among the (possibly) multiple Wikipedia definitions,

9 E.g. cleaning the text from Italian or English stopwords and applying different lan-
guage stemmers as a filter, building categorizer for improving the quality of the
raking of the extracted lecture terms.
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we choose the one which has the most link words in common with the ex-
tracted lecture’s terms. We manually checked this approach to evaluate the
accordance of the semantic expressed in the disambiguated terms with the
one of the event and we find out that this is true for the majority of the
cases.
3. Indwiduation of the ’strong’ links
We define a link to be ’strong’ if the page it points to has a link back to the
starting page. For instance, ”Rome” and "Italy” are strongly linked since
the page on Rome says that it is the capital of Italy, while the page on
Italy reports that Rome is the capital of the state. A minor town located in
Italy will instead have a 'weak’ link with Italy, since in its page it will be
declared that the town is in Italy but in the page for Italy the minor town
will most likely not be mentioned. In our case, strong links are candidates
for topics related to the searched term, and they will be used for giving user
suggestions in query expansion and in the process of summary generation of
Wikipedia definitions.
4. Annotation through Wikipedia definition summarization

In this last step we use the extracted strong links for every important word
of an event to automatically generate a summary of the word definition
in Wikipedia.The summary is generated taking all the sentences from the
Wikipedia definition page in which a strong link is present; usually fifty
percent of the content of original definition is selected. The summary is then
used for expressing the meaning of the important term. In other words, we
annotate the lecture through Wikipedia terminology, and for each term we
keep a brief definition.

An example follows to clarify the process. Suppose one of the terms ex-
tracted from the e-Lecture material is 'Collection’, which is in the list of the
extracted keywords. Consider a simplified list of extracted keywords (in mul-
tiple languages!) as follows: Elemento, Map, Tipo, Object, Method, Interface,
computer science, Collection, Oggetto.

1. The first step of the algorithm will search for all the pages which contains
the term ’Collection’ in its name. A search in the Wikipedia database will
find a relatively large number of pages that satisfy this requirement due to
the different meaning the word can have. Consequently we retrieve the links
of every found page. We will use the links in the disambiguation step.

2. The second step calculates domain disambiguation.

We automatically identify the right Wikipedia entry based on the domain
defined by the multimedia material the keyword was extracted from. So we
select one page among the ones we retrieved during step one which is in con-
cordance with the domain of interest. The disambiguation function considers
for every candidate page its links. In particular it looks for correspondences
among the link’s names and the keywords extracted from the corpus. The
page which has the largest number of links in correspondence with the cor-
pus’ terms will be considered to be the correct one and it will be used as
the disambiguated term. The term that has been disambiguated has the
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same meaning in Wikipedia and in the corpus. The result of this step is the
identification of the disambiguated terms with their links.

. In the third step we identify the strong links between the ones we found

through the disambiguation step. We will use the strong links in our appli-
cation for querying support and for automatic summarization of the content
of Wikipedia entries.

In this last step we use the extracted strong links for every important word
of the lecture to automatically generate a summary of the word definition
in Wikipedia. We download and parse every Wikipedia page which refers
to the most important words in our event. We extract from the Wikipedia
definition all the sentences which contain a strong link and the term itself.
Putting all the extracted sentences together permits to generate a reasonably
well written summarization of the term definition.

Applications

In this section we describe some applications of our approach we implemented
in our use case application. Many other applications are under considerations.
We use the approach for the following functionalities:

— Search Suggestion and Query expansion

Wikipedia is used for finding topics related to the searched one. In our search
user interface we show the hits for the searched string and a bunch of links
to some related topics which have a correspondence in our repository. A click
on one of the link will initiate a search for the occurrences of the link term in
the learning material. This is done by viewing all the strong links retrieved
through Wikipedia which term appear also in the event material, in this way
we can suggest different search terms or topics that are connected to the first
searched one.

Automatic annotation

For each occurrence displayed in the hits, we show some links to related
important topics. The important topics automatically annotate the event
with some terms which have a predefined meaning in Wikipedia. In this way
there are no more ambiguities in the meaning of a term used for annotation.
Another advantage of the strong link identification in combination with the
term vector extracted for every event is the possibility to automatically de-
scribe the most important concepts of the event.

Automatic summarization

The semantic discovery approach described in the previous section brought
us to the individuation of the strong links for each topic. Based on them we
can generate for each event annotation (topic) a brief summarization of the
description of the topic in Wikipedia. A click on one of the event annotation
will display the summary plus the retrieved hits for that term. In our search
user interface for each event(lecture, seminar, meeting) we show the six most
important words and the related summarized Wikipedia definitions.
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5 Related Work

Wikipedia contains a vast amount of information, therefore there have been
mainly two approaches for exploring its content and make it machine readable.
The first approach consists in embedding semantic notations in its content [15, 7];
while the other one deals with information extraction based on the understanding
of how the Wikipedia content is structured: [1, 13, 16, 11, 18].

The SemanticWikipedia project [15] is an initiative that invites Wikipedia
authors to add semantic tags to their articles in order to make them machine
interpretable. The wiki software behind Wikipedia(MediaWiki [7]), itself enables
authors to represent structured information in an attribute-value notation, which
is rendered inside a wiki page by means of an associated template.

The second main stream of Wikipedia related work is on automatically extract
knowledge from the Wikipedia content as in [1, 13, 16, 11, 18].

DBpedia [l]is a community effort to extract structured information from
Wikipedia and to make this information available on the Web. DBpedia offers
sophisticated queries against Wikipedia and to other linked datasets on the Web.
The DBpedia dataset describes 1,950,000 ”things”, including at least 80,000 per-
sons, 70,000 places, 35,000 music albums, 12,000 films. It contains 657,000 links
to images, 1,600,000 links to relevant external web pages and 440,000 exter-
nal links into other RDF datasets. Altogether, the DBpedia dataset consists
of around 103 million RDF triples. DBpedia extracts [2] RDF triples from
Wikipedia informations presented in the page templates such as infoboxes and
hyperlinks.

Yago [13] is a knowledge base which extends the relationships of DBpedia
extending the standard RDF notation. At December 2007, Yago contained over
1.7 million entities (like persons, organizations, cities, etc.) A YAGO-query con-
sists of multiple lines (conditions). Each line contains one entity, a relation and
another entity.

DBpedia or Yago could replaced Wikipedia as a source of knowledge in our
semantic discovery approach, although at the time of this writing these knowl-
edge bases contain only entities (such as person and places) and not abstract
concepts as the one we have in e-Learning material. In addition we don’t know a
priori with which properties a term a can be searched, so in our domain replacing
Wikipidia free-text would not be beneficial.

ISOLDE [16] is a system for deriving a domain ontologies using named-entity
tagger on a corpus and combining the extracted information with Wikipedia
and Wiktionary. The results shows that this kind of approach works better with
semi-structure information such as dictionaries.

KYLIN [18] is another project which aim is automatically complete the in-
formation presented in the Wikipedia infoboxes analyzing disambiguated text
and links in Wikipedia pages.

Ponzetto et al. [11] in their work have explored information extraction on
Wikipedia for creating a taxonomy containing a large amount of subsumptions,
i.e. is-a relations.
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6 Future Directions

One of the activities we plan for the near future is related to extending the
Wikipedia module to support various languages. The multilanguage support con-
sist in recognizing relations between terms in the corpus which are not in English.
As a first step, we’ll look at the links to the other instances of Wikipedia in dif-
ferent languages. In most cases, pages in the Wikipedia instance in one language
have links to pages in many other Wikipedia instances in other languages. Since
these links were created manually by the page authors, in most cases there is no
ambiguity in the translation. In case a link to the target language of interest is
not present, we can resort to freely available, albeit less trustable external sources
for translating from and to English. The Wikipedia process described in the pre-
vious section will not change but writing language dependent processing modules
such as language specific stemmers should be added to enable the comparison
of the related Wikipedia content found in English with the terms contained in
the multimedia content repository. Consequently we have scheduled an evalua-
tion of the presented approach for annotating a large amount of text resources
and a user based evaluation to assess if the introduction of semantic multimedia
information retrieval is actually bringing an advantage to the student. We will
carry out a student’s performance evaluation on some topics presented in the
e-Learning repository and we will compare the results with the the ones we gath-
ered last year using a text based search that was not semantically enhanced [9].

7 Conclusion

In this paper we described an approach to semantically annotate the content of
an unstructured multimedia repository. The annotation has been done combin-
ing the terms extracted from the corpus with lexicographic relationships from
Wikipedia. Wikipedia has been used as an alternative to ontologies. The content
annotated in this way permits to keep track of the relations between annotations.
The approach has been used for giving search suggestions in multimedia infor-
mation retrieval, in multimedia annotation and for giving a brief description of
the topics of the multimedia event. Our approach is domain independent, and
it could in theory also be applied to different use cases where there is a need for
clustering or annotation of a corpus.
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Abstract. While wikis offer new means to collaboratively build, or-
ganize and share knowledge in organizations, such knowledge cannot
be easily understood by computers in a query answering or reusability
process. This paper details the features and architecture of a wiki-farm
system that combines structure and semantics in order to collaboratively
produce ontology-based data and immediately reuse it in wiki pages to
enrich browsing and querying capabilities of the system.
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1 Introduction

During the last few years, different services and principles of Web 2.0 appeared
in enterprise environments, such as blogs, wikis, RSS feeds or tagging [1]. On
the other hand, Semantic Web [2] technologies are used in different business
information systems to enrich data integration, querying and browsing, thanks
to powerful means to represent knowledge like ontologies. While some think
that Web 2.0 and Semantic Web are opposite concepts, we believe, as others [3],
that these two views about the future of the Web should - and even must - be
combined to offer easy-to-use but powerful services to end-users. Especially, in a
business context, we think that information systems should benefit from usability
and social aspects of Web 2.0 and also from data formalisms of the Semantic
Web to provide to end users means to collaboratively build, maintain and re-use
ontology-based data, a task often dedicated to knowledge management experts.

This paper, which introduces a semantic wiki-farm prototype that aims to
achieve this goal, is organized as follow. First, we will briefly detail how wikis
can be used in business information systems and the reasons why they are limited
for reusing data. We will then introduce how Semantic Web and ontologies can be
used to enhance them, through a state of the art of semantic wikis. Then, we will
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© Springer-Verlag Berlin Heidelberg 2008
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explain in detail our views regarding a wiki-farm system that combines structure
and semantics to enhance knowledge management within organizations. We will
detail its different components and the way users can use it to collaboratively
build and reused formalized data. Finally, we will conclude with some statistics
about the use of the system at EDF R&D' and will end the paper with some
perspectives and future works regarding the software.

2 From Wikis to Semantics

2.1 Wikis for Knowledge Management in Organizations

Among the numerous practices and tools that became popular within Web 2.0,
such as tagging, RSS feeds, blogs and wikis, the latter offers new and interest-
ing possibilities regarding collaborative knowledge management in organizations
since ideally, anyone could add information to a given field.

Yet, bridging this gap between traditional information systems - with access
rights and workflow management - and such ways to manage knowledge im-
plies social and organizational changes that are not always easy to accept for
end-users, in environments when, most of the time, knowledge equals power. At
EDF, we setup several wikis for different communities of practices and while
some of them first decided to completely open their platform, other groups re-
stricted it in reading, editing or both, by fear to see their knowledge spread in
the company without any reward or feedback that could enrich their own. We
noticed that it mostly depends on users’ background, since communities dealing
with topics as nuclear energy were more into a close community approach, while
those involved in open-source software opened their platforms and even blogged
about it. Nevetherless, two wiki features made some users change their mind:
(1) when closed communities realized that open ones got feedback from their
wiki, some of them opened it and (2) history pages let users feel rewarded for
their work since they can still claim a kind of knowledge ownership on open wiki
pages.

Nevertheless more than this social aspect, wikis suffer from the difficulty for
computers to exploit the knowledge they contain. Indeed, a reader could learn
from a wiki that EDF is based in France and produces nuclear energy, but a
software agent will not be able to easily answer queries like “Is EDF located in
France ¢”7 or ”List all companies known in that wiki”. The reason is that wikis
deal with documents and not with understandable representations of real-world
objects, as a human reader does. Thus, a wiki will model that ”There are some
hyper-links between a page titled EDF, a page titled France and a page titled
nuclear energy”, but will not be able to deduce anything about the nature of
those different objects and the relationships between them, since pages do not
carry enough semantics about what they contain (Fig. 1).

! Electricité de France (EDF) is the leading energy company in France and has 3
research sites, employing about 2000 people. See http://rd.edf.com
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Fig. 1. The gap between documents and real-world knowledge

2.2 The Semantic Web and Ontologies for Better Wikis

To bridge this gap between documents and machine-readable knowledge, data
must be described in a way that software agents interpret and understand in a
uniform manner. Ontologies [4], as defined in the Knowledge Engineering field,
are an effective way to do so, since they provide common vocabularies and struc-
tures for modeling domains of interest and thus can be used by different applica-
tions of information systems [5]. Moreover, the Semantic Web initiative, which
goal is to provide a common framework for such data modeling on the Web,
envisions a Web of Data [6] or Global Giant Graph [7]. It defined standards
and languages to achieve those tasks, such as RDF to represent data in an uni-
form way, RDFS or OWL to model ontologies and SPARQL [8], which recently
became a W3C recommendation, to query RDF data. Using ontologies and Se-
mantic Web technologies in business information systems can help to achieve
various tasks [9] such as advanced knowledge representation, integration of het-
erogeneous data or even reasoning over existing datasets.

Thus, during the last few years, various semantic wikis prototypes have been
built, combining wiki features and Semantic Web technologies. Systems such
as Semantic MediaWiki [10] or SemperWiki [11], require to use a special wiki
syntax or to embed RDF, to add semantic annotations in wiki pages. While
it is an open approach, it can lead to semantic heterogeneity problems since
any user can use its own vocabulary to add annotations in a document, making
those annotations difficult to re-use. A system like IkeWiki [12] combines plain-
text feature of wikis and a dedicated interface to help users annotating content,
re-using existing ontologies, while OntoWiki [13] can be used as a complete
ontology editor, with a user-friendly interface that offers different views over
existing data. Yet most of those systems require users to have some knowledge
of Semantic Web, since they have to deal with namespaces or URIs, which make
the tools difficult to integrate in business environments where people are not
necessary computing experts.

In these tools, created annotations are used to create ontology instances and
relationships between those instances, as well as properties, thus providing a
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real-world and machine-readable representation of the content which is described
inside the pages. They can help to enhance browsing capabilities of the wiki, by
suggesting related pages sharing similar instances or listing all pages featuring
a certain property as does Semantic MediaWiki. Moreover, new ways to browse
the data are available in some systems as OntoWiki with its map and calendar
view, while some of them feature a back-end RDF store to query data from the
whole wiki. Finally, some tools also feature inferencing capabilities in order to
deduce new knowledge from the current state of the wiki and thus enrich user
experience in discovering new knowledge. For example, IkeWIki and OntoWiki,
can list all instances of a given type taking into account instances of various
subclasses.

Finally, it seems important to reference DBpedia [15], a project that aims to
represent, the whole wikipedia content in RDF, as well as other semantic wikis,
like SweetWiki [14] which does not focus on ontology population but on using
semantic web technologies to let users tag their pages and organize those tags.

3 A Semantic Wiki-Farm for Corporate Knowledge
Management

3.1 Main Features

Regarding various aspects of semantic wikis that have been mentioned before and
according what seems important to us in a business environment, we designed
a new wiki farm - i.e. a wiki server for several different wikis - system, based on
the following features, that will be described in the rest of the paper:

— Ontology-based knowledge representation. Data created from wiki pages is
represented in RDF and is based on a set of ontologies defined by adminis-
trators of the wiki in order to avoid semantic heterogeneity problems;

— Usability. In extent of the previous point and in order to let users easily
produce that ontology-based data, we focused on a combination of plain-
text and user-friendly form-based approach to edit wiki pages, so that users
do not confront to a new syntax and simply use forms to create RDF data;

— Combination of data and meta-data modeling. While our approach mainly
focuses on modeling what wiki pages are about, we also emphasize repre-
sentation of the complete wiki server meta-data (wikis, users, pages, rela-
tionship between both ...) in RDF, as well as a way to interlink those two
levels of representation. Moreover, it allows different wikis of the server to
share information between each other while keeping a trace of any created
information;

— Immediate reuse of formalized data. Finally, RDF data created among the
wikis must be immediately reusable to enhance browsing and querying capa-
bilities of the system, as in most of semantic wikis. More than adding value
to the system, this is a way to show to users that their contribution has a
real impact, which can motivate them to contribute regularly.
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3.2 Global Architecture

To achieve the goals mentioned before, our architecture involves different com-
ponents that are linked together, either logically or physically. The first part of
the architecture consists in a set of ontologies that are used to model RDF data
from the wikis, whether it is data about the pages or about their content. For
the latter, ontologies have to be defined in RDFS or OWL and can be ontolo-
gies created specifically for the needs of a knowledge field, as well as existing
ontologies. Regarding the RDF description of wiki pages and user actions, we
mainly rely - and worked - on the SIOC ontology [16]. SIOC, which has recently
been accepted as a W3C submission?, provides a model to describe informa-
tion about online communities and their content in a uniform manner and thus
fits exactly in the scope of our needs. Moreover, it features a type module?, so
that we can represent wiki pages (WikiArticle class), but also wiki containers
themselves (Wiki). We extended the SIOC ontology with a specific property,
embedsKnowledge in order to formally represent in RDF the link between a wiki
page and the data embedded in it (Fig. 2). This property provides a way to link
any instance of sioc:Item - and its subclasses - to the URI of a named graph
[17], i.e., in practice, the URL of a document that contains a set of RDF triples.

Then, the system features a web interface, based on a fork of the Drupal
flexinode module?, to edit wiki forms and browse and edit wiki pages. The editing
interface combines plain-text and structured parts in order to easily manage the
creation of RDF statements according to the ontologies it uses. When creating
a wiki page, two documents are created, one containing the RDF description of
the page (i.e. "This is a wiki page created on 28th January 2008”), the other
one containg RDF data about its content (i.e. "EDF is based in France”). Both
are linked thanks to the embedsKnowledge property we previously introduced.

The last component of the system is a triple-store, based on the 3store® API.
By storing in real-time all RDF data as well as ontologies in a single place, it
offers querying capabilities for the complete data and meta-data of the whole
wiki-farm, but nevertheless keeps a trace of each statement thanks to its named
graphs compliance. This store also manages basic inference capabilities and sup-
ports SPARQL and SPARUL (SPARQL update) in order to query and update
data from the wiki pages.

Moreover, since all wikis of the wiki farm share the same knowledge base, by
querying and updating a single RDF store, data can be re-used across wikis.
Thus, an ontology instance created in a given wiki can be linked to an ontology
instance from another one, even if there is not direct hyperlink between the
pages that embeds this knowledge. It allows our system to create knowledge on
a distributed way, even between various communities that do not share the same
wiki but that produce information about the same ontology instances.

? http://www.w3.org/Submission/2007/02/
3 http://rdfs.org/sioc/types

4 http://drupal.org/modules/flexinode

® http://threestore.sf.net
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Fig. 2. Architecture of one wiki from the wiki-farm

4 Editing and Browsing Enhanced Wiki Pages

4.1 Manage Ontology Instances with Wiki Forms

As most semantic wikis, our system automatically creates ontology instances
for each wiki page. While some wikis do not explicitly assign them a given
type and other rely on the page category to identify it, our system requires
administrators to define different types of pages, each one related to a class of a
given ontology, e.g. a people page (related to foaf :Person®) or a software page
(doap:Project”).

Regarding definition of properties and relationships of each instance, we use a
mix of plain-text and forms in the wiki editing interface, thus separating plain-
text content from content to be modeled in RDF, as the Semantic Forms ex-
tension® for Semantic Wiki or Freebase’ do (Fig. 3). In our case, for each type
of page, administrators define which form widgets they want to use and assign
ontology relationship to each of them. When creating the page, translation from
wiki content to RDF data is then automatically done thanks to those mappings.
In a corporate context, we think that this combination of plain-text and forms
to ease the modeling of RDF data has numerous advantages:

6 http://foaf-project.org

" http://usefulinc.com/doap/

8 http://www.mediawiki.org/wiki/Extension:Semantic Forms
 http://www.freebase.com
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— First, as fields are defined by the wiki administrators for each type of page
and so for each class, users know what kind of knowledge is relevant for
the wiki regarding a given page and can focus on essential aspects in this
context;

— Moreover, as we kept a simple WYSIWYG field for each page, any other
relevant information can be added, even if it has not been formalized as
widgets. It can also help to participate in evolution of the model itself;

— Users can benefit from autocompletion features, suggesting possible related
instances by querying the RDF store with on-the-fly SPARQL queries, thanks
to AJAX technologies;

— At last, in our system, this approach allows to create complex relationships
and ontology instances inside a single page. While most semantic wikis allow
only to create relationships between existing objects, a widget can correspond
to an dedicated class in our system, offering better ways to manage complex
ontologies population.

While each page corresponds to a given ontology instance, instances are also
created for each filled relationship field where a class has been assigned as a range.
Then, if one later decides to create a wiki page for these instances, properties will
be added to the existing ones. Moreover, when instances are not used anymore
in any wiki, i.e. do not have any property, they are automatically removed from
the RDF store to avoid orphan instances.

From these aspects, the wiki really acts as a collaborative ontology population
tool, beneficing from Web 2.0 features to provide this task, since an individual

L'ensemble de ces leux d'échange, de rencontre ef de réfledon permefient de proposer des évolutions d'ordre
réglemeantaire ef lgislatf
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Fig. 3. Wiki editing interface
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can be created by a user, modified by another, then linked to a third one by
another one and even removed from the knowledge base by a fourth one.

4.2 Immediate Reuse of Knowledge When Browsing Wiki Pages

The main feature to enhance wiki browsing capabilities in our system is the
use of inline macros, similar to inline queries of Semantic Mediawiki. Yet, those
macros are defined by wiki administrators themselves, using SPARQL and PHP
to render the results and are then called by users in wiki pages. Since all data are
based on a set of predefined ontologies, queries can be written without having to
deal with semantic heterogeneity problems, as people that would have use dif-
ferent property names for the same one, e.g. isLocatedIn versus has location.
The system then runs the query over the RDF store when the page loads, so that
query results are always up-to-date. While queries can be complex, users simply
type function names, with some arguments if needed, to use it in wiki pages. For
example, [onto|members] will be translated in a query that will retrieve all peo-
ple that are member of the organization described in a wiki page (Fig. 3, Fig. 4).
Such queries take inference capabilities of the system into account, so that, for
example, if they must list all organization instances described in the wiki, they
will also lists companies or associations if they have been defined as subclasses
of the first one in the ontology. Finally, the administrator can decide that the
macro will render a link to add new page in the wiki to create an instance of a
given type, thus facilitating the process of creating interlinked data.

L'ensemble de ces heux d'échange, de rencontre et de réflexion permettent de proposer des évolutions d'ordre
réglementaire et |égislatif.
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Inline macro 0 Volr Ins autres arteurs du domalne {au plos sphciflque )
result | Administration Publigue (Représentation)
1 Vair les autres arteurs du domaine (ou plus spécifique )

Fig. 4. Browsing an enhanced wiki page

Moreover, macros can take into account the way we combine modeling of data
and meta-data in RDF export of wiki pages, so that a wiki can display a list of
pages from another wiki for a given query. The snippet below shows a SPARQL
query, that can be run as a macro from a given wiki and that will retrieve all
pages (and their titles) that produced any RDF knowledge about EDF and that
are contained in the wiki #6. This feature can also be used in the autocompletion
of wiki forms, thus restricting the suggestions to data created from a single wiki,
rather than suggesting data from the whole knowledge base.
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select 7page 7title
where {
graph 7data {
:EDF 7predicate 7object
1.
7page :embedsKnowledge 7data ;
rdf:type sioct:WikiArticle ;
dc:title 7title ;
sioc:has_container <http://example.org/wiki/6> .
<http://example.org/wiki/6> a sioct:Wiki .
}

Finally, those macros can display results according other rendering inter-faces,
such as Google maps, in case the needed information is available in the RDF
store. In order to achieve this goal, our wiki features an interface to query the
GeoNames webservice!? each time a new geonames : Feature instance is created
in the system. Thus, while the result is similar to what can be done with the
map view of OntoWiki, users do not have to manually enter the coordinates of
each instance (e.g. a company) but simply fill a ”7City, (State), Country” field,
that will be used to retrieve the appropriate RDF data - including coordinates -
from geonames an add it in our knowledge base. Here, we clearly see the benefit
of using the same model (i.e. the geonames ontology) as an existing RDF dataset
to include data from external services at zero-cost.

5 First Experiments

We are currently experimenting this prototype at EDF R&D in a wiki that
mainly deals with roles, locations and relationship of various agents involved
in the energy field and its related domains. For this purpose, we build a set of
lightweight but interlinked ontologies to model our data. One of this ontology
extends the FOAF [18] vocabulary by defining new subclasses of its foaf : Agent
class, as Company or ResearchInstitute, while another one consists in the de-
finition of role of those agents, combining hierarchies of domains and role types
(thanks to SKOS [19]) in a geographical context.

About 20 users are contributing to the wiki who are, for almost all of them,
first-timers in the wiki world and so in the semantic wikis one. Thus, they felt
quite comfortable with the wiki interface, especially thanks to the WYSIWYG
part of the editing page and the non-technical side of its interface, which helps
them to concentrate on the data without thinking on how to write or model and
interlink the data. Yet, since the wiki itself deals only with ontology instances
management and not with the model evolution, face-to-face meetings have to be
organized between users and administrators to get their feedback and see what
knowledge that they capture in free-text could be moved to the ontology with
new forms, so that it can be re-used a better way.

Y0 http://sw.geonames.org
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So far, about 100 wiki pages and 200 ontology instances have been created.
Actually, while some people focus on the RDF data modeling, other just concen-
trate on the WYSIWYG field, which is more intuitive to them. Unfortunately, it
offer less possibilities to access their page, except direct hyperlink, while pages
that produced RDF data can be linked from other pages thanks to the macro
system we introduced before. The wiki features, nevertherless, lets some users
update pages that have been started by others. The following graph (Fig. 5)
offers a view about the growth of the knowledge base.

Finally, an important thing to notice is that we benefit from the ideas of ar-
chitecture of participation and collective intelligence in this approach of collabo-
rative ontology management. Indeed, users instinctively populate and maintain
an ontology collaboratively, sometimes without knowing it, by simply using the
wiki as they would usually do to reach their own needs by using such a tool, but
offering a whole better experience of wiki browsing for any user of the system.
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1000
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Fig. 5. Evolution of pages, instances and RDF triples on a 50-day period



68 A. Passant and P. Laublet

6 Conclusion and Future Works

In this paper, we described a prototype of wiki that combine structure and Seman-
tic Web modeling capabilities to produce ontology-based and machine-readable
data in a collaborative way. We argued why we think that using structure in the
wiki interface to produce this data can be a benefit in business information system
regarding the adoption of the tool and the quality and reusability of the created
knowledge. Finally, we showed how such knowledge can be used to enrich function-
alities of the wiki. While this system combines some features that already exist in
various prototypes, it focuses on usability for end-users, which is important in such
a business information context, as well as, from the technical side, a common mod-
eling of data and meta-data and ways to make various wikis share informations
they help to build.

Regarding our future works, we will concentrate on adding new value-added
functionalities to the wiki for end-users to ease the discovery of relevant infor-
mation from the set of RDF data, as faceted browsing [20]. We will also focus on
how to formalize wiki pages versioning in RDF, in order to see how statements
about a given resource can evolve during its lifetime and track more precisely
each change of information on a given ontology instance.
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Abstract. The agreement is a crucial part of our living together. Im-
portant opportunities for sharing resources, integrating systems and col-
laborating depend on our ability to agree. While we are interested in
methods and technologies that support shared agreement, we somehow
tend to forget the disagreement; indeed, it is also a part of reality.

In the Semantic Web field, most of research activities investigate on-
tology agreement and its formalization, rather than the disagreement
and the best practices about its extended use.

We claim that the industrial uptake of the Semantic Web is severely
limited by the fact that, in the real world, shared agreements are dif-
ficult to reach and maintain and that “agreeing while disagreeing” is a
common practice. In this paper we illustrate a best practice, which we
learned from practical experience, that makes use of an (almost) unex-
plored potentiality of the Semantic Web to express disagreement, and we
describe its use in the e-employment sector.

1 Introduction

Whenever we agree with someone, we feel free to express our consent ( “I think
you’'re right” or “I agree with you”), because the agreement does not imply any
conflict. On the other hand, whenever we have to dissent from someone, we feel
embarrassed to express our disagreement ( “I'm afraid I can’t agree with you”)
and we often try to find the most polite expression in order not to offend our
interlocutor ( “I agree with you up to a point, but...”, “That’s quite true, but...”
or “I agree with you in principle, but...”, etc.). As a consequence, every spoken
language provides for a lot of expressions to formulate (or to hide) dissent and a
fewer expressions, that we daily use without any worry, to state accordance and
harmony.

It seems that we fear both the disagreement and the conflicts that may rise
by showing it to the others. After all, we can happily work together by commit-
ting to a limited agreement, while hiding all the necessary (and unnecessary!)
discordances. Such behavior is theoretically founded in the common knowledge
theory [1], which demonstrates that, when showing the whole agreement, parties
cannot “agree to disagree”. Therefore, the only way to disagree is to show only
part of the agreement. It may appear counter-intuitive, but a good and common
practice is to “agree while disagreeing”.

W. Abramowicz and D. Fensel (Eds.): BIS 2008, LNBIP 7, pp. 70-82, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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What happens when you have to develop a Semantic Web application that
deals with such a common behavior? Since an accepted definition of ontology is
a “formal, explicit specification of a shared conceptualization” [2], we can clearly
assume that an ontology is a kind of formal and explicit agreement among the
parties that commit to it.

Is there room for disagreement? Being able to share the disagreement may
not be a desirable feature, because we tend to agree on many general principles,
to commit to a clear subset of the possible implications of this principles and, in
the meantime, to keep our disagreement. After all, however, disagreement exists.

Our thesis is that the Semantic Web is elaborating all necessary tools to for-
malize the agreement and the disagreement, and that their appropriate use can
result in a method that helps in developing real-world Semantic Web applications.

The rest of the paper is structured as follows: section 2 states the problem of
“agreeing while disagreeing” and presents the conceptual solution we elaborated
in several research projects; the notion of ontological commitment is introduced
in section 3. Section 4 draws a boundary line between agreement and commit-
ment. Section 5 explains in details our best practice for expressing disagreement
and making it partially public; section 6 outlines the method we put in practice
in elaborating the SEEMP solution and its advantages; finally section 7 presents
conclusions and future work.

2 The Problem and a Conceptual Solution

We have been technically leading several European projects (i.e., COCOON!
and SEEMP?) and Use Case work packages of European and Italian projects
(i.e., in TripCom® and NeP4B%) that aim at fostering the adoption of Semantic
Web in health care, government and business. In all those projects, we face the
problem of integrating, using a Semantic Web approach, data and applications
that belong to parties that are definitely interested in collaborating, but are
also competitors. Therefore, they have to agree about the sharing of all the
information that will foster collaboration, but they also should not be forced to
disclose information that will reduce their competitive advantages.

In those cases, parties agree on general principles, but then they only commit
to a subset of the possible implications of these principles and keep for themselves
all their disagreements.

For instance, in the domain of e-employment (scenario of the SEEMP project),
different Employment Services, both public and private, collect CVs and job of-
fers in order to match demand with supply. Each Employment Service (ES)
covers either a region or an occupational sector. As a result, the employment
market is severely fragmented and many ESs perceive the need of sharing infor-
mation in order to provide a better service to their customers. However, they

! http://www.cocoon-health.com/

2 http://www.seemp.org/

3 http://www.tripcom.org/

* http://www.dbgroup.unimo.it/nepdb/
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would never exchange CVs or job offers, since they contain sensible information
(like contact details); instead, the ESs use the “anonymized” versions of CVs and
job offers, which we name respectively candidacies and vacancies. Therefore, if
an ES exchanges a candidacy /vacancy with another one, it potentially enlarges
the possibilities of finding a match, without giving to the other one the chance
to by-pass it and directly contact the employee/employer.

In a similar manner, in the logistic domain (scenario of the NeP4B project),
different logistic operators may join their efforts to acquire a larger market share
by presenting themselves under a common brand. They make available informa-
tion on their number and type of vehicles, their position on the territory, etc.,
but, being competitors, they only partially disclose their respective price lists. A
joint logistic platform should have enough information to calculate the price of a
shipment request, but not enough to let one of the logistic operator to calculate
a competitive counter-offer.

Therefore, we draw the conclusion that the common notion of shared agree-
ment is not enough to manage the complexity of the industrial scenarios we face.
We believe that two important notions have to be made explicit: commitment
and disagreement. It is worth noting that usually when parties provide ontology
commitment the intended meaning is that all parties commit to the “entire”
ontology. On the contrary, we propose to give a “subjective” meaning to com-
mitment and disagreement which does not presume a common knowledge among
all the parties: two parties may commit to (or disagree with) different part of
the agreement.

In order to move from the problem statement to the solution conception, we
need to find appropriate methods and technologies. We need conceptual elements
to capture the notions of agreement, commitment and disagreement, to make
them operational and to express the respective relations among them.

Ontologies have been used and are good for formalizing and sharing the agree-
ment. The notion of commitment is usually associated to the notion of ontol-
ogy, and this is certainly true in the context of agent communication (see also
section 3). In agent-based systems, all agents usually share a single ontology. The
Semantic Web vision, however, foresees an ecosystem of ontologies, because of the
very nature of the Web which is “fractal” [3]. Ontologies can be co-invented, they
can partially overlap and, in developing a new ontology, the importing of existing
ones is encouraged [4]. We believe that the “practical” meaning of ontological
commitment in the Semantic Web is slightly different from the original one (see
also section 3). In formal terms, committing to an ontology that imports several
other ones is the same as committing to one big ontology obtained by the union of
all of them; however, in practical terms, committing to the ontology that includes
the import annotations is partially an “unconscious” commitment, in that it
means trusting the knowledge engineer who decided which ontologies to import.

Therefore, our best practice is to distinguish between the reference ontology,
which captures the shared agreement, and the local ontologies, which captures
the commitment and the disagreement of the various parties. We propose to
build the reference ontology including all the details that are needed to allow for
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a meaningful communication between each pair of parties, thus including details
that most of the parties would consider either inessential or not sharable. Then,
each party can develop its local ontology, partially by importing parts of the
reference ontology, and partially by developing its own point of view. Every time
a local ontology imports a part of the reference ontology®, the party is considered
to commit to the imported parts of the reference ontology. Moreover, every time
a part of the local ontology is aligned to a part of the reference ontology (e.g.
by the means of ontology-to-ontology mediators [5]), the party is also said to
commit to that part of the reference ontology. A particular attention should be
given in capturing also the source of disagreement within the local ontology.
Finally, each party should make available to all other actors the part of the local
ontology that explains its different point of view without causing conflicts.
Sections 3-5 are devoted to explain the details of our conceptual solution.

3 Ontological Commitment

In the philosophy of language and metaphysics, the ontological commitment of
a proposition is the definition of some of the demands that the sentence’s truth
imposes on the world, e.g., the existence of one thing presupposed or implied by
asserting the existence of another one.

In the context of artificial intelligence, the ontological commitment is a di-
rect consequence of the ontology definition: an ontology is a specification of the
concepts and relationships that can exist for a community of agents and the
ontological commitment is the agreement to use the shared vocabulary defined
by the ontology in a coherent and consistent manner [6,7,8].

From the previous definition, it follows that an ontological commitment is
a guarantee of consistency, but not completeness with respect to queries and
assertions [9]: the agents sharing a vocabulary do not need to share a knowledge
base; each of them knows things the others do not, and an agent that commits to
an ontology is not required to be able to answer all queries that can be formulated
in the shared vocabulary.

Also in the Semantic Web community, we often refer to the ontological com-
mitment in the sense explained above. We are used to build ontologies to express
the objects, concepts, and other entities that are assumed to exist in some area
of interest and the relationships that hold among them; the resulting ontology
represents an abstract, simplified view of the world that we wish to formalize for
some purpose. As a consequence, every knowledge-based system built on top of
an ontology is committed to its conceptualization. This means that, when two
different systems commit to the same ontology, they can assert the existence
of different things and individuals (in-completeness of the commitment), but
they share the same vision of the conceptual model expressed by the ontology
(consistency of the commitment).

5 Please note that the behavior of this import feature differs from the behavior of
owl:import annotation, because it allows for a partial importing. However it can be
mapped to owl:import is the reference ontology is correctly modularized.
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Several different methodologies developed to build ontologies [10] are based
on this notion of ontological commitment, in that they assume the ontology
engineering process to be aimed at formalizing the obligation to a specific con-
ceptualization of the world (or of a part of it). As we mentioned in section 2, the
only difference on the notion of ontological commitment between the Artificial
Intelligence and the Semantic Web world seems to be that, in the latter case, the
engagement to the ontology is explicit and conscious with regards to the con-
cepts, relations, axioms and individuals defined within the ontology itself, while,
in the Semantic Web, it is somehow unconscious with respect to the ontologies
imported via the owl:import mechanism.

4 Agreement vs. Commitment

In proposing our best practice, we would like to stress the difference between the
achievement of an agreement and the commitment to the obligations it entails.
To better explain this distinction, we take as an example the situation in
which there are three different actors wishing to pave the way for a fruitful
collaboration between them. To start their interaction, they need to formalize
the common domain of discourse. If two of them need the specification of some
concepts on which the third actor disagrees, they have two possibilities:

1. either ignoring the disputed concepts; this results in a poor and weak agree-
ment that prevents the two concordant actors from fully collaborate;

2. or including the controversial concepts; this results in a stronger agreement
that however can heavily hinder the relationship with the third actor.

We believe that the shared agreement must be large enough to allow for a mean-
ingful communication between all the three parties to be integrated. It can in-
clude details that are needed by two parties and inessential for the remaining
one. However, with this extended meaning of shared agreement, the third actor
will refuse to commit directly to the entire agreement, because it includes details
that are useless from its point of view.

Our best practice proposes to solve the problem by allowing for a partial
commitment to the shared agreement, which means that each party engages
itself in a durable obligation of complying with just a part of the agreement.
Parties that need details will commit to the part of the agreement that contains
them, whereas those that do not need them will not.

Therefore, to preserve the common negotiation and to enable, as much as
possible, a win-win situation between all the parties of a business deal, we suggest
to keep the separation between the agreement and the commitment to it. In other
words:

— by agreement, we mean the description of a common field of action, po-
tentially going in all the details which enable a meaningful communication
between at least two parties of the arrangement; while,

— by commitment, we mean the specification of (the part of) the agreement
on which an actor engages itself by complying with it; the commitment
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therefore implies an active and durable obligation to a part of the agreement,
while preserving the party’s reservation and disagreement on the rest of the
agreement itself.

We distinguish from the definition of ontological commitment given in [9] in that
we extend the notion of in-completeness of the commitment from the factual
knowledge to the conceptual knowledge: each party (or agent) is free to discard
parts of the ontological agreement and to undertake to the sharable portion only.
As mentioned in the section 2, the realization of our definition of agreement
relies in the explicit conceptual formalization of the reference ontology. This
means that, whenever three or more parties settle an arrangement and reach
a shared agreement, they formalize it in the reference ontology. The ways to
(partially) commit to the reference ontology are detailed in section 5.

5 Preserving the Disagreement

The commitment to the agreement is the way to express the accordance and the
dissent with regards to the mutual consent. Therefore, we need a way to explicitly
express the disagreement of a party on the object of the common action field.

We believe that, in order to preserve the disagreement, it is useful to consider
two orthogonal dimensions of the commitment: positive vs. negative commitment
and public vs. private commitment. A final summary of these notions is displayed
in table 1 on page 75.

Table 1. The “traditional” notion of commitment can be refined in four different no-
tions, to deploy real Semantic Web application that enable meaningful communication
among parties while leaving crucial leeways of disagreement

Our Best Practice in Preserving the Disagreement

— Public Positive Commitment is the space of “traditional” commitment (as
proposed by T. Gruber [9]), which allows for a meaningful communication
with other parties.

— Public Negative Commitment is the space for disclosing knowledge about well
known disagreement that will not cause conflicts among the partners, but that,
on the contrary, allows for checking in advance if asking queries to a party is
worth a try.

— Private Positive Commitment avoids a party to let every other parties know
that it committed to answer certain queries; however, it leaves the possibility
to ask queries to a subset of partners that are informed about the positive
commitment (by using a different channel).

— Private Negative Commitment enables the possibility to write filters that pre-
vent “illegal” information to be exchanged, without disclosing knowledge that
may cause a party to come into conflict with other ones.
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5.1 Positive vs. Negative Commitment

We say that a party expresses a positive commitment whenever it imports a part of
the reference ontology or aligns a part of its local ontology with the reference one.
Positive commitment provide a means for meaningful communication on the basis
of the parts of the reference ontology that received commitment by other parties.
Such parties, thus, can ask queries to the positive-committed party and they may
expect answers whenever the knowledge base of the party contains useful facts.

On the contrary, a party expresses a negative commitment in two ways. The
easiest one is by avoiding to express a positive commitment on a part of the ref-
erence ontology. However, this way may not be enough: the second way consists
in formalizing parties’ specific points of view (i.e., the source of disagreement).

The party that refrains from expressing a positive commitment on a part of the
reference ontology prevents other parties to establish meaningful communication
that involves that part of the reference ontology. When other parties ask queries
about such part of the reference ontology, the party will not answer, because it
does not understand the query.

However, the same party can do more than refusing to commit, it can formalize
its point of view as a part of its local ontology. As a result, one party can refine
its positive commitment, which is supposed to include leeways for disagreement,
by expressing its specific point of view.

For instance, in the case of employment, each European country has its own
regulation in terms of job legislation and skills/certifications required to apply
for a job. This is especially relevant for physician, lawyers, teachers, etc. Those
regulations are mandatory for each country, but, being “local”, they cannot fall
within the shared agreement (i.e., the reference ontology).

As a concrete example, let’s consider two Employment Services (ES), one
Swiss and one Italian. Both ESs express a positive commitment on the concepts
related to University occupations. However, the legislation about the prerequi-
sites to apply for a University professor position is different between Switzerland
and Italy: the two countries disagree on the necessity of holding a Ph.D. title.
Therefore, the Swiss ES also makes explicit in its local ontology that each can-
didate for a professor position should hold a Ph.D. title (whereas in Italy this is
not mandatory).

The negative commitment, under the form of an explicit formalization of the
local peculiarities, can be used by the discordant party, in order to actively filter
the queries it receives.

In the example above, the Swiss ES can write a rule that filters candidates
that do not hold a Ph.D title. So, if the Italian ES asks for available University
professor positions for an Italian candidate that did not get a Ph.D. title, the
Swiss ES will not provide any matching vacancy, even if one is available.

5.2 Public vs. Private Commitment

We say that a party makes its commitment public if it discloses to the other
parties involved in the agreement its positive/negative commitment. It is worth
noting that making the entire commitment public is not mandatory.
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We believe that the positive commitment should be always made public, be-
cause it lets other parties know in advance if it is worth asking a query (this
can be done by checking if the query involves the part of the reference ontology
which the receiver commits to). However, a party may decide to only partially
revealing its positive commitment to all the participants, because it prefers an-
swering only to a subset of them; in this situation, the party discloses its ability
to answer certain queries only to the “friendly” parties and by using a different
communication channel.

In a similar manner, a party may decide to disclose only part of its negative
commitment. Making public a negative commitment is particularly meaningful
if it communicates a well known disagreement (e.g., different legislations among
EU countries). Such negative commitment can be evaluated by other parties
before establishing a collaboration, in order to prevent formally invalid business
processes to be activated. However, keeping private large part of the party’s
specific point of view is quite usual, because by revealing it the party can come
into conflict with others.

Such private part of the negative commitment can also be used to express
filters that prevent “illegal” information from being exchanged. Let’s consider
for instance an Italian logistic operator (LO) which is required to transfer a load
of soft drugs. Being such request illegal in Italy (but legal in some other countries
where the request could have been started), the LO should not only refuse to
process the shipment order, but also prevent the request from entering into the
elaboration system.

5.3 Language and Tool Support

In putting into practice what we discuss above (see also section 6), we were
severely limited by the lack of support in standard languages (RDF, RDFS and
OWL) and tools.

Import annotations in OWL are not flexible enough; a partial workaround
would be a careful modularization of the reference ontology. However, a full
implementation of our approach would require an importing clause that enables
to select a part of the ontology.

Moreover, in order to express disagreement, we need both a rich ontological
language for expressing inequality and a rule language for describing ontology
alignments and formalizing filters on data exchange. For what regards the former,
we notice that the current support for inequality expression in OWL is limited
to owl:differentFrom and owl:disjointWith; the latter requisite is partially
satisfied by different proposals, but no standard Semantic Web rule language
exists yet.

For those reasons, we look forward to following the standardization process of
OWL 1.1 [11], which includes several new features that we consider interesting
for our purposes (e.g., the application of disjointness not only to classes but also
to properties and the possibility to predicate negative assertions). In a similar
manner, we expect RIF Core [12] to be of help; however, the tool support will
probably be limited until the standardization process is in progress.
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Using best-of-breed solutions, in the SEEMP project we adopted the WSML
language [13] and WebODE [14] and WSMT [15] as tools. WSML offers a layering
of semantic languages including a rule language (WSML-rule), which can be
used to describe ontology alignment and to state complex axioms (such as those
required to describe filters), on top of an ontological language (WSML-light),
which can be used to model the declarative part of the ontologies. WebODE
and WSMT were chosen because they provide complete support for WSML,
respectively, to model ontologies and describe alignments and filters.

6 The SEEMP Solution

In the following, we present our approach in developing the core of a Semantic
Web application that allows parties to partially disagree while doing business
together. As explained in details below, our approach mainly comes from the
experience we gained during the SEEMP project. The lesson learned and the
best practice we would like to share is outlined in table 2.

Table 2. Our recipe to express agreement and disagreement

The Way We Applied Our Best Practice in the SEEMP Project

To formalize agreement and disagreement, we use:

e Ontologies as way to express:

— the general shared agreement among all the parties, which we name reference
ontology; and

— the specific points of view of the parties that are only partially sharable with
others, which we name local ontologies.

e Ontology-to-Ontology Mediators as a way to express:

— the commitment toward the reference ontology by (partially) aligning the
local and the reference ontologies; and
— the formal expression of the disagreement of the party, by defining filters
that exclude the possibility for facts expressed in the local ontology to be
translated in the reference form or vice-versa.
Moreover, with regards to the respect of each party’s competitive advantage or
private data, we suggest:

e to make publicly available to all parties the reference ontology and the parts
of the local ontologies and the respective mediators which express the local
point of view and which is not in contrast with the reference ontology;

e to keep private to each party the disagreement expressed in the rest of the
local ontologies and the respective mediators.

We successfully experiment the previously described approach in the SEEMP
project, in which concretely we have:
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— the SEEMP Reference Ontology, as the common agreement between the
various ESs that take part in the employment marketplace;

— the various SEEMP Local Ontologies, which are the specifications of the local
agreements, i.e. the formalizations of the peculiarities of the local environ-
ments;

— the SEEMP Connectors, as the mediators between the real-world informa-
tion systems and the shared agreement; they represent both the “positive”
commitment onto the Reference Ontology and the “negative” commitment,
i.e. the formulation of the specific content or needs of each local ES.

The Reference Ontology is a core component of the SEEMP system: it is the
common “language” to describe the details of the employment sector. It is rich
enough to support the semantic needs of all the ESs, currently involved or sub-
sequently integrated in the SEEMP marketplace. The Reference Ontology, as
well as the Local Ontologies, have been developed by following the Methon-
tology approach [14]; this serves to have scalable, adaptable and maintainable
ontologies.

For what regards the Local Ontologies, in the SEEMP architecture we had
two possible options to build them:

1. taking as a seed the Reference Ontology: in this case, the concepts in the
Local Ontologies are extension in depth of the concepts already present in
the Reference Ontology; the consequence is that the data exchange between
different ESs is easy, while the complexity of the Connectors between the
Local Ontologies and the local schemata is higher;

2. operating a reverse engineering process from ES schema sources: it is the
easiest way for ontologizing ESs, since each concept in a Local Ontology
is the semantic expression of a relevant concept in the respective ES; the
consequence is that the Connectors between Local Ontologies and schema
sources are not complex, while the mappings between the Reference and
Local Ontologies can be difficult and cause delay in the data exchange.

The SEEMP way adopts the first option at the beginning, when few ESs are
present in the marketplace, while when more ESs join the marketplace, the solu-
tion will move toward the second option. The balance between the two options
is related to the need for a “minimal shared commitment”.

Since each ES talks in its own “language” (the Local Ontology, which repre-
sents its view on the employment domain), its respective connector is responsible
for resolving these heterogeneity issues, by translating the local content in terms
of the Reference Ontology. In this way, all the ESs in the marketplace speak
the same language, and heterogeneity issues are solved, because, rather than
managing mappings between every possible ontology pair (which becomes un-
manageable as the number of ESs grows), each ES need only maintain mappings
to and from the Reference Ontology.

The SEEMP approach offers several advantages, which can be analyzed from
the point of view of both CEOs (the decision makers) and CTOs (the IT experts).
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The SEEMP solution offers CEOs a way to enforce the subsidiarity principle
[16], by valuing each ES contribution in the marketplace. This increases the
number of interconnections, which in turn results in a larger number of faithful
users and business transactions.

From the point of view of CTOs, SEEMP enables an easier maintenance of
the integration with other ESs and lower integration costs. Semantics makes the
mappings between different terminologies easier, because tools like WSMT [17]
can analyze Reference and Local Ontologies (e.g., by comparing sub-structures
and by searching for synonymies) and can guide the IT Administrator in drawing
the mappings. Thank to this support, the mapping definition process requires
less time or, alternatively, it provides more precise mappings in the same amount
of time. This results in a lower integration cost.

There is also an added value from the point of view of the final users of the
employment marketplace, i.e. job seekers and employers. Many job offers, that
today could only be found by inserting multiple times the CV in each ES and
by merging manually the results of different ESs, becomes seamlessly available
through the interface of each ES.

In conclusion, to achieve all these results, what has to be built is a com-
prehensive Reference Ontology that encompasses several employment domains.
Development and maintenance of this reference part of SEEMP is more then
an ICT problem: it is a matter of reaching agreement at organizational level.
As already discussed, the goal of SEEMP is reaching a “minimal shared com-
mitment” in which ESs agree on high-level aspects, allowing for collaboration
among them, while disagreeing on minor details that differentiate each ES from
the others.

7 Conclusions and Future Work

During these years, the interest in interoperability issues shifted from a merely
technical problem (how to develop Internet applications) to a business problem
(how to create value by offering cross-enterprise services to the market).

As a consequence, new constraints arose. When a service is offered by a con-
stellation of actors, a central authority is often difficult to set up and all parties
alm at minimizing its role. The central authority should perform only those tasks
which cannot be performed effectively by the parties. This principle is known as
subsidiarity [16]: it states that matters ought to be handled by the smallest (or,
the lowest) competent authority. Each party acts independently and a central
system (if any) performs only operations that exceed the capacity of individual
parties. Subsidiarity assumes that each party is interested in fostering collabo-
ration to create a common value, but it saves room for competing with other
parties for market share. Therefore, the principle of subsidiarity emphasizes the
importance of an interoperability infrastructures, which supports and empowers
each party’s actions and which strengthens links among the parties in the market.

Contemporary solutions to interoperability issues need to protect different
positions and ideas. They should take into consideration that looking for a
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comprehensive agreement sometimes can be useless or counter-productive, be-
cause the practice to exclude possible causes of conflict from the agreement can
produce agreements that are so limited to be almost empty, thus useless. Last but
not least, the explicit formalization of disagreement, if well-known and conflict-
safe, is needed in most business domains, in order to prevent invalid business
transactions from taking place.

In this paper, we proposed a best practice that could help in guiding the
deployment of interoperability solutions based on Semantic Web which, in our
opinion, has a better chance for industrial uptake. It proposes the formalization
of the notion of agreement, commitment and disagreement. It recommends the
development of a reference ontology, which is the common source of agreement,
and several local ontologies, which express commitment and make the disagree-
ment explicit. The adoption of our best practice in the SEEMP project to the
employment market gave us several positive feedbacks and we are currently
working in applying it in the NeP4B project to the logistic market.

We believe that we will be able to develop in the near future a full-fledged
methodology and a comprehensive tool set, that support several of the tasks
that now we can perform only manually.

Part of the method that we are formalizing consists in the iterative construc-
tion of both reference and local ontologies, based on the analysis of the public
positive feedbacks of each partner. Starting from a basic reference ontology, par-
ties provide rough public positive feedbacks. By formally evaluating the part
of the agreement that received the commitment of every partner, it is possi-
ble to understand the level of minimal meaningful communication that can be
established among all the parties. At the same time, each partner can under-
stand which part of the agreement it has to commit to, if it wants to achieve
a higher level of communication with one or more parties. After this analysis,
the un-committed part of the reference ontology can be eliminated and parties
are asked to provide again public positive commitment. After each iteration, the
sources of conflict in the reference ontology are reduced and a broader positive
commitment is reached. In the end, each party is invited to make public the
negative commitment that cause no conflict.

We need to make the method formal, to develop supports tools, especially
visualization ones, and to asses its usefulness in several projects. The refinement
of the SEEMP solution and the development of NeP4B prototypes will be of
great importance in the next years.
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Abstract. This paper is motivated by three goals: more advanced knowledge
modeling techniques on the basis of the statute-specific legal ontology in the
domain of commercial law are presented; secondly, a number of real-life
problems solutions using a kind of reasoning system show how the reasoning
may be held over the ontology; finally, we point out some difficulties which
may be encountered at the building process of similar knowledge models. The
ontology describes fundamental concepts taken from the Polish Commercial
Companies Code which has been amended in order to comply Polish law with
EU standards.

Keywords: Legal reasoning, law and computing, legal ontologies, Commercial
Companies Code, Al and law.

1 Introduction

There has been a number of works and ongoing efforts in the field of legal knowledge
modeling. A thorough reference of works related to legal ontologies may be found in
[2]. Previously we demonstrated the mechanism of simple reasoning over the basic
parts of the legal knowledge constructs [13].

In this paper we present the legal ontology of Polish Commercial Companies
Code* (PCCC). In addition to this, some details about its architecture are discussed
and two robust case examples of doing inference tasks as the practical use of our
construction are shown. Our ontology represents PCCC concepts and relationships
among them. Using the OWL DL? description language and the Racer Pro® reasoning
system as the inference engine we are going to attain a twofold goal, namely: we
present the possibilities of constructing statute-specific legal ontology in the domain
of commercial law; secondly, we depict how some basic real-life problems may be
solved using a powerful reasoning system combined with knowledge codified in our
ontology; additionally, we outline some difficulties which may be encountered at the
building process of similar constructs. In the course of our research the Protégé* [1, 4]
ontology editor was used as the development tool.

! Polish name of the statute is “Kodeks Spétek Handlowych”.

2 http:/www.w3.org/TR/owl-features/

3 http://www.racer-systems.com/

* Ontology Editor and Knowledge Acquisition System, http://protege.stanford.edu/

W. Abramowicz and D. Fensel (Eds.): BIS 2008, LNBIP 7, pp. 83-94, 2008.
© Springer-Verlag Berlin Heidelberg 2008



84 P. Stolarski and T. Tomaszewski

The paper is divided into four main sections which are as follow: 2. Legal
ontologies — is the general introduction to the legal knowledge models, together with
a comprehensive ontology definition; 3. The corpus — is a short description of the
knowledge sources we employed during conceptual analysis of the ontology; in (4.)
The reasoning section demonstrates detailed examples of reasoning about the
concepts of the ontology.

2 Legal Ontologies

Legal ontologies are a major part of legal knowledge modeling efforts [2, 14]. The
more recent ones use ontologies as a way of expressing the common understanding of
concepts and relations among them in a formal and structured manner. Such
knowledge repositories may be a subject to reuse (by inclusion or expansion) in a
variety of information or intelligent systems. Moreover the employment of ontologies
for the purpose of legal knowledge modeling enables large-scale machine processing
as well as the access in a human-readable form via some user interfaces. The other
aspect of formal knowledge specifications is the normalization of terminology. A
normalized terminology poses much less threat of ambiguity in any communication or
data exchange process. To mention only some more extraordinary possibilities that
the technologies promise, we may enlist:

e Creating a common gateway facilitating information exchange between domains
(i.e. taxes, property administering).

o Delivering a tool for checking and correcting of the formal side of day-to—day
decisions.

o Facilitating tasks of disseminating of information about corporate entities among
different administration levels as well as on cross-country level.

o Facilitating tasks of management of knowledge on companies, SME and other
legal subjects.

The more comprehensive enumeration of legal knowledge models applications can
be reached in [13].

Our model is a kind of a domain specific ontology with specialized legal
vocabulary as we limit ourselves only to the definition of lexems corresponding to
one statute, thus our legal ontology is statute-specific provided that we outsource
(import) some extensions from other ontologies.

2.1 Ontology Definition

As mentioned earlier more recent efforts in the field of legal knowledge modeling
treat ontologies as a method of unification of understanding of concepts and relations
as a formal structure. The base definitions for our notion of what ontology is, is that
given in [3]. The last one itself is derived from the OKBC knowledge model.

The Description Logic (DL) is a set of languages devised in order to represent
knowledge in a handy and compact collection of simple facts. Since the DL
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formalisms are in fact a part (a subset) of a first-order predicate logic they are
characterized with well structured syntax and formally explainable semantics. Such
features are very desirable especially in the area of knowledge encoding. Therefore a
number of ontology applications use DL to expand their simple descriptive
capabilities. This gives us much more powerful possibilities of applying different
kinds of reasoners, processing the contained knowledge.

Although DL languages may have different expressivities a minimal set of features
can be defined. A typical syntax together with its semantical interpretation of the DL
system is presented in [5].

OWL is a language devised for describing complex and modularized ontologies for
the purpose of use in the Semantic Web. The main features of the language a