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ideal of excellence in mathematical exposition.

The Association, for its part, was delighted to accept the gracious gesture initiat-

ing the revolving fund for this series from one who has served the Association with

distinction, both as a member of the Committee on Publications and as a member of

the Board of Governors. It was with genuine pleasure that the Board chose to name

the series in her honor.

The books in the series are selected for their lucid expository style and stimu-

lating mathematical content. Typically, they contain an ample supply of exercises,

many with accompanying solutions. They are intended to be sufficiently elementary

for the undergraduate and even the mathematically inclined high-school student to

understand and enjoy, but also to be interesting and sometimes challenging to the

more advanced mathematician.
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Preface

Linear algebra is a beautiful and mature field of mathematics, and mathe-

maticians have developed highly effective methods for solving its problems.

It is a subject well worth studying for its own sake.

More than that, linear algebra occupies a central place in modern math-

ematics. Students in algebra studying Galois theory, students in analysis

studying function spaces, students in topology studying homology and co-

homology, or for that matter students in just about any area of mathematics,

studying just about anything, need to have a sound knowledge of linear al-

gebra.

We have written a book that we hope will be broadly useful. The core of

linear algebra is essential to every mathematician, and we not only treat this

core, but add material that is essential to mathematicians in specific fields,

even if not all of it is essential to everybody.

This is a book for advanced students. We presume you are already famil-

iar with elementary linear algebra, and that you know how to multiply ma-

trices, solve linear systems, etc. We do not treat elementary material here,

though in places we return to elementary material from a more advanced

standpoint to show you what it really means. However, we do not presume

you are already a mature mathematician, and in places we explain what (we

feel) is the “right” way to understand the material. The author feels that one

of the main duties of a teacher is to provide a viewpoint on the subject, and

we take pains to do that here.

One thing that you should learn about linear algebra now, if you have not

already done so, is the following: Linear algebra is about vector spaces and

linear transformations, not about matrices. This is very much the approach

of this book, as you will see upon reading it.

We treat both the finite and infinite dimensional cases in this book,

and point out the differences between them, but the bulk of our attention

is devoted to the finite dimensional case. There are two reasons: First, the

vii
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strongest results are available here, and second, this is the case most widely

used in mathematics. (Of course, matrices are available only in the finite

dimensional case, but, even here, we almost always argue in terms of linear

transformations rather than matrices.)

We regard linear algebra as part of algebra, and that guides our ap-

proach. But we have followed a middle ground. One of the principal goals

of this book is to derive canonical forms for linear transformations on fi-

nite dimensional vector spaces, i.e., rational and Jordan canonical forms.

The quickest and perhaps most enlightening approach is to derive them as

corollaries of the basic structure theorems for modules over a principal ideal

domain (PID). Doing so would require a good deal of background, which

would limit the utility of this book. Thus our main line of approach does

not use these, though we indicate this approach in an appendix. Instead we

adopt a more direct argument.

We have written a book that we feel is a thorough, though intentionally

not encyclopedic, treatment of linear algebra, one that contains material

that is both important and deservedly “well known”. In a few places we

have succumbed to temptation and included material that is not quite so

well known, but that in our opinion should be.

We hope that you will be enlightened not only by the specific material

in the book but by its style of argument–we hope it will help you learn

to “think like a mathematician”. We also hope this book will serve as a

valuable reference throughout your mathematical career.

Here is a rough outline of the text. We begin, in Chapter 1, by intro-

ducing the basic notions of linear algebra, vector spaces and linear trans-

formations, and establish some of their most important properties. In Chap-

ter 2 we introduce coordinates for vectors and matrices for linear trans-

formations. In the first half of Chapter 3 we establish the basic properties

of determinants, and in the last half of that chapter we give some of their

applications. Chapters 4 and 5 are devoted to the analysis of the structure

of a single linear transformation from a finite dimensional vector space to

itself. In particular, in these chapters, we develop eigenvalues, eigenvec-

tors, and generalized eigenvectors, and derive rational and Jordan canonical

forms. In Chapter 6 we introduce additional structure on a vector space,

that of a (bilinear, sesquilinear, or quadratic) form, and analyze these forms.

In Chapter 7 we specialize the situation of Chapter 6 to that of a positive

definite inner product on a real or complex vector space, and in particular

derive the spectral theorem. In Chapter 8 we provide an introduction to Lie

groups, which are central objects in mathematics and are a meeting place for
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algebra, analysis, and topology. (For this chapter we require the additional

background knowledge of the inverse function theorem.) In Appendix A we

review basic properties of polynomials and polynomial rings that we use,

and in Appendix B we rederive some of our results on canonical forms of a

linear transformation from the structure theorems for modules over a PID.

We have provided complete proofs of just about all the results in this

book, except that we have often omitted proofs that are routine without

comment.

As we have remarked above, we have tried to write a book that will be

widely applicable. This book is written in an algebraic spirit, so the stu-

dent of algebra will find items of interest and particular applications, too

numerous to mention here, throughout the book. The student of analysis

will appreciate the fact that we not only consider finite dimensional vec-

tor spaces, but also infinite dimensional ones, and will also appreciate our

material on inner product spaces and our particular examples of function

spaces. The student of algebraic topology will appreciate our dimension-

counting arguments and our careful attention to duality, and the student of

differential topology will appreciate our material on orientations of vector

spaces and our introduction to Lie groups.

No book can treat everything. With the exception of a short section on

Hilbert matrices, we do not treat computational issues at all. They do not fit

in with our theoretical approach. Students in numerical analysis, for exam-

ple, will need to look elsewhere for this material.

To close this preface, we establish some notational conventions. We will

denote both sets (usually but not always sets of vectors) and linear transfor-

mations by script letters A;B; : : : ;Z. We will tend to use script letters near

the front of the alphabet for sets and script letters near the end of the alpha-

bet for linear transformations. T will always denote a linear transformation

and I will always denote the identity linear transformation. Some particu-

lar linear transformations will have particular notations, often in boldface.

Capital letters will denote either vector spaces or matrices. We will tend to

denote vector spaces by capital letters near the end of the alphabet, and V

will always denote a vector space. Also, I will almost always denote the

identity matrix. E and F will denote arbitrary fields and Q, R, and C will

denote the fields of rational, real, and complex numbers respectively. Z will

denote the ring of integers. We will use A � B to mean that A is a sub-

set of B and A � B to mean that A is a proper subset of B. A D .aij /

will mean that A is the matrix whose entry in the .i; j / position is aij .

A D Œv1 j v2 j � � � j vn� will mean that A is the matrix whose i th column
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is vi . We will denote the transpose of the matrix A by tA (not by At ). Fi-

nally, we will write B D fvi g as shorthand for B D fvi gi2I where I is an

indexing set, and
P
civi will mean

P
i2I civi .

We follow a conventional numbering scheme with, for example, Re-

mark 1.3.12 denoting the 12th numbered item in Section 1.3 of Chapter 1.

We use � to denote the end of proofs. Theorems, etc., are set in italics, so

the end of italics denotes the end of their statements. But definitions, etc.,

are set in ordinary type, so there is ordinarily nothing to denote the end of

their statements. We use Þ for that.

Steven H. Weintraub

Bethlehem, PA, USA

January 2010
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CHAPTER 1

Vector spaces and linear

transformations

In this chapter we introduce the objects we will be studying and investigate

some of their basic properties.

1.1 Basic definitions and examples

Definition 1.1.1. A vector space V over a field F is a set V with a pair

of operations .u; v/ 7! u C v for u; v 2 V and .c; u/ 7! cu for c 2 F ,

v 2 V satisfying the following axioms:

(1) uC v 2 V for any u; v 2 V .

(2) uC v D v C u for any u; v 2 V .

(3) uC .v C w/ D .uC v/C w for any u; v; w 2 V .

(4) There is a 0 2 V such that 0C v D v C 0 D v for any v 2 V .

(5) For any v 2 V there is a �v 2 V such that vC.�v/ D .�v/Cv D 0.

(6) cv 2 V for any c 2 F , v 2 V .

(7) c.uC v/ D cuC cv for any c 2 F , u; v 2 V .

(8) .c C d/u D cuC du for any c; d 2 F , u 2 V .

(9) c.du/ D .cd/u for any c; d 2 F , u 2 V .

(10) 1u D u for any u 2 V .

Þ

1
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2 1. Vector spaces and linear transformations

Remark 1.1.2. The elements of F are called scalars and the elements of

V are called vectors. The operation .u; v/ 7! uCv is called vector addition

and the operation .c; u/ 7! cu is called scalar multiplication. Þ

Remark 1.1.3. Properties (1) through (5) of Definition 1.1.1 state that V

forms an abelian group under the operation of vector addition. Þ

Lemma 1.1.4. (1) 0 2 V is unique.

(2) 0v D 0 for any v 2 V .

(3) .�1/v D �v for any v 2 V .

Definition 1.1.5. Let V be a vector space. W is a subspace of V if

W � V andW is a vector space with the same operations of vector addition

and scalar multiplication as V . Þ

The following result gives an easy way of testing whether a subset W

of V is a subspace of V .

Lemma 1.1.6. Let W � V . Then W is a subspace of V if and only if it

satisfies the equivalent sets of conditions (0), (1), and (2), or (0 0), (1), and

(2):

(0) W is nonempty.

(0 0) 0 2 W .

(1) If w1; w2 2 W then w1 C w2 2 W .

(2) If w 2 W and c 2 F , then cw 2 W .

Example 1.1.7. (1) The archetypal example of a vector space is Fn, for

a positive integer n, the space of column vectors

Fn D

8
<̂

:̂

2
64
a1
:::

an

3
75

ˇ̌
ˇ̌
ˇ̌
ˇ
ai 2 F

9
>=
>;
:

We also have the spaces “little F1” and “big F1” which we denote by

F1 and F11 respectively (this is nonstandard notation) that are defined

by

F1 D

8
<̂

:̂

2
64
a1
a2
:::

3
75

ˇ̌
ˇ̌
ˇ̌
ˇ
ai 2 F ; only finitely many nonzero

9
>=
>;
;

F11 D

8
<̂

:̂

2
64
a1
a2
:::

3
75

ˇ̌
ˇ̌
ˇ̌
ˇ
ai 2 F

9
>=
>;
:
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1.1. Basic definitions and examples 3

F1 is a subspace of F11.

Let ei denote the vector in Fn, F1, or F11 (which we are considering

should be clear from the context) with a 1 in position i and 0 everywhere

else. A formal definition appears in Example 1.2.18(1).

(2) We have the vector spaces rFn, rF1, and rF11 defined analo-

gously to Fn, F1, and F11 but using row vectors rather than column

vectors.

(3) Mm;n.F/ D fm-by-n matrices with entries in Fg. We abbreviate

Mm;m.F/ by Mm.F/.

(4) P.F/ D fpolynomials p.x/ with coefficients in Fg. For a nonnega-

tive integer n, Pn.F/ D fpolynomials p.x/ of degree at most n with

coefficients in Fg. Although the degree of the 0 polynomial is undefined,

we adopt the convention that 0 2 Pn.F/ for every n. Observe that Pn.F/

is a subspace of P.F/, and that Pm.F/ is a subspace of Pn.F/ whenever

m � n. (We also use the notation F Œx� for P.F/. We use P.F/ when we

want to consider polynomials as elements of a vector space while we use

F Œx� when we want to consider their properties as polynomials.)

(5) F is itself an F -vector space. If E is any field containing F as a

subfield (in which case we say E is an extension field of F ), E is an F -

vector space. For example, C is an R-vector space.

(6) If A is a set, ffunctions f W A! Fg is a vector space. We denote it

by FA.

(7) C 0.R/, the space of continuous functions f W R ! R, is a vector

space. For any k > 0, C k.R/ D ffunctions f W R ! R j f; f 0; : : : ; f .k/
are all continuousg is a vector space. Also, C1.R/ D ffunctions f W R!
R j f has continuous derivatives of all ordersg is a vector space. Þ

Not only do we want to consider vector spaces, we want to consider the

appropriate sort of functions between them, given by the following defini-

tion.

Definition 1.1.8. Let V and W be vector spaces. A function T W V !
W is a linear transformation if for all v; v1; v2 2 V and all c 2 F :

(1) T .cv/ D cT .v/.

(2) T .v1 C v2/ D T .v1/C T .v2/. Þ

Lemma 1.1.9. Let T W V ! W be a linear transformation. Then T .0/ D
0.
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Definition 1.1.10. Let V be a vector space. The identity linear trans-

formation I W V ! V is the linear transformation defined by

I.v/ D v for every v 2 V: Þ

Here is one of the most important ways of constructing linear transfor-

mations.

Example 1.1.11. Let A be an m-by-n matrix with entries in F , A 2
Mm;n.F/. Then TA W Fn ! Fm defined by

TA.v/ D Av

is a linear transformation. Þ

Lemma 1.1.12. (1) Let A and B be m-by-n matrices. Then A D B if and

only if TA D TB .

(2) Every linear transformation T W Fn ! Fm is TA for some unique

m-by-n matrix A.

Proof. (1) Clearly if A D B , then TA D TB . Conversely, suppose TA D TB .

Then TA.v/ D TB .v/ for every v 2 Fn. In particular, if v D ei , then

TA.ei / D TB.ei /, i.e., Aei D Bei . But Aei is just the i th column of A, and

Bei is just the i th column of B . Since this is true for every i , A D B .

(2) T D TA for

A D
�
T .e1/ j T .e2/ j � � � j T .en/

�
:

Definition 1.1.13. The n-by-n identity matrix I is the matrix defined

by the equation

I D TI : Þ

It is easy to check that this gives the usual definition of the identity ma-

trix.

We now use Lemma 1.1.12 to define matrix operations.

Definition 1.1.14. (1) Let A be an m-by-n matrix and c be a scalar.

Then D D cA is the matrix defined by TD D cTA.

(2) Let A and B be m-by-n matrices. Then E D A C B is the matrix

defined by TE D TA C TB . Þ

It is easy to check that these give the usual definitions of the scalar

multiple cA and the matrix sum AC B .
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1.1. Basic definitions and examples 5

Theorem 1.1.15. Let U , V , and W be vector spaces. Let T W U ! V and

S W V ! W be linear transformations. Then the composition S ıT W U !
W , defined by .S ı T /.u/ D S.T .u//, is a linear transformation.

Proof.

.S ı T /.cu/ D S.T .cu// D S.cT .u//

D cS.T .u// D c.S ı T /.u/

and

.S ı T /.u1 C u2/ D S.T .u1 C u2// D S.T .u1/C T .u2//

D S.T .u1//C S.T .u2//

D .S ı T /.u1/C .S ı T /.u2/: �

We now use Theorem 1.1.15 to define matrix multiplication.

Definition 1.1.16. Let A be an m-by-n matrix and B be an n-by-p

matrix. Then D D AB is them-by-p matrix defined by TD D TA ı TB . Þ

It is routine to check that this gives the usual definition of matrix multi-

plication.

Theorem 1.1.17. Matrix multiplication is associative, i.e., if A is anm-by-

n matrix, B is an n-by-p matrix, and C is a p-by-q matrix, then A.BC/ D
.AB/C .

Proof. Let D D A.BC/ and E D .AB/C . Then D is the unique matrix

defined by TD D TA ı TBC D TA ı .TB ı TC /, while E is the unique

matrix defined by TE D TAB ı TC D .TA ı TB / ı TC . But composition of

functions is associative, TA ı .TB ı TC / D .TA ı TB / ı TC , so D D E , i.e.,

A.BC/ D .AB/C .

Lemma 1.1.18. Let T W V ! W be a linear transformation. Then T is

invertible (as a linear transformation) if and only if T is 1-1 and onto.

Proof. T is invertible as a function if and only if T is 1-1 and onto. It is

then easy to check that in this case the function T �1 W W ! V is a linear

transformation.

Definition 1.1.19. An invertible linear transformation T W V ! W is

called an isomorphism. Two vector spaces V andW are isomorphic if there

is an isomorphism T W V ! W . Þ
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6 1. Vector spaces and linear transformations

Remark 1.1.20. It is easy to check that being isomorphic is an equiva-

lence relation among vector spaces. Þ

Although the historical development of calculus preceded the histori-

cal development of linear algebra, with hindsight we can see that calculus

“works” because of the three parts of the following example.

Example 1.1.21. Let V D C1.R/, the vector spaces of real valued

infinitely differentiable functions on the real line R.

(1) For a real number a, let Ea W V ! R be evaluation at a, i.e.,

Ea.f .x// D f .a/. Then Ea is a linear transformation. We also have the

linear transformation eEa W V ! V , where eEa.f .x// is the constant func-

tion whose value is f .a/.

(2) Let D W V ! V be differentiation, i.e., D.f .x// D f 0.x/. Then D

is a linear transformation.

(3) For a real number a, let Ia W V ! V be definite integration starting

at t D a, i.e., Ia.f /.x/ D
R x
a
f .t/ dt . Then Ia is a linear transformation.

We also have the linear transformation Eb ı Ia , with .Eb ı Ia/.f .x// DR b
a
f .x/ dx. Þ

Theorem 1.1.22. (1) D ı Ia D I.

(2) Ia ı D D I �eEa.

Proof. This is the Fundamental Theorem of Calculus.

Example 1.1.23. (1) Let V D rF11. We define L W V ! V (left shift)

and R W V ! V (right shift) by

L
��
a1; a2; a3; : : :

��
D
�
a2; a3; a4; : : :

�
;

R
��
a1; a2; a3; : : :

��
D
�
0; a1; a2; : : :

�
:

Note that L and R restrict to linear transformations (which we denote

by the same letters) from rF1 to rF1. (We could equally well consider

up-shift and down-shift on F11 or F1, but it is traditional to consider

left-shift and right-shift.)

(2) Let E be an extension field of F . Then for ˛ 2 E, we have the linear

transformation given by multiplication by ˛, i.e., T .ˇ/ D ˛ˇ for every

ˇ 2 E.

(3) Let A and B be sets. We have the vector spaces FA D ff W A !
Fg and FB D fg W B ! Fg. Let ' W A ! B be a function. Then



“book” — 2011/3/4 — 17:06 — page 7 — #21
i

i

i

i

i

i

i

i

1.1. Basic definitions and examples 7

'� W FB ! FA is the linear transformation defined by '�.g/ D g ı ', i.e.,

'�.g/ W A! F is the function defined by

'�.g/.a/ D g
�
'.a/

�
for a 2 A:

Note that '� “goes the other way” than '. That is, ' is covariant, i.e.,

pushes points forward, while '� is contravariant, i.e., pulls functions back.

Also, the pull-back is given by composition. This is a situation that recurs

throughout mathematics. Þ

Here are two of the most important ways in which subspaces arise.

Definition 1.1.24. Let T W V ! W be a linear transformation. Then

the kernel of T is

Ker.T / D fv 2 V j T .v/ D 0g

and the image of T is

Im.T / D fw 2 W j w D T .v/ for some v 2 V g: Þ

Lemma 1.1.25. In the situation of Definition 1.1.24, Ker.T / is a subspace

of V and Im.T / is a subspace of W .

Proof. It is easy to check that the conditions in Lemma 1.1.6 are satisfied.

Remark 1.1.26. If T D TA, Ker.T / is often called the nullspace of A

and Im.T / is often called the column space of A. Þ

We introduce one more vector space.

Definition 1.1.27. Let V andW be vector spaces. Then HomF.V;W /,

the space of F -homomorphisms from V to W , is

HomF .V;W / D flinear transformations T W V ! W g:

IfW D V , we set EndF.V / D HomF .V; V /, the space of F -endomorphisms

of V . Þ

Lemma 1.1.28. For any F -vector spaces V andW , HomF .V;W / is a vec-

tor space.

Proof. It is routine to check that the conditions in Definition 1.1.1 are sat-

isfied.
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8 1. Vector spaces and linear transformations

We also have the subset, which is definitely not a subspace, of EndF.V /

consisting of invertible linear transformations.

Definition 1.1.29. (1) Let V be a vector space. The general linear

group GL.V / is

GL.V / D finvertible linear transformations T W V ! V g:

(2) The general linear group GLn.F/ is

GLn.F/ D finvertible n-by-n matrices with entries in Fg: Þ

Theorem 1.1.30. Let V D Fn and W D Fm. Then HomF .V;W / is iso-

morphic to Mm;n.F/. In particular, EndF .V / is isomorphic to Mn.F/. Also,

GL.V / is isomorphic to GLn.F/.

Proof. By Lemma 1.1.12, any T 2 HomF .V;W / is T D TA for a unique

A 2 Mm;n.F/. Then the linear transformation TA 7! A gives an isomor-

phism from HomF .V;W / to Mm;n.F/. This restricts to a group isomor-

phism from GLn.F/ to GL.V /.

Remark 1.1.31. In the next section we define the dimension of a vector

space and in the next chapter we will see that Theorem 1.1.30 remains true

when V and W are allowed to be any vector spaces of dimensions n and m

respectively. Þ

1.2 Basis and dimension

In this section we develop the very important notion of a basis of a vector

space. A basis B of the vector space V has two properties: B is linearly

independent and B spans V . We begin by developing each of these two

notions, which are important in their own right. We shall prove that any two

bases of V have the same number of elements, which enables us to define

the dimension of V as the number of elements in any basis of V .

Definition 1.2.1. Let B D fvi g be a subset of V . A vector v 2 V is a

linear combination of the vectors in B if there is a set of scalars fci g, only

finitely many of which are nonzero, such that

v D
X

civi : Þ
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1.2. Basis and dimension 9

Remark 1.2.2. If we choose all ci D 0 then we obtain

0 D
X

civi :

This is the trivial linear combination of the vectors in B. Any other linear

combination is nontrivial. Þ

Remark 1.2.3. In case B D f g, the only linear combination we have is

the empty linear combination, whose value we consider to be 0 2 V and

which we consider to be a trivial linear combination. Þ

Definition 1.2.4. Let B D fvi g be a subset of V . Then B is linearly

independent if the only linear combination of elements of V that is equal

to 0 is the trivial linear combination, i.e., if 0 D
P
civi implies ci D 0 for

every i . Þ

Definition 1.2.5. Let B D fvi g be a subset of V . Then Span.B/ is the

subspace of V consisting of all linear combinations of elements of B,

Span.B/ D
nX

civi j ci 2 F
o
:

If Span.B/ D V then B is a spanning set for V (or equivalently, B spans

V ). Þ

Remark 1.2.6. Strictly speaking, we should have defined Span.B/ to be

a subset of V , but it is easy to verify that it is a subspace. Þ

Lemma 1.2.7. Let B be a subset of a vector space V . The following are

equivalent:

(1) B is linearly independent and spans V .

(2) B is a maximal linearly independent subset of V .

(3) B is a minimal spanning set for V .

Proof (Outline). Suppose B is linearly independent and spans V . If B �
B 0, choose v 2 B 0, v 62 B. Since B spans V , v is a linear combination of

elements of B, and so B 0 is not linearly independent. Hence B is a maximal

linearly independent subset of V . If B 0 � B, choose v 2 B, v 62 B 0. Since

B is linearly independent, v is not in the subspace spanned by B 0, and

hence B is a minimal spanning set for V .

Suppose that B is a maximal linearly independent subset of V . If B

does not span V , choose any vector v 2 V that is not in the subspace
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10 1. Vector spaces and linear transformations

spanned by B. Then B 0 D B [ fvg would be linearly independent, contra-

dicting maximality.

Suppose that B is a minimal spanning set for V . If B is not linearly in-

dependent, choose v 2 B that is a linear combination of the other elements

of B. Then B 0 D B � fvg would span V , contradicting minimality.

Definition 1.2.8. A subset B of V satisfying the equivalent conditions

of Lemma 1.2.7 is a basis of V . Þ

Theorem 1.2.9. Let V be a vector space and let A and C be subsets of V

with A � C , A linearly independent, and C spanning V . Then there is a

basis B of V with A � B � C .

Proof. This proof is an application of Zorn’s Lemma. Let

Z D fB 0 j A � B 0 � C ; B 0 linearly independentg;

partially ordered by inclusion. Z is nonempty as A 2 Z. Any chain (i.e.,

linearly ordered subset) of Z has a maximal element, its union. Then, by

Zorn’s Lemma, Z has a maximal element B. We claim that B is a basis for

V .

Certainly B is linearly independent, so we need only show that it spans

V . Suppose not. Then there would be some v 2 C not in the span of B

(since if every v 2 C were in the span of B, then B would span V , because

C spans V ), and BC D B [ fvg would then be a linearly independent

subset of C with B � BC, contradicting maximality.

Corollary 1.2.10. (1) Let A be any linearly independent subset of V . Then

there is a basis B of V with A � B.

(2) Let C be any spanning set for V . Then there is a basis B of V with

B � C .

(3) Every vector space V has a basis B.

Proof. (1) Apply Theorem 1.2.9 with C D V .

(2) Apply Theorem 1.2.9 with A D f g.
(3) Apply Theorem 1.2.9 with A D f g and C D V .

We now show that the dimension of a vector space is well-defined. We

first prove the following familiar result from elementary linear algebra, one

that is useful and important in its own right.

Lemma 1.2.11. A homogeneous system ofm equations in n unknowns with

m < n has a nontrivial solution.
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1.2. Basis and dimension 11

Proof (Outline). We proceed by induction on m. Let the unknowns be

x1; : : : ; xn. If m D 0, set x1 D 1, x2 D � � � D xn D 0.

Suppose the theorem is true for m and consider a system of m C 1

equations in n > m C 1 unknowns. If none of the equations involve x1,

the system has the solution x1 D 1, x2 D � � � D xn D 0. Otherwise,

pick an equation involving x1 (i.e., with the coefficient of x1 nonzero) and

subtract appropriate multiples of it from the other equations so that none of

them involve x1. Then the other equations in the transformed system are a

system of n � 1 > m equations in the variables x2; : : : ; xn. By induction it

has a nontrivial solution for x2; : : : ; xn. Then solve the remaining equation

for x1.

Lemma 1.2.12. Let B D fv1; : : : ; vmg span V . Any subset C of V con-

taining more thanm vectors is linearly dependent.

Proof. Let C D fw1; : : : ; wng with n > m. (If C is infinite consider a finite

subset containing n > m elements.) For each i D 1; : : : ; n

wi D
mX

jD1
aj ivj :

We show that

0 D
mX

iD1
ciwi

has a nontrivial solution (i.e., a solution with not all ci D 0). We have

0 D
mX

iD1
ciwi D

mX

iD1
ci

0
@

nX

jD1
aj ivj

1
A D

nX

jD1

 
mX

iD1
aj ici

!
vj

and this will be true if

0 D
nX

iD1
aj ici for each j D 1; : : : ; m:

This is a system of m equations in the n unknowns c1; : : : ; cn and so has a

nontrivial solution by Lemma 1.2.11.

In the following, we do not distinguish between cardinalities of infinite

sets.
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12 1. Vector spaces and linear transformations

Theorem 1.2.13. Let V be a vector space. Then any two bases of V have

the same number of elements.

Proof. Let V have bases B and C . If both B and C are infinite, we are

done. Assume not. Let B have m elements and C have n elements. Since

B and C are bases, both B and C span V and both B and C are linearly

independent. Applying Lemma 1.2.12 we see thatm � n. Interchanging B

and C we see that n � m. Hence m D n.

Given this theorem we may make the following very important defini-

tion.

Definition 1.2.14. Let V be a vector space. The dimension of V , dim.V /,

is the number of vectors in any basis of V , dim.V / 2 f0; 1; 2; : : :g [ f1g.
Þ

Remark 1.2.15. The vector space V D f0g has basis f g and hence

dimension 0. Þ

While we will be considering both finite-dimensional and infinite-dimen-

sional vector spaces, we adopt the convention that when we write “Let V be

an n-dimensional vector space” or “Let V be a vector space of dimension n”

we always mean that V is finite-dimensional, so that n is a nonnegative in-

teger.

Theorem 1.2.16. Let V be a vector space of dimension n. Let C be a subset

of V consisting of m elements.

(1) If m > n then C is not linearly independent (and hence is not a basis

of V ).

(2) If m < n then C does not span V (and hence is not a basis of V ).

(3) If m D n the following are equivalent:

(a) C is a basis of V .

(b) C spans V .

(c) C is linearly independent.

Proof. Let B be a basis of V , consisting necessarily of n elements.

(1) B spans V so, applying Lemma 1.2.12, if C has m > n elements

then C is not linearly independent.

(2) Suppose C spans V . Then, applying Lemma 1.2.12, B has n > m

elements so cannot be linearly independent, contradicting B being a basis

of V .
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1.2. Basis and dimension 13

(3) By definition, (a) is equivalent to (b) and (c), so (a) implies (b) and

(a) implies (c). Suppose (b) is true. By Corollary 1.2.10, C has a subset of

C 0 of m � n elements that is a basis of V . By Theorem 1.2.13, m D n,

so C 0 D C . Suppose (c) is true. By Corollary 1.2.10, C has a superset of

C 0 of m � n elements that is a basis of V . By Theorem 1.2.13, m D n, so

C 0 D C .

Remark 1.2.17. A good mathematical theory is one that reduces hard

problems to easy problems. Linear algebra is such a theory, as it reduces

many problems to counting. Theorem 1.2.16 is a typical example. Suppose

we want to know whether a set C is a basis of an n-dimensional vector space

V . We count the number of elements of C , say m. If we get the “wrong”

number, i.e., if m ¤ n, then we know C is not a basis of V . If we get the

“right” number, i.e., ifm D n, then C may or may not be a basis of V . While

there are normally two conditions to check, that C is linearly independent

and that C spans V , it suffices to check either one of the conditions. If that

one is satisfied, the other one is automatic. Þ

Example 1.2.18. (1) Fn has basis En, the standard basis, given by En D
fe1;n; e2;n; : : : ; en;ng where ei;n is the vector in Fn whose i th entry is 1 and

all of whose other entries are 0.

F1 has basis E1 D fe1;1; e2;1; : : :g defined analogously. We will

often write E for En and ei for ei;n when n is understood. Thus Fn has

dimension n and F1 is infinite-dimensional.

(2) F1 is a proper subspace of F11. By Corollary 1.2.10, F11 has a

basis, but it is impossible to write one down in a constructive way.

(3) The vector space of polynomials of degree at most n with coef-

ficients in F , Pn.F/ D fa0 C a1x C � � � C anx
n j ai 2 Fg, has basis

f1; x; : : : ; xng and dimension nC 1.

(4) The vector space of polynomials of arbitrary degree with coefficients

in F , P.F/ D fa0 C a1x C a2x2 C � � � j ai 2 Fg, has basis f1; x; x2; : : :g
and is infinite-dimensional.

(5) Let pi .x/ be any polynomial of degree i . Then fp0.x/; p1.x/; : : : ;
pn.x/g is a basis for Pn.F/, and fp0.x/; p1.x/; p2.x/; : : :g is a basis for

P.F/.

(6) Mm;n.F/ has dimension mn, with basis given by the mn distinct

matrices each of which has a single entry of 1 and all other entries 0.

(7) If V D ff W A ! Fg for some finite set A D fa1; : : : ; ang, then

V is n-dimensional with basis fb1; : : : ; bng where bi is the function defined

by bi .aj / D 1 if j D i and 0 if j ¤ i .
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14 1. Vector spaces and linear transformations

(8) Let E be an extension of F and let ˛ 2 E be algebraic, i.e., ˛ is a root

of a (necessarily unique) monic irreducible polynomial f .x/ 2 F Œx�. Let

f .x/ have degree n. Then F.˛/ defined by F.˛/ D fp.˛/ j p.x/ 2 F Œx�g
is a subfield of E with basis f1; ˛; : : : ; ˛n�1g and so is an extension of F of

degree n. Þ

Remark 1.2.19. If we consider cardinalities of infinite sets, we see that

F1 is countably infinite-dimensional. On the other hand, F11 is uncount-

ably infinite-dimensional. If F is a countable field, this is easy to see: F11

is uncountable. For F uncountable, we need a more subtle argument. We

will give it here, although it presupposes results from Chapter 4. For con-

venience we consider rF11 instead, but clearly rF11 and F11 are iso-

morphic.

Consider R W rF11 ! rF11. Observe that for any a 2 F , R has

eigenvalue a with associated eigenvector va D Œ1; a; a2; a3; : : :�. But eigen-

vectors associated to distinct eigenvalues are linearly independent. (See

Lemma 4.2.5.) Þ

Corollary 1.2.20. Let W be a subspace of V . Then dim.W / � dim.V /. If

dim.V / is finite, then dim.W / D dim.V / if and only ifW D V .

Proof. Apply Theorem 1.2.16 with C a basis of W .

We have the following useful characterization of a basis.

Lemma 1.2.21. Let V be a vector space and let B D fvig be a set of

vectors in V . Then B is a basis of V if and only if every v 2 V can be

written uniquely as v D
P
civi for ci 2 F , all but finitely many zero.

Proof. Suppose B is a basis of V . Then B spans V , so any v 2 V can be

written as v D
P
civi . We show this expression for v is unique. Suppose

we have v D
P
c0ivi . Then 0 D

P
.c0i � ci /vi . But B is linearly indepen-

dent, so c0i � ci D 0 and c0i D ci for each i .

Conversely, suppose every v 2 V can be written as v D
P
civi in

a unique way. This clearly implies that B spans V . To show B is linearly

independent, suppose 0 D
P
civi . Certainly 0 D

P
0vi . By the uniqueness

of the expression, ci D 0 for each i .

This lemma will be the basis for our definition of coordinates in the

next chapter. It also has immediate applications. First, an illustrative use,

and then some general results.
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Example 1.2.22. (1) Let V D Pn�1.R/. For any real number a,

B D f1; x � a; .x � a/2; : : : ; .x � a/n�1g

is a basis of V , so any polynomial p.x/ 2 V can be written uniquely as a

linear combination of elements of B,

p.x/ D
n�1X

cD0
ci .x � a/i :

Solving for the coefficients ci we obtain the familiar Taylor expansion

p.x/ D
n�1X

iD0

p.i/.a/

i Š
.x � a/i :

(2) Let V D Pn�1.R/. For any set of pairwise distinct real numbers

fa1; : : : ; ang,

B D f.x � a2/.x � a3/ � � � .x � an/; .x � a1/.x � a3/ � � � .x � an/; : : : ;
.x � a1/.x � an/ � � � .x � an�1/g

is a basis of V , so any polynomial p.x/ 2 V can be written uniquely as a

linear combination of elements of B,

p.x/ D
nX

iD1
ci
�
x � a1

�
� � �
�
x � ai�1

��
x � aiC1

�
� � �
�
x � an

�
:

Solving for the coefficients ci we obtain the familiar Lagrange interpolation

formula

p.x/ D
nX

iD1

p
�
ai
�

�
ai � a1

�
� � �
�
ai � ai�1

��
ai � aiC1

�
� � �
�
ai � an

�

�
�
x � a1

�
� � �
�
x � ai�1

��
x � aiC1

�
� � �
�
x � an

�
: Þ

So far in this section we have considered individual vector spaces. Now

we consider pairs of vector spaces V and W and linear transformations

between them.

Lemma 1.2.23. (1) A linear transformation T W V ! W is specified by its

values on any basis of V .

(2) If fvi g is a basis of V and fwig is an arbitrary set of vectors in W ,

then there is a unique linear transformation T W V ! W with T .vi / D wi
for each i .
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16 1. Vector spaces and linear transformations

Proof. (1) Let B D fv1; v2; : : :g be a basis of V and suppose that T W V !
W and T 0 W V ! W are two linear transformations that agree on each vi .

Let v 2 V be arbitrary. We may write v D
P
civi , and then

T .v/ D T
�X

civi

�
D
X

ciT
�
vi
�
D
X

ciT
0�vi

�

D T 0
�X

civi

�
D T 0.v/:

(2) Let fw1; w2; : : :g be an arbitrary set of vectors in W , and define T

as follows: For any v 2 V , write v D
P
civi and let

T .v/ D
X

ciT .vi / D
X

ciwi :

Since the expression for v is unique, this gives a well-defined function T W
V ! W with T .vi / D wi for each i . It is routine to check that T is a linear

transformation. Then T is unique by part (1).

Lemma 1.2.24. Let T W V ! W be a linear transformation and let B D
fv1; v2; : : :g be a basis of V . Let C D fw1; w2; : : :g D fT .v1/; T .v2/; : : :g.
Then T is an isomorphism if and only if C is a basis of W .

Proof. First suppose T is an isomorphism.

To show C spans W , let w 2 W be arbitrary. Since T is an epimor-

phism, w D T .v/ for some v. As B is a basis of V , it spans V , so we may

write v D
P
civi for some fcig. Then

w D T .v/ D T .
X

civi / D
X

ciT .vi / D
X

ciwi :

To show C is linearly independent, suppose
P
ciwi D 0. Then

0 D
X

ciwi D
X

ciT
�
vi
�
D T

�X
civi

�
D T .v/ where v D

X
civi :

Since T is a monomorphism, we must have v D 0. Thus 0 D
P
civi . As

B is a basis of V , it is linearly independent, so ci D 0 for all i .

Conversely, suppose C is a basis of W . By Lemma 1.2.23(2), we may

define a linear transformation S W W ! V by S.wi / D vi . Then ST .vi / D
vi for each i so, by Lemma 1.2.23(1), ST is the identity on V . Similarly

T S is the identity on W so S and T are inverse isomorphisms.
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1.3. Dimension counting and applications 17

1.3 Dimension counting

and applications

We have mentioned in Remark 1.2.17 that linear algebra enables us to re-

duce many problems to counting. We gave examples of this in counting

elements of sets of vectors in the last section. We begin this section by de-

riving a basic dimension-counting theorem for linear transformations, The-

orem 1.3.1. The usefulness of this result cannot be overemphasized. We

present one of its important applications in Corollary 1.3.2, and we give a

typical example of its use in Example 1.3.10. It is used throughout linear

algebra.

Here is the basic result about dimension counting.

Theorem 1.3.1. Let V be a finite-dimensional vector space and let T W
V ! W be a linear transformation. Then

dim
�

Ker.T /
�
C dim

�
Im.T /

�
D dim.V /:

Proof. Let k D dim.Ker.T // and n D dim.V /. Let fv1; : : : ; vkg be a basis

of Ker.T /. By Corollary 1.2.10, fv1; : : : ; vkg extends to a basis fv1; : : : ; vk;
vkC1; : : : ; vng of V . We claim that B D fT .vkC1/; : : : ; T .vn/g is a basis

of Im.T /.

First let us see that B spans Im.T /. If w 2 Im.T /, then w D T .v/ for

some v 2 V . Let v D
P
civi . Then

T .v/ D
X

ciT
�
vi
�
D

kX

iD1
ciT

�
vi
�
C

nX

iDkC1
ciT

�
vi
�

D
nX

iDkC1
ciT

�
vi
�

as T .vi / D � � � D T .vk/ D 0 since v1; : : : ; vk 2 Ker.T /.

Second, let us see that B is linearly independent. Suppose that

nX

iDkC1
ciT

�
vi
�
D 0:

Then

T

 
nX

iDkC1
civi

!
D 0;
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18 1. Vector spaces and linear transformations

so

nX

iDkC1
civi 2 Ker.T /;

and hence for some c1; : : : ; ck , we have

nX

iDkC1
civi D

kX

iD1
civi :

Then

kX

iD1

�
� ci

�
vi C

nX

iDkC1
civi D 0;

so by the linear independence of fv1; : : : ; vng, ci D 0 for each i .

Thus dim.Im.T // D n � k and indeed k C .n � k/ D n.

Corollary 1.3.2. Let T W V ! W be a linear transformation between

vector spaces of the same finite dimension n. The following are equivalent:

(1) T is an isomorphism.

(2) T is an epimorphism.

(3) T is a monomorphism.

Proof. Clearly (1) implies (2) and (3).

Suppose (2) is true. Then, by Theorem 1.3.1,

dim
�

Ker.T /
�
D dim.V / � dim

�
Im.T /

�

D dim.W /� dim
�

Im.T /
�
D n � n D 0;

so Ker.T / D f0g and T is a monomorphism, yielding (3) and hence (1).

Suppose (3) is true. Then, by Theorem 1.3.1,

dim
�

Im.T /
�
D dim.V /� dim

�
Ker.T /

�

D dim.W / � dim
�

Ker.T /
�
D n� 0 D 0;

so Im.T / D W and T is an epimorphism, yielding (2) and hence (1).

Corollary 1.3.3. Let A be an n-by-n matrix. The following are equivalent:

(1) A is invertible.
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1.3. Dimension counting and applications 19

(2) There is an n-by-n matrix B with AB D I .

(3) There is an n-by-n matrix B with BA D I .

In this situation,B D A�1.

Proof. Apply Corollary 1.3.2 to the linear transformation TA. If A is in-

vertible and AB D I , then B D IB D A�1.AB/ D A�1I D A�1, and

similarly if BA D I .

Example 1.3.4. Corollary 1.3.2 is false in the infinite-dimensional case:

(1) Let V D rF11 and consider left shift L and right shift R. L is an

epimorphism but not a monomorphism, while R is a monomorphism but not

an epimorphism. We see that L ı R D I (so R is a right inverse for L and

L is a left inverse for R) but R ı L ¤ I (and neither L nor R is invertible).

(2) Let V D C1.R/. Then D W V ! V and Ia W V ! V are linear

transformations that are not invertible, but D ı Ia is the identity. Þ

Remark 1.3.5. We are not in general considering cardinalities of in-

finite sets. But we remark that two vector spaces V and W are isomor-

phic if and only if they have bases of the same cardinality, as we see from

Lemma 1.2.23 and Lemma 1.2.24. Þ

Corollary 1.3.6. Let V be a vector space of dimension m and let W be a

vector space of dimension n.

(1) If m < n then no linear transformation T W V ! W can be an

epimorphism.

(2) If m > n then no linear transformation T W V ! W can be a

monomorphism.

(3) V and W are isomorphic if and only if m D n. In particular, every

n-dimensional vector space V is isomorphic to Fn.

Proof. (1) In this case, dim.Im.T // � m < n so T is not an epimorphism.

(2) In this case, dim.Ker.T // � m � n > 0 so T is not a monomor-

phism.

(3) Parts (1) and (2) show that ifm ¤ n, then V and W are not isomor-

phic. Ifm D n, choose a basis fv1; : : : ; vmg of V and a basis fw1; : : : ; wmg
of W . By Lemma 1.2.23, there is a unique linear transformation T deter-

mined by T .vi / D wi for each i , and by Lemma 1.2.24 T is an isomor-

phism.
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20 1. Vector spaces and linear transformations

Corollary 1.3.7. Let A be an n-by-n matrix. The following are equivalent:

(1) A is invertible.

(10) The equationAx D b has a unique solution for every b 2 Fn.

(2) The equation Ax D b has a solution for every b 2 Fn.

(3) The equation Ax D 0 has only the trivial solution x D 0.

Proof. This is simply a translation of Corollary 1.3.2 into matrix language.

We emphasize that this one-sentence proof is the “right” proof of the

equivalence of these properties. For the reader who would like to see a more

computational proof, we shall prove directly that (1) and (10) are equivalent.

Before doing so we also observe that their equivalence does not involve

dimension counting. It is their equivalence with properties (2) and (3) that

does. It is possible to prove this equivalence without using dimension count-

ing, and this is often done in elementary texts, but that is most certainly the

“wrong” proof as it is a manipulative proof that obscures the ideas.

(1))(10): Suppose A is invertible. Let x0 D A�1b. Then Ax0 D
A.A�1b/ D b so x0 is the solution of Ax D b. If x1 any other solution,

then Ax1 D b, A�1.Ax1/ D A�1b, x1 D A�1b D x0, so x0 is the unique

solution.

(10))(1): Let bi be a solution of Ax D ei for i D 1; : : : ; n, which

exists by hypothesis. Let B D Œb1 j b2 j � � � j bn�. Then AB D Œe1 j
e2 j � � � j en� D I . We show that BA D I as well. (That comes from

Corollary 1.3.3, but we are trying to prove it without using Theorem 1.3.1.)

Let fi D Aei , i D 1; : : : ; n. Then Ax D fi evidently has the solution

x0 D ei . It also has the solution x1 D BAei as

A
�
BAei

�
D .AB/

�
Aei

�
D I

�
Aei

�
D Aei D fi :

By hypothesis, Ax D fi has a unique solution, so BAei D ei for each i ,

giving BA D Œe1je2j � � � jen� D I .

As another application of Theorem 1.3.1, we prove the following famil-

iar theorem from elementary linear algebra.

Theorem 1.3.8. Let A be an m-by-n matrix. Then the row rank of A and

the column rank of A are equal.

Proof. For a matrix C , the image of the linear transformation TC is simply

the column space of C .
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1.3. Dimension counting and applications 21

Let B be a matrix in (reduced) row echelon form. The nonzero rows of

B are a basis for the row space of B . Each of these rows has a “leading”

entry of 1, and it is easy to check that the columns of B containing those

leading 1’s are a basis for the column space of B . Thus if B is in (reduced)

row echelon form, its row rank and column rank are equal.

Thus if B has column rank k, then dim.Im.TB // D k and hence by

Theorem 1.3.1 dim.Ker.TB // D n� k.

Our original matrix A is row-equivalent to a (unique) matrix B in (re-

duced) row echelon form, so A and B may be obtained from each other

by a sequence of row operations. Row operations do not change the row

space of a matrix, so if B has row rank k, then A has row rank k as well.

Row operations change the column space of A, so we can not use the col-

umn space directly. However, they do not change Ker.TA/. (That is why

we usually do them, to solve Ax D 0.) Thus Ker.TB / D Ker.TA/ and so

dim.Ker.TA// D n � k. Then by Theorem 1.3.1 again, dim.Im.TA// D k,

i.e., A has column rank k, the same as its row rank, and we are done.

Remark 1.3.9. This proof is a correct proof, but is the “wrong” proof, as

it shows the equality without showing why it is true. We will see the “right”

proof in Theorem 2.4.7 below. That proof is considerably more compli-

cated, so we have presented this easy proof. Þ

Example 1.3.10. Let V D Pn�1.R/ for fixed n. Let a1; : : : ; ak be dis-

tinct real numbers and let e1; : : : ; ek be non-negative integers with .e1 C
1/C � � � C .ek C 1/ D n. Define T W V ! Rn by

T
�
f .x/

�
D

2
6666666666664

f
�
a1
�

:::

f .e1/
�
a1
�

:::

f
�
ak
�

:::

f .ek/
�
ak
�

3
7777777777775

:

If f .x/ 2 Ker.T /, then f .i/.ai / D 0 for i D 0; : : : ; ei , so f .x/ is divis-

ible by .x�ai /eiC1 for each i . Thus f .x/ divisible by .x�a1/e1C1 � � � .x�
ak/

ekC1, a polynomial of degree n. Since f .x/ has degree at most n�1, we

conclude f .x/ is the 0 polynomial. Thus Ker.T / D f0g. Since dimV D n
we conclude from Corollary 1.3.2 that T is an isomorphism. Thus for any
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22 1. Vector spaces and linear transformations

n real numbers b01 ; : : : ; b
e1

1 ; : : : ; b
0
k
; : : : ; b

ek

k
there is a unique polynomial

f .x/ of degree at most n� 1 with f .j /.ai / D bji for j D 0; : : : ; ei and for

i D 1; : : : ; k. (This example generalizes Example 1.2.22(1), where k D 1,

and Example 1.2.22(2), where ei D 0 for each i .) Þ

Let us now see that the numerical relation in Theorem 1.3.1 is the only

restriction on the kernel and image of a linear transformation.

Theorem 1.3.11. Let V and W be vector spaces with dimV D n. Let V1
be a k-dimensional subspace of V and let W1 be an .n � k/-dimensional

subspace of W . Then there is a linear transformation T W V ! W with

Ker.T / D V1 and Im.T / D V2.

Proof. Let B1 D fv1; : : : ; vkg be a basis of V1 and extend B1 to B D
fv1; : : : ; vng, a basis of V . Let C1 D fwkC1; : : : ; wng be a basis of W1.

Define T W V ! W by T .vi / D 0 for i D 1; : : : ; k and T .vi / D wi for

i D k C 1; : : : ; n.

Remark 1.3.12. In this section we have stressed the importance and

utility of counting arguments. Here is a further application:

A philosopher, an engineer, a physicist, and a mathematician are sitting

at a sidewalk cafe having coffee. On the opposite side of the street there is

an empty building. They see two people go into the building. A while later

they see three come out.

The philosopher concludes “There must have been someone in the build-

ing to start with.”

The engineer concludes “We must have miscounted.”

The physicist concludes “There must be a rear entrance.”

The mathematician concludes “If another person goes in, the building

will be empty.” Þ

1.4 Subspaces and

direct sum decompositions

We now generalize the notion of spanning sets, linearly independent sets,

and bases. We introduce the notions of V being a sum of subspacesW1; : : : ;

Wk , of the subspaces W1; : : : ; Wk being independent, and of V being the

direct sum of the subspaces W1; : : : ; Wk . In the special case where each

W1; : : : ; Wk consists of the multiples of a single nonzero vector vi , let B D
fv1; : : : ; vkg. Then V is the sum of W1; : : : ; Wk if and only if B spans
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1.4. Subspaces and direct sum decompositions 23

V ; the subspaces W1; : : : ; Wk are independent if and only if B is linearly

independent; and V is the direct sum of W1; : : : ; Wk if and only if B is a

basis of V . Thus our work here generalizes part of our work in Section 1.2,

but this generalization will be essential for future developments. In most

cases we omit the proofs as they are very similar to the ones we have given.

Definition 1.4.1. Let V be a vector space and let fW1; : : : ; Wkg be a set

of subspaces of V . Then V is the sum V D W1 C � � � CWk if every v 2 V
can be written as v D w1 C : : :Cwk where wi 2 Wi . Þ

Definition 1.4.2. Let V be a vector space and let fW1; : : : ; Wkg be a set

of subspaces of V . This set of spaces is independent if 0 D w1 C � � � C wk
with wi 2 Wi implies wi D 0 for each i . Þ

Definition 1.4.3. Let V be a vector space and let fW1; : : : ; Wkg be a

set of subspaces of V . Then V is the direct sum V D W1 ˚ � � � ˚Wk if

(1) V D W1 C � � � CWk , and

(2) fW1; : : : ; Wkg is independent. Þ

We have the following equivalent criterion.

Lemma 1.4.4. Let fW1; : : : ; Wkg be a set of subspaces of V . This set of

subspaces is independent if and only ifWi \ .W1 C � � � CWi�1 CWiC1 C
� � � CWk/ D f0g for each i .

If we only have two subspaces fW1; W2g this condition simply states

W1 \ W2 D f0g. If we have more than two subspaces, it is stronger than

the conditionWi \Wj D f0g for i ¤ j , and it is the stronger condition we

need for independence, not the weaker one.

Lemma 1.4.5. Let V be a vector space and let fW1; : : : ; Wkg be a set of

subspaces of V . Then V is the direct sum V D W1 ˚ � � � ˚Wk if and only

if v 2 V can be written as v D w1C � � � C wk with wi 2 Wi , for each i , in

a unique way.

Lemma 1.4.6. Let V be a vector space and let fW1; : : : ; Wkg be a set of

subspaces of V . Let Bi be a basis ofWi , for each i , and let B D B1[� � �[
Bk . Then

(1) B spans V if and only if V D W1 C � � � CWk .

(2) B is linearly independent if and only if fW1; : : : ; Wkg is independent.

(3) B is a basis for V if and only if V D W1 ˚ � � � ˚Wk .
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24 1. Vector spaces and linear transformations

Corollary 1.4.7. Let V be a finite-dimensional vector space and let fW1;
: : : ; Wkg be a set of subspaces with V D W1 ˚ � � � ˚Wk . Then dim.V / D
dim.W1/C � � � C dim.Wk/.

Corollary 1.4.8. Let V be a vector space of dimension n and let fW1; : : : ;
Wkg be a set of subspaces. Let ni D dim.Wi /.

(1) If n1 C � � � C nk > n then fW1; : : : ; Wkg is not independent.

(2) If n1 C � � � C nk < n then V ¤ W1 C � � � CWk .

(3) If n1 C � � � C nk D n the following are equivalent:

(a) V D W1 ˚ � � � ˚Wk .

(b) V D W1 C � � � CWk
(c) fW1; : : : ; Wkg is independent.

Definition 1.4.9. Let V be a vector space and let W1 be a subspace of

V . Then W2 is a complement of W1 if V D W1 ˚W2. Þ

Lemma 1.4.10. Let V be a vector space and let W1 be a subspace of V .

Then W1 has a complement W2.

Proof. Let B1 be a basis of W1. Then B1 is linearly independent, so by

Corollary 1.2.10 there is a basis B of V containing B1. Let B2 D B�B1.

Then B2 is a subset of V , so is linearly independent. Let W2 be the span of

B2. Then B2 is a linearly independent spanning set for W2, i.e., a basis for

W2, and so by Lemma 1.4.6 V D W1˚W2, and hence W2 is a complement

of W1.

Remark 1.4.11. Except when W1 D f0g (where W2 D V ) or W1 D V

(whereW1 D f0g), the subspace W2 is never unique. We can always choose

a different way of extending B1 to a basis of V , in order to obtain a different

W2. Thus W2 is a, not the, complement of W1. Þ

1.5 Affine subspaces

and quotient spaces

For the reader familiar with these notions, we can summarize much of what

we are about to do in this section in a paragraph: Let W be a subspace of

V . Then W is a subgroup of V , regarded as an additive group. An affine

subspace of V parallel to W is simply a coset of W in V , and the quotient



“book” — 2011/3/4 — 17:06 — page 25 — #39
i

i

i

i

i

i

i

i

1.5. Affine subspaces and quotient spaces 25

space V=W is simply the group quotient V=W , which also has a vector

space structure.

But we will not presume this familiarity, and instead proceed “from

scratch”.

We begin with a generalization of the notion of a subspace of a vector

space.

Definition 1.5.1. Let V be a vector space. A subset X of V is an affine

subspace if for some element x0 of X ,

U D
˚
x0 � x0 j x0 2 X

	

is a subspace of V . In this situationX is parallel to U . Þ

The definition makes the element x0 of X look distinguished, but that

is not the case.

Lemma 1.5.2. Let X be affine subspace of V parallel to the subspace U .

Then for any element x of X ,

U D
˚
x0 � x j x0 2 X

	
:

Remark 1.5.3. An affine subspace X of V is a subspace of V if and only

if 0 2 X . Þ

An alternative way of looking at affine subspaces is given by the follow-

ing result.

Proposition 1.5.4. A subset X of V is an affine subspace of V parallel to

the subspace U of V if and only if for some, and hence for every, element x

of X ,

X D x C U D fx C u j u 2 U g:

There is a natural definition of the dimension of an affine subspace.

Definition 1.5.5. Let X be affine subspace of V parallel to the subspace

U . Then the dimension of X is dim.X/ D dim.U /. Þ

Proposition 1.5.6. Let X be an affine subspace of V parallel to the sub-

space U of V . Let x0 be an element of X and let fu1; u2; : : :g be a basis of

U . Then any element x of X may be written uniquely as

x D x0 C
X

ciui

for some scalars fc1; c2; : : :g.
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The most important way in which affine subspaces arise is as follows.

Theorem 1.5.7. Let T W V ! W be a linear transformation and let w0 2
W be an arbitrary element of W . If T �1.w0/ is nonempty, then T �1.w0/
is an affine subspace of V parallel to Ker.T /.

Proof. Choose v0 2 V with T .v0/ D w0. If v 2 T �1.w0/ is arbitrary, then

v D v0 C .v � v0/ D v0 C u and T .u/ D T .v � v0/ D T .v/ � T .v0/ D
w0 �w0 D 0, so u 2 Ker.T /. Conversely, if u 2 Ker.T / and v D v0 C u,

then T .v/ D T .v0 C u/ D T .v0/C T .u/ D w0 C 0 D w0. Thus we see

that

T �1.w0/ D v0 C Ker.T /

and the theorem then follows from Proposition 1.5.4.

Remark 1.5.8. The condition in Definition 1.5.1 is stronger than the

condition that U D fx2 � x1 j x1; x2 2 U g. (We must fix x1 and let x2
vary, or vice versa, but we cannot let both vary.) For example, if V is any

vector space andX D V � f0g, then V D fx2 � x1 j x1; x2 2 Xg, but X is

never an affine subspace of V , except in the case that V is a 1-dimensional

vector space over the field with 2 elements. Þ

Let V be a vector space and W a subspace. We now define the impor-

tant notion of the quotient vector space V=W , and investigate some of its

properties.

Definition 1.5.9. Let V be a vector space and let W be a subspace of

V . Let� be the equivalence relation on V given by v1 � v2 if v1�v2 2 W .

Denote the equivalence class of v 2 V under this relation by Œv�. Then the

quotient V=W is the vector space

V=W D
˚
equivalence classes Œv� j v 2 V

	

with addition given by Œv1� C Œv2� D Œv1 C v2� and scalar multiplication

given by cŒv� D Œcv�. Þ

Remark 1.5.10. We leave it to the reader to check that these operations

give V=W the structure of a vector space. Þ

Here is an alternative definition of V=W .

Lemma 1.5.11. The quotient space V=W of Definition 1.5.9 is given by

V=W D
˚

affine subspaces of V parallel toW
	
:
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Proof. As in Proposition 1.5.4, we can check that for v0 2 V , the equiva-

lence class Œv0� of v0 is given by

�
v0
�
D
˚
v 2 V j v � v0

	
D
˚
v 2 V j v � v0 2 W

	
D v0 CW;

which is an affine subspace parallel to W , and every affine subspace arises

in this way from a unique equivalence class.

There is a natural linear transformation from V to V=W .

Definition 1.5.12. LetW be a subspace of V . The canonical projection

� W V ! V=W is the linear transformation given by �.v/ D Œv�D vCW .

Þ

We have the following important construction and results. They improve

on the purely numerical information provided by Theorem 1.3.1.

Theorem 1.5.13. Let T W V ! X be a linear transformation. Then T W
V=Ker.T / ! X given by T .v C Ker.T // D T .v/ (i.e., by T .�.v// D
T .v/) is a well-defined linear transformation, and T gives an isomorphism

from V=Ker.T / to Im.T / � X .

Proof. If v1 C Ker.T / D v2 C Ker.T /, then v1 D v2 C w for some

w 2 Ker.T /, so T .v1/ D T .v2 C w/ D T .v2/C T .w/ D T .v2/C 0 D
T .v2/, and T is well-defined. It is then easy to check that it is a linear

transformation, that it is 1-1, and that its image is Im.T /, completing the

proof.

Let us now see how to find a basis for a quotient vector space.

Theorem 1.5.14. Let V be a vector space and W1 a subspace. Let B1 D
fw1; w2; : : :g be a basis forW1 and extend B1 to a basis B of V . Let B2 D
B�B1 D fz1; z2; : : :g. LetW2 be the subspace of V spanned by B2, so that

W2 is a complementW1 in V with basis B2. Then the linear transformation

P W W2 ! V=W1 defined by P .zi / D Œzi � is an isomorphism. In particular,

B2 D fŒz1�; Œz2�; : : :g is a basis for V=W1.

Proof. It is easy to check that P is a linear transformation. We show that

fŒz1�; Œz2�; : : :g is a basis for V=W1. Then, since P is a linear transformation

taking a basis of one vector space to a basis of another, P is an isomor-

phism.

First let us see that B2 spans V=W1. Consider an equivalence class Œv�

in V=W1. Since B is a basis of V , we may write v D
P
ciwi C

P
djzj
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for some fcig and fdj g. Then v�
P
djzj D

P
ciwi 2 W1, so v �

P
djzj

and hence Œv�D Œ
P
djzj � D

P
dj Œzj �.

Next let us see that B2 is linearly independent. Suppose
P
dj Œzj � D

Œ
P
dj zj � D 0. Then

P
dj zj 2 W1, so

P
dj zj D

P
ciwi for some fcig.

But then
P
.�ci /wi C

P
djzj D 0, an equation in V . But fw1; w2; : : : ;

z1; z2; : : :g D B is a basis of V , and hence linearly independent, so

(c1 D c2 D � � � D 0 and) d1 D d2 D � � � D 0.

Remark 1.5.15. We cannot emphasize strongly enough the difference

between a complementW2 of the subspaceW1 and the quotient V=W1. The

quotient V=W1 is canonically associated to W1, whereas a complement is

not. As we observed, W1 almost never has a unique complement. Theo-

rem 1.5.14 shows that any of these complements is isomorphic to the quo-

tient V=W1. We are in a situation here where every quotient object V=W1 is

isomorphic to a subobjectW2. This is not always the case in algebra, though

it is here, and this fact simplifies arguments, as long as we remember that

what we have is an isomorphism between W2 and V=W1, not an identifica-

tion ofW2 with V=W1. Indeed, it would be a bad mistake to identify V=W1
with a complement W2 of W1. Þ

Often when considering a subspace W of a vector space V , what is

important is not its dimension, but rather its codimension, which is defined

as follows.

Definition 1.5.16. Let W be a subspace of V . Then the codimension

of W in V is

codimV W D dimV=W: Þ

Lemma 1.5.17. Let W1 be a subspace of V . Let W2 be any complement of

W1 in V . Then codimV W1 D dimW2.

Proof. By Theorem 1.5.14, V=W1 and W2 are isomorphic.

Corollary 1.5.18. Let V be a vector space of dimension n and let W be a

subspace of V of dimension k. Then dimV=W D codimV W D n� k.

Proof. Immediate from Theorem 1.5.14 and Lemma 1.5.17.

Here is one important way in which quotient spaces arise.

Definition 1.5.19. Let T W V ! W be a linear transformation. Then

the cokernel of T is the quotient space

Coker.T / D W= Im.T /: Þ
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Corollary 1.5.20. Let V be an n-dimensional vector space and let T W
V ! V be a linear transformation. Then dim.Ker.T // D dim.Coker.T //.

Proof. By Theorem 1.3.1, Corollary 1.5.18, and Definition 1.5.19,

dim
�

Ker.T /
�
D dim.V / � dim

�
Im.T /

�
D dim

�
V= Im.T /

�

D dim
�

Coker.T /
�
: �

We have shown that any linearly independent set in a vector space V

extends to a basis of V . We outline another proof of this, using quotient

spaces. This proof is not any easier, but its basic idea is one we will be

using later.

Theorem 1.5.21. Let B1 be any linearly independent subset of a vector

space V . Then B1 extends to a basis B of V .

Proof. Let W be the subspace of V generated by B1, and let � W V !
V=W be the canonical projection. Let C D fx1; x2; : : :g be a basis of V=W

and for each i let ui 2 V with �.ui / D xi . Let B2 D fu1; u2; : : :g. We

leave it to the reader to check that B D B1 [B2 is a basis of V .

In a way, this result is complementary to Theorem 1.5.14, where we

showed how to obtain a basis of V=W , starting from the right sort of basis

of V . Here we showed how to obtain a basis of V , starting from a basis of

W and a basis of V=W .

Definition 1.5.22. Let T W V ! V be a linear transformation. T is

Fredholm if Ker.T / and Coker.T / are both finite-dimensional, in which

case the index of T is dim.Ker.T // � dim.Coker.T //. Þ

Example 1.5.23. (1) In case V is finite-dimensional, every T is Fred-

holm. Then by Corollary 1.5.20, dim.Ker.T // D dim.Coker.T //, so T

has index 0. Thus in the finite-dimensional case, the index is completely

uninteresting.

(2) In the infinite-dimensional case, the index is an important invariant,

and may take on any integer value. For example, if V D rF11, L W V !
V is left shift and R W V ! V is right shift, as in Example 1.1.23(1), then

Ln has index n and Rn has index �n.

(3) If V D C1.R/, then D W V ! V has kernel ff .x/ j f .x/ is a con-

stant functiong, of dimension 1, and is surjective, so D has index 1. Also,

Ia W V ! V is injective and has image ff .x/ j f .a/ D 0g, of codimen-

sion 1, so Ia has index �1. Þ
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1.6 Dual spaces

We now consider the dual space of a vector space. The dual space is easy to

define, but we will have to be careful, as there is plenty of opportunity for

confusion.

Definition 1.6.1. Let V be a vector space over a field F . The dual V �

of V is

V � D HomF.V;F/ D flinear transformations T W V ! Fg: Þ

Lemma 1.6.2. (1) If V is a vector space over F , then V is isomorphic to a

subspace of V �.

(2) If V is finite-dimensional, then V is isomorphic to V �. In particular,

in this case dimV D dimV �.

Proof. Choose a basis B of V , B D fv1; v2; : : :g. Let B� be the subset of

V � given by B D fw�1 ; w�2 ; : : :g where v�i is defined by w�i .vi / D 1 and

w�i .vj / D 0 if j ¤ i . (This defines w�i by Lemma 1.2.23.) We claim that

B� is a linearly independent set. To see this, suppose
P
cjw

�
j D 0. Then

.
P
cjw

�
j /.v/ D 0 for every v 2 V . Choosing v D vi , we see that ci D 0,

for each i .

The linear transformation SB W V ! V � defined by SB.vi / D w�i
takes the basis B of V to the independent set B� of V �, so is an injection

(more precisely, an isomorphism from V to the subspace of V � spanned by

B�).

Suppose V is finite-dimensional and let w� be an element of V �. Let

w�.vi / D ai for each i . Let v D
P
aivi , a finite sum since V is finite-

dimensional. For each i , SB.v/.vi / D w�.vi /. Since these two linear trans-

formations agree on the basis B of V , by Lemma 1.2.23 they are equal, i.e.,

SB.v/ D w�, and SB is a surjection.

Remark 1.6.3. It is important to note that there is no natural map from

V to V �. The linear transformation SB depends on the choice of basis B.

In particular, if V is finite-dimensional then, although V and V � are iso-

morphic as abstract vector spaces, there is no natural isomorphism between

them, and it would be a mistake to identify them. Þ

Remark 1.6.4. If V D Fn with E the standard basis fe1; : : : ; eng, then

the proof of Lemma 1.6.2 gives the standard basis E� of V �, E� D fe�1 ; : : : ;
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e�ng, defined by

e�i

0
B@

2
64
a1
:::

an

3
75

1
CA D ai : Þ

Remark 1.6.5. The basis B� (and hence the map SB ) depends on the

entire basis B. For example, let V D F2 and choose the standard basis E

of V ,

E D
��
1

0

�
;

�
0

1

��
D
˚
e1; e2

	
:

Then E� is the basis fe�1 ; e�2g of V �, with

e�1

��
x

y

��
D x and e�2

��
x

y

��
D y:

If we choose the basis B of V given by

B D
��
1

0

�
;

�
1

�1

��
D
˚
v1; v2

	
;

then B� D fw�1 ; w�2g with

w�1

��
x

y

��
D x C y and w�2

��
x

y

��
D �y:

Thus, even though v1 D e1, w�1 ¤ e�1 . Þ

Example 1.6.6. If V is infinite-dimensional, then in general the linear

transformation SB is an injection but not a surjection. Let V D F1 with

basis E D fe1; e2; : : :g and consider the set E� D fe�1 ; e�2 ; : : :g. Any element

w� of the subspace V � spanned by E� has the property that w�.ei / ¤ 0 for

only finitely many values of i . This is not the case for a general element of

V �. In fact, V � is isomorphic to F11 as follows: If

v D

2
64
a1
a2
:::

3
75 2 F1 and x� D

2
64
b1
b2
:::

3
75 2 F11

then we have the pairing x�.v/ D
P
aibi . (This makes sense for any x�, as

only finitely many entries of v are nonzero.) Any element w� of V � arises
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in this way as we may choose

x� D

2
64
w�
�
e1
�

w�
�
e2
�

:::

3
75 :

Thus in this case the image of SB is F1 � F11. Þ

Remark 1.6.7. The preceding example leaves open the possibility that

V might be isomorphic to V � by some other isomorphism than TB . That is

also not the case in general. We have seen in Remark 1.2.19 that F1 is a

vector space of countably infinite dimension and F11 is a vector space of

uncountably infinite dimension. Þ

Remark 1.6.8. Just as a typical element of V is denoted by v, a typical

element of V � is often denoted by v�. This notation carries the danger of

giving the impression that there is a natural map from V to V � given by

v 7! v� (i.e., that the element v� of V � is the dual of the element v of V ),

and we emphasize again that that is not the case. There is no such natural

map and that is does not make sense to speak of the dual of an element of V .

Thus we do not use this notation and instead use w� to denote an element

of V �. Þ

Example 1.6.9 (Compare Example 1.2.22). Let V D Pn�1.R/ for any

n.

(1) For any a 2 R, V has basis B D fp0.x/; p1.x/; : : : ; pn�1.x/g
where p0.x/ D 1 and pk.x/ D .x�a/k=kŠ for k D 1; : : : ; n�1. The dual

basis B� is given by B� D fEa;Ea ı D; : : : ;Ea ı Dn�1g.
(2) For any distincta1; : : : ; an 2 R, V has basis C D fq1.x/; : : : ; qn.x/g

with qk.x/ D …j¤k.x � aj /=.ak � aj /. The dual basis C� is given by

C� D fEa1
; : : : ;Eang.

(3) Fix an interval Œa; b� and let T W V ! R be the linear transformation

T
�
f .x/

�
D
Z b

a

f .x/ dx:

Then T 2 V �. Since C� (as above) is a basis of V �, we have T DPn
iD1 ciEai

for some constants c1; : : : ; cn.

In other words, we have the exact quadrature formula, valid for every

f .x/ 2 V ,

Z b

a

f .x/ dx D
nX

iD1
cif .ai /:
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For simplicity, let Œa; b� D Œ0; 1�, and let us for example choose equally

spaced points.

For n D 0 choose a1 D 1=2. Then c1 D 1, i.e.,

Z 1

0

f .x/ dx D f .1=2/ for f 2 P0.R/:

For n D 1, choose a1 D 0 and a2 D 1. Then c1 D c2 D 1=2, i.e.,

Z 1

0

f .x/ dx D .1=2/f .0/C .1=2/f .1/ for f 2 P1.R/:

For n D 2, choose a1 D 0, a2 D 1=2, a3 D 1. Then c1 D 1=6,

c2 D 4=6, c3 D 1=6, i.e.,

Z 1

0

f .x/ dx D .1=6/f .0/C .4=6/f .1=2/C .1=6/f .1/ for f 2 P2.R/:

The next two expansions of this type are

Z 1

0

f .x/ dx D .1=8/f .0/C .3=8/f .1=3/C .3=8/f .2=3/

C .1=8/f .1/ for f 2 P3.R/;
Z 1

0

f .x/ dx D .7=90/f .0/C .32=90/f .1=4/C .12=90/f .1=2/

C .32=90/f .3=4/C .7=90/f .1/ for f 2 P4.R/:

These formulas are the basis for commonly used approximate quadra-

ture formulas: The first three yield the midpoint rule, the trapezoidal rule,

and Simpson’s rule respectively.

(4) Fix an interval Œa; b� and for any polynomial g.x/ let

Tg.x/ D
Z b

a

f .x/g.x/ dx:

Then Tg.x/ 2 V �. Let D� D fT1; Tx; : : : ; Txn�1g. We claim that D� is

linearly independent. To see this, suppose that

T D a0T1 C a1Tx C � � � C an�1Txn�1 D 0:

Then T D Tg.x/ with g.x/ D a0Ca1xC� � �Can�1xn�1 2 V . To say that

T D 0 is to say that T .f .x// D 0 for every f .x/ 2 V . But if we choose

f .x/ D g.x/, we find

T
�
f .x/

�
D Tg.x/

�
g.x/

�
D
Z b

a

g.x/2 dx D 0
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which forces g.x/ D 0, i.e., a0 D a1 D � � � D an�1 D 0, and D� is

linearly independent.

Since D� is a linearly independent set of n elements in V �, a vector

space of dimension n, it must be a basis of V �, so every element of V �

is Tg.x/ for a unique g.x/ 2 V . In particular this is true for Ec for every

c 2 Œa; b�. It is simply a matter of solving a linear system to find g.x/. For

example, let Œa; b�D Œ0; 1� and let c D 0. We find

f .0/ D
Z 1

0

f .x/g.x/ dx

for g.x/ D 1 if f .x/ 2 P0.R/;
for g.x/ D 4 � 6x if f .x/ 2 P1.R/;
for g.x/ D 9 � 36x C 30x2 if f .x/ 2 P2.R/;
for g.x/ D 16 � 120xC 240x2�140x3 if f .x/ 2 P3.R/;
for g.x/ D 25 � 300xC 1050x2 � 1400x3 C 630x4 if f .x/ 2 P4.R/:

Admittedly, we rarely if ever want to evaluate a function at a point by com-

puting an integral instead, but this shows how it could be done.

We have presented (3) and (4) here so that the reader may see some

interesting examples early, but they are best understood in the context of

inner product spaces, which we consider in Chapter 7. Þ

To every subspace of V we can naturally associate a subspace of V �

(and vice-versa), as follows.

Definition 1.6.10. Let U be a subspace of V . Then the annihilator

Ann�.U / is the subspace of V � defined by

Ann�.U / D
˚
w� 2 V � j w�.u/ D 0 for every u 2 U

	
: Þ

Lemma 1.6.11. Let U be a finite-dimensional subspace of V . Then

V �=Ann�.U / is isomorphic to U . Consequently,

codim
�

Ann�.U /
�
D dim.U /:

Proof. Set X� D Ann�.U / and let fx�1 ; x�2 ; : : :g be a basis of X�. Let

fu1; : : : ; ukg be a basis for U . Let U 0 be a complement of U , so V D
U˚U 0, and let fu01; u02; : : :g be a basis of U 0. Then fu1; : : : ; uk; u01; u02; : : :g
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is a basis of V . For j D 1; : : : ; k define y�j 2 V � by

y�j
�
ui
�
D 0 if i ¤ j;

y�j
�
uj
�
D 1;

y�j
�
u0m
�
D 0 for every m:

We claim fy�1 ; : : : ; y�k ; x
�
1 ; x
�
2 ; : : :g is a basis of V �. First we show it

is linearly independent: Suppose
P
cjy
�
j C

P
dmx

�
m D 0. Evaluating this

function at ui we see it has the value ci , so ci D 0 for i D 1; : : : ; k. Then

dm D 0 for each m as fx�1 ; x�2 ; : : :g is linearly independent. Next we show

it spans V �: Let w� 2 V �. For j D 1; : : : ; k, let ci D w�.ui /. Let y� D
w� �

P
cjy
�
j . Then y�.ui / D 0 for each i , so y� 2 Ann.U �/ and hence

y� D
P
dmx

�
m for some d1; : : : ; dm. Then w� D

P
cjy
�
j C

P
dmx

�
m.

Let Y � be the subspace of V � spanned by fy�1 ; : : : ; y�kg. Then V � D
X� ˚ Y � so V �=X� is isomorphic to Y �. But we have an isomorphism

S W U ! Y � given by S.ui / D y�i . (If we let u�i be the restriction of y�i to

U , then fu�1 ; : : : ; u�kg is the dual basis to fu1; : : : ; ukg.)

Remark 1.6.12. We often think of Lemma 1.6.11 as follows: Suppose we

have k linearly independent elements u1; : : : ; uk of V , so that they generate

a subspace U of V of dimension k. Then the requirements that a linear

transformation from V to F be zero at each of u1; : : : ; uk imposes k linearly

independent conditions on the space of all such linear transformations, so

the subspace of linear transformations satisfying precisely these conditions,

which is Ann�.U /, has codimension k. Þ

To go the other way, we have the following association.

Definition 1.6.13. Let U � be a subspace of V �. Then the annihilator

Ann.U �/ is the subspace of V defined by

Ann.U �/ D
˚
v 2 V j w�.v/ D 0 for every w� 2 U �

	
:

Þ

Remark 1.6.14. Observe that Ann�.f0g/ D V � and Ann�.V / D f0g;
similarly Ann.f0g/ D V and Ann.V �/ D f0g. Þ

If V is finite-dimensional, our pairings are inverses of each other, as we

now see.

Theorem 1.6.15. (1) For any subspace U of V , Ann.Ann�.U // D U .

(2) Let V be finite-dimensional. For any subspace U � of V �,

Ann�.Ann.U �// D U �:
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So far in this section we have considered vectors, i.e., objects. We now

consider linear transformations, i.e., functions. We first saw pullbacks in

Example 1.1.23(3), and now we see them again.

Definition 1.6.16. Let T W V ! X be a linear transformation. Then

the dual T � of T is the linear transformation T � W X� ! V � given by

T �.y�/ D y� ı T , i.e., T �.y�/ 2 V � is the linear transformation on V

defined by

�
T �
�
y�
��
.v/ D

�
y� ı T

�
.v/ D y�

�
T .v/

�
; for y� 2 X�: Þ

Remark 1.6.17. (1) It is easy to check that T �.y�/ is a linear transfor-

mation for any y� 2 X�. But we are claiming more, that y� 7! T �.y�/
is a linear transformation from V � to X�. This follows from checking that

T �.y�1 C y�2 / D T �.y�1 /C T �.y�2 / and T �.cy�/ D cT �.y�/.
(2) The dual T � of T is well-defined and does not depend on a choice

of basis, as it was defined directly in terms of T . Þ

Now we derive some relations between various subspaces.

Lemma 1.6.18. Let T W V ! X be a linear transformation. Then Im.T �/ D
Ann�.Ker.T //.

Proof. Let w� 2 V � be in Im.T �/, so w� D T �.y�/ for some y� 2 X�.
Then for any u 2 Ker.T /,w�.u/ D .T �.y�//.u/ D y�.T .u// D y�.0/ D
0, so w� is in Ann�.Ker.T //. Thus we see that Im.T �/ � Ann�.Ker.T //.

Let w� 2 V � be in Ann�.Ker.T //, so w�.u/ D 0 for every u 2
Ker.T /. Let V 0 be a complement of Ker.T /, so V D Ker.T / ˚ V 0. Then

we may write any v 2 V uniquely as v D u C v0 with u 2 Ker.T /,

v0 2 V 0. Then w�.v/ D w�.uC v0/ D w�.u/ C w�.v0/ D w�.v0/. Also,

T .v/ D T .v0/, so T .V / D T .V 0/. Let X 0 be any complement of T .V 0/ in

X , so that X D T .V 0/˚X 0.
Since the restriction of T to V 0 is an isomorphism, we may write x 2 X

uniquely as x D T .v0/C x0 with v0 2 V 0 and x0 2 X 0. Define y� 2 X� by

y�.x/ D w�.v0/ where x D T .v0/C x0; v0 2 V 0 and x0 2 X 0:

(It is routine to check that y� is a linear transformation.) Then for v 2 V ,

writing v D uC v0, with u 2 Ker.T / and v0 2 V 0, we have

�
T �
�
y�
��
.v/ D y�

�
T .v/

�
D y�

�
T .v0/

�
D w�.v0/ D w�.v/:

Thus T �.y�/ D w� and we see that Ann�.Ker.T // � Im.T �/.
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The following corollary gives a useful dimension count.

Corollary 1.6.19. Let T W V ! X be a linear transformation.

(1) If Ker.T / is finite-dimensional, then

codim
�

Im
�
T �
��
D dim

�
Coker

�
T �
��
D dim

�
Ker.T /

�
:

(2) If Coker.T / is finite-dimensional, then

dim
�

Ker
�
T �
��
D dim

�
Coker.T /

�
D codim

�
Im.T /

�
:

Proof. (1) Let U D Ker.T /. By Lemma 1.6.11,

dim
�

Ker
�
T
��
D codim

�
Ann�

�
Ker.T /

��
:

By Lemma 1.6.18,

Ann�
�

Ker.T /
�
D Im

�
T �
�
:

(2) is proved using similar ideas and we omit the proof.

Here is another useful dimension count.

Corollary 1.6.20. Let T W V ! X be a linear transformation.

(1) If dim.V / is finite, then

dim
�

Im
�
T �
��
D dim

�
Im
�
T
��
:

(2) If dim.V / D dim.X/ is finite, then

dim
�

Ker
�
T �
��
D dim

�
Ker.T /

�
:

Proof. (1) By Theorem 1.3.1 and Corollary 1.6.19,

dim.V /� dim
�

Im.T /
�
D dim

�
Ker.T /

�

D codim
�

Im
�
T �
��
D dim

�
V �
�
� dim

�
Im.T /

�
;

and by Lemma 1.6.2, dim.V �/ D dim.V /.

(2) By Theorem 1.3.1 and Lemma 1.6.2,

dim.Ker
�
T �
�
/ D dim

�
X�
�
� dim

�
Im.T �/

�

D dim.V / � dim
�

Im.T /
�
D dim

�
Ker.T /

�
: �
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38 1. Vector spaces and linear transformations

Remark 1.6.21. Again we caution the reader that although we have

equality of dimensions, there is no natural identification of the subspaces

in each part of Corollary 1.6.20. Þ

Lemma 1.6.22. Let T W V ! X be a linear transformation.

(1) T is injective if and only if T � is surjective.

(2) T is surjective if and only if T � is injective.

(3) T is an isomorphism if and only if T � is an isomorphism.

Proof. (1) Suppose that T is injective. Let w� 2 V � be arbitrary. To show

that T � is surjective we must show that there is a y� 2 X� with T �.y�/ D
w�, i.e., y� ı T D w�.

Let B D fv1; v2; : : :g be a basis of V and set xi D T .vi /. T is injective

so fx1; x2; : : :g is a linearly independent set in X . Extend this set to a basis

C D fx1; x2; : : : ; x01; x02; : : :g of X and define a linear transformation U W
X ! V by U.xi / D vi , U.x0j / D 0. Note UT .vi / D vi for each i so UT

is the identity map on V . Set y� D w� ı U. Then T �.y�/ D y� ı T D
.w� ıU/ ı T D w� ı .U ı T / D w�.

Suppose that T is not injective and choose v ¤ 0 with T .v/ D 0. Then

for any y� 2 X�, T �.y�/.v/ D .y� ı T /.v/ D y�.T .v// D y�.0/ D 0.

But not every element w� of V � hasw�.v/ D 0. To see this, let v1 D v and

extend v1 to a basis B D fv1; v2; : : :g of V . Then there is an element w� of

V � defined by w�.v1/ D 0, w�.vi / D 0 for i ¤ 1.

(2) Suppose that T is surjective. Let y� 2 X�. To show that T � is

injective we must show that if T �.y�/ D 0, then y� D 0. Thus, suppose

T �.y�/ D 0, i.e., that .T �.y�//.v/ D 0 for every v 2 V . Then 0 D
.T �.y�//.v/ D .y� ı T /.v/ D y�.T .v// for every v 2 V . Choose x 2
X . Then, since T is surjective, there is a v 2 V with x D T .v/, and so

y�.x/ D y�.T .v// D 0. Thus y�.x/ D 0 for every x 2 X , i.e., y� D 0.

Suppose that T is not surjective. Then Im.T / is a proper subspace of

X . Let fx1; x2; : : :g be a basis for Im.T / and extend this set to a basis

C D fx1; x2; : : : ; x01; x02; : : :g of X . Define y� 2 X� by y�.xi / D 0 for all

i , y�.x01/ D 1, and y�.x0j / D 0 for j ¤ 1. Then y� ¤ 0, but y�.x/ D 0

for every x 2 Im.T /. Then

�
T �
�
y�
��
.v/ D

�
y� ı T

�
.v/ D y�

�
T .v/

�
D 0

so T �.y�/ D 0.

(3) This immediately follows from (1) and (2).

Next we see how the dual behaves under composition.
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Lemma 1.6.23. Let T W V ! W and S W W ! X be linear transfor-

mations. Then S ı T W V ! X has dual .S ı T /� W X� ! V � given by

.S ı T /� D T � ı S�.

Proof. Let y� 2 X� and let x 2 X . Then

�
.S ı T /�

�
y�/

�
.x/ D y�

�
.S ı T /.x/

�
D y�

�
S
�
T .x/

��

D
�
S
�
y�
���

T .x/
�
D
�
T �
�
S
�
y�
���
.x/

D
��

T � ı S�
��
y�
��
.x/:

Since this is true for every x and y�, .S ı T /� D T � ı S�.

We can now consider the dual V �� of V �, known as the double dual

of V .

An element of V � is a linear transformation from V to F , and so is a

function from V to F . An element of V �� is a linear transformation from

V � to F , and so is a function from V � to F . In other words, an element

of V �� is a function on functions. There is one natural way to get a func-

tion on functions: evaluation at a point. This is the linear transformation Ev

(“Evaluation at v”) of the next definition.

Definition 1.6.24. Let Ev 2 V �� be the linear transformation Ev W
V � ! F defined by Ev.w

�/ D w�.v/ for every w� 2 V �. Þ

Remark 1.6.25. It is easy to check that Ev is a linear transformation.

Also, Ev is naturally defined. It does not depend on a choice of basis. Þ

Lemma 1.6.26. The linear transformationH W V ! V �� given by H .v/ D
Ev is an injection. If V is finite-dimensional, it is an isomorphism.

Proof. Let v be an element of V with Ev D 0. Now Ev is an element of

V ��, the dual of V �, so Ev D 0 means that for every w� 2 V �, Ev.w
�/ D

0. But Ev.w
�/ D w�.v/. Thus v 2 V has the property that w�.v/ D 0

for every w� 2 V �. We claim that v D 0. Suppose not. Let v1 D v and

extend fv1g to a basis B D fv1; v2; : : :g of V . Consider the dual basis

B� D fw�1 ; w�2 ; : : :g of V �. Then w�1.v1/ D 1 ¤ 0.

If V is finite-dimensional, then Ev is an injection between vector spaces

of the same dimension and hence is an isomorphism.

Remark 1.6.27. As is common practice, we will often write v�� D
H .v/ in case V is finite-dimensional. The map v 7! v�� then provides a

canonical identification of elements of V with elements of V ��, as there is

no choice, of basis or anything else, involved. Þ
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40 1. Vector spaces and linear transformations

Beginning with a vector space V and a subspace U of V , we obtained

from Definition 1.6.10 the subspace Ann�.U / of V �. Similarly, beginning

with the subspace Ann�.U / of V � we could obtain the subspace

Ann�.Ann�.U // of V ��. This is not the construction of Definition 1.6.13,

which would give us the subspace Ann.Ann�.U //, which we saw in Theo-

rem 1.6.15 was just U . But these two constructions are closely related.

Corollary 1.6.28. Let V be a finite-dimensional vector space and let U be

a subspace of V . Let H be the linear transformation of Lemma 1.6.26. Then

H W U ! Ann�.Ann�.U // is an isomorphism.

Since we have a natural way of identifying finite-dimensional vector

spaces with their double duals, we should have a natural way of identifying

linear transformations between finite-dimensional vector spaces with linear

transformations between their double duals, and we do.

Definition 1.6.29. Let V and X be finite-dimensional vector spaces.

If T W V ! X is a linear transformation, its double dual is the linear

transformation T �� W V ��! X�� given by T ��.v��/ D .T .v//��. Þ

Lemma 1.6.30. Let V and X be finite-dimensional vector spaces. Then

T 7! T �� is an isomorphism from HomF .V; X/ D flinear transformations:

V ! Xg to HomF .V
��; X��/ D flinear transformations:V �� ! X��g.

Proof. It is easy to check that T 7! T �� is a linear transformation. Since V

and V �� have the same dimension, as doX andX��, flinear transformations:

V ! Xg and flinear transformations:V �� ! X��g are vector spaces of

the same dimension. Thus in order to show that T 7! T �� is an isomor-

phism, it suffices to show that T 7! T �� is an injection. Suppose T �� D 0,

i.e., T ��.v��/ D 0 for every v�� 2 V ��. Let v 2 V be arbitrary. Then

0 D T ��.v��/ D .T .v//�� D H .T .v//. But H is an isomorphism by

Lemma 1.6.26, so T .v/ D 0. Since this is true for every v 2 V , T D 0.

Remark 1.6.31. In the infinite-dimensional case it is in general not true

that V is isomorphic to V ��. For example, if V D F1 we have seen in

Example 1.6.6 that V � is isomorphic to F11. Also, V � is isomorphic to

a subspace of V ��. We thus see that V has countably infinite dimension

and V �� has uncountably infinite dimension, so they cannot be isomorphic.

Þ
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CHAPTER 2

Coordinates

In this chapter we investigate coordinates.

It is useful to keep in mind the metaphor:

Coordinates are a language for describing vectors and linear

transformations.

In human languages we have, for example:

Œ��English D star, Œ��French D étoile, Œ��German D Stern,

Œ!�English D arrow, Œ!�French D flèche, Œ!�German D Pfeil.

Coordinates share two similarities with human languages, but have one

important difference.

(1) Often it is easier to work with objects, and often it is easier to work

with words that describe them. Similarly, often it is easier and more

enlightening to work with vectors and linear transformations directly,

and often it is easier and more enlightening to work with their descrip-

tions in terms of coordinates, i.e., with coordinate vectors and matrices.

(2) There are many different human languages and it is useful to be able to

translate among them. Similarly, there are different coordinate systems

and it is not only useful but indeed essential to be able to translate

among them.

(3) A problem expressed in one human language is not solved by translat-

ing it into a second langauge. It is just expressed it differently. Coordi-

nate systems are different. For many problems in linear algebra there

is a preferred coordinate system, and translating the problem into that

41
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42 Guide to Advanced Linear Algebra

language greatly simplifies it and helps to solve it. This is the idea be-

hind eigenvalues, eigenvectors, and canonical forms for matrices. We

save their investigation for a later chapter.

2.1 Coordinates for vectors

We begin by restating Lemma 1.2.21.

Lemma 2.1.1. Let V be a vector space and let B D fvig be a set of vectors

in V . Then B is a basis for V if and only if every v 2 V can be written

uniquely as v D
P
civi for ci 2 F , all but finitely many zero.

With this lemma in hand we may make the following important defini-

tion.

Definition 2.1.2. Let V be an n-dimensional vector space and let B D
fv1; : : : ; vng be a basis for V . For v 2 V the coordinate vector of v with

respect to the basis B, Œv�B , is given as follows: If v D
P
civi , then

Œv�B D

2
6664

c1
c2
:::

cn

3
7775 2 Fn: Þ

Theorem 2.1.3. Let V be an n-dimensional vector space and let B be a

basis of V . Then T W V ! Fn by T .v/ D Œv�B is an isomorphism.

Proof. Let B D fv1; : : : ; vng. Define S W Fn ! V by

S

0
B@

2
64
c1
:::

cn

3
75

1
CA D

X
civi :

It is easy to check that S is a linear transformation, and then Lemma 2.1.1

shows that S is an isomorphism. Furthermore, T D S�1.

Example 2.1.4. (1) Let V D Fn and let B D E be the standard basis.

If v D
� c1
:::
cn

�
, then v D

P
ciei (where E D fe1; : : : ; eng) and so Œv�E D

� c1
:::
cn

�
. That is, a vector “looks like itself” in the standard basis.

(2) Let V be arbitrary and let B D fb1; : : : ; bng be a basis for V . Then

Œbi �B D ei .
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(3) Let V D R2, let E D
nh

1

0

i
;
h
0

1

io
D fe1; e2g and let B D

nh
1

2

i
;
h
3

7

io
D

fb1; b2g. Then Œb1�E D
h
1

2

i
and Œb2�E D

h
3

7

i
(as

h
1

2

i
D 1

h
1

0

i
C 2

h
0

1

i
and

h
3

7

i
D 3

h
1

0

i
C 7

h
0

1

i
).

On the other hand, Œe1�B D
h

7

�2

i
and Œe2�B D

h
�3

1

i
(as

h
1

0

i
D 7

h
1

2

i
C

.�2/
h
3

7

i
and

h
0

1

i
D .�3/

h
1

0

i
C 1

h
3

7

i
).

Let v1 D
h
17

39

i
. Then Œv1�E D

h
17

39

i
. Also, Œv1�B D

h
x1
x2

i
where v1 D

x1b1 C x2b2, i.e.,
h
17

39

i
D x1

h
1

2

i
C x2

h
3

7

i
. Solving, we find x1 D 2, x2 D

5, so Œv1�B D
h
2

5

i
. Similarly, let v2 D

h
27

62

i
. Then Œv2�E D

h
27

62

i
. Also,

Œv2�B D
h
y1
y2

i
where v2 D y1b1 C y2b2, i.e.,

h
27

62

i
D y1

h
1

2

i
C y2

h
3

7

i
.

Solving, we find y1 D 3, y2 D 8, so Œv2�B D
h
3

8

i
.

(4) Let V D P2.R/, let B0 D f1; x; x2g, and let B1 D f1; x � 1;
.x � 1/2g. Let p.x/ D 3 � 6xC 4x2. Then

�
p.x/

�
B0
D

2
4

3

�6
4

3
5:

Also p.x/ D 1C 2.x � 1/C 4.x � 1/2, so

�
p.x/

�
B1
D

2
4
1

2

4

3
5: Þ

2.2 Matrices for linear transformations

Let V and W be vector spaces of finite dimensions n and m respectively

with bases B D fv1; : : : ; vng and C D fw1; : : : ; wmg and let T W V ! W

is a linear transformation. Then we have isomorphisms S W V ! Fn given

by S.v/ D Œv�B and U W W ! Fm given by U.w/ D Œw�C , and we

may form the composition U ı T ı S�1 W Fn ! Fm. Since this is a linear

transformation, it is given by multiplication by a unique matrix. We are thus

led to the following definition.
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Definition 2.2.1. Let V be an n-dimensional vector space with basis

B D fv1; : : : ; vng and let W be an m-dimensional vector space with basis

C D fw1; : : : ; wmg. Let T W V ! W be a linear transformation. The matrix

of the linear transformation T with respect to the bases B and C , denoted

ŒT �C B , is the unique matrix such that

ŒT �C BŒv�B D ŒT .v/�C for every v 2 V: Þ

It is easy to write down ŒT �C B (at least in principle).

Lemma 2.2.2. In the situation of Definition 2.2.1, the matrix ŒT �C B is

given by

ŒT �C B D
��

T
�
v1
��

C
j
�
T
�
v2
��

C
j � � � j

�
T
�
vn
��

C

�
;

i.e., ŒT �C B is the matrix whose i th column is ŒT .vi /�C , for each i .

Proof. By Lemma 1.2.23, we need only verify the equation ŒT �C BŒv� D
ŒT .v/�C for v D vi , i D 1 : : : ; n. But Œvi �B D ei and ŒT �C Bei is the

i th column of ŒT �C B , i.e., ŒT �C BŒvi �B D ŒT �C Bei D ŒT .vi /�C as

required.

Theorem 2.2.3. Let V be a vector space of dimension n and let W be a

vector space of dimensionm over a field F . Choose bases B of V and C of

W . Then the linear transformation

S W flinear transformations T W V ! W g

! fm-by-n matrices with entries in Fg

given by S.T / D ŒT �C B is an isomorphism.

Corollary 2.2.4. In the situation of Theorem 2.2.3, flinear transformations

T W V ! W g is a vector space over F of dimensionmn.

Proof. fm-by-n matrices with entries in Fg is a vector space of dimension

mn, with basis the set of matrices fEij g, 1 � i � m, 1 � j � n, where Eij
has an entry of 1 in the .i; j / position and all other entries 0.

Lemma 2.2.5. Let U , V , and W be finite-dimensional vector spaces with

bases B, C , and D respectively. Let T W U ! V and S W V ! W be

linear transformations. Then S ı T W U ! W is a linear transformation

with

ŒS ı T �D B D ŒS �D C ŒT �C B:
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Proof. For any u 2 W ,

�
ŒS �D C ŒT �C B

�
Œu�B D ŒS �D C

�
ŒT �C BŒu�B

�

D ŒS �D C

��
T .u/

�
C

�

D
�
S
�
T .u/

��
D
D
��

S ı T
�
.u/
�

D
:

But also ŒS ı T �D B Œu�B D Œ.S ı T /.u/�D so

ŒS ı T �D B D ŒS �D C ŒT �C B: �

Example 2.2.6. Let A be an m-by-n matrix and let TA W Fn ! Fm be

defined by TA.v/ D Av. Choose the standard bases En for Fn and Em for

Fm. Write A D Œa1 j a2 j � � � j an�, i.e., ai is the i th column of A. Then

ŒTA�Em En
is the matrix whose i th column is

�
TA
�
ei
��

Em
D
�
Aei

�
Em
D
�
ai
�
Em
D ai ;

so we see that ŒTA�Em En
D A. That is, multiplication by a matrix “looks

like itself” with respect to the standard bases. Þ

The following definition is the most important special case of Defini-

tion 2.2.1, and the case we will concentrate on.

Definition 2.2.7. Let V be an n-dimensional vector space with basis

B D fv1; : : : ; vng and let T W V ! V be a linear transformation. The

matrix of the linear transformation T in the basis B, denoted ŒT �B , is the

unique matrix such that

ŒT �BŒv�B D ŒT .v/�B for every v 2 V: Þ

Remark 2.2.8. Comparing Definition 2.2.7 with Definition 2.2.1, we see

that we have simplified our notation in this special case: We have replaced

ŒT �B B by ŒT �B .

With this simplification, the conclusion of Lemma 2.2.2 reads

ŒT �B D
��

T
�
v1
��

B
j
�
T
�
v2
��

B
j � � � j

�
T
�
vn
��

B

�
: Þ

We also make the following observation.

Lemma 2.2.9. Let V be a finite-dimensional vector space and let B be a

basis of V .

(1) If T D I, the identity linear transformation, then ŒT �B D I , the

identity matrix.

(2) T W V ! V is an isomorphism if and only if ŒT �B is an invertible

matrix, in which case ŒT �1�B D .ŒT �B/�1.
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Example 2.2.10. Let T W R2 ! R2 be given by T .v/ D
h

65 �24

149 55

i
v.

Then ŒT �E D
h

65 �24

149 55

i
. Let B be the basis B D fb1; b2g with b1 D

h
1

2

i

and b2 D
h
3

7

i
. Then ŒT �B D ŒŒv1�B j Œv2�B� where

v1 D T
�
b1
�
D
�
65 �24
149 55

��
1

2

�
D
�
17

39

�

and

v2 D T
�
b2
�
D
�
65 �24
149 55

� �
3

7

�
D
�
27

62

�
:

We have computed Œv1�B and Œv2�B in Example 2.1.4(3) where we obtained

Œv1�B D
�
2

5

�
and Œv2�B D

�
3

8

�
, so ŒT �B D

�
2 3

5 8

�
. Þ

We shall see further examples of matrices of particularly interesting lin-

ear transformations in Example 2.3.18.

2.3 Change of basis

We now investigate how to change coordinates. In our metaphor of coordi-

nates providing a language, changing coordinates is like translating between

languages. We look at translation between languages first, in order to guide

us later.

Suppose we wish to translate from English to English, for example, or

from German to German. We could do this by using an English to English

dictionary, or a German to German dictionary, which would look in part

like:

English English

star star

arrow arrow

German German

Stern Stern

Pfeil Pfeil

The two columns are identical. Indeed, translating from any language to

itself leaves every word unchanged, or to express it mathematically, it is the

identity transformation.

Suppose we wish to translate from English to German or from German

to English. We could use an English to German dictionary or a German to

English dictionary, which would look in part like:
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English German

star Stern

arrow Pfeil

German English

Stern star

Pfeil arrow

The effect of translating from German to English is to reverse the ef-

fect of translating from English to German, and vice versa. Mathematically,

translating from German to English is the inverse of translating from En-

glish to German, and vice versa.

Suppose that we wish to translate from English to German but we do not

have an English to German dictionary available. However, we do have an

English to French dictionary, and a French to German dictionary available,

and they look in part like:

English French

star étoile

arrow flèche

French German

étoile Stern

flèche Pfeil

We could translate from English to German by first translating from

English to French, and then translating from French to German. Mathemat-

ically, translating from English to German is the composition of translating

from English to French followed by translating from French to German.

We now turn from linguistics to mathematics.

Let V be an n-dimensional vector space with bases B D fv1; : : : ; vng
and C D fw1; : : : ; wng. Then we have isomorphisms S W V ! Fn given by

S.v/ D Œv�B , and T W V ! Fn given by T .v/ D Œv�C . The composition

T ı S�1 W Fn ! Fn is then an isomorphism, and T ı S�1.Œv�B/ D Œv�C .

By Lemma 1.1.12, it isomorphism is given by multiplication by a unique

(invertible) matrix. We make the following definition.

Definition 2.3.1. Let V be an n-dimensional vector space with bases

B D fv1; : : : ; vng and C D fw1; : : : ; wmg. The change of basis matrix

PC B , is the unique matrix such that

PC BŒv�B D Œv�C

for every v 2 V . Þ

It is easy to write down, at least in principle, PC B .

Lemma 2.3.2. In the situation of Definition 2.3.1, the matrix PC B is

given by

PC B D
��
v1
�
C
j
�
v2
�
C
j � � � j

�
vn
�
C

�
;

i.e., PC B is the matrix whose i th column is Œvi �C .
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Proof. By Lemma 1.2.23, we need only verify the equation PC BŒv�B D
Œv�C for v D vi , i D 1; : : : ; n. But Œvi �B D ei and PC Bei is the i th

column of PC B , i.e., PC BŒvi �B D PC Bei D Œvi �C as required.

Remark 2.3.3. If we think of B as the “old” basis, i.e., the one we are

translating from, and C as the “new” basis, i.e., the one we are translating

to, then this lemma says that in order to solve the translation problem for an

arbitrary vector v 2 V , we need only solve the translation problem for the

old basis vectors, and write down their translations in successive columns to

form a matrix. Then multiplication by that matrix does translation for every

vector. Þ

We have a theorem that parallels our discussion of translation between

human languages.

Theorem 2.3.4. Let V be a finite-dimensional vector space.

(1) For any basis B of V , PB B D I is the identity matrix.

(2) For any two bases B and C of V ,PC B is invertible and .PC B/
�1 D

PB C .

(3) For any three bases B, C , and D of V , PD B D PD CPC B .

Proof. (1) For any v 2 V ,

Œv�B D I Œv�B D PB B Œv�B;

so PB B D I .

(2) For any v 2 V ,

.PB CPC B/Œv�B D PB C .PC B Œv�B/ D PB C Œv�C D Œv�B;

so PB CPC B D I , and similarly PC BPB C D I so .PC B/
�1 D

PB C .

(3) PD B is the matrix defined by PD B Œv�B D Œv�D . But

.PD CPC B/Œv�B D PD C .PC B Œv�B/ D PD C Œv�C D Œv�D ;

so PD B D PD CPC B .

Remark 2.3.5. There is no uniform notation for PC B . We have chosen

a notation that we feel is mnemonic: PC B Œv�B D Œv�C as the subscript

“B” of Œv�B is near the “B” in the subscript “C  B” of PC B , and

this subscript goes to “C”, which is the subscript in the answer Œv�C . Some

other authors denote PC B by PB

C
and some by P C

B
. The reader should

pay careful attention to the author’s notation as interchanging the two bases

takes the change of basis matrix to its inverse. Þ
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Remark 2.3.6. (1) There is one case in which the change of basis matrix

is easy to write down. Suppose V D Fn, B D fv1; : : : ; vng is a basis of V ,

and E D fe1; : : : ; eng is the standard basis ofV . Then, by Example 2.1.4(1),

Œvi �E D vi , so

PE B D Œv1 j v2 j � � � j vn�:

Thus, the change of basis matrix into the standard basis is easy to find.

(2) It is more often the case that we wish to find the change of basis

matrix out of the standard basis, i.e., we wish to findPB E . Then it requires

work to find Œei �B . Instead we may write down PE B as in (1) and then

find PB E by PB E D .PE B /
�1.

(3) Suppose we have two bases B and C of Fn neither of which is the

standard basis. We may find PC B directly, or else we may find PC B by

PC B D PC EPE B D .PE C /
�1PE B . Þ

Lemma 2.3.7. Let P be an n-by-n matrix. Then P is a change of basis

matrix between two bases of Fn if and only if P is invertible.

Proof. Let P D .pij /. Choose a basis C D fw1; : : : ; wng of V . Let vi DP
j pijwj . Then B D fv1; : : : ; vng is a basis of V if and only if P is

invertible, in which case P D PC B .

Remark 2.3.8. Comparing Lemma 2.2.2 and Lemma 2.3.2, we observe

that PC B D ŒI�C B where I W Fn ! Fn is the identity linear transfor-

mation (I.v/ D v for every v in Fn). Þ

Example 2.3.9. Let V D R2, E D
��
1

0

�
;

�
0

1

��
, and B D

��
1

2

�
;

�
3

7

��
.

Let v1 D
�
17

39

�
, so also Œv1�E D

�
17

39

�
. We computed directly in Exam-

ple 2.1.4(3) that Œv1�B D
�
2

5

�
. Let v2 D

�
27

62

�
, so also Œv2�E D

�
27

62

�
. We

computed directly in Example 2.1.4(3) that Œv2�B D
�
3

8

�
.

We know from Remark 2.3.6(1) that PE B D
�
1 3

2 7

�
and from Re-

mark 2.3.6(2) that PB E D
�
1 3

2 7

��1
D
�
7 �3
�2 1

�
. Then we can easily

verify that
�
2

5

�
D
�
7 �3
�2 1

��
17

39

�
and

�
3

8

�
D
�
7 �3
�2 1

��
27

62

�
: Þ
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We shall see further particularly interesting examples of change of basis

matrices in Example 2.3.17.

Now we wish to investigate change of basis for linear transformations.

Again we will return to our metaphor of language, and see how linguistic

transformations work.

Let T be the transformation that takes an object to several of the same

objects, T .?/ D ? ? ? � � �?, T .!/ D!!! � � � !.

This is reflected in the linguistic transformation of taking the plural.

Suppose we wish to take the plural of German words, but we do not know

how. We consult our German to English and English to German dictionar-

ies:

German English

Stern star

Sterne stars

Pfeil arrow

Pfeile arrows

English German

star Stern

stars Sterne

arrow Pfeil

arrows Pfeile

We thus see that to take the plural of the German word Stern, we may

translate Stern into the English word star, take the plural (i.e., apply our

linguistic transformation) of the English word star, and translate this word

into German to obtain Sterne, the plural of the German word Stern. Simi-

larly, the path Pfeil! arrow! arrows! Pfeile gives us the plural of the

German word Pfeil.

The mathematical analog of this conclusion is the following theorem.

Theorem 2.3.10. Let V be an n-dimensional vector space and let T W V !
V be a linear transformation. Let B and C be any two bases of V . Then

ŒT �C D PC BŒT �BPB C :

Proof. For any vector v 2 V ,

�
PC B ŒT �BPB C

�
Œv�C D

�
PC B ŒT �B

�
PB C Œv�C

D
�
PC B ŒT �B

�
Œv�B

D PC B

�
ŒT �BŒv�B

�

D PC B

�
T .v/

�
B
D
�
T .v/

�
C
:

But ŒT �C is the unique matrix with

ŒT �C Œv�C D ŒT .v/�C

for every v 2 V , so we see that ŒT �C D PC BŒT �BPB C .
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Corollary 2.3.11. In the situation of Theorem 2.3.10,

ŒT �C D
�
PB C

��1
ŒT �BPB C

D PC B ŒT �B
�
PC B

��1
:

Proof. Immediate from Theorem 2.3.10 and Theorem 2.3.4(2).

We are thus led to the following very important definition. (A priori,

this definition may seem very unlikely, but in light of our development it is

almost forced on us.)

Definition 2.3.12. Two n-by-nmatrices A and B are similar if there is

an invertible matrix P with

A D P�1BP: Þ

Remark 2.3.13. It is easy to check that similarity is an equivalence rela-

tion. Þ

The importance of this definition comes from the following theorem.

Theorem 2.3.14. Let A and B be n-by-n matrices. Then A and B are

similar if and only if they are matrices of the same linear transformation

T W Fn ! Fn with respect to a pair of bases of Fn.

Proof. Immediate from Corollary 2.3.11.

There is an alternate point of view.

Theorem 2.3.15. Let V be a finite-dimensional vector space and let S W
V ! V and T W V ! V be linear transformations. Then S and T are

conjugate (i.e., T D R�1SR for some invertible linear transformation

R W V ! V ) if and only if there are bases B and C of V with

ŒS �B D ŒT �C :

Proof. If ŒS �B D ŒT �C , then by Corollary 2.3.11

ŒS �B D ŒT �C D PC BŒT �BP
�1
C B

so ŒS �B and ŒT �B are conjugate by the matrix PC B and hence, since a

linear transformation is determined by its matrix in any basis, S and T are

conjugate. Conversely, if T D R�1SR then

ŒT �E D ŒR�1�E ŒS �E ŒR�E
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but ŒR�E, being an invertible matrix, is a change of basis matrix PC B for

some basis C . Then

ŒT �E D P�1C E
ŒS �PC E ;

so
PC E ŒT �EP

�1
C E

D ŒS �E ;
i.e.,

ŒT �C D ŒS �E : �

Example 2.3.16. Let T W R2 ! R2 be T D TA, whereA D
h

65 �24

149 55

i
.

Let B D
nh

1

2

i
;
h
3

7

io
, a basis of R2. Then ŒT �B D PB E ŒT �EPE B D

P�1
B E

ŒT �EPB E . Since ŒT �E D A we see that

ŒT �B D
�
1 3

2 7

��1 �
65 �24
149 55

��
1 3

2 7

�
D
�
2 3

5 8

�
;

verifying the result of Example 2.2.10, where we computed ŒT �B directly.

Þ

Example 2.3.17. Let V D Pn.R/ and let B and C be the bases

B D f1; x; x.2/; x.3/; : : : ; x.n/g;

where x.i/ D x.x � 1/.x � 2/ � � � .x � i C 1/, and

C D f1; x; x2; : : : ; xng:

Let P D .pij / D PC B and Q D .qij / D PB C D P�1. The entries

pij are called Stirling numbers of the first kind and the entries qij are called

Stirling numbers of the second kind. Here we number the rows/columns of

the respective matrices from 0 to n, not from 1 to n C 1. For example, if

n D 5 we have

P D

2
66666664

1 0 0 0 0 0

0 1 �1 2 �6 24

0 0 1 �3 11 �50
0 0 0 1 �6 35

0 0 0 0 1 �10
0 0 0 0 0 1

3
77777775

and Q D

2
66666664

1 0 0 0 0 0

0 1 1 1 1 1

0 0 1 3 7 15

0 0 0 1 6 25

0 0 0 0 1 10

0 0 0 0 0 1

3
77777775

:

(The numbers pij and qij are independent of n as long as i; j � n.) Þ
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Example 2.3.18. Let V D P5.R/ with bases B D f1; x; : : : ; x.5/g and

C D f1; x; : : : ; x5g as in Example 2.3.17.

(1) Let D W V ! V be differentiation, D.p.x// D p0.x/.
Then

ŒD�B D

2
66666664

0 1 �1 2 �6 24

0 0 2 �6 22 �100
0 0 0 3 �18 �105
0 0 0 0 4 �40
0 0 0 0 0 5

0 0 0 0 0 0

3
77777775

and ŒD�C D

2
66666664

0 1 0 0 0 0

0 0 2 0 0 0

0 0 0 3 0 0

0 0 0 0 4 0

0 0 0 0 0 5

0 0 0 0 0 0

3
77777775
;

so these two matrices are similar. Indeed,

ŒD�B D P�1ŒD�CP D QŒD�CQ�1

where P and Q are the matrices of Example 2.3.17.

(2) Let � W V ! V be the forward difference operator, �.p.x// D
p.x C 1/� p.x/. Then

Œ��B D

2
66666664

0 1 0 0 0 0

0 0 2 0 0 0

0 0 0 3 0 0

0 0 0 0 4 0

0 0 0 0 0 5

0 0 0 0 0 0

3
77777775

and Œ��C D

2
66666664

0 1 1 1 1 1

0 0 2 3 4 5

0 0 0 3 6 10

0 0 0 0 4 10

0 0 0 0 0 5

0 0 0 0 0 0

3
77777775

so these two matrices are similar. Again,

Œ��B D P�1Œ��CP D QŒ��CQ�1

where P and Q are the matrices of Example 2.3.17.

(3) Since ŒD�C D Œ��B , we see that D W V ! V and � W V ! V are

conjugate. Þ

2.4 The matrix of the dual

Let T W V ! X be a linear transformation between finite-dimensional

vector spaces. Once we choose bases B and C of V andX respectively, we

can represent T by a unique matrix ŒT �C B . We also have the dual linear

transformation T � W X� ! V � and the dual bases C� and B� of X� and

V � respectively, and it is natural to consider the matrix ŒT ��B� C� .
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Definition 2.4.1. Let T W V ! X be a linear transformation between

finite dimensional vector spaces, and let A be the matrixA D ŒT �C B . The

transpose of A is the matrix tA given by tA D ŒT ��B� C� . Þ

Let us first see that this gives the usual definition of the transpose of a

matrix.

Lemma 2.4.2. Let A D .aij / be an m-by-n matrix. Then B D tA D .bij /
is the n-by-m matrix with entries bij D aj i , i D 1; : : : ; m, j D 1; : : : ; n.

Proof. Let B D fv1; : : : ; vng, B� D fw�1 ; : : : ; w�ng, C D fx1; : : : ; xmg,
and C� D fy�1 ; : : : ; y�mg. Then, by definition,

T
�
vj
�
D

mX

kD1
akjxk for j D 1; : : : ; n

and

T �
�
y�i
�
D

nX

kD1
bkiw

�
k for i D 1; : : : ; m:

Now

y�i
�
T
�
vj
��
D aij as y�i

�
xi
�
D 1; y�i

�
xk
�
D 0 for k ¤ i

and

�
T �
�
y�i
���
vj
�
D bj i as w�j

�
vj
�
D 1; w�k

�
vj
�
D 0 for k ¤ j:

By the definition of T �, for any y� 2 X� and any v 2 V
�
T �
�
y�
��
.v/ D y�

�
T .v/

�

so we see bj i D aij , as claimed.

Remark 2.4.3. Every matrix is the matrix of a linear transformation with

respect to a pair of bases, so tA is defined for any matrix A. Our definition

appears to depend on the choice of the bases B and C , so to see that tA is

well-defined we must show it is independent of the choice of bases. This

follows from first principles, but it is easier to observe that Lemma 2.4.2

gives a formula for tA that is independent of the choice of bases. Þ

Remark 2.4.4. It easy to see that t .A1 C A2/ D tA1 C tA2 and that
t .cA/ D c tA. Þ

Other properties of the transpose are a little more subtle.
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Lemma 2.4.5. t.AB/ D tB tA.

Proof. Let T W V ! X with ŒT �C B D B and let S W X ! Z with

ŒT �D C D A. Then, as we have seen, S ıT W V ! Z with ŒSıT �D B D
AB . By Definition 2.4.1 and Lemma 1.6.23,

t .AB/ D Œ.S ı T /��B� D� D ŒT � ı S��B� D�

D ŒT ��B� C� ŒS��C� D� D tB tA: �

Lemma 2.4.6. Let A be an invertible matrix. Then, t.A�1/ D .tA/�1.

Proof. Clearly if T W V ! V is the identity, then T � W V � ! V � is the

identity, (w�.T .v// D w�.v/ D .T �.w�//.v/ if T and T � are both the

respective identities). Choose a basis B of V and let R W V ! V be the

linear transformation with ŒR�B D A. Then ŒR�1�B D A�1, and

I D ŒI�B D
�
I�
�
B� D

��
R�1 ıR

���
B�

D
�
R�

�
B�

��
R�1

���
B� D tA t

�
A�1

�
;

and

I D ŒI�B D
�
I�
�
B� D

��
R ıR�1

���
B�

D
��

R�1
���

B�

�
R�

�
B� D t

�
A�1

�
tA: �

As an application of these ideas, we have a theorem from elementary

linear algebra.

Theorem 2.4.7. Let A be an m-by-n matrix. Then the row rank of A and

the column rank of A are equal.

Proof. Let T D TA W Fn ! Fm be given by T .v/ D Av. Then ŒT �Em En
D

A, so the column rank of A, which is the dimension of the subspace of Fm

spanned by the columns of A, is the dimension of the subspace Im.T / of

Fm.

Consider the dual T � W .Fm/�! .Fn/�. As we have seen, ŒT ��E�
n E

�
m
D

tA, so the column rank of tA is equal to the dimension of Im.T �/. By

Corollary 1.6.20, dim Im.T �/ D dim Im.T /, and obviously the column

space of tA is identical to the row space of A.

We have considered the dual. Now let us consider the double dual. In

Lemma 1.6.26 we defined the linear transformation H from a vector space

to its double dual.
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Lemma 2.4.8. Let T W V ! X be a linear transformation between finite-

dimensional F -vector spaces. Let B D fv1; : : : ; vng be a basis of V and

C D fx1; : : : ; xmg be a basis of X .

Let B�� D fv��1 ; : : : ; v��n g and C�� D fx��1 ; : : : ; x��m g, bases of V ��

and X�� respectively (where v��i D H .vi / and x��j D H .xj /). Then

�
T ��

�
C�� B�� D ŒT �C B:

Proof. An inspection of Definition 1.6.29 shows that T �� is the compo-

sition H ı T ı H�1 where the right-hand H is H W V ! V �� and the

left-hand H is H W W ! W ��. But ŒH �B�� B D I and ŒH �C�� C D I
so

�
T ��

�
C�� B�� D ŒH �C�� C ŒT �C BŒH

�1�B B��

D I ŒT �C BI
�1 D ŒT �C B: �

The following corollary is obvious from direct computation but we present

another proof.

Corollary 2.4.9. Let A be an m-by-n matrix. Then t . tA/ D A.

Proof. Let T W V ! W be a linear transformation with ŒT �C B D A.

Then by Lemma 2.4.8,

A D ŒT �C B D ŒT ���C�� B�� D t
�
tŒT �C B

�
D t

�
tA
�
;

as T �� is the dual of the dual of T .
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CHAPTER 3

Determinants

In this chapter we deal with the determinant of a square matrix. The de-

terminant has a simple geometric meaning, that of signed volume, and we

use that to develop it in Section 3.1. We then present a more traditional and

fuller development in Section 3.2. In Section 3.3 we derive important and

useful properties of the determinant. In Section 3.4 we consider integrality

questions, e.g., the question of the existence of integer (not just rational)

solutions of the linear system Ax D b, a question best answered using de-

terminants. In Section 3.5 we consider orientations, and see how to explain

the meaning of the sign of the determinant in the case of real vector spaces.

In Section 3.6 we present an interesting family of examples, the Hilbert

matrices.

3.1 The geometry of volumes

The determinant of a matrix A has a simple geometric meaning. It is the

(signed) volume of the image of the unit cube under the linear transforma-

tion TA.

We will begin by doing some elementary geometry to see what proper-

ties (signed) volume should have, and use that as the basis for the not-so-

simple algebraic definition.

Henceforth we drop the word “signed” and just refer to volume.

In considering properties that volume should have, suppose we are work-

ing in R2, where volume is area. Let A be the matrix A D Œv1 j v2�. The

unit square in R2 is the parallelogram determined by the standard unit vec-

tors e1 and e2. TA.e1/ D v1 and TA.e2/ D v2, so we are looking at the area

of the parallelogram P determined by v1 and v2, the two columns of A.

57
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The area of a parallelogram should certainly have the following two

properties:

(1) If we multiply one side of P by a number c, e.g., if we replace P by

the parallelogram P 0 determined by v1 and cv2, the area of P 0 should be c

times the area of P .

(2) If we add a multiple of one side of P to another, e.g., if we replace

P by the parallelogram P 0 determined by v1 and v2 C cv1, the area of

P 0 should be the same as the area of P . (To see this, note that the area of

a parallelogram is base times height, and while this operation changes the

shape of the parallelogram, it does not change its base or its height.)

Property (1) should in particular hold if c D 0, when one of the sides

becomes the zero vector, in which case the parallelogram degenerates to a

line (or to a point if both sides are the zero vector), and a line or a point has

area 0.

We now consider an arbitrary field F , and consider n-by-nmatrices. We

are still guided by properties (1) and (2), extending them to n-by-nmatrices

using the idea that if only one or two columns are changed as in (1) or (2),

and the other n�1 or n�2 columns are unchanged, then the volume should

change as in (1) or (2). We are thus led to the following definition.

Definition 3.1.1. A volume function Vol W Mn.F/ ! F is a function

satisfying the properties:

(1) For any scalar c, and any i ,

Vol
��
v1 j � � � j vi�1 j cvi j viC1 j � � � j vn

��

D c Vol
��
v1 j � � � j vi�1 j vi j viC1 j � � � j vn

��
:

(2) For any scalar c, and any j ¤ i ,

Vol
��
v1 j � � � j vi�1 j vi C cvj j viC1 j � � � j vn

��

D Vol
��
v1 j � � � j vi�1 j vi j viC1 j � � � j vn

��
:

Note we have not shown that Vol exists, but we will proceed on the

assumption it does to derive properties that it must have, and we will use

them to prove existence.

As we have defined it, Vol cannot be unique, as we can scale it by an

arbitrary factor. Once we specify the scale we obtain a unique function that

we will denote by Vol1, and we will let the determinant be Vol1. But it is

convenient to work with arbitrary volume functions and normalize the result
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at the end. Vol1 (or the determinant) will be Vol scaled so that the signed

volume of the unit n-cube, with the columns arranged in the standard order,

isC1. Þ

Lemma 3.1.2. (1) If some column of A is zero, then Vol.A/ D 0.

(2) If the columns of A are not linearly independent, then Vol.A/ D 0.

In particular, if two columns of A are equal, then Vol.A/ D 0.

(3)

Vol
��
v1 j � � � j vj j � � � j vi j � � � j vn

��

D �Vol
��
v1 j � � � j vi j � � � j vj j � � � j vn

��
:

(4)

Vol
��
v1 j � � � j auC bw j � � � j vn

��

D aVol
��
v1 j � � � j u j � � � j vn

��

C b Vol
��
v1 j � � � j w j � � � j vn

��
:

Proof. (1) Let vi D 0. Then vi D 0vi , so by property (1)

Vol
��
v1 j � � � j vi j � � � j vn

��
D 0 � Vol

��
v1 j � � � j vi j � � � j vn

��
D 0:

(2) Let vi D a1v1Ca2v2C� � �Cai�1vi�1CaiC1viC1C� � �Canvn. Let

v0i D a2v2C� � �Cai�1vi�1CaiC1viC1C� � �Canvn, so that vi D a1v1Cv0i .
Then, applying property (2),

Vol
��
v1 j � � � j vi j � � � j vn

��
D Vol

��
v1 j � � � j a1v1 C v0i j � � � j vn

��

D Vol
��
v1 j � � � j v0i j � � � j vn

��
:

Proceeding in the same way, applying property (2) repeatedly, we obtain

Vol
��
v1 j � � � j vi j � � � j vn

��
D Vol

��
v1 j � � � j 0 j � � � j vn

��
D 0:

(3)

Vol
��
v1 j � � � j vj j � � � j vi j � � � j vn

��

D Vol
��
v1 j � � � j vj j � � � j vj C vi j � � � j vn

��

D Vol
��
v1 j � � � j �vi j � � � j vj C vi j � � � j vn

��

D Vol
��
v1 j � � � j �vi j � � � j vj j � � � j vn

��

D �Vol
��
v1 j � � � j vi j � � � j vj j � � � j vn

��
:
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(4) First, suppose fv1; : : : ; vi�1; viC1; : : : ; vng is not linearly indepen-

dent. Then, by part (3), the equation in (4) becomes 0 D a � 0C b � 0, which

is true.

Now for the heart of the proof. Suppose fv1; : : : ; vi�1; viC1; : : : ; vng is

linearly independent. By Corollary 1.2.10(1), we may extend this set to a

basis fv1; : : : ; vi�1; viC1; : : : ; vn; zg of Fn. Then we may write

u D c1v1 C � � � C ci�1vi�1 C ciC1viC1 C � � � C cnvn C c0z;
w D d1v1 C � � � C di�1vi�1 C diC1viC1 C � � � C dnvn C d 0z:

Let v D auC bw. Then

v D e1v1 C � � � C ei�1vi�1 C eiC1viC1 C � � � C envn C e0z

where e0 D ac0 C bd 0.
Applying property (2) repeatedly, and property (1), we see that

Vol
��
v1 j � � � j v j � � � j vn

��
D e0Vol

��
v1 j � � � j z j � � � j vn

��
;

Vol
��
v1 j � � � j u j � � � j vn

��
D c0Vol

��
v1 j � � � j z j � � � j vn

��
;

Vol
��
v1 j � � � j w j � � � j vn

��
D d 0Vol

��
v1 j � � � j z j � � � j vn

��
;

yielding the theorem.

Remark 3.1.3. Setting vi D vj D z (z arbitrary) in Lemma 3.1.2(3)

gives 2Vol.Œv1 j � � � j z j � � � j z j � � � j vn�/ D 0 and hence Vol.Œv1 j
� � � j z j � � � j z j � � � j vn�/ D 0 if F does not have characteristic z. This

latter condition is stronger if char.F/ D 2, and it is this stronger condition,

coming directly from the geometry, that we need. Þ

Theorem 3.1.4. A function f W Mn.F/ ! F is a volume function if and

only if it satisfies:

(1) Multilinearity: If A D Œv1 j � � � j vn� with vi D auC bw for some i ,

then

f
��
v1 j � � � j vi j � � � j vn

��
D af

��
v1 j � � � j u j � � � j vn

��

C bf
��
v1 j � � � j w j � � � j vn

��
:

(2) Alternation: If A D Œv1 j � � � j vn� with vi D vj for some i ¤ j , then

f
��
v1 j � � � j vn

��
D 0:
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Proof. We have seen that any volume function satisfies Lemma 3.1.2(3)

and (4), which gives alternation and multilinearity. Conversely, it is easy to

see that multilinearity and alternation give properties (1) and (2) in Defini-

tion 3.1.1.

Remark 3.1.5. The conditions of Theorem 3.1.4 are usually taken to be

the definition of a volume function. Þ

Remark 3.1.6. In characteristic 2, the function f
�
Œ a cb d �

�
D ac is multi-

linear and satisfies f .Œv2 j v1�/ D f .Œv1 j v2�/ D �f .Œv1 j v2�/, but is not

alternating. Þ

Theorem 3.1.7. Suppose there exists a nontrivial volume function Vol W
Mn.F/! F . Then there is a unique volume function Vol1 satisfying Vol1.I /

D 1. Furthermore, any volume function is Vola for some a 2 F , where Vola

is the function Vola.A/ D aVol1.A/.

Proof. Let A be a matrix with Vol.A/ ¤ 0. Then, by Lemma 3.1.2(2), A

must be nonsingular. Then there is a sequence of elementary column opera-

tions taking A to I . By Definition 3.1.1(1) and (2), and by Lemma 3.1.2(4),

each of these operations has the effect of multiplying Vol.A/ by a nonzero

scalar, so Vol.I / ¤ 0.

Any scalar multiple of a volume function is a volume function, so we

may obtain a volume function Vol1 by Vol1.A/ D .1=Vol.I //Vol.A/, and

clearly Vol1.I / D 1. Then set Vola.A/ D aVol1.A/.

Now let f be any volume function. Set a D f .I /. If A is singular,

then f .A/ D 0. Suppose A is nonsingular. Then there is a sequence of

column operations taking I to A, and each of these column operations has

the effect of multiplying the value of any volume function by a nonzero

constant independent of the choice of volume function. Thus, if we let b be

the product of these constants, we have

f .A/ D bf .I / D ba D b Vola.I / D Vola.A/;

so f D Vola. In particular, if f is any volume function with f .I / D 1,

then f D Vol1, which shows that Vol1 is unique.

Note the proof of this theorem does not show that Vol1 exists, as a priori

we could choose two different sequences of elementary column operations

to get from I to A and obtain two different values for Vol1.A/. In fact Vol1

does exist, as we now see.



“book” — 2011/3/4 — 17:06 — page 62 — #76
i

i

i

i

i

i

i

i

62 Guide to Advanced Linear Algebra

Theorem 3.1.8. There is a unique volume function Vol1 W Mn.F/ ! F

with Vol1.I / D 1.

Proof. We proceed by induction on n. For n D 1 we define det.Œa�/ D a.

Suppose det is defined on .n�1/-by-.n�1/ matrices. We define det on

n-by-n matrices by

det.A/ D
nX

jD1
.�1/1Cj a1j det.M1j /

where A D .aij / and M1j is the .n � 1/-by-.n � 1/ matrix obtained by

deleting row 1 and column j of A. (M1j is known as the .1; j /-minor of

A.)

We need to check that the properties of a volume function are satis-

fied. Instead of checking the properties in Definition 3.1.1 directly, we will

check the equivalent properties in Theorem 3.1.4. We use the notation of

that theorem.

We prove the properties of det by induction on n. We assume that det

has the properties of a volume function given in Theorem 3.1.4 for .n� 1/-
by-.n � 1/ matrices, and in particular that the conclusions of Lemma 3.1.2

hold for det on .n � 1/-by-.n � 1/ matrices.

We first prove multilinearity. In the notation of Theorem 3.1.4, let vi D
au C bw, and let A D .aij /. Then a1i D au1 C bw1, where u1 and

w1 are the first entries of u and w respectively. Also, M1i D Œv1 j � � � j
vi�1 j viC1 j � � � j vn

�
. Inspecting the sum for det.A/, and applying

Lemma 3.1.2(4), we see that multilinearity holds.

We next prove alternation. Again follow the notation of Theorem 3.1.4

and let vi D vj for some i ¤ j . If k ¤ i and k ¤ j , the minor M1k

has two identical columns and so by Lemma 3.1.2(2), det.M1k/ D 0. Then,

inspecting the sum for det.A/, we see that it reduces to

det.A/ D .�1/1Cia1i det
�
M1i

�
C .�1/1Cj a1j det

�
M1j

�

with a1i D a1j . Let i < j . Then

M1i D
�
v1 j � � � j vi�1 j viC1 j � � � j vj�1 j vj j vjC1 j � � � j vn

�

and

M1j D
�
v1 j � � � j vi�1 j vj j viC1 j � � � j vj�1 j vjC1 j � � � j vn

�
;
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where vk is the vector obtained from vk by deleting its first entry, and vi D
vj .

We may obtain M1i from M1j as follows: First interchange vi with

viC1, then interchange vi with viC2; : : :, and finally interchange vi with

vj�1. There is a total of j � i � 1 interchanges, and by Lemma 3.1.2(3)

each interchange has the effect of multiplying det by �1, so we see that

det.M1i / D .�1/j�i�1 det.M1j /:

Hence, letting a D a1j and m D det.M1j /,

det.A/ D .�1/1Cia.�1/j�i�1mC .�1/1Cj am
D .�1/j am

�
1C .�1/

�
D 0:

Finally, det.Œ1�/ D 1 and by induction we have that det.In/ D 1 �
det.In�1/ D 1, where In (respectively In�1) denotes the n-by-n (respec-

tively .n � 1/-by-.n� 1/) identity matrix.

Definition 3.1.9. The unique volume function Vol1 is the determinant

function, denoted det.A/. Þ

Corollary 3.1.10. Let A be an n-by-n matrix. Then det.A/ ¤ 0 if and only

if A is nonsingular.

Proof. By Lemma 3.1.2(2), for any volume function Vola, Vola.A/ D 0

if A is singular. For any nontrivial volume function, i.e., for any function

Vola with a ¤ 0, we observed in the course of the proof of Theorem 3.1.7

that, for any nonsingular matrix A, Vola.A/ D c Vola.I / D ca for some

c ¤ 0.

Remark 3.1.11. Let us give a heuristic argument as to why Corollary

3.1.10 should be true, from a geometric viewpoint. Let A D Œv1 j � � � j vn�
be an n-by-n matrix. Then vi D Aei D TA.ei /, i D 1; : : : ; n, where I D
Œe1 j � � � j en�. Thus the n-parallelogram P spanned by the columns of A

is the image of the unit n-cube under the linear transformation TA, and the

determinant of A is the signed volume of P .

If det.A/ ¤ 0, i.e., if P has nonzero volume, then the translates of P

“fill up” Fn, and so for any w 2 Fn, there is a v 2 Fn with TA.v/ D
Av D w. Thus in this case TA is onto Fn, and hence is an isomorphism by

Corollary 1.3.2, so A is invertible.

If det.A/ D 0, i.e., if P has zero volume, then it is a degenerate n-

parallelogram, and so is a nondegenerate k-parallelogram for some k < n,
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and its translates only “fill up” a k-dimensional subspace of Fn. Thus in

this case TA is not onto Fn, and hence A is not invertible. Þ

Remark 3.1.12. Another well-known and important property of deter-

minants, that we shall prove in Theorem 3.3.1, is that for any two n-by-n

matrices A and B , det.AB/ D det.A/ det.B/. Let us also give a heuristic

argument as to why this should be true, again from a geometric viewpoint.

But we need to change our viewpoint slightly, from a “static” one to a “dy-

namic” one. In the notation of Remark 3.1.11,

det
�
v1 j � � � j vn

�
D det.A/ D det.A/ � 1 D det.A/ det.I /

D det.A/ det
��
e1 j � � � j en

��
:

We then think of the determinant of A as the factor by which the linear

transformation TA multiplies signed volume when it takes the unit n-cube

to the n-parallelogram P . A linear transformation is homogeneous in that it

multiplies each “bit” of signed volume by the same factor. That is, if instead

of starting with I we start with any n-parallelogram J and take its imageQ

under the linear transformation TA, the signed volume of Q will be det.A/

times the signed volume of J .

To apply this we begin with the linear transformation TB and let J be

the n-parallelogram that is the image of I under TB .

In going from I to J , i.e., in taking the image of I under TB , we mul-

tiply signed volume by det.B/, and in going from J to Q, i.e., in tak-

ing the image of J under TA, we multiply signed volume by det.A/, so

in going from I to Q, i.e., in taking the image of I under TA ı TB , we

multiply signed volume by det.A/ det.B/. But TA ı TB D TAB, so TAB

takes I to Q, and so TAB multiplies signed volume by det.AB/. Hence,

det.AB/ D det.A/ det.B/. Þ

Remark 3.1.13. The fact that the determinant is the factor by which lin-

ear transformations multiply signed volume is the reason for the appearance

of the Jacobian in the transformation formula for multiple integrals. Þ

We have carried our argument this far in order to show that we can ob-

tain the existence of the determinant purely from the geometric viewpoint.

In the next section we present an algebraic viewpoint, which only uses our

work up through Theorem 3.1.4. We use this second viewpoint to derive the

results of Section 3.3. But we note that the formula for the determinant we

have obtained in Theorem 3.1.4 is a special case of the Laplace expression

of Theorem 3.3.6. (The geometric viewpoint is simpler, but the algebraic

viewpoint is technically more useful, which is why we present both.)
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3.2 Existence and uniqueness

of determinants

We now present a more traditional approach to the determinant.

Lemma 3.2.1. Let Vn;m D fmultilinear functions f W Mn;m.F/ ! Fg.
Then Vm;n is a vector space of dimension nm with basis ff�g, where � W
f1; : : : ; mg ! f1; : : : ; ng is any function and, if A D .aij /,

f�.A/ D a�.1/;1a�.2/;2 : : : a�.m/;m:

Proof. We proceed by induction on m. Let m D 1. Then, by multilinearity,

f 2 Vn;1 is given by

f

0
BBB@

2
6664

a11
a21
:::

an1

3
7775

1
CCCA D f

0
BBBBB@
a11

2
666664

1

0

0
:::

0

3
777775
C a21

2
666664

0

1

0
:::

0

3
777775
C � � � C an1

2
666664

0

0

0
:::

1

3
777775

1
CCCCCA

D c11a11 C � � � C cn1an1

where c11 D f .e1/; : : : ; cn1 D f .en/, and the lemma holds.

Now for the inductive step. Assume the lemma holds form and consider

f 2 Vn;mC1 . Let A 2 Mn;mC1 and writeA0 for the n-by-m submatrix of A

consisting of the first m columns of A. Then, by multilinearity,

f

0
B@

2
64A0

ˇ̌
ˇ̌
ˇ̌
ˇ

2
64
a1mC1
:::

anmC1

3
75

3
75

1
CA

D a1mC1f
��
A0 j e1

��
C � � � C anmC1f

��
A0 j en

��
:

But g.A0/ D f .ŒA0 j ei �/ is a multilinear function on m-by-n matrices, so

by induction g.A0/ D
P
c�0f�0.A0/ where �0 W f1; : : : ; mg ! f1; : : : ; ng,

and so we see that

f .A/ D
nX

iD1
c�0f

��
A0 j e1

��
a�0.1/;1 � � �a�0.m/;mai;mC1

D
nX

iD1
c�a�.1/;1 � � �a�.mC1/;mC1

where � W f1; : : : ; m C 1g ! f1; : : : ; ng is given by �.k/ D �0.k/ for

1 � k � m, and �.mC 1/ D i , and the lemma holds.
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We now specialize to the case m D n. In this case, Vol, being a multi-

linear function, is a linear combination of basis elements. We have not used

the condition of alternation yet. We do so now, in two stages.

We let P�0
be the n-by-n matrix defined by P�0

D .pij / where pij D 1
if i D �0.j / and pij D 0 if i ¤ �0.j /. P�0

has exactly one nonzero entry

in each column: an entry of 1 in row �0.j / of column j . We then observe

that if

f .A/ D
X

�

c� � a�.1/;1 � � �a�.n/;n;

then f .P�0
/ D c�0

. For if � D �0 then each factor p�.j /;j is 1, so the

product is 1, but if � ¤ �0 then some factor P�.j /;j is 0, so the product is 0.

Lemma 3.2.2. Let f 2 Vn;n be alternating and write

f .A/ D
X

�

c�a�.1/;1 � � �a�.n/;n

where � W f1; : : : ; ng ! f1; : : : ; ng. If �0 is not 1-to-1, then c�0
D 0.

Proof. Suppose �0 is not 1-to-1. As we have observed, f .P�0
/ D c�0

. But

in this case P�0
is a matrix with two identical columns (columns j1 and

j2 where �0.j1/ D �0.j2/), so by the definition of alternation, f .P�0
/ D

0.

We restrict our attention to 1-1 functions � W f1; : : : ; ng ! f1; : : : ; ng.
We denote the set of such functions by Sn, and elements of this set by � . Sn
forms a group under composition of functions, as any � 2 Sn is invertible.

Sn is known as the symmetric group, and � 2 Sn is a permutation. (We

think of � as giving a reordering of f1; : : : ; ng as f�.1/; : : : ; �.n/g.)
We now cite some algebraic facts without proof. A transposition is an

element of Sn that interchanges two elements of f1; : : : ; ng and leaves all

the others fixed. (More formally, � 2 Sn is a transposition if for some 1 �
i ¤ j � n, �.i/ D j , �.j / D i , �.k/ D k for k ¤ i; j .) Every element

of Sn can be written as a product (i.e., composition) of transpositions. If �

is the product of t transpositions, we define its sign by sign.�/ D .�1/t .
Though t is not well-defined, sign.�/ is well-defined, i.e., if � is written

as a product of t1 transpositions and as a product of t2 transpositions, then

t1 � t2 .mod 2/.
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Lemma 3.2.3. Let f 2 Vn;n be alternating and write

f .A/ D
X

�2Sn

c�a�.1/;1 � � �a�.n/;n:

Then f .P�0
/ D sign.�0/f .I /.

Proof. The matrix P�0
is obtained by starting with I and performing t in-

terchanges of pairs of columns, where �0 is the product of t transpositions,

and the only term in the sum that contributes is when � D �0, so the lemma

follows from Lemma 3.1.2(3).

Theorem 3.2.4. Any multilinear, alternating function Vol WMn.F/! F is

given by

Vol.A/ D Vola.A/ D a

0
@X

�2Sn

sign.�/a�.1/;1 � � �a�.n/;n

1
A

for some a 2 F , and every function defined in this way is multilinear and

alternating.

Proof. We have essentially already shown the first part. Let a D f .I /.

Then by Lemma 3.2.3, for every � 2 Sn, c� D a sign.�/.

It clearly suffices to verify the second part when a D 1. Suppose A D
Œv1 j � � � j vn� and vi D v0i C v00i . Let

vi D

2
64
a1i
:::

ani

3
75 ; v0i D

2
64
b1i
:::

bni

3
75 ; and v00i D

2
64
c1i
:::

cni

3
75 ;

so aki D bki C cki .
Then

X

�2Sn

sign.�/a�.1/;1 � � �a�.i/;i � � �a�.n/;n

D
X

�2Sn

sign.�/a�.1/;1 � � �
�
b�.i/;i C c�.i/;i

�
� � �a�.n/;n

D
X

�2Sn

sign.�/a�.1/;1 � � �b�.i/;i � � �a�.n/;n

C
X

�2Sn

sign.�/a�.1/;1 � � � c�.i/;i � � �a�.n/;n;
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showing multilinearity. Suppose columns i and j of A are equal, and let

� 2 Sn be the transposition that interchanges i and j . To every � 2 Sn we

can associate � 0 D �� 2 Sn, and � is associated to � 0 as �2 is the identity,

and hence � D �2� D �� 0. Write this association as � 0 � � . Then

X

�2Sn

sign.�/a�.1/;1 � � �a�.i/;i � � �a�.j /;j � � � a�.n/;n

D
X

��� 0

�
sign.�/a�.1/;1 � � �a�.i/;i � � �a�.j /;j � � �a�.n/;n

C sign.� 0/a� 0.1/;1 � � �a� 0.i/;i � � �a� 0.j /;j � � �a� 0.n/;n

�
:

But sign.�/ D � sign.� 0/ and the two products of elements are equal be-

cause columns i and j of A are identical, so the terms cancel in pairs and

the sum is 0, showing alternation.

Definition 3.2.5. The function det WMn.F/! F , given by

det.A/ D
X

�2Sn

sign.�/a�.1/;1 � � �a�.n/;n

is the determinant function. Þ

3.3 Further properties

We now derive some important properties of the determinant.

Theorem 3.3.1. Let A;B 2Mn.F/. Then

det.AB/ D det.A/ det.B/:

Proof. Define a function f W Mn.F/ ! F by f .B/ D det.AB/. It is

straightforward to check that f is multilinear and alternating, so f is a vol-

ume functionf .B/ D Vola.B/ D a det.B/where a D f .I / D det.AI / D
det.A/.

Corollary 3.3.2. (1) det.A/ ¤ 0 if and only if A is invertible.

(2) If A is invertible, then det.A�1/ D 1= det.A/. Furthermore, for any

matrix B , det.ABA�1/ D det.B/.

Proof. We have already seen in Lemma 3.1.2 that for any volume function

f , f .A/ D 0 if A is not invertible. If A is invertible we have 1 D det.I / D
det.AA�1/ D det.A/ det.A�1/ from which the corollary follows.
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Lemma 3.3.3. (1) Let A be a diagonal matrix. Then det.A/ is the product

of its diagonal entries.

(2) More generally, let A be an upper triangular, or a lower triangular,

matrix. Then det.A/ is the product of its diagonal entries.

Proof. (1) If A is diagonal, then there is only one nonzero term in Defini-

tion 3.2.5, the term corresponding to the identity permutation (�.i/ D i for

every i ), which has signC1.

(2) If � is not the identity then there is a j with �.j / < j , and a k

with �.k/ > k, so for a triangular matrix there is again only the diagonal

term.

Theorem 3.3.4. (1) Let M be a block diagonal matrix,

M D
�
A 0

0 D

�
:

Then det.M/ D det.A/ det.D/.

(2) More generally, let M be a block upper triangular or a block lower

triangular matrix,

M D
�
A B

0 D

�
or M D

�
A 0

C D

�
:

Then det.M/ D det.A/ det.D/.

Proof. (1) Define a function f WMn.F/! F by

f .D/ D det

��
A 0

0 D

��
:

Then f is multilinear and alternating, so f .D/ D f .I / det.D/. But f .I / D
det

��
A 0
0 I

��
D det.A/. (This last equality is easy to see as any permutation

that contributes nonzero to det
��
A 0
0 I

��
must fix all but (possibly) the first n

entries.)

(2) SupposeM is upper triangular (the lower triangular case is similar).

If A is singular then there is a vector v ¤ 0 with Av D 0. Then let w be the

vector whose first n entries are that of v and whose remaining entries are 0.

Then Mw D 0. Thus M is singular as well, and 0 D 0 � det.D/.

Suppose that A is nonsingular. Then

�
A B

0 D

�
D
�
A 0

0 D

� �
I A�1B
0 I

�
:
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The first matrix on the right-hand side has determinant det.A/ det.D/, and

the second matrix on the right-hand side has determinant 1, as it is upper

triangular, and the theorem follows.

Lemma 3.3.5. Let tA be the matrix obtained from A by interchanging the

rows and columns of A. Then det.tA/ D det.A/.

Proof. For any � 2 Sn, sign.��1/ D sign.�/. Let B D .bij / D tA. Then

det.A/ D
X

�2Sn

sign.�/a�.1/;1 � � �a�.n/;n

D
X

�2Sn

sign.�/a1;��1.1/ � � �an;��1.n/

D
X

�2Sn

sign.��1/a1;��1.1/ � � �an;��1.n/

D
X

��12Sn

sign.��1/b��1.1/;1 � � �b��1.n/;n

D det.tA/: �

Let Aij denote the .i; j /-minor of the matrix A, the submatrix obtained

by deleting row i and column j of A.

Theorem 3.3.6 (Laplace expansion). LetA be an n-by-nmatrix,A D .aij /.
(1) For any i ,

det.A/ D
nX

jD1
.�1/iCj aij det

�
Aij

�
:

(2) For any j ,

det.A/ D
nX

iD1
.�1/iCj aij det

�
Aij

�
:

(3) For any i , and for any k ¤ i ,

0 D
nX

jD1
.�1/iCj akj det

�
Aij

�
:

(4) For any j , and for any k ¤ j ,

0 D
nX

iD1
.�1/iCjaik det

�
Aij

�
:
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Proof. We prove (1) and (3) simultaneously, so we fix k (which may or may

not equal i ).

The sum on the right-hand side is the sum of multilinear functions so is

itself multilinear. (This is also easy to see directly.)

We now show it is alternating. Let A be a matrix with columns p and q

equal, where 1 � p < q � n. If j ¤ p; q then Aij is a matrix with two

columns equal, so det.Aij / D 0. Thus the only two terms that contribute to

the sum are

.�1/iCpakp det
�
Aip

�
C .�1/iCqakq det

�
Aiq

�
:

By hypothesis, akq D akp. Now

Aip D
�
v1 j � � � j vp�1 j vpC1 j � � � j vq�1 j vq j vqC1 j � � � j vn

�
;

Aiq D
�
v1 j � � � j vp�1 j vp j vpC1 j � � � j vq�1 j vqC1 j � � � j vn

�
:

where vm denotes column m of the matrix obtained from A by deleting

row i of A. By hypothesis, vp D vq , so these two matrices have the same

columns but in a different order. We get from the first of these to the second

by successively performing q � p � 1 column interchanges (first switching

vq and vq�1, then switching vq and vq�2, . . . , and finally switching vq and

vpC1), so det.Aiq/ D .�1/q�p�1 det.Aip/. Thus we see that the contribu-

tion of these two terms to the sum is

.�1/iCpakp det
�
Aip

�
C .�1/iCqakp.�1/q�p�1 det

�
Aip

�

and since .�1/iCp and .�1/iC2q�p�1 always have opposite signs, they can-

cel.

By our uniqueness result, the right-hand side is a multiple a det.A/ for

some a. A computation shows that if A D I , the right-hand side gives 1 if

k D i and 0 if k ¤ i , proving the theorem in these cases.

For cases (2) and (4), using the fact that det.B/ D det.tB/ for any

matrix B , we can take the transpose of these formulas and use cases (1) and

(3).

Remark 3.3.7. Theorem 3.3.6(1) (respectively, (3)) is known as expan-

sion by minors of the j th column (respectively, of the i th row). Þ

Definition 3.3.8. The classical adjoint of A is the matrix Adj.A/ de-

fined by Adj.A/ D .bij / where bij D .�1/iCj det.Aj i/. Þ

Note carefully the subscript in the definition—it is Aj i , as written, not

Aij .
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Corollary 3.3.9. (1) For any matrix A,

�
Adj.A/

�
D A

�
Adj.A/

�
D det.A/I:

(2) If A is invertible,

A�1 D 1

det.A/
Adj.A/:

Proof. (1) can be verified by a computation that follows directly from The-

orem 3.3.6. Then (2) follows immediately.

Remark 3.3.10. We have given the formula in Corollary 3.3.9(2) for its

theoretical interest (and we shall see some applications of it later) but as

a practical matter it should almost never be used to find the inverse of a

matrix. Þ

Corollary 3.3.11 (Cramer’s rule). Let A be an invertible n-by-n matrix and

let b be a vector in Fn. Let x be the unique vector in Fn withAx D b. Write

x D
� x1:::
xn

�
. Then, for 1 � i � n, xi D det.Ai .b//= det.A/, where Ai .b/ is

the matrix obtained from A by replacing its i th column by b.

Proof. Let the columns of A be a1; : : : ; an. By linearity, it suffices to prove

the corollary for all elements of any basis B of Fn. We choose the basis

B D fa1; : : : ; ang.
Fix i and consider Ax D ai . Then Ai .ai / D A, so the above formula

gives xi D 1. For j ¤ i , Ai .aj / is a matrix with two identical columns, so

the above formula gives xj D 0. Thus x D ei , the i th standard basis vector,

and indeed Aei D ai .

Remark 3.3.12. Again this formula is of theoretical interest but should

almost never be used in practice. Þ

Here is a familiar result from elementary linear algebra.

Definition 3.3.13. If the matrix A has a a k-by-k submatrix with

nonzero determinant, but does not have a .k C 1/-by-.k C 1/ submatrix

with nonzero determinant, then the determinantal rank of A is k. Þ

Theorem 3.3.14. Let A be a matrix. Then the row rank, column rank, and

determinantal rank of A are all equal.
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Proof. We showed that the row rank and column rank of A are equal in

Theorem 2.4.7. We now show that the column rank of A is equal to the

determinantal rank of A.

Write A D Œv1 j � � � j vn�, where A is m-by-n. Let A have a k-by-k

submatrix B with nonzero determinant. For simplicity, we assume that B is

the upper left-hand corner of A. Suppose B is k-by-k. Let � W Fm ! Fk

be defined by

�

0
B@

2
64
a1
:::

am

3
75

1
CA D

2
64
a1
:::

ak

3
75 :

Then B D Œ�.v1/ j � � � j �.vk/�. Since det.B/ ¤ 0, B is nonsingular,

so f�.v1/; : : : ; �.vk/g is linearly independent, and hence fv1; : : : ; vkg is

linearly independent. But then this set spans a k-dimensional subspace of

the column space of A, so A has column rank at least k.

On the other hand, suppose A has k linearly independent columns.

Again, for simplicity, suppose these are the leftmost k columns of A. Now

fv1; : : : ; vkg is linearly independent and fe1; : : : ; emg spans Fm, so

fv1; : : : ; vk; e1; : : : ; emg spans Fm as well. Then, by Theorem 1.2.9, there is

a basis B of Fm with fv1; : : : ; vkg � B � fv1; : : : ; vk; e1; : : : ; emg. Write

B D fv1; : : : ; vk; vkC1; : : : ; vmg and note that, for each i � kC 1, vi D ej
for some j . Form the matrix B 0 D Œv1 j � � � j vk j vkC1 j � � � j vn� and

note that det.B 0/ ¤ 0. Expand by minors of columns n; n� 1; : : : ; kC 1 to

obtain 0 ¤ det.B 0/ D ˙ det.B/ where B is a k-by-k submatrix of A, so A

has determinantal rank at least k.

We have defined the determinant for matrices. We can define the de-

terminant for linear transformations T W V ! V , where V is a finite-

dimensional vector space.

Definition 3.3.15. Let T W V ! V be a linear transformation with V

a finite-dimensional vector space. The determinant det.T / is defined to be

det.T / D det
�
Œ.T /B �

�
where B is any basis of V . Þ

To see that this is well-defined we have to know that it is independent of

the choice of the basis B. That follows immediately from Corollary 2.3.11

and Corollary 3.3.2(2).

We have defined the general linear groups GLn.F/ and GL.V / in Defi-

nition 1.1.29.
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Lemma 3.3.16. GLn.F/ D fA 2 Mn.F/ j det.A/ ¤ 0g. For V finite

dimensional,

GL.V / D
˚
T W V ! V j det.T / ¤ 0

	
:

Proof. Immediate from Corollary 3.3.2.

We can now make a related definition.

Definition 3.3.17. The special linear group SLn.F/ is the group

SLn.F/ D
˚
A 2 GLn.F/ j det.A/ D 1

	
:

For V finite dimensional,

SLn.V / D
˚
T 2 GL.V / j det.T / D 1

	
: Þ

Theorem 3.3.18. (1) SLn.F/ is a normal subgroup of GLn.F/.

(2) For V finite dimensional, SL.V / is a normal subgroup of GL.V /.

Proof. SLn.F/ is the kernel of the homomorphism det W GLn.F/ ! F�,
and similarly for SL.V /. (By Theorem 3.3.1, det is a homomorphism.) Here

F� denotes the multiplicative group of nonzero elements of F .

3.4 Integrality

While we almost exclusively work over a field, it is natural to ask the ques-

tion of integrality, and we consider that here.

Let R be an integral domain with quotient field F . An element u of R

is a unit if there is an element v of R with uv D vu D 1. (The reader

unfamiliar with quotient fields can simply take R D Z and F D Q, and

note that the units of Z are ˙1.)

Theorem 3.4.1. Let A be an n-by-n matrix with entries in R and suppose

that it is invertible, considered as a matrix with entries in F . The following

are equivalent:

(1) A�1 has entries in R.

(2) det.A/ is a unit in R.

(3) For every vector b all of whose entries are inR, the unique solution of

Ax D b is a vector all of whose entries are inR.
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Proof. First we show that (1) and (3) are equivalent and then we show that

(1) and (2) are equivalent.

Suppose (1) is true. Then the solution of Ax D b is x D A�1b,

whose entries are in R. Conversely, suppose (3) is true. Let Axi D ei ,

i D 1; : : : ; n, where feig is the set of standard unit vectors in Fn. Form the

matrix B D Œx1 j x2 j � � � j xn�. Then B is a matrix all of whose entries are

in R, and AB D I , so B D A�1 by Corollary 1.3.3.

Suppose (1) is true. Let det.A/ D u and det.A�1/ D v. Then u and

v are elements of R and uv D det.A/ det.A�1/ D det.I / D 1, so u is a

unit in R. Conversely, suppose (2) is true, so det.A/ D u is a unit inR. Let

uv D 1 with v 2 R, so v D 1=u. Then Corollary 3.3.9(2) shows that all of

the entries of A�1 are inR.

Remark 3.4.2. Let A be an n-by-n matrix with entries in R and sup-

pose that A is invertible, considered as a matrix with entries in F . Let

d D det.A/.

(1) If b is a vector in Rn all of whose entries are divisible by d , then

x D A�1b, the unique solution of Ax D b, has all its entries in R.

(2) This condition on the entries of b is sufficient but not necessary. It is

possible to have a vector b whose entries are not all divisible by d with the

solution of Ax D b having all its entries inR. For example, let R D Z and

take A D
�
1 1
1 3

�
, a matrix of determinant 2. Then Ax D

�
1
1

�
has solution

x D
�
1
0

�
. (By Theorem 3.4.1, if d is not a unit, this is not possible for all

b.) Þ

We can now generalize the definitions of GLn.F/ and SLn.F/.

Definition 3.4.3. The general linear group GLn.R/ is defined by

GLn.R/ D
˚
A 2 Mn.R/ j A has an inverse inMn.R/

	
: Þ

Corollary 3.4.4.

GLn.R/ D
˚
A 2 Mn.R/ j det.A/ is a unit in R

	
:

Definition 3.4.5. The special linear group SLn.R/ is defined by

SLn.R/ D
˚
A 2 GLn.R/ j det.A/ D 1

	
: Þ

Lemma 3.4.6. SLn.R/ is a normal subgroup of GLn.R/.

Proof. SLn.R/ is the kernel of the determinant homomorphism.
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Remark 3.4.7. If R D Z, the units in R are f˙1g. Thus SLn.Z/ is a

subgroup of index 2 of GLn.Z/. Þ

It follows from our previous work that for any nonzero vector v 2 Fn

there is an invertible matrix A with Ae1 D v (where e1 is the first vector in

the standard basis of Fn). One can ask the same question over the integers:

Given a nonzero vector v 2 Zn, is there a matrix A with integer entries, in-

vertible as an integer matrix, with Ae1 D v? There is an obvious necessary

condition, that the entries of v be relatively prime. This condition turns out

to be sufficient. We prove a slightly more precise result.

Theorem 3.4.8. Let n � 2 and let v D
� a1:::
an

�
be a nonzero vector with inte-

gral entries. Let d D gcd.a1; : : : ; an/. Then there is a matrix A 2 SLn.Z/

with A.de1/ D v.

Proof. We proceed by induction on n. We begin with n D 2. If d D
gcd.a1; a2/, let a01 D a1=d and b01 D b1=d . Then there are integers p

and q with a01p C a02q D 1. Set

A D
�
a01 �q
a02 p

�
:

Suppose the theorem is true for n � 1, and consider v 2 Zn. It is easy

to see that the theorem is true if a1 D � � � D an�1 D 0, so suppose not. Let

d0 D gcd.a1; : : : ; an�1/. Then d D gcd.d0; an/. By the proof of the n D 2
case, there is an n-by-n matrix A1 with

A1
�
de1

�
D

2
666664

d0
0
:::

0

an

3
777775
:

(A1 has suitable entries in its “corners” and an .n � 2/-by-.n � 2/ identity

matrix in its “middle”.) By the inductive assumption, there is an n-by-n

matrix A2 with

A2

0
BBBBB@

2
666664

d0
0
:::

0

an

3
777775

1
CCCCCA
D

2
64
a1
:::

an

3
75 :
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(A2 is a block diagonal matrix with a suitable .n � 1/-by-.n� 1/matrix in

its upper left-hand corner and an entry of 1 in its lower right-hand corner.)

Set A D A2A1.

Corollary 3.4.9. Let n � 2 and let v D
� a1:::
an

�
be a nonzero vector with

integer entries, and suppose that fa1; : : : ; ang is relatively prime. Then there

is a matrix A 2 SLn.Z/ whose first column is v.

Proof. A is the matrix constructed in the proof of Theorem 3.4.8.

Let Z=NZ denote the ring of integers modN . We have the map Z !
Z=NZ by a 7! a .modN/. This induces a map on matrices as well.

Theorem 3.4.10. For every n � 1, the map ' W SLn.Z/ ! SLn.Z=NZ/

given by the reduction of entries .modN/ is an epimorphism.

Proof. We prove the theorem by induction on n. For n D 1 it is obvious.

Suppose n > 1. Let M 2 SLn.Z=NZ/ be arbitrary. Then there is

certainly a matrix M with integer entries with '.M/ D M , and then

det.M/ � 1 .modN/. But this is not good enough. We need det.M/ D 1.

Let v1 D
� a1:::
an

�
be the first column of M . Then M 2 SLn.Z=NZ/

implies gcd.a1; : : : ; an; N / D 1.

Let d D gcd.a1; : : : ; an/. Then d and N are relatively prime. By The-

orem 3.4.8, there is a matrix A 2 SLn.Z/ with AM a matrix of the form

AM D

2
664

d

0
:::
w2 � � � wn

0

3
775 :

If d D 1 we may set M1 D M , B D I , and P D AM D BAM1.

Otherwise, let L be the matrix with an entry of N in the .2; 1/ position and

all other entries 0. Let M1 DM C A�1L. Then

AM1 D

2
666664

d

N

0
:::

w2 � � � wn

0

3
777775

and M1 �M .modN/.
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As in the proof of Theorem 3.4.8, we choose integers p and q with

dp CNq D 1. Let E be the 2-by-2 matrix

E D
�
p q

�N d

�

and let B be the n-by-n block matrix

B D
�
E 0

0 I

�
:

Then P D BAM1 is of the form

P D

2
664

1

0
:::
u2 � � � un

0

3
775 :

Write P as a block matrix

P D
�
1 X

0 U

�
:

Then det.P / � det.M/ � 1 .modN/, so det.U / � 1 .modN/. U is an

.n � 1/-by-.n� 1/ matrix, so by the inductive hypothesis there is a matrix

V 2 SLn�1.Z/ with V � U .modN/. Set

Q D
�
1 X

0 V

�
:

Then Q 2 SLn.Z/ and

Q � P D BAM1 � BAM .modN/:

Thus

R D .BA/�1Q 2 SLn.Z/ and R � M .modN/;

i.e., '.R/ D '.M/ DM , as required.

3.5 Orientation

We now study orientations of real vector spaces, where we will see the

geometric meaning of the sign of the determinant. Before we consider ori-

entation per se it is illuminating to study the topology of the general linear

group GLn.R/, the group of invertible n-by-n matrices with real entries.
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Theorem 3.5.1. The general linear group GLn.R/ has two components.

Proof. We have the determinant function det WMn.R/! R. Since a matrix

is invertible if and only if its determinant is nonzero,

GLn.R/ D det�1.R � f0g/:

Now R�f0g has two components, so GLn.R/ has at least two components,

fmatrices with positive determinantg and fmatrices with negative determi-

nantg. We will show that each of these two sets is path-connected. (Since

GLn.R/ is an open subset of Euclidean space, components and path com-

ponents are the same.)

We know that every nonsingular matrix can be transformed to the iden-

tity matrix by left-multiplication by a sequence of elementary matrices, that

have the effect of performing a sequence of elementary row operations. (We

could equally well right-multiply and perform column operations with no

change in the proof.) We will consider a variant on elementary row opera-

tions, namely operations of the following type:

(1) Left multiplication by a matrix

eE D

2
6664

1

1 a

:: :

1

3
7775

with a in the .i; j / position, which has the effect of adding a times row j

to row i . (This is a usual row operation.)

(2) Left multiplication by a matrix

eE D

2
6666666664

1

1

: : :

c

: : :

1

3
7777777775

with c > 0 in the .i; i/ position, which has the effect of multiplying row i

by c. (This is a usual row operation, but here we restrict c to be positive.)
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(3) Left multiplication by a matrix

eE D

2
6666666666666666664

1

:: :

0 �1
1

: : :

1

1 0

1

: : :

1

3
7777777777777777775

with 1 in the .i; j / position and �1 in the .j; i/ position, which has the

effect of replacing row i by row j and row j by the negative of row i . (This

differs by a sign from a usual row operation, which replaces each of these

two rows by the other.)

There is a path in GLn.R/ connecting the identity to each of these ele-

ments eE .

In case (1), we have the path given by

eE.t/ D

2
64
1

: : : ta

1

3
75

for 0 � t � 1.

In case (2), we have the path given by

eE.t/ D

2
6666666664

1

: : :

exp
�
t ln.c/

�

1

: : :

1

3
7777777775

for 0 � t � 1.
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In case (3), we have the path given by

eE.t/ D

2
6666666666664

1

: : :

cos
�
t�=2

�
� sin

�
t�=2

�

: : :

sin
�
t�=2

�
cos

�
t�=2

�

: : :

1

3
7777777777775

for 0 � t � 1.

Now let A be an invertible matrix and suppose we have a sequence

of elementary row operations that reduces A to the identity, so that

Ek � � �E2E1A D I . Replacing each Ei by the corresponding matrix eE i
we see that eEk � � �eE1A D eI is a matrix differing by I in at most the sign of

its entries, i.e.,eI is a diagonal matrix with each diagonal entry equal to˙ 1.

As t goes from 0 to 1, the product eE1.t/A gives a path from A to eE1A; as

t goes from 0 to 1, eE2.t/eE1A gives a path from eE1A to eE2eE1A, and so

forth. In the end we have path fromA toeI , so A andeI are in the same path

component of GLn.R/. Note that A andeI have determinants with the same

sign. Thus there are two possibilities:

(1) A has a positive determinant. In this case eI has an even number of

�1 entries on the diagonal, which can be paired. Suppose there is a pair of

�1 entries in positions .i; i/ and .j; j /. If eE is the appropriate matrix of

type (3), eE2eI will be a matrix of the same form aseI , but with both of these

entries equal to C1 and the others unchanged. As above, we have a path

fromeI to eE2eI . Continue in this fashion to obtain a path fromeI to I , and

hence a path from A to I . Thus A is in the same path component as I .

(2) A has a negative determinant. In this case eI has an odd number of

�1 entries. Proceeding as in (1), we pair up all but one of the �1 entries

to obtain a path from eI to a diagonal matrix with a single �1 entry on

the diagonal and all other diagonal entries equal to 1. If the �1 entry is in

the .1; 1/ position there is nothing more to do. If it is in the .i; i/ position

for i ¤ 1 (and hence the entry in the .1; 1/ position is 1) we apply an

appropriate matrix eE of type (3) to obtain the diagonal matrix with �1 as

the first entry on the diagonal and all other entries equal to 1, and hence a

path from A to this matrix, which we shall denote by I�. Thus in this case

A is in the same path component as I�.
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We now come to the notion of an orientation of a real vector space. We

assume V is finite dimensional and dim.V / > 0.

Definition 3.5.2. Let B D fv1; : : : ; vng and C D fw1; : : : ; wng be

two bases of the n-dimensional real vector space V . Then B and C give

the same orientation of V if the change of basis matrix PC B has positive

determinant, while they give opposite orientations of V if the change of

basis matrix PC B has negative determinant. Þ

Remark 3.5.3. It is easy to check that “giving the same orientation” is an

equivalence relation on bases. It then follows that we can regard an orienta-

tion on a real vector space (of positive finite dimension) as an equivalence

class of bases of V , and there are two such equivalence classes. Þ

In general, there is no preferred orientation on a real vector space, but

in one very important special case there is.

Definition 3.5.4. Let B D fv1; : : : ; vng be a basis of Rn. Then B

gives the standard orientation of Rn if B gives the same orientation as the

standard basis E of Rn. Otherwise B gives the nonstandard orientation of

Rn. Þ

Remark 3.5.5. (1) E itself gives the standard orientation of Rn as PE E

D I has determinant 1.

(2) The condition in Definition 3.5.4 can be phrased more simply. By

Remark 2.3.6(1), PE B is the matrix PE B D Œv1 j v2 j � � � j vn�. So B

gives the standard orientation of Rn if det.PE B / > 0 and the nonstandard

orientation of Rn if det.PE B / < 0.

(3) In Definition 3.5.4, recalling that PC B D .PE C /
�1PE B , we

see that B and C give the same orientation of Rn if the determinants of the

matrices Œv1 j v2 j � � � j vn� and Œw1 j w2 j � � � j wn� have the same sign and

opposite orientations if they have opposite signs. Þ

Much of the significance of the orientation of a real vector space comes

from topological considerations. We continue to let V be a real vector space

of finite dimension n > 0, and we choose a basis B0 of V . For any basis

C of V we have a map f0 W fbases of V g ! GLn.R/ given by f0.C/ D
PB0 C . (If C D fw1; : : : ; wng then f0.C/ is the matrix ŒŒw1�B0

j � � � j
Œwn�B0

�.) This map is 1-1 and onto. We then give fbases of V g a topology

by requiring that f0 be a homeomorphism. That is, we define a subset O of

fbases of V g to be open if and only if f0.O/ is an open subset of GLn.R/.

A priori, this topology depends on the choice of B0, but in fact it does

not. For if we choose a different basis B1 and let f1.C / D PB1 C , then
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f1.C / D Pf0.C/ where P is the constant matrix P D PB1 B0
, and

multiplication by the constant matrix P is a homeomorphism from GLn.R/

to itself.

We then have:

Corollary 3.5.6. Let V be an n-dimensional real vector space and let B

and C be two bases of V . Then B and C give the same orientation of V if

and only if B can continuously be deformed to C , i.e., if and only if there

is a continuous function p W Œ0; 1� ! fbases of V g with p.0/ D B and

p.1/ D C .

Proof. The bases B and C of V give the same orientation of V if and only

if PC B has positive determinant, and by Theorem 3.5.1 this is true if and

only if there is a path in GLn.R/ joining I to PC B .

To be more explicit, let p W Œ0; 1� ! GLn.R/ with p.0/ D I and

p.1/ D PC B . For any t between 0 and 1, let Bt be the basis defined by

PBt B D p.t/. Then B0 D B and B1 D C .

That there is no corresponding analog of orientation for complex vector

spaces. This is a consequence of the following theorem.

Theorem 3.5.7. The general linear group GLn.C/ is connected.

Proof. We show that it is path connected (which is equivalent as GLn.C/

is an open subset of Euclidean space). The proof is very much like the proof

of Theorem 3.5.1, but easier. We show that there are paths joining the iden-

tity matrix to the usual elementary matrices.

(1) For

E D

2
6664

1

1 a

: : :

1

3
7775

we have

p.t/ D

2
6664

1

1 at
: : :

1

3
7775

with at D ta.



“book” — 2011/3/4 — 17:06 — page 84 — #98
i

i

i

i

i

i

i

i

84 Guide to Advanced Linear Algebra

(2) For

E D

2
666666666664

1

: : :

1

c

1

: : :

1

3
777777777775

with c D rei� ;

we have

p.t/ D

2
666666666664

1

1

: : :

ct
1

: : :

1

3
777777777775

with ct D et ln.r/et i� :

(3) For

E D

2
666666666666666666664

1

: : :

1

0 1

1

: : :

1

1 0

1

: : :

1

3
777777777777777777775



“book” — 2011/3/4 — 17:06 — page 85 — #99
i

i

i

i

i

i

i

i

3.5. Orientation 85

we have

p.t/ D

2
666666666666666666664

1

: : :

1

at bt
1

: : :

1

ct dt
1

: : :

1

3
777777777777777777775

with

�
at bt
ct dt

�
D
�

cos
�
�t=2

�
�e�it sin

�
�t=2

�

sin
�
�t=2

�
e�it cos

�
�t=2

�
�
: �

We may also consider the effect of nonsingular linear transformations

on orientation.

Definition 3.5.8. Let V be an n-dimensional real vector space and let

T W V ! V be a nonsingular linear transformation. Let B D fv1; : : : ; vng
be a basis of V . Then C D fT .v1/; : : : ; T .vng/ is also a basis of V . If B

and C give the same orientation of V then T is orientation preserving, while

if B and C give opposite orientations of V then T is orientation reversing.

Þ

The fact that this is well-defined, i.e., independent of the choice of basis

B, follows from the following proposition, which proves a more precise

result.

Proposition 3.5.9. Let V be an n-dimensional real vector space and let

T W V ! V be a nonsingular linear transformation. Then T is orientation

preserving if det.T / > 0, and T is orientation reversing if det.T / < 0.

Remark 3.5.10. Suppose we begin with a complex vector space V of

dimension n. We may then “forget” the fact that we have complex numbers

acting as scalars and in this way regard V as a real vector space VR of di-

mension 2n. In this situation VR has a canonical orientation. Choosing any

basis B D fv1; : : : ; vng of V , we obtain a basis BR D fv1; iv1; : : : ; vn; ivng
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of VR . It is easy to check that if C is any other basis of V , then CR gives

the same orientation of VR as BR does. Furthermore, suppose we have an

arbitrary linear transformation T W V ! V . By “forgetting” the complex

structure we similarly obtain a linear transformation TR W VR ! VR. In this

situation det.TR/ D det.T /det.T /. In particular, if T is nonsingular, then

TR is not only nonsingular but also orientation preserving. Þ

3.6 Hilbert matrices

In this section we present, without proofs, a single family of examples, the

Hilbert matrices. This family is both interesting and important. More infor-

mation on it can be found in the article “Tricks or Treats with the Hilbert

Matrix” by M. D. Choi, Amer. Math Monthly 90 (1983), 301–312.

In this section we adopt the convention that the rows and columns of an

n-by-n matrix are numbered from 0 to n � 1.

Definition 3.6.1. The n-by-n Hilbert matrix is the matrix H D .hij /

with hij D 1=.i C j C 1/. Þ

Theorem 3.6.2. (1) The determinant ofHn is

det
�
Hn
�
D
�
1Š2Š � � � .n � 1/Š

�4

1Š2Š � � �.2n� 1/Š
:

(2) Let Gn D .gij / D H�1n . Then Gn has entries

gij D .�1/iCj .i C j C 1/
�

nC i
n� 1 � j

��
nC i

n � 1 � i

��
i C j
i

��
i C j
j

�
:

Remark 3.6.3. The entries of H�1n are all integers, and it is known that

det.Hn/ is the reciprocal of an integer. Þ

Example 3.6.4. (1) det.H2/ D 1=12 and

H�12 D
�
4 �6
�6 12

�
:

(2) det.H3/ D 1=2160 and

H�13 D

2
4

9 �36 30

�36 192 �180
30 �180 180

3
5 :
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(3) det.H4/ D 1=6048000 and

H�14 D

2
664

16 �120 240 �140
�120 1200 �2700 1680

240 �2700 6480 �4200
�140 1680 �4200 2800

3
775 :

(4) det.H5/ D 1=266716800000 and

H�15 D

2
666664

25 �300 1050 �1400 630

�300 4800 �18900 26880 �12600
1050 �18900 79380 �117600 56700

�1400 26880 �117600 179200 �88200
630 �12600 56700 �88200 44100

3
777775
:

While we do not otherwise deal with numerical linear algebra in this

book, the Hilbert matrices present examples that are so pretty and striking,

that we cannot resist giving a pair.

These examples arise from the fact that, whileHn is nonsingular, its de-

terminant is very close to zero. (In technical terms,Hn is “ill-conditioned”.)

We can already see this when n D 3. Þ

Example 3.6.5. (1) Consider the equation

H3v D

2
4
11=6

13=12

47=60

3
5 D

2
4
1:833 : : :

1:0833 : : :

0:7833 : : :

3
5 :

It has solution

v D

2
4
1

1

1

3
5 :

Let us round off the right-hand side to two significant digits and consider

the equation

H3v D

2
4
1:8

1:1

0:78

3
5 :

It has solution

v D

2
4

0

6

�3:6

3
5 :
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(2) Let us round off the entries ofH3 to two significant figures to obtain

the matrix

2
4

1 0:5 0:33

0:5 0:33 0:25

0:33 0:25 0:2

3
5 :

It has inverse

1

63

2
4

3500 �17500 16100

�17500 91100 �85000
16100 �85000 80000

3
5 :

Rounding the entries off to the nearest integer, it is

2
4

56 � 278 256

�278 1446 �1349
256 �1349 1270

3
5 : Þ
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CHAPTER 4

The structure of a

linear transformation I

In this chapter we begin our analysis of the structure of a linear transforma-

tion T W V ! V , where V is a finite-dimensional F -vector space.

We have arranged our exposition in order to bring some of the most im-

portant concepts to the fore first. Thus we begin with the notions of eigen-

values and eigenvectors, and we introduce the characteristic and minimum

polynomials of a linear transformation early in this chapter as well. In this

way we can get to some of the most important structural results, including

results on diagonalizability and the Cayley-Hamilton theorem, as quickly

as possible.

Recall our metaphor of coordinates as a language in which to speak

about vectors and linear transformations. Consider a linear transformation

T W V ! V , V a finite-dimensional vector space. Once we choose a basis

B of V , i.e., a language, we have the coordinate vector Œv�B of every vector

v in V , a vector in Fn, and the matrix ŒT �B of the linear transformation T ,

an n-by-n matrix, (where n is the dimension of V ) with the property that

ŒT .v/�B D ŒT �B Œv�B. If we choose a different basis C , i.e., a different lan-

guage, we get different coordinate vectors Œv�C and a different matrix ŒT �C
of T , though again we have the identity ŒT .v/�C D ŒT �C Œv�C . We have

also seen change of basis matrices, which tell us how to translate between

languages.

But here, mathematical language is different than human language. In

human language, if we have a problem expressed in English, and we trans-

late it into German, we haven’t helped the situation. We have the same prob-

lem, expressed differently, but no easier to solve.

89
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In linear algebra the situation is different. Given a linear transformation

T W V ! V , V a finite-dimensional vector space, there is a preferred basis

B of V; i.e., a best language in which to study the problem, one that makes

ŒT �B as simple as possible and makes the structure of T easiest to under-

stand. This is the language of eigenvalues, eigenvectors, and generalized

eigenvectors.

We first consider a simple example to motivate our discussion.

Let A be the matrix

A D
�
2 0

0 3

�

and consider TA W R2! R2 (where, as usual, TA.v/ D Av). Also, consider

the standard basis E; so
h
x

y

i
E

D
h
x

y

i
for every vector

h
x

y

i
2 R2; and fur-

thermore ŒTA�E D A. TA looks simple, and indeed it is easy to understand.

We observe that TA.e1/ D 2e1, where e1 D
h
1

0

i
is the first standard basis

vector in E, and TA.e2/ D 3e2, where e2 D
h
0

1

i
is the second standard

basis vector in E. Geometrically, TA takes the vector e1 and stretches it by

a factor of 2 in its direction, and takes the vector e2 and stretches it by a

factor of 3 in its direction.

On the other hand, let B be the matrix

B D
�
�4 �14
3 9

�

and consider TB W R2 ! R2: Now TB .e1/ D B
h
1

0

i
D

h
�4
3

i
; and

TB .e2/ D B
h
0

1

i
D

h
�14
9

i
; and TB looks like a mess. TB takes each

of these vectors to some seemingly random vector in the plane, and there

seems to be no rhyme or reason here. But this appearance is deceptive, and

comes from the fact that we are studying B by using the standard basis

E; i.e., in the E language, which is the wrong language for the problem.

Instead, let us choose the basis B D fb1; b2g D
nh

7

�3

i
;
h
�2
1

io
: Then

TB .b1/ D B
h

7

�3

i
D
h
14

�6

i
D 2

h
7

�3

i
D 2b1; and TB.b2/ D B

h
�2
1

i
D

h
�6
3

i
D 3

h
�2
1

i
D 3b2: Thus TB has exactly the same geometry as TA:

It takes the vector b1 and stretches it by a factor of 2 in its direction, and

it takes the vector b2 and stretches it by a factor of 3 in its direction. So

we should study TB by using the B basis, i.e., in the B language. This is



“book” — 2011/3/4 — 17:06 — page 91 — #105
i

i

i

i

i

i

i

i

4.1. Eigenvalues, eigenvectors, and . . . 91

the right language for our problem, as it makes TB easiest to understand.

Referring to Remark 2.2.8 we see that

�
TB
�
B
D
�
2 0

0 3

�
D
�
TA
�
E
:

This “right” language is the language of eigenvalues, eigenvectors, and

generalized eigenvectors, and the language that lets us express the matrix of

a linear transformation in “canonical form”.

But before we proceed further, let me make two more remarks.

On the one hand, even if V is not finite dimensional, it is often the

case that we still want to study eigenvalues and eigenvectors for a linear

transformation T ; as these are important structural features of T and still

give us a good way (sometimes the best way) of understanding T :

On the other hand, in studying a linear transformation T on a finite-

dimensional vector space, it is often a big mistake to pick a basis B and

study ŒT �B : It may be unnatural to pick any basis at all. T is what comes

naturally and is usually what we want to study, even if in the end we can get

important information about T by looking at ŒT �B: Let me again emphasize

this point: Linear algebra is about linear transformations, not matrices.

4.1 Eigenvalues, eigenvectors,

and generalized eigenvectors

In this section we introduce some of the most important structural informa-

tion associated to a linear transformation.

Definition 4.1.1. Let T W V ! V be a linear transformation. Let

� 2 F : If Ker.T � �I/ ¤ f0g; then � is an eigenvalue of T : In this

case, any nonzero v 2 Ker.T � �I/ is an eigenvector of T ; and the sub-

space Ker.T � �I/ of V is an eigenspace of T . In this situation, �, v, and

Ker.T � �I/ are associated. Þ

Remark 4.1.2. Let v 2 V , v ¤ 0. If v 2 Ker.T � �I/, then

.T � �I/.v/ D 0, i.e., T .v/ D �v, and conversely, the traditional defi-

nition of an eigenvector. Þ

We will give some examples of this very important concept shortly, but

it is convenient to generalize it first.
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Definition 4.1.3. Let T W V ! V be a linear transformation and let

� 2 F be an eigenvalue of T : The generalized eigenspace of T associated

to � is the subspace of V given by

˚
v j .T � �I/k.v/ D 0 for some positive integer k

	
:

If v is a nonzero vector in this generalized eigenspace, then v is a general-

ized eigenvector associated to the eigenvalue �: For such a v; the smallest

positive integer k for which .T � �I/k.v/ D 0 is the index of v. Þ

Remark 4.1.4. A generalized eigenvector of index 1 is just an eigenvec-

tor. Þ

For a linear transformation T and an eigenvalue � of T ; we let E�
denote the eigenspace E� D Ker.T � �I/: For a positive integer k; we let

Ek
�

be the subspaceEk
�
D Ker.T ��I/k:We letE1

�
denote the generalized

eigenspace associated to the eigenvalue �. We see that E1
�
� E2

�
� � � � and

that the union of these subspaces is E1
�

.

Example 4.1.5. (1) Let V D rF1 and let L W V ! V be left shift. Then

L has the single eigenvalue � D 0 and the eigenspace E0 is 1-dimensional,

E0 D f.a1; a2; : : :/ 2 V j ai D 0 for i > 1g: More generally, Ek0 D
f.a1; a2; : : :/ 2 V j ai D 0 for i > kg; so dimEk0 D k for every k; and

finally V D E10 : In contrast, R W V ! V does not have any eigenvalues.

(2) Let V D rF11 and let L W V ! V be left shift. Then for any

� 2 F ; E� is 1-dimensional with basis f.1; �; �2; : : :/g: It is routine to

check that Ek
�

is k-dimensional for every � 2 F and every positive integer

k: In contrast, R W V ! V does not have any eigenvalues.

(3) Let F be a field of characteristic 0 and let V D P.F/, the space of

all polynomials with coefficients in F : Let D W V ! V be differentiation,

D.p.x// D p0.x/: Then D has the single eigenvalue 0 and the correspond-

ing eigenspaceE0 is 1-dimensional, consisting of the constant polynomials.

More generally, Ek0 is k-dimensional, consisting of all polynomials of de-

gree at most k � 1:
(4) Let V D P.F/ be the space of all polynomials with coefficients in

a field of characteristic 0 and let T W V ! V be defined by T .p.x// D
xp0.x/: Then the eigenvalues of T are the nonnegative integers, and for

every nonnegative integerm the eigenspace Em is 1-dimensional with basis

fxmg:
(5) Let V be the space of holomorphic functions on C; and let D W V !

V be differentiation, D.f .z// D f 0.z/: For any complex number �, E�
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is 1-dimensional with basis f .z/ D e�z : Also, Ek
�

is k-dimensional with

basis fe�z ; ze�z; : : : ; zk�1e�zg: Þ

Now we turn to some finite-dimensional examples. We adopt the stan-

dard language that the eigenvalues, eigenvectors, etc. of an n-by-n ma-

trix A are the eigenvalues, eigenvectors, etc. of TA W Fn ! Fn (where

TA.v/ D Av/:

Example 4.1.6. (1) Let �1; : : : ; �n be distinct elements of F and let A

be the n-by-n diagonal matrix

A D

2
6664

�1
�2

: : :

�n

3
7775 :

For each i D 1; : : : ; n; �i is an eigenvalue ofAwith 1-dimensional eigenspace

E�i
with basis fei g:

(2) Let � be an element of F and let A be the n-by-n matrix

A D

2
666664

� 1

� 1

:: :
: : :

1

�

3
777775

with entries of � on the diagonal, 1 immediately above the diagonal, and

0 everywhere else. For each k D 1; : : : ; n, ek is a generalized eigenvector

of index k; and the generalized eigenspace Ek
�

is k-dimensional with basis

fe1; : : : ; ekg: Þ

Now we introduce the characteristic polynomial.

Definition 4.1.7. Let A be an n-by-n matrix. The characteristic poly-

nomial cA.x/ of A is the polynomial

cA.x/ D det.xI �A/: Þ

Remark 4.1.8. By properties of the determinant it is clear that cA.x/ is

a monic polynomial of degree n. Þ

Lemma 4.1.9. Let A and B be similar matrices. Then cA.x/ D cB.x/:
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Proof. If B D PAP�1; then cB.x/ D det.xI �B/ D det.xI �PAP�1/ D
det.P.xI � A/P�1/ D det.xI �A/ D cA.x/ by Corollary 3.3.2.

Definition 4.1.10. Let V be a finite-dimensional vector space and let

T W V ! V be a linear transformation. Let B be any basis of V and let

A D ŒT �B: The characteristic polynomial cT .x/ is the polynomial

cT .x/ D cA.x/ D det.xI � A/:

Þ

Remark 4.1.11. By Corollary 2.3.11 and Lemma 4.1.9, cT .x/ is well-

defined (i.e., independent of the choice of basis B of V ). Þ

Theorem 4.1.12. Let V be a finite-dimensional vector space and let T W
V ! V be a linear transformation. Then � is an eigenvalue of T if and

only if � is a root of the characteristic polynomial cT .x/; i.e., if and only if

cT .�/ D 0:

Proof. Let B be a basis of V and let A D ŒT �B : Then by definition � is an

eigenvalue of T if and only if there is a nonzero vector v in Ker.T � �I/;

i.e., if and only if .A � �I/u D 0 for some nonzero vector u in Fn (where

the connection is that u D Œv�B). This is the case if and only if A � �I is

singular, which is the case if and only if det.A��I/ D 0:But det.A��I/ D
.�1/n det.�I � A/; where n D dim.V /; so this is the case if and only if

cT .�/ D cA.�/ D det.�I �A/ D 0:

Remark 4.1.13. We have defined cA.x/ D det.xI � A/ and this is the

correct definition, as we want cA.x/ to be a monic polynomial. In actually

finding eigenvectors or generalized eigenvectors, it is generally more con-

venient to work with A � �I rather than �I � A: Indeed, when it comes

to finding chains of generalized eigenvectors, it is almost essential to use

A � �I; as using �I � A would introduce spurious minus signs, which

would have to be corrected for. Þ

For the remainder of this section we assume that V is finite dimensional.

Definition 4.1.14. Let T W V ! V and let � be an eigenvalue of

T : The algebraic multiplicity of �, alg-mult.�/, is the multiplicity of � as

a root of the characteristic polynomial cT .x/. The geometric multiplicity

of �, geom-mult .�/, is the dimension of the associated eigenspace E� D
Ker.T � �I/. Þ

We use multiplicity to mean algebraic multiplicity, as is standard.
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Lemma 4.1.15. Let T W V ! V and let � be an eigenvalue of T . Then

1 � geom-mult.�/ � alg-mult.�/.

Proof. By definition, if � is an eigenvalue of T there exists a (nonzero)

eigenvector, so 1 � dim.E�/:

Suppose dim.E�/ D d and let fv1; : : : ; vd g D B1 be a basis for E�:

Extend B1 to a basis B D fv1; : : : ; vng of V: Then

ŒT �B D
�
�I B

0 D

�
D A;

a block matrix with the upper left-hand block d -by-d . Then

ŒxI � T �B D xI � A D
�
xI � �I �B

0 xI �D

�
D
�
.x � �/I �B

0 xI �D

�

so

cT .x/ D det.xI �A/ D det
�
.x � �/I

�
det.xI �D/

D .x � �/d det.xI �D/

and hence d � alg-mult.�/:

Corollary 4.1.16. Let T W V ! V and let � be an eigenvalue of T with

alg-mult.�/ D 1: Then geom-mult.�/ D 1:

It is important to observe that the existence of eigenvalues and eigen-

vectors depends on the field F ; as we see from the next example.

Example 4.1.17. For any nonzero rational number t let At be the matrix

At D
�
0 1

t 0

�
;

so

A2t D
�
t 0

0 t

�
D tI:

Let � be an eigenvalue of At with associated eigenvector v: Then, on the

one hand,

A2t .v/ D At
�
At.v/

�
D At .�v/ D �At .v/ D �2v;
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but, on the other hand,

A2t .v/ D tI.v/ D tv;

so �2 D t:
(1) Suppose t D 1: Then �2 D 1, � D ˙1, and we have the eigenvalue

� D 1 with associated eigenvector v D
h
1

1

i
; and the eigenvalue � D �1

with associated eigenvector v D
h
1

�1

i
:

(2) Suppose t D 2: If we regard A as being defined over Q; then there

is no � 2 Q with �2 D 2; so A has no eigenvalues. If we regard A as being

defined over R; then � D ˙
p
2, and � D

p
2 is an eigenvalue with asso-

ciated eigenvector
h
1p
2

i
, and � D �

p
2 is an eigenvalue with associated

eigenvector
h

1

�
p
2

i
:

(3) Suppose t D �1: If we regard A as being defined over R; then there

is no � 2 R with �2 D �1; soA has no eigenvalues. If we regard A as being

defined over C; then � D ˙i , and � D i is an eigenvalue with associated

eigenvector
h
1

i

i
, and � D �i is an eigenvalue with associated eigenvector

h
1

�i

i
. Þ

Now we introduce the minimum polynomial.

Lemma 4.1.18. Let A be an n-by-n matrix. There is a nonzero polynomial

p.x/ with p.A/ D 0:

Proof. The set of matrices fI; A; : : : ; An2g is a set of n2 C 1 elements of a

vector space of dimension n2, and so must be linearly dependent. Thus there

exist scalars c0; : : : ; cn2; not all zero, with c0I C c1AC � � � C cn2An
2 D 0:

Then p.A/ D 0 where p.x/ is the nonzero polynomial p.x/ D cn2xn
2 C

� � � C c1x C c0:

Theorem 4.1.19. Let A be an n-by-nmatrix. There is a unique monic poly-

nomial mA.x/ of lowest degree with mA.A/ D 0: Furthermore, mA.x/ di-

vides every polynomial p.x/ with p.A/ D 0:

Proof. By Lemma 4.1.18, there is some nonzero polynomial p.x/ with

p.A/ D 0:
If p1.x/ and p2.x/ are any polynomials with p1.A/ D 0 and p2.A/ D

0; and q.x/ D p1.x/ C p2.x/; then q.A/ D p1.A/ C p2.A/ D 0 C
0 D 0: Also, if p1.x/ is any polynomial with p1.A/ D 0; and r.x/ is any

polynomial, and q.x/ D p1.x/r.x/; then q.A/ D p1.A/r.A/ D 0r.A/ D



“book” — 2011/3/4 — 17:06 — page 97 — #111
i

i

i

i

i

i

i

i

4.2. Some structural results 97

0: Thus, in the language of Definition A.1.5, the set of polynomials fp.x/ j
p.A/ D 0g is a nonzero ideal, and so by Lemma A.1.8 there is a unique

polynomialmA.x/ as claimed.

Definition 4.1.20. The polynomial mA.x/ of Theorem 4.1.19 is the

minimum polynomial of A. Þ

Lemma 4.1.21. Let A and B be similar matrices. Then mA.x/ D mB .x/:

Proof. If B D PAP�1; and p.x/ is any polynomial with p.A/ D 0, then

p.B/ D Pp.A/P�1 D P0P�1 D 0, and vice-versa.

Definition 4.1.22. Let V be a finite-dimensional vector space and let

T W V ! V be a linear transformation. Let B be any basis of V and

let A D ŒT �B: The minimum polynomial of T is the polynomial mT .x/

defined bymT .x/ D mA.x/. Þ

Remark 4.1.23. By Corollary 2.3.11 and Lemma 4.1.21,mT .x/ is well-

defined (i.e., independent of the choice of basis B of V ). Alternatively we

can see that mT .x/ is well-defined as for any linear transformation S W
V ! V; S D 0 (i.e., S is the 0 linear transformation) if and only if the

matrix ŒS �B D 0 (i.e., ŒS �B is the 0 matrix) in any and every basis B of V:

Þ

4.2 Some structural results

In this section we prove some basic but important structural results about a

linear transformation, obtaining information about generalized eigenspaces,

direct sum decompositions, and the relationship between the characteris-

tic and minimum polynomials. As an application, we derive the famous

Cayley-Hamilton theorem.

While we prove much stronger results later, the following result is so

easy that we will pause to obtain it here.

Definition 4.2.1. Let V be a finite-dimensional vector space and let

T W V ! V be a linear transformation. T is triangularizable if there is a

basis B of V in which the matrix ŒT �B is upper triangular. Þ

Theorem 4.2.2. Let V be a finite-dimensional vector space over the field

F and let T W V ! V be a linear transformation. Then T is triangulariz-

able if and only if its characteristic polynomial cT .x/ is a product of linear

factors. In particular, if F is algebraically closed then every T W V ! V is

triangularizable.
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Proof. If ŒT �B D A is an upper triangular matrix with diagonal entries

d1; : : : ; dn; then cT .x/ D cA.x/ D det.xI �A/ D .x � d1/ � � � .x � dn/ is

a product of linear factors.

We prove the converse by induction on n D dim.V /: Let cT .x/ D
.x � d1/ � � � .x � dn/: Then d1 is an eigenvalue of T I choose an eigenvector

v1 and let V1 be the subspace of V generated by v1: Let V D V=V1: Then

T induces T W V ! V with c
T
.x/ D .x�d2/ � � � .x�dn/: By induction,V

has a basis B D fv2; : : : ; vng with ŒT �
B
D D upper triangular. Let vi 2 V

with �.vi / D vi for i D 2; : : : ; n; and let B D fv1; v2; : : : ; vng: Then

ŒT �B D
�
d1 C

0 D

�

for some 1-by-.n � 1/ matrix C . Regardless of what C is, this matrix is

upper triangular.

Lemma 4.2.3. (1) Let v be an eigenvector of T with associated eigenvalue

� and let p.x/ 2 F Œx� be a polynomial. Then p.T /.v/ D p.�/v: Thus, if

p.�/ ¤ 0 then p.T /.v/ ¤ 0:
(2) More generally, let v be a generalized eigenvector of T of index k

with associated eigenvalue � and let p.x/ 2 F Œx� be a polynomial. Then

p.T /.v/ D p.�/vCv0; where v0 is a generalized eigenvector of T of index

k0 < k with associated eigenvector �: Thus if p.�/ ¤ 0 then p.T /.v/ ¤ 0:

Proof. We can rewrite any polynomial p.x/ 2 F Œx� in terms of x � �:

p.x/ D an.x � �/n C an�1.x � �/n�1 C � � � C a1.x � �/C a0:

Setting x D � we see that a0 D p.�/:
(1) If v is an eigenvector of T with associated eigenvalue �, then

p.T /.v/ D
�
an.T � �I/n C � � � C a1.T � �I/C p.�/I

�
.v/

D p.�/I.v/ D p.�/v

as all terms but the last vanish.

(2) If v is a generalized eigenvector of T of index k with associated

eigenvalue �, then

p.T /.v/ D
�
an.T � �I/n C � � � C a1.T � �I/C p.�/I

�
.v/

D v0 C p.�/v
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where

v0 D
�
an.T � �I/n C � � � C a1.T � �I/

�
.v/

D
�
an.T � �I/n�1 C � � � C a1

�
.T � �I/.v/

is a generalized eigenvector of T of index at most k�1 associated to �.

Lemma 4.2.4. Let T W V ! V be a linear transformation with cT .x/ D
.x � �1/e1 � � � .x � �m/em ; with �1; : : : ; �m distinct. Let Wi D E1�i

be the

generalized eigenspace of T associated to the eigenvalue �i : Then Wi is

a subspace of V of dimension ei : Also, Wi D E
ei

�i
; i.e., any generalized

eigenvector of T associated to �i has index at most ei :

Proof. In proof of Theorem 4.2.2, we may choose the eigenvalues in any

order, so we choose �i first, ei times. Then we find a basis B of V with

ŒT �B an upper triangular matrix

ŒT �B D
�
A B

0 D

�
;

where A is an upper triangular ei -by-ei matrix all of whose diagonal entries

are equal to �i andD is an .n�ei /-by-.n�ei /matrix all of whose diagonal

entries are equal to the other �j ’s and thus are unequal to �i : Write B D
B1[B 01 where B1 consists of the first ei vectors in B;B1 D fv1; : : : ; vei

g.
We claim that Wi is the subspace spanned by B1:

To see this, observe that

�
T � �iI

�
B
D
�
A� �iI B

0 D � �iI

�

so
�
T � �iI

�ei

B
D
��
A� �iI

�ei B 0

0
�
D � �i I

�ei

�

for some submatrix B 0 (whose exact value is irrelevant). But A� �i I is an

ei -by-ei upper triangular matrix with all of its diagonal entries 0; and, as

is easy to compute, .A � �i I /ei D 0: Also, D � �iI is an ei -by-ei upper

triangular matrix with none of its diagonal entries 0; and as is also easy to

compute, .D��iI /ei is an upper triangular matrix with none of its diagonal

entries equal to 0: Both of these statements remain true for any e � ei :
Thus for any e � ei ;

�
T � �iI

�e
B
D
�
0 B 0

0 D0

�
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withD0 an upper triangular matrix all of whose diagonal entries are nonzero.

Then it is easy to see that for any e � ei ; Ker.ŒT � �iI�eB/ is the subspace

of Fn generated by fe1; : : : ; eig. ThusWi is the subspace of V generated by

fv1; : : : ; vei
g D B1; and is a subspace of dimension ei :

Lemma 4.2.5. In the situation of Lemma 4.2.4,

V D W1 ˚ � � � ˚Wm:

Proof. Since n D deg cT .x/ D e1 C � � � C em; by Corollary 1.4.8(3) we

need only show that if 0 D w1 C � � � C wm with wi 2 Wi for each i; then

wi D 0 for each i:

Suppose we have an expression

0 D w1 C � � � C wi C � � � C wm

with wi ¤ 0: Let qi .x/ D cT .x/=.x � �i /ei ; so qi .x/ is divisible by

.x � �j /ej for every j ¤ i; but qi .�i / ¤ 0: Then

0 D qi.T /.0/ D qi .T /
�
w1 C � � � C wi C � � � C wm

�

D qi.T /
�
w1
�
C � � � C qi .T /

�
wi
�
C � � � C qi .T /

�
wm

�

D 0C � � � C qi.T /
�
wi
�
C � � � C 0

D qi.T /
�
wi
�
;

contradicting Lemma 4.2.3.

Lemma 4.2.6. Let T W V ! V be a linear transformation whose charac-

teristic polynomial cT .x/ is a product of linear factors. Then

(1) mT .x/ and cT .x/ have the same linear factors.

(2) mT .x/ divides cT .x/.

Proof. (1) Let mT .x/ have a factor x � �, and let n.x/ D mT .x/=.x � �/.
Then n.T / ¤ 0, so there is a vector v0 with v D n.T /.v0/ ¤ 0. Then

.T � �I/.v/ D mT .T /.v/ D 0, i.e., v 2 Ker.T � �I/, so v is an eigen-

vector of T with associated eigenvalue �. Thus x � � is a factor of cT .x/.

Suppose x � � is a factor of cT .x/ that is not a factor of mT .x/, so that

mT .�/ ¤ 0. Choose an eigenvector v of T with associated eigenvector �.

Then on the one hand mT .T / D 0 so mT .T /.v/ D 0, but on the other

hand, by Lemma 4.2.3,mT .T /.v/ D mT .�/v ¤ 0; a contradiction.

(2) Since V D W1 ˚ � � � ˚ Wm where Wi D E
ei

�i
; we can write any

v 2 V as v D w1 C � � � C wm with wi 2 Wi :
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Then

cT .T /.v/ D cT .T /
�
w1 C � � � C wm

�

D cT .T /
�
w1
�
C � � � C cT .T /

�
wm

�

D 0C � � � C 0 D 0

as for each i; cT .x/ is divisible by .x � �i /ei and .T � �iI/ei .wi/ D 0

by the definition of E
ei

�i
: But mT .x/ divides every polynomial p.x/ with

p.T / D 0; so mT .x/ divides cT .x/:

This lemma has a famous corollary, originally proved by quite different

methods.

Corollary 4.2.7 (Cayley-Hamilton theorem). Let V be a finite-dimensional

vector space and let T W V ! V be a linear transformation. Then

cT .T / D 0:

Proof. In case cT .x/ factors into a product of linear factors,

cT .x/ D .x � �1/e1 � � � .x � �m/em ;

we showed this in the proof of Lemma 4.2.6.

In general, pick any basis B of V and let A D ŒT �B: Then cT .T / D 0
if and only if cA.A/ D 0: (Note cT .x/ D cA.x/.) Now A is a matrix with

entries in F ; and we can consider the linear transformation TA W Fn ! Fn:

But we may also take any extension field E of F and consider eT W En !
En defined by eT .v/ D Av: (So eT D TA; but we are being careful to

use a different notation as eT is defined on the new vector space En.) Now

ceT .x/ D cA.x/ D det.xI �A/ D cT .x/: In particular, we may take E to be

a field in which cA.x/ splits into a product of linear factors. For example, we

could take E to be the algebraic closure of F ; and then every polynomial

p.x/ 2 F Œx� splits into a product of linear factors over E: Then by the

first case of the corollary, ceT .eT / D 0; i.e., cA.A/ D 0; i.e., cT .T / D 0:

(Expressed differently,A is similar, as a matrix with entries in E; to a matrix

B for which cB.B/ D 0: If A D PBP�1; then for any polynomial f .x/;

f .A/ D Pf .B/P�1 : Also, since A and B are similar, cA.x/ D cB.x/:

Thus cA.A/ D cB .A/ D PcB .B/P�1 D P0P�1 D 0.)

Remark 4.2.8. For the reader familiar with tensor products, we observe

that the second case of the corollary can be simplified to:

Consider eT D T ˝ 1 W V ˝F E! V ˝F E: Then cT .x/ D ceT .x/ and

ceT .eT / D 0 by the lemma, so cT .T / D 0. Þ
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Remark 4.2.9. If F is algebraically closed (e.g., F D C; which is al-

gebraically closed by the Fundamental Theorem of Algebra) then cT .x/

automatically splits into a product of linear factors, and we are in the first

case of the Cayley-Hamilton theorem, and we are done—fine. If not, al-

though our proof is correct, it is the “wrong” proof. We should not have to

pass to a larger field E in order to investigate linear transformations over

F :We shall present a “right” proof later, where we will see how to general-

ize both Lemma 4.2.5 and Lemma 4.2.6 (see Theorem 5.3.1 and Corollary

5.3.4). Þ

4.3 Diagonalizability

Before we continue with our analysis of general linear transformations, we

consider a particular but very useful case.

Definition 4.3.1. (1) Let V be a finite-dimensional vector space and let

T W V ! V be a linear transformation. Then T is diagonalizable if V has

a basis B with ŒT �B a diagonal matrix.

(2) An n-by-n matrix A is diagonalizable if TA W Fn ! Fn is diagonal-

izable. Þ

Remark 4.3.2. In light of Theorem 2.3.14, we may phrase (2) more sim-

ply as: A is diagonalizable if it is similar to a diagonal matrix. Þ

Lemma 4.3.3. Let V be a finite-dimensional vector space and let T W V !
V be a linear transformation. Then T is diagonalizable if and only if V has

a basis B consisting of eigenvectors of T :

Proof. Let B D fv1; : : : ; vng and let D D ŒT �B be a diagonal matrix with

diagonal entries �1; : : : ; �n: For each i;

�
T
�
vi
��

B
D ŒT �B

�
vi
�
B
D D ei D �iei D �i

�
vi
�
B
;

so T .vi / D �ivi and vi is an eigenvector.

Conversely, if B D fv1; : : : ; vng is a basis of eigenvectors, so T .vi / D
�ivi for each i , then

ŒT �B D
��

T
�
v1
��

B

ˇ̌ �
T
�
v2
��

B

ˇ̌
� � �
�

D
��
�1v1

�
B

ˇ̌ �
�2v2

�
B

ˇ̌
� � �
�
D
�
�1e1

ˇ̌
�2e2

ˇ̌
� � �
�
D D

is a diagonal matrix.
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Theorem 4.3.4. Let V be a finite-dimensional vector space and let T W
V ! V be a linear transformation. If cT .x/ does not split into a product

of linear factors, then T is not diagonalizable. If cT .x/ does split into a

product of linear factors (which is always the case if F is algebraically

closed) then the following are equivalent:

(1) T is diagonalizable.

(2) mT .x/ splits into a product of distinct linear factors.

(3) For every eigenvalue � of T ; E� D E1
�

(i.e., every generalized

eigenvector of T is an eigenvector of T ).

(4) For every eigenvalue � of T ; geom-mult.�/ D alg-mult.�/:

(5) The sum of the geometric multiplicities of the eigenvalues is equal

to the dimension of V:

(6) If �1; : : : ; �m are the distinct eigenvalues of T , then

V D E�1
˚ � � � 	 E�m

:

Proof. We prove the contrapositive of the first claim: Suppose T is diag-

onalizable and let B be a basis of V with D D ŒT �B a diagonal matrix

with diagonal entries �1; : : : ; �n: Then cT .x/ D cD.x/ D det.xI �D/ D
.x � �1/ � � � .x � �n/:

Suppose cT .x/ D .x��1/ � � � .x��n/. The scalars �1; : : : ; �n may not

all be distinct, so we group them. Let the distinct eigenvalues be �1; : : : ; �m
so cT .x/ D .x � �1/e1 � � � .x � �m/em for positive integers e1; : : : ; em:

Let n D dim.V /: Visibly, ei is the algebraic multiplicity of �i ; and

e1 C � � � C em D n: Let fi be the geometric multiplicity of �i : Then we

know by Lemma 4.1.15 that 1 � fi � ei ; so f1C � � �C fm D n if and only

if fi D ei for each i; so (4) and (5) are equivalent. We know by Lemma

4.2.4 that ei D dimE1
�i
; and by definition fi D dimE�i

; and E�i
� E1

�i
;

so (3) and (4) are equivalent.

By Lemma 4.2.5, V D E1
�1
˚ � � � ˚ E1

�k
, so V D E�1

˚ � � � ˚ E�k
if

and only ifE�1
D E1

�1
for each i , so (3) and (6) are equivalent.

If V D E�1
˚ � � � ˚ E�m

, let Bi be a basis for E�i
and let B D

B1 [ � � � [Bm. Let Ti be the restriction of T to E�i
. Then B is a basis for

V and

ŒT �B D

2
64
A1

: : :

Am

3
75 D A;

a block diagonal matrix withAi D ŒTi �Bi
. But in this case Ai is the ei -by-ei

matrix �iI (a scalar multiple of the identity matrix) so (6) implies (1).
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If there is an eigenvalue �i of T for which E�i
� E1

�i
; let vi 2 E1�i

be a generalized eigenvector of index k > 1; so .T � �iI/k.vi / D 0 but

.T ��iI/k�1.vi / ¤ 0: For any polynomialp.x/withp.�i / ¤ 0; p.T /.vi /
is another generalized eigenvector of the same index k. This implies that any

polynomial f .x/ with f .T /.vi / D 0; and in particularmT .x/; has a factor

of .x � �i /k : Thus not-(3) implies not-(2), or (2) implies (3).

Finally, let T be diagonalizable, ŒT �B D D in some basis B; where

D is a diagonal matrix with entries �1; : : : ; �m; and with distinct diagonal

entries �1 repeated e1 times, �2 repeated e2 times, etc. We may reorder B

so that

ŒT �B D

2
64
A1

: : :

Am

3
75 D A

with Ai the ei -by-ei matrix �iI: Then Ai � �iI is the zero matrix, and an

easy computation shows .A � �1I / � � � .A � �mI / D 0; so mT .x/ divides,

and is easily seen to be equal to, .x � �1/ � � � .x � �m/; and (1) implies

(2).

Corollary 4.3.5. Let V be a finite-dimensional vector space and T W V !
V a linear transformation. Suppose that cT .x/ D .x � �1/ � � � .x � �n/ is

a product of distinct linear factors. Then T is diagonalizable.

Proof. By Corollary 4.1.16, alg-mult.�i / D 1 implies geom-mult.�i / D 1
as well.

4.4 An application to

differential equations

Let us look at a familiar situation, the solution of linear differential equa-

tions, and see how the ideas of linear algebra clarify what is going on. Since

we are interested in the linear-algebraic aspects of the situation rather than

the analytical ones, we will not try to make minimal differentiability as-

sumptions, but rather make the most convenient ones.

We let V be the vector space of C1 complex-valued functions on the

real line R: We let L be an nth order linear differential operator L D
an.x/D

n C � � � C a1.x/DC a0.x/; where the ai .x/ are functions in V and

D denotes differentiation: D.f .x// D f 0.x/ and Dk.f .x// D f .k/.x/; the

kth derivative. We further assume that an.x/ ¤ 0 for all x 2 R:
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Theorem 4.4.1. Let L be as above. Then Ker.L/ is an n-dimensional sub-

space of V: For any b.x/ 2 V; fy 2 V j L.y/ D b.x/g is an affine subspace

of V parallel to Ker.L/:

Proof. As the kernel of a linear transformation, Ker.L/ is a subspace of V:

Ker.L/ D fy 2 V j L.y/ D 0g is just the solution space of the linear

differential equation L.y/ D an.x/y
.n/ C � � � C a1.x/y0 C a0.x/y D 0:

For x0 2 R define a linear transformation E W Ker.L/! Cn by

E.y/ D

2
66664

y
�
x0
�

y0
�
x0
�

:::

y.n�1/
�
x0
�

3
77775
:

The fundamental existence and uniqueness theorem for linear differen-

tial equations tells us that E is onto (that’s existence—there is a solution for

any set of initial conditions) and that it is 1-1 (that’s uniqueness), so E is an

isomorphism and Ker.L/ is n-dimensional. For any b.x/ 2 V this theorem

tells us that L.y/ D b.x/ has a solution, so now, by Theorem 1.5.7, the set

of all solutions is an affine subspace parallel to Ker.L/:

Now we wish to solve L.y/ D 0 or L.y/ D b.x/:
To solve L.y/ D 0; we find a basis of Ker.L/: Since we know Ker.L/

is n-dimensional, we simply need to find n linearly independent functions

fy1.x/; : : : ; yn.x/g in Ker.L/ and the general solution of L.y/ D 0will be

y D c1y1.x/C � � � C cnyn.x/: Then, by Proposition1.5.6, in order to solve

the inhomogeneous equation L.y/ D b.x/; we simply need to find a single

solution, i.e., a single function y0.x/ with L.y0.x// D b.x/; and then the

general solution of L.y/ D b.x/ will be y D y0.x/ C c1y1.x/ C � � � C
cnyn.x/:

We now turn to the constant coefficient case, where we can find explicit

solutions. That is, we assume an; : : : ; a0 are constants.

First let us see that a familiar property of differentiation is a conse-

quence of a fact from linear algebra.

Theorem 4.4.2. Let V be a (necessarily infinite-dimensional) vector space

and let T W V ! V be a linear transformation such that T is onto and

Ker.T / is 1-dimensional. Then for any positive integer k; Ker.T k/ is k-

dimensional and is the subspace fp.T /.vk/ j p.x/ an arbitrary polynomialg
for a single generalized eigenvector vk of index k, (necessarily associated

to the eigenvalue 0).
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Proof. We proceed by induction on k. By hypothesis the theorem is true

for k D 1: Suppose it is true for k and consider T kC1. By hypothesis,

there is a vector vkC1 with T .vkC1/ D vk , and vkC1 is then a generalized

eigenvector of index kC1. The subspace fp.T /.vkC1/ jp.x/ a polynomialg
is a subspace of Ker.T kC1/ of dimensionkC1. We must show this subspace

is all of Ker.T kC1/: Let w 2 Ker.T kC1/, so T kC1.w/ D T k.T .w// D 0.

By the inductive hypothesis, we can write T .w/ D p.T /.vk/ for some

polynomial p.x/. If we let w0 D p.T /.vkC1/, then

T .w0/ D T p.T /.vkC1/ D p.T /T .vkC1/ D p.T /.vk/ D T .w/:

Hence w � w0 2 Ker.T /; so w D w0 C av1 where v1 D T k�1.vk/ D
T k.vkC1/, i.e., w D .p.T /C aT k/.vkC1/ D q.T /.vkC1/ where q.x/ D
p.x/C axk , and we are done.

Lemma 4.4.3. (1) Ker.Dk/ has basis f1; x; : : : ; xk�1g:
(2) More generally, for any a; Ker.D � a/k has basis feax; xeax; : : : ;

xk�1eaxg.

Proof. We can easily verify that

.D � a/k.xk�1eax/ D 0 but .D � a/k�1.xk�1eax/ ¤ 0

(and it is trivial to verify that Dk.xk�1/ D 0 but Dk�1.xk�1/ ¤ 0). Thus

B D feax; xeax; : : : ; xk�1eaxg is a set of generalized eigenvectors of in-

dices 1; 2; : : : ; k associated to the eigenvalue a. Hence B is linearly inde-

pendent. We know from Theorem 4.4.1 that Ker..D � a/k/ has dimension

k; so B forms a basis.

Alternatively, we can use Theorem 4.4.2. We know Ker.D/ consists pre-

cisely of the constant functions, so it is 1-dimensional with basis f1g: Fur-

thermore, D is onto by the Fundamental Theorem of Calculus: If F.x/ DR x
x0
f .t/dt; then D.F.x// D f .x/:
For D � a the situation is only a little more complicated. We can easily

find that Ker.D � a/ D fceaxg; a 1-dimensional space with basis feaxg: If

we let

F.x/ D eax
Z x

x0

e�atf .t/ dt;

the product rule and the Fundamental Theorem of Calculus show that

.D � a/.F.x// D f .x/:



“book” — 2011/3/4 — 17:06 — page 107 — #121
i

i

i

i

i

i

i

i

4.4. An application to differential equations 107

With notation as in the proof of Theorem 4.4.2, if we let v1 D eax and

solve for v2; v3; : : : ; recursively, we obtain a basis of Ker.D � a/

feax; xeax; .x2=2/eax; : : : ; .xk�1=.k � 1/Š/eaxg

(or f1; x; x2=2; : : : ; xk�1=.k � 1/Šg if a D 0) and since we can replace any

basis element by a multiple of itself and still have a basis, we are done.

Theorem 4.4.4. Let L be a constant coefficient differential operator with

factorization

L D an.D � �1/e1 � � � .D � �m/em

where �1; : : : ; �m are distinct. Then

fe�1x; : : : ; xe1�1e�1x; : : : ; e�mx ; : : : ; xem�1�mxg

is a basis for Ker.L/; so that the general solution of L.y/ D 0 is

y D c1;1e�1x C � � � C c1;e1
xe1�1e�1x C � � �

C cm;1e�mx C � � � C cm;emx
em�1e�mx:

If b.x/ 2 V is arbitrary, let y0 D y0.x/ be an element of V with

L.y0.x// D b.x/: (Such an element y0.x/ always exists.) Then the general

solution of L.y/ D b.x/ is

y D y0 C c1;1e�1x C � � � C c1;e1
xe1�1e�1x C � � �

C cm;1e�mx C � � � C cm;emx
em�1e�mx:

Proof. We know that the set of generalized eigenspaces corresponding to

distinct eigenvalues are linearly independent (this follows directly from the

proof of Lemma 4.2.5, which does not require V to be finite dimensional)

and then within each eigenspace a set of generalized eigenvectors with dis-

tinct indices is linearly independent as well, so this entire set of generalized

eigenvectors is linearly independent. Since there are n of them, they form a

basis for Ker.L/: The inhomogeneous case then follows immediately from

Proposition1.5.6.

Remark 4.4.5. Suppose L has real coefficients and we want to solve

L.y/ D 0 in real functions. We proceed as above to obtain the general

solution, and look for conditions on the c’s for the solution to be real. Since

anx
n C � � � C a0 is a real polynomial, if the complex number � is a root

of it, so is its conjugate �, and then to obtain a real solution of L.y/ D 0
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the coefficient of e�x must be the complex conjugate of the coefficient of

e�x ; etc. Thus in our expression for y there is a pair of terms ce�x C ce�x:
Writing c D c1 C ic2 and � D aC bi ,

ce�x C ce�x D
�
c1 C ic2

��
eax

�
cos.bx/C i sin.bx/

��

C
�
c1 � ic2

��
eax

�
cos.bx/� i sin.bx/

��

D d1eax cos.bx/C d2eax sin.bx/

for real numbers d1 and d2: That is, we can perform a change of basis and

instead of using the basis given in Theorem 4.4.4, replace each pair of basis

elements fe�x; e�xg by the pair of basis elements feax cos.bx/; eax sin.bx/g;
etc., and express our solution in terms of this new basis. Þ



“book” — 2011/3/4 — 17:06 — page 109 — #123
i

i

i

i

i

i

i

i

CHAPTER 5

The structure of a

linear transformation II

In this chapter we conclude our analysis of the structure of a linear transfor-

mation T W V ! V . We derive our deepest structural results, the rational

canonical form of T and, when V is a vector space over an algebraically

closed field F , the Jordan canonical form of T .

Recall our metaphor of coordinates as giving a language in which to de-

scribe linear transformations. A basis B of V in which ŒT �B is in canonical

form is a “right” language to describe the linear transformation T . This is

especially true for the Jordan canonical form, which is intimately related to

eigenvalues, eigenvectors, and generalized eigenvectors.

The importance of the Jordan canonical form of T cannot be overem-

phasized. Every structural fact about a linear transformation is encoded in

its Jordan canonical form.

We not only show the existence of the Jordan canonical form, but also

derive an algorithm for finding the Jordan canonical form of T as well as

finding a Jordan basis of V , assuming we can factor the characteristic poly-

nomial cT .x/. (Of course, there is no algorithm for factoring polynomials,

as we know from Galois theory.)

We have arranged our exposition in what we think is the clearest way,

getting to the simplest (but still important) results as quickly as possible

in the preceding chapter, and saving the deepest results for this chapter.

However, this is not the logically most economical way. (That would have

been to prove the most general and deepest structure theorems first, and

to obtain the simpler results as corollaries.) This means that our approach

involves a certain amount of repetition. For example, although we defined

109
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the characteristic and minimum polynomials of a linear transformation in

the last chapter, we will be redefining them here, when we consider them

more deeply. But we want to remark that this repetition is a deliberate choice

arising from the order in which we have decided to present the material.

While our ultimate goal in this chapter is the Jordan canonical form, our

path to it goes through rational canonical form. There are several reasons

for this: First, rational canonical form always exists, while in order to obtain

the Jordan canonical form for an arbitrary linear transformation we must be

working over an algebraically closed field. (There is a generalization of

Jordan canonical form that exists over an arbitrary field, and we will briefly

mention it though not treat it in depth.) Second, rational canonical form is

important in itself, and, as we shall see, has a number of applications. Third,

the natural way to prove the existence of the Jordan canonical form of T is

first to split V up into the direct sum of the generalized eigenspaces of T

(this being the easy step), and then to analyze each generalized eigenspace

(this being where the hard work comes in), and for a linear transformation

with a single generalized eigenspace, rational and Jordan canonical forms

are very closely related.

Here is how our argument proceeds. In Section 5.1 we introduce the

minimum and characteristic polynomials of a linear transformation T W
V �! V , and in particular we derive Theorem 5.1.11, which is both very

useful and important in its own right. In Section 5.2 we consider T -invariant

subspaces W of V and the map T induced by T on the quotient space

V=W . In Section 5.3 we prove Theorem 5.3.1, giving the relationship be-

tween the minimum and characteristic polynomials of T , and as a corollary

derive the Cayley-Hamilton Theorem. (It is often thought that this theo-

rem is a consequence of Jordan canonical form, but, as you will see, it is

actually prior to Jordan canonical form.) In Section 5.4 we return to invari-

ant subspaces, and prove the key technical results Theorem 5.4.6 and The-

orem 5.4.10, which tell us when T -invariant subspaces have T -invariant

complements. Using this work, we quickly derive rational canonical form

in Section 5.5, and then we use rational canonical form to quickly derive

Jordan canonical form in Section 5.6. Because of the importance and utility

of this result, in Section 5.7 we give a well-illustrated algorithm for find-

ing the Jordan canonical form of T , and a Jordan basis of V , providing

we can factor the characteristic polynomial of T . In the last two sections

of this chapter, Section 5.8 and Section 5.9, we apply our results to derive

additional structural information on linear transformations.
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5.1 Annihilating, minimum, and

characteristic polynomials

Let V be a finite-dimensional vector space and let T W V ! V be a linear

transformation. In this section we introduce three sorts of polynomials asso-

ciated to T : First, for any nonzero vector v 2 V , we have its T -annihilator

mT ;v.x/. Then we have the minimum polynomial of T , mT .x/, and the

characteristic polynomial of T , cT .x/. All of these polynomials will play

important roles in our development.

Theorem 5.1.1. Let V be a vector space of dimension n and let v 2 V be a

vector, v ¤ 0. Then there is a unique monic polynomialmT ;v.x/ of lowest

degree withmT ;v.T /.v/ D 0. This polynomial has degree at most n.

Proof. Consider the vectors fv; T .v/; : : : ; T n.v/g. This is a set of n C 1
vectors in an n-dimensional vector space and so is linearly dependent, i.e.,

there are a0; : : : ; an not all zero such that a0vCa1T .v/C� � �CanT n.v/ D
0. Thus if p.x/ D anx

n C � � � C a0, p.x/ is a nonzero polynomial with

p.T /.v/ D 0. Now J D ff .x/ 2 F Œx� j f .T /.v/ D 0g is a nonzero ideal

in F Œx� (if f .T /.v/ D 0 and g.T /.v/ D 0, then .f C g/.T /.v/ D 0 and

if f .T /.v/ D 0 then .cf /.T /.v/ D 0, and p.x/ 2 J, so J is a nonzero

ideal.) Hence by Lemma A.1.8 there is a unique monic polynomialmT ;v.x/

of lowest degree in J.

Definition 5.1.2. The polynomialmT ;v.x/ is called the T -annihilator

of the vector v. Þ

Example 5.1.3. Let V have basis fv1; : : : ; vng and define T by T .v1/ D
0 and T .vi / D vi�1 for i > 1. Then mT ;vk

.x/ D xk for k D 1; : : : ; n.

This shows that mT ;v.x/ can have any degree between 1 and n. Þ

Example 5.1.4. Let V D rF1 and let L W V ! V be left shift. Consider

v 2 V , v ¤ 0. For some k, v is of the form .a1; a2; : : : ; ak; 0; 0; : : :/ with

ak ¤ 0, and then mT ;v.x/ D xk . If R W V ! V is right shift, then for any

vector v ¤ 0, the set fv;R.v/;R2.v/; : : :g is linearly independent and so

there is no nonzero polynomial p.x/ with p.T /.v/ D 0. Þ

Theorem 5.1.5. Let V be a vector space of dimension n. Then there is a

unique monic polynomialmT .x/ of lowest degree withmT .T /.v/ D 0 for

every v 2 V . This polynomial has degree at most n2.

Proof. Choose a basis B D fv1; : : : ; vng of V . For each vk 2 B we have its

T -annihilator pk.x/ D mT ;vk
.x/. Let q.x/ be the least common multiple
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of p1.x/; : : : ; pn.x/. Since pk.x/ divides q.x/ for each k, q.T /.vk/ D 0.

Hence q.T /.v/ D 0 for every v 2 V by Lemma 1.2.23. If r.x/ is any poly-

nomial with r.x/ not divisible by pk.x/ for some k, then for that value of

k we have r.T /.vk/ ¤ 0. Thus mT .x/ D q.x/ is the desired polynomial.

mT .x/ divides the product p1.x/p2.x/ � � �pn.x/, of degree n2, so mT .x/

has degree at most n2.

Definition 5.1.6. The polynomial mT .x/ is the minimum polynomial

of T . Þ

Remark 5.1.7. As we will see in Corollary 5.1.12,mT .x/ has degree at

most n. Þ

Example 5.1.8. Let V be n-dimensional with basis fv1; : : : ; vng and for

any fixed value of k between 1 and n, define T W V ! V by T .v1/ D 0,

T .vi / D vi�1 for 2 � i � k, T .vi / D 0 for i > k. Then mT .x/ D xk .

This shows that mT .x/ can have any degree between 1 and n (compare

Example 5.1.3). Þ

Example 5.1.9. Returning to Example 5.1.4, we see that if T D R,

given any nonzero vector v 2 V there is no nonzero polynomial f .x/

with f .T /.v/ D 0, so there is certainly no nonzero polynomial f .x/ with

f .T / D 0. Thus T does not have a minimum polynomial. If T D L, then

mT ;v.x/ exists for any nonzero vector v 2 V , i.e., for every nonzero vector

v 2 V there is a polynomial fx.x/ with fv.T /.v/ D 0. But there is no

single polynomial f .x/ with f .T /.v/ D 0 for every v 2 V , so again T

does not have a minimum polynomial. (Such a polynomial would have to

be divisible by xk for every positive integer k.) Let T W V ! V be defined

by T .a1; a2; a3; a4; : : :/ D .�a1; a2;�a3; a4; : : :/. If v0 D .a1; a2; : : :/

with ai D 0 whenever i is odd, then T .v0/ D v0 so mT ;v0
.x/ D x � 1. If

v1 D .a1; a2; : : :/ with ai D 0 whenever i is even, then T .v1/ D �v1
so mT ;v1

.x/ D x C 1. If v is not of one of these two special forms,

then mT ;v.x/ D x2 � 1. Thus T has a minimum polynomial, namely

mT .x/ D x2 � 1. Þ

Lemma 5.1.10. Let V be a vector space and let T W V ! V be a linear

transformation. Let v1; : : : ; vk 2 V with T -annihilatorspi .x/ D mT ;vi
.x/

for i D 1; : : : ; k and suppose that p1.x/; : : : ; pk.x/ are pairwise relatively

prime. Let v D v1 C � � � C vk have T -annihilator p.x/ D mT ;v.x/. Then

p.x/ D p1.x/ � � �pk.x/.

Proof. We proceed by induction on k. The case k D 1 is trivial. We do the

crucial case k D 2, and leave k > 2 to the reader.
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Let v D v1 C v2 where p1.T /.v1/ D p2.T /.v2/ D 0 with p1.x/ and

p2.x/ relatively prime. Then there are polynomials q1.x/ and q2.x/ with

p1.x/q1.x/C p2.x/q2.x/ D 1, so

v D Iv D
�
p1.T /q1.T /C p2.T /q2.T /

��
v1 C v2

�

D p2.T /q2.T /
�
v1
�
C p1.T /q1.T /

�
v2
�

D w1C w2:

Now

p1.T /
�
w1
�
D p1.T /

�
p2.T /q2.T /

�
v1
��

D
�
p2.T /q2.T /

��
p1.T /

�
v1
��
D 0;

so w1 2 Ker.p1.T // and similarly w2 2 Ker.p2.T //.

Let r.x/ be any polynomial with r.T /.v/ D 0.

Now v D w1 C w2 so p2.T /.v/ D p2.T /.w1 C w2/ D p2.T /.w1/,

so 0 D r.T /.v/ gives 0 D r.T /p2.T /q2.T /.w1/. Also, p1.T /.w1/ D 0

so we certainly have 0 D r.T /p1.T /q1.T /.w1/. Hence

0 D r.T /
�
p1.T /q1.T /C p2.T /q2.T /

��
w1
�

D r.T /
�
I
��
w1
�

D r.T /
�
w1
�

(as p1.x/q1.x/C p2.x/q2.x/ D 1), and similarly 0 D r.T /.w2/.
Now

r.T /.w1/ D r.T /.p2.T /q2.T //.v1/:
But p1.x/ is the T -annihilator of v1, so by definition p1.x/ divides

r1.x/.p2.x/q2.x//. From 1 D p1.x/q1.x/Cp2.x/q2.x/ we see that p1.x/

and p2.x/q2.x/ are relatively prime, so by Lemma A.1.21, p1.x/ divides

r.x/. Similarly, considering r.T /.w2/, we see that p2.x/ divides r.x/. By

hypothesis p1.x/ and p2.x/ are relatively prime, so by Corollary A.1.22,

p1.x/p2.x/ divides r.x/.

On the other hand, clearly

.p1.T /p2.T //.v/ D .p1.T /p2.T //.v1 C v2/ D 0:

Thus p1.x/p2.x/ is the T -annihilator of v, as claimed.

Theorem 5.1.11. Let V be a finite-dimensional vector space and let T W
V ! V be a linear transformation. Then there is a vector v 2 V such that

the T -annihilatormT ;v.x/ of v is equal to the minimum polynomialmT .x/

of T .
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Proof. Choose a basis B D fv1; : : : ; vng of V . As we have seen in Theo-

rem 5.1.5, the minimum polynomialmT .x/ is the least common multiple of

the T -annihilatorsmT ;v1
.x/; : : : ; mT ;vn

.x/. Factor mT .x/ D p1.x/
f1 � � �

pk.x/
fk where p1.x/; : : : ; pk.x/ are distinct irreducible polynomials, and

hence p1.x/
f1 ; : : : ; pk.x/

fk are pairwise relatively prime polynomials. For

each i between 1 and k, pi .x/
fi must appear as a factor of mT ;vj

.x/ for

some j . Write mT ;vj
.x/ D pi.x/

fi q.x/. Then the vector ui D q.T /.vj /

has T -annihilatorpi .x/
fi . By Lemma 5.1.10, the vector v D u1C� � �Cuk

has T -annihilator p1.x/
f1 � � �pk.x/fk D mT .x/.

Not only is Theorem 5.1.11 interesting in itself, but it plays a key role in

future developments: We will often pick an element v 2 V withmT ;v.x/ D
mT .x/, and proceed from there.

Here is an immediate application of this theorem.

Corollary 5.1.12. Let T W V ! V where V is a vector space of dimension

n. Then mT .x/ is a polynomial of degree at most n.

Proof. mT .x/ D mT ;v.x/ for some v 2 V . But for any v 2 V , mT ;v.x/

has degree at most n.

We now define a second very important polynomial associated to a lin-

ear transformation from a finite-dimensional vector space to itself.

We need a preliminary lemma.

Lemma 5.1.13. Let A and B be similar matrices. Then det.xI � A/ D
det.xI � B/ (as polynomials in F Œx�).

Proof. If B D PAP�1 then

xI � B D x.PIP�1/ � .PAP�1/
D P.xI /P�1 � PAP�1 D P.xI � A/P�1;

so

det.xI � B/ D det.P.xI �A/P�1/ D det.P / det.xI �A/ det.P�1/

D det.P / det.xI � A/ det.P /�1 D det.xI � A/: �

Definition 5.1.14. Let A be a square matrix. The characteristic poly-

nomial cA.x/ of A is the polynomial cA.x/ D det.xI � A/. Let V be a

finite-dimensional vector space and let T W V ! V be a linear transfor-

mation. The characteristic polynomial cT .x/ is the polynomial defined as

follows. Let B be any basis of V and let A be the matrix A D ŒT �B . Then

cT .x/ D det.xI �A/. Þ



“book” — 2011/3/4 — 17:06 — page 115 — #129
i

i

i

i

i

i

i

i

5.1. Annihilating, minimum, characteristic polynomials 115

Remark 5.1.15. We see from Theorem 2.3.14 and Lemma 5.1.13 that

cT .x/ is well defined, i.e., independent of the choice of basis B. Þ

We now introduce a special kind of matrix, whose importance we will

see later.

Definition 5.1.16. Let f .x/ D xn C an�1xn�1 C � � � C a1x C a0 be

a monic polynomial in F Œx� of degree n � 1. Then the companion matrix

C.f .x// of f .x/ is the n-by-n matrix

C
�
f .x/

�
D

2
666664

�an�1 1 0 � � � 0
�an�2 0 1 � � � 0

:::
: : :

�a1 0 0 � � � 1
�a0 0 0 � � � 0

3
777775
:

(The 1’s are immediately above the diagonal.) Þ

Theorem 5.1.17. Let f .x/ D xn C an�1xn�1 C � � � C a0 be a monic

polynomial and let A D C.f .x// be its companion matrix. Let V D Fn

and let T D TA W V ! V be the linear transformation T .v/ D Av.

Let v D en be the nth standard basis vector. Then the subspace W of V

defined by W D fg.T /.v/ j g.x/ 2 F Œx�g is V . Furthermore, mT .x/ D
mT ;v.x/ D f .x/.

Proof. We see that T .en/ D en�1, T 2.en/ D T .en�1/ D en�2, and in

general T k.en/ D en�k for k � n� 1. Thus the subspace W of V contains

the subspace spanned by fT n�1.v/; : : : ; T .v/; vg D fe1; : : : ; en�1; eng,
which is all of V . We also see that this set is linearly independent, and

hence that there is no nonzero polynomialp.x/ of degree less than or equal

to n� 1 with p.T /.v/ D 0. From

T n.v/ D T .e1/ D �an�1e1 � an�2e2 � � � � a1en�1 � a0en
D �an�1T n�1.v/ � an�2T n�2.v/ � � � � � a1T .v/ � a0v

we see that

0 D anT n.v/C � � � C a1T .v/C a0v;

i.e., f .T /.v/ D 0. Hence mT ;v.x/ D f .x/.
On the one hand, mT ;v.x/ divides mT .x/. On the other hand, since

every w 2 V is w D g.T /.v/ for some polynomial g.x/,

mT ;v.T /.w/ D mT ;v.T /g.T /.v/ D g.T /mT ;v.T /.v/ D g.T /.0/ D 0;
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for every w 2 V , and so mT .x/ dividesmT ;v.x/. Thus

mT .x/ D mT ;v.x/ D f .x/: �

Lemma 5.1.18. Let f .x/ D xnCan�1xn�1C� � �Ca0 be a monic polyno-

mial of degree n � 1 and let A D C.f .x// be its companion matrix. Then

cA.x/ D det.xI � A/ D f .x/.

Proof. We proceed by induction. If n D 1 then A D C.f .x// D Œ�a0� so

xI �A D ŒxC a0� has determinant x C a0.

Assume the theorem is true for k D n � 1 and consider k D n. We

compute the determinant by expansion by minors of the last row

det

2
666664

x C an�1 �1 0 � � � 0

an�2 x �1 � � � 0
:::

:::
: : :

a1 0 �1
a0 0 � � � x

3
777775

D .�1/nC1a0 det

2
6666664

�1 0 � � � 0

x �1 � � � 0

0 x
: : : 0

:::
:::

0 x �1

3
7777775
C x det

2
666664

x C an�1 �1 0 � � � 0

an�2 x �1 � � � 0
:::

: : :
:::

a2 0 � � � �1
a1 0 � � � x

3
777775

D .�1/nC1a0.�1/n�1 C x
�
xn�1 C an�1xn�2 C � � � C a2x C a1

�

D xn C an�1xn�1 C � � � C a1x C a0 D f .x/: �

5.2 Invariant subspaces

and quotient spaces

Let V be a vector space and let T W V ! V be a linear transformation. A

T -invariant subspace of V is a subspace W of V such that T .W / � W . In

this section we will see how to obtain invariant subspaces and we will see

that if W is an invariant subspace of V , then we can obtain in a natural way

the “induced” linear transformation T W V=W ! V=W . (Recall that V=W

is the quotient of the vector space V by the subspaceW . We can form V=W

for any subspace W of V , but in order for T to be defined we need W to be

an invariant subspace.)
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Definition 5.2.1. Let T W V ! V be a linear transformation. A sub-

space W of V is T -invariant if T .W / � W , i.e., if T .v/ 2 W for every

v 2 W . Þ

Remark 5.2.2. If W is a T -invariant subspace of V , then for any poly-

nomial p.x/, p.T /.W / � W . Þ

Lemma 5.2.4 and Lemma 5.2.6 give two basic ways of obtaining T -

invariant subspaces.

Definition 5.2.3. Let T W V ! V be a linear transformation. Let

B D fv1; : : : ; vkg be a set of vectors in V . The T -span of B is the subspace

W D
(

kX

iD1
pi .T /

�
vi
� ˇ̌
pi .x/ 2 F Œx�

)
:

In this situation B is said to T -generateW . Þ

Lemma 5.2.4. In the situation of Definition 5.2.3, the T -span W of B is a

T -invariant subspace of V and is the smallest T -invariant subspace of V

containing B.

In case B consists of a single vector we have the following:

Lemma 5.2.5. Let V be a finite-dimensional vector space and let T W V !
V be a linear transformation. Let w 2 V and let W be the subspace of V

T -generated by w. Then the dimension of W is equal to the degree of the

T -annihilatormT ;w.x/ of w.

Proof. It is easy to check that mT ;w .x/ has degree k if and only if

fw; T .w/; : : : ; T k�1.w/g is a basis of W .

Lemma 5.2.6. Let T W V ! V be a linear transformation and let p.x/ 2
F Œx� be any polynomial. Then

Ker
�
p.T /

�
D
˚
v 2 V j p.T /.v/ D 0

	

is a T -invariant subspace of V .

Proof. If v 2 Ker.p.T //, then

p.T /.T .v// D T .p.T //.v/ D T .0/ D 0: �

Now we turn to quotients and induced linear transformations.
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Lemma 5.2.7. Let T W V ! V be a linear transformation, and letW � V
be a T -invariant subspace. Then T W V=W ! V=W given by T .vCW / D
T .v/CW is a well-defined linear transformation.

Proof. Recall from Lemma 1.5.11 that V=W is the set of distinct affine

subspaces of V parallel to W , and from Proposition 1.5.4 that each such

subspace is of the form vCW for some element v of V . We need to check

that the above formula gives a well-defined value for T .vCW /. Let v and

v0 be two elements of V with vCW D v0CW . Then v�v0 D w 2 W , and

then T .v/ � T .v0/ D T .v � v0/ D T .w/ D w0 2 W , as we are assuming

that W is T -invariant. Hence

T .v CW / D T .v/CW D T .v0/CW D T .v0 CW /:

It is easy to check that T is linear.

Definition 5.2.8. In the situation of Lemma 5.2.7, we call T W V=W !
V=W the quotient linear transformation. Þ

Remark 5.2.9. If � W V ! V=W is the canonical projection (see Defi-

nition 1.5.12), then T is given by T .�.v// D �.T .v//. Þ

When V is a finite-dimensional vector space, we can recast our discus-

sion in terms of matrices.

Theorem 5.2.10. Let V be a finite-dimensional vector space and let W

be a subspace of V . Let B1 D fv1; : : : ; vkg be a basis of W and ex-

tend B1 to B D fv1; : : : ; vk; vkC1; : : : ; vng, a basis of V . Let B2 D
fvkC1; : : : ; vng. Let � W V ! V=W be the quotient map and let B2 D
f�.vkC1/; : : : ; �.vn/g, a basis of V=W .

Let T W V ! V be a linear transformation. Then W is a T -invariant

subspace if and only if ŒT �B is a block upper triangular matrix of the form

ŒT �B D
�
A B

0 D

�
;

where A is k-by-k.

In this case, let T W V=W ! V=W be the quotient linear transforma-

tion. Then

Œ T �
B
D D:
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Lemma 5.2.11. In the situation of Lemma 5.2.7, let V be finite dimensional,

let v 2 V=W be arbitrary, and let v 2 V be any element with �.v/ D v.

Then m
T ;v
.x/ dividesmT ;v.x/.

Proof. We have v D v CW . Then

mT ;v.T /.v/ D mT ;v.T /.v CW / D mT ;v.T /.v/CW D 0CW D 0;

where 0 D 0CW is the 0 vector in V=W .

ThusmT ;v.x/ is a polynomial withmT ;v.v/ D 0. But m
T ;v
.x/ divides

any such polynomial.

Corollary 5.2.12. In the situation of Lemma 5.2.11, the minimum polyno-

mialm
T
.x/ of T divides the minimum polynomialmT .x/ of T .

Proof. It easily follows from Remark 5.2.9 that for any polynomial p.x/,

p.T /.�.v// D �.p.T /.v//. In particular, this is true for p.x/ D mT .x/.

Any v 2 V=W is v D �.v/ for some v 2 V , so

mT .T /.v/ D �.mT .T /.v// D �.0/ D 0:

Thus mT .T /.v/ D 0 for every v 2 V=W , i.e., mT .T / D 0. But m
T
.x/

divides any such polynomial.

5.3 The relationship between

the characteristic and

minimum polynomials

In this section we derive the very important Theorem 5.3.1, which gives the

relationship between the minimum polynomial mT .x/ and the character-

istic polynomial cT .x/ of a linear transformation T W V ! V , where V

is a finite-dimensional vector space over a general field F . (We did this in

the last chapter for F algebraically closed.) The key result used in proving

this theorem is Theorem 5.1.11. As an immediate consequence of Theo-

rem 5.3.1 we have Corollary 5.3.4, the Cayley-Hamilton theorem: For any

such T , cT .T / D 0.

Theorem 5.3.1. Let V be a finite-dimensional vector space and let T W
V ! V be a linear transformation. Let mT .x/ be the minimum polynomial

of T and let cT .x/ be the characteristic polynomial of T . Then
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(1) mT .x/ divides cT .x/.

(2) Every irreducible factor of cT .x/ is an irreducible factor of mT .x/.

Proof. We proceed by induction on n D dim.V /. Let mT .x/ have degree

k � n. Let v 2 V be a vector with mT ;v.x/ D mT .x/. (Such a vector v

exists by Theorem 5.1.11.) Let W1 be the T -span of v. If we let vk D v

and vk�i D T i .v/ for i � k � 1 then, as in the proof of Theorem 5.1.17,

B1 D fv1; : : : ; vkg is a basis for W1 and ŒT jW1�B1
D C.mT .x//, the

companion matrix of mT .x/.

If k D n then W1 D V , so ŒT �B1
D C.mT .x// has characteristic

polynomialmT .x/. Thus cT .x/ D mT .x/ and we are done.

Suppose k < n. Then W1 has a complement V2, so V D W1 ˚ V2. Let

B2 be a basis for V2 and B D B1[B2 a basis for V . Then ŒT �B is a matrix

of the form

ŒT �B D
�
A B

0 D

�

where A D C.mT .x//. (The 0 block in the lower left is due to the fact that

W1 is T -invariant. If V2 were T -invariant then we would have B D 0, but

that is not necessarily the case.) We use the basis B to compute cT .x/.

cT .x/ D det
�
xI � ŒT �B

�
D det

�
xI �A �B
0 xI �D

�

D det.xI �A/ det.xI �D/
D mT .x/ det.xI �D/;

so mT .x/ divides cT .x/.

Now we must show that mT .x/ and cT .x/ have the same irreducible

factors. We proceed similarly by induction. If mT .x/ has degree n then

mT .x/ D cT .x/ and we are done. Otherwise we again have a direct sum

decomposition V D W1 ˚ V2 and a basis B with

ŒT �B D
�
A B

0 D

�
:

In general we cannot consider the restriction T jV2, as V2 may not be

invariant. But we can (and will) consider T W V=W1 ! V=W1. If we let

B D �.B/, then by Theorem 5.2.10,

�
T
�
B
D ŒD�:
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By the inductive hypothesis, m
T
.x/ and c

T
.x/ have the same irre-

ducible factors. Since mT .x/ divides cT .x/, every irreducible factor of

mT .x/ is certainly an irreducible factor of cT .x/. We must show the other

direction. Let p.x/ be an irreducible factor of cT .x/. As in the first part of

the proof,

cT .x/ D det.xI � A/ det.xI �D/ D mT .x/cT
.x/:

Since p.x/ is irreducible, it divides one of the factors. If p.x/ divides the

first factormT .x/, we are done. Suppose p.x/ divides the second factor. By

the inductive hypothesis,p.x/ dividesm
T
.x/. By Corollary 5.2.12,m

T
.x/

dividesmT .x/. Thus p.x/ dividesmT .x/, and we are done.

Corollary 5.3.2. In the situation of Theorem 5.3.1, letmT .x/ D p1.x/e1 � � �
pk.x/

ek for distinct irreducible polynomials p1.x/; : : : ; pk.x/, and posi-

tive integers e1; : : : ; ek . Then cT .x/ D p1.x/
f1 � � �pk.x/fk for integers

f1; : : : ; fk with fi � ei for each i .

Proof. This is just a concrete restatement of Theorem 5.3.1.

The following special case is worth pointing out explicitly.

Corollary 5.3.3. Let V be an n dimensional vector space and let T W V !
V be a linear transformation. Then V is T -generated by a single element if

and only if mT .x/ is a polynomial of degree n, or, equivalently, if and only

ifmT .x/ D cT .x/.

Proof. For w 2 V , letW be the subspace of V T -generated by w. Then the

dimension of W is equal to the degree of mT ;w .x/, and mT ;w .x/ divides

mT .x/. Thus if mT .x/ has degree less than n, W has dimension less than

n and so W � V .

By Theorem 5.1.11, there is a vector v0 2 V withmT ;v0
.x/ D mT .x/.

Thus if mT .x/ has degree n, the subspace V0 of V generated by v0 has

dimension n and so V0 D V .

Since mT .x/ and cT .x/ are both monic polynomials, and mT .x/ di-

vides cT .x/ by Theorem 5.3.1, then mT .x/ D cT .x/ if and only if they

have the same degree. But cT .x/ has degree n.

Theorem 5.3.1 has a famous corollary, originally proved by completely

different methods.
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Corollary 5.3.4 (Cayley-Hamilton Theorem). (1) Let V be a finite-dimen-

sional vector space and let T W V ! V be a linear transformation with

characteristic polynomial cT .x/. Then cT .T / D 0.

(2) Let A be an n-by-n matrix and let cA.x/ be its characteristic poly-

nomial cA.x/ D det.xI �A/. Then cA.A/ D 0.

Proof. (1) mT .T / D 0 and mT .x/ divides cT .x/, so cT .T / D 0.

(2) This is a translation of (1) into matrix language. (Let TDTA.)

Remark 5.3.5. The minimum polynomial mT .x/ has appeared more

prominently than the characteristic polynomial cT .x/ so far. As we shall

see, mT .x/ plays a more important role in analyzing the structure of T

than cT .x/ does. However, cT .x/ has the very important advantage that

it can be calculated without having to consider the structure of T . It is a

determinant, and we have methods for calculating determinants. Þ

5.4 Invariant subspaces and

invariant complements

We have stressed the difference between subspaces and quotient spaces. If

V is a vector space and W is a subspace, then the quotient space V=W is

not a subspace of V . ButW always has a complementW 0 (though except in

trivial cases, W 0 is not unique), V D W ˚W 0, and if � W V ! V=W is the

canonical projection, then the restriction �=W gives an isomorphism from

W 0 to V=W . (On the one hand this can be very useful, but on the other hand

it makes it easy to confuse the quotient space V=W with the subspace W 0.)

Once we consider T -invariant subspaces, the situation changes markedly.

Given a vector space V , a linear transformation T W V ! V , and a T -

invariant subspace W , then, as we have seen in Lemma 5.2.7, we obtain

from T in a natural way a linear transformation T on the quotient space

V=W . However, it is not in general the case that W has a T -invariant com-

plement W 0.
This section will be devoted investigating the question of when a T -

invariant subspace W has a T -invariant complement W 0. We will see two

situations in which this is always the case—Theorem 5.4.6, whose proof

is relatively simple, and Theorem 5.4.10, whose proof is more involved.

Theorem 5.4.10 is the key result we will need in order to develop rational

canonical form, and Theorem 5.4.6 is the key result we will need in order

to further develop Jordan canonical form.
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Definition 5.4.1. Let T W V ! V be a linear transformation. Then

V D W1 ˚ � � � ˚ Wk is a T -invariant direct sum if V D W1 ˚ � � � ˚ Wk
is the direct sum of W1; : : : ; Wk and each Wi is a T -invariant subspace. If

V D W1 ˚ W2 is a T -invariant direct sum decomposition, then W2 is a

T -invariant complement ofW1. Þ

Example 5.4.2. (1) Let V be a 2-dimensional vector space with basis

fv1; v2g and let T W V ! V be defined by T .v1/ D 0, T .v2/ D v2. Then

W1 D Ker.T / D fc1v1 j c1 2 Fg is a T -invariant subspace, and it has

T -invariant complement W2 D Ker.T � I/ D fc2v2 j c2 2 Fg.
(2) Let V be as in part (1) and let T W V ! V be defined by T .v1/ D 0,

T .v2/ D v1. Then W1 D Ker.T / D fc1v1 j c1 2 Fg is again a T -invariant

subspace, but it does not have a T -invariant complement. Suppose W2 is

any T -invariant subspace with V D W1CW2. Then W2 has a vector of the

form c1v1Cc2v2 for some c2 ¤ 0. Then T .c1v1Cc2v2/ D c2v1 2 W2, so

W2 contains the subspace spanned by fc2v1; c1v1 C c2v2g, i.e., W2 D V ,

and then V is not the direct sum ofW1 and W2. (Instead ofW1\W2 D f0g,
as required for a direct sum, W1 \W2 D W1.) Þ

We now consider a more elaborate situation and investigate invariant

subspaces, complements, and induced linear transformations.

Example 5.4.3. Let g.x/ and h.x/ be two monic polynomials that are

not relatively prime and let f .x/ D g.x/h.x/. (For example, we could

choose an irreducible polynomial p.x/ and let g.x/ D p.x/i and h.x/ D
p.x/j for positive integers i and j , in which case f .x/ D p.x/k where

k D i C j .)

Let V be a vector space and T W V ! V a linear transformation with

mT .x/ D cT .x/ D f .x/.
Let v0 2 V be an element with mT ;v0

.x/ D f .x/, so that V is T -

generated by the single element v0. Let W1 D h.T /.V /. We claim that W1
does not have a T -invariant complement. We prove this by contradiction.

Suppose that V D W1 ˚W2 where W2 is also T -invariant. Denote the

restrictions of T to W1 and W2 by T1 and T2 respectively. First we claim

that mT1
.x/ D g.x/.

If w1 2 W1, thenw1 D h.T /.v1/ for some v1 2 V . But v0 T -generates

V , so v1 D k.T /.v0/ for some polynomial k.T /, and then

g.T /
�
w1
�
D g.T /

�
h.T /

�
v1
��
D g.T /

�
h.T /

�
k.T /

�
v0
���

D k.T /
�
g.T /

�
h.T /

�
v0
���

D k.T /
�
f .T /

�
v0
��
D k.T /.0/ D 0:



“book” — 2011/3/4 — 17:06 — page 124 — #138
i

i

i

i

i

i

i

i

124 Guide to Advanced Linear Algebra

Thus g.T /.w1/ D 0 for every w1 2 W1, so mT1
.x/ divides g.x/. If we

let w0 D h.T /.v0/ and set k.x/ D mT1;w0
.x/, then 0 D k.T /.w0/ D

k.T /h.T /.v0/, so mT ;v0
.x/ D g.x/h.x/ divides k.x/h.x/. Thus g.x/

divides k.x/ D mT1;w0
.x/, which dividesmT1

.x/.

Next we claim thatmT2
.x/ divides h.x/. Let w2 2 W2. Then h.T /.w2/

2 W1 (as h.T /.v/ 2 W1 for every v 2 V ). Since W2 is T -invariant,

h.T /.w2/ 2 W2, so h.T /.w2/ 2 W1 \ W2. But W1 \ W2 D f0g by the

definition of a direct sum, so h.T /.w2/ D 0 for every w2 2 W2, and hence

mT2
.x/ divides h.x/. Set h1.x/ D mT2

.x/.

If V D W1 ˚W2, then v0 D w1 C w2 for some w1 2 W1, w2 2 W2.

Let k.x/ be the least common multiple of g.x/ and h.x/. Then k.T /.v0/ D
k.T /.w1 C w2/ D k.T /.w1/ C k.T /.w2/ D 0 C 0 as mT1

.x/ D g.x/

divides k.x/ and mT2
.x/ D h1.x/ divides h.x/, which divides k.x/. Thus

k.x/ is divisible by f .x/ D mT ;v0
.x/. But we chose g.x/ and h.x/ to not

be relatively prime, so their least common multiple k.x/ is a proper factor

of their product f .x/, a contradiction. Þ

Example 5.4.4. Suppose that g.x/ and h.x/ are relatively prime, and

let f .x/ D g.x/h.x/. Let V be a vector space and let T W V ! V a

linear transformation with mT .x/ D cT .x/ D f .x/. Let v0 2 V with

mT ;v0
.x/ D mT .x/, so that V is T -generated by v0. Let W1 D h.T /.V /.

We claim that W2 D g.T /.V / is a T -invariant complement of W1.

First we check that W1 \ W2 D f0g. An argument similar to that in

the previous example shows that if w 2 W1, then mT1;w .x/ divides g.x/,

and that if w 2 W2, then mT2;w.x/ divides h.x/. Hence if w 2 W1 \ W2,

mT ;w .x/ divides both g.x/ and h.x/, and thus divides their gcd. These two

polynomials were assumed to be relatively prime, so their gcd is 1. Hence

1w D 0, i.e., w D 0.

Next we show that we can write any vector in V as a sum of a vector in

W1 and a vector inW2. Since v0 T -generates V , it suffices to show that we

can write v0 in this way. Now g.x/ and h.x/ are relatively prime, so there

are polynomials r.x/ and s.x/ with g.x/r.x/ C s.x/h.x/ D 1. Then

v0 D 1v0 D
�
h.T /s.T /C g.T /r.T /

��
v0
�

D h.T /
�
s.T /

�
v0
��
C g.T /

�
r.T /

�
v0
��
D w1C w2

where

w1 D h.T /.s.T /.v0// 2 h.T /.V / D W1
and

w2 D g.T /.r.T /.v0// 2 g.T /.V / D W2: Þ
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Example 5.4.5. Let g.x/ and h.x/ be arbitrary polynomials and let

f .x/ D g.x/h.x/. Let V be a vector space and T W V ! V a lin-

ear transformation with mT .x/ D cT .x/ D f .x/. Let v0 2 V with

mT ;v0
.x/ D mT .x/ so that V is T -generated by v0.

Let W1 D h.T /.V /. Then we may form the quotient space V 1 D
V=W1, with the quotient linear transformation T W V 1 ! V 1, and �1 W
V ! V 1. Clearly V 1 is T -generated by the single element v1 D �1.v0/.

(Since any v 2 V can be written as v D k.T /.v0/ for some polyno-

mial k.x/, then v C W1 D k.T /.v0/ C W1.) We claim that m
T ;v1

.x/ D
c

T ;v1
.x/ D h.x/. We see that h.T /.v1/ D h.T /.v0/CW1 D 0CW1 as

h.T /.v0/ 2 W1. Hence m
T ;v1

.x/ D k.x/ divides h.x/. Now k.T /.v1/ D
0 C W1, i.e., k.T /.v0/ 2 W1 D h.T /.V /, so k.T /.v0/ D h.T /.u1/ for

some u1 2 V . Then g.T /k.T /.v0/ D g.T /h.T /.v1/ D f .T /.u1/ D 0

since mT .x/ D f .x/. Then f .x/ D g.x/h.x/ divides g.x/k.x/, so h.x/

divides k.x/. Hence m
T ;v1

.x/ D k.x/ D h.x/.
The same argument shows that ifW2 D g.T /.V / and V 2 D V=W2 with

T W V 2 ! V 2 the induced linear transformation then V 2 is T -generated

by the single element v2 D �2.v0/ withm
T ;v2

.x/ D g.x/. Þ

We now come to the two most important ways we can obtain T -invariant

complements (or direct sum decompositions). Here is the first.

Theorem 5.4.6. Let V be a vector space and let T W V ! V be a linear

transformation. Let T have minimum polynomial mT .x/ and let mT .x/

factor as a product of pairwise relatively prime polynomials, mT .x/ D
p1.x/ � � �pk.x/. For i D 1; : : : ; k, let Wi D Ker.pi .T //. Then each Wi is

a T -invariant subspace and V D W1 ˚ � � � ˚Wk .

Proof. For any i , let wi 2 Wi . Then

pi.T /.T .wi // D T .pi .T /.wi // D T .0/ D 0

so T .wi / 2 Wi and Wi is T -invariant.

For each i , let qi.x/ D mT .x/=pi .x/. Then fq1.x/; : : : ; qk.x/g is rela-

tively prime, so there are polynomials r1.x/; : : : ; rk.x/ with q1.x/r1.x/ C
� � � C qk.x/rk.x/ D 1.

Let v 2 V . Then

v D Iv D
�
q1.T /r1.T /C � � � C qk.T /rk.T /

�
.v/

D w1 C � � � C wk
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with wi D qi .T /ri .T /.v/. Furthermore,

pi .T /
�
wi
�
D pi .T /qi .T /ri .T /.v/
D mT .T /ri .T /.v/ D 0 as mT .T / D 0

by the definition of the minimum polynomialmT .x/, and so wi 2 Wi .
To complete the proof we show that if 0 D w1C� � �Cwk withwi 2 Wi

for each i , then w1 D � � � D wk D 0. Suppose i D 1. Then 0 D w1C � � � C
wk so

0 D q1.T /.0/ D q1.T /.w1 C � � � C wk/
D q1.T /.w1/C 0C � � � C 0 D q1.T /.w1/

as pi.x/ divides q1.x/ for every i > 1. Also p1.T /.w1/ D 0 by definition.

Now p1.x/ and q1.x/ are relatively prime, so there exist polynomials f .x/

and g.x/ with f .x/p1.x/C g.x/q1.x/ D 1. Then

w1 D Iw1 D .f .T /p1.T /C g.T /q1.T //.w1/
D f .T /.p1.T /.w1//C g.T /.q1.T /.w1//
D f .T /.0/C g.T /.0/ D 0C 0 D 0:

Similarly, wi D 0 for each i .

As a consequence, we obtain the T -invariant subspaces of a linear trans-

formation T W V ! V .

Theorem 5.4.7. Let T W V ! V be a linear transformation and let

mT .x/ D p1.x/
e1 � � �pk.x/ek be a factorization of the minimum poly-

nomial of T into powers of distinct irreducible polynomials. Let Wi D
Ker.pi .T /

ei /, so that V D W1˚� � �˚Wk , a T -invariant direct sum decom-

position. For i D 1; : : : ; k, let Ui be a T -invariant subspace ofWi (perhaps

Ui D f0g). Then U D U1 ˚ � � � ˚ Uk is a T -invariant subspace of V , and

every T -invariant subspace of V arises in this way.

Proof. We have V D W1˚ � � �˚Wk , by Theorem 5.4.6. It is easy to check

that any such U is T -invariant. We show that these are all the T -invariant

subspaces.

Let U be any T -invariant subspace of V . Let �i W V ! Wi be the

projection and let Ui D �i .U /. We claim that U D U1˚� � �˚Uk . To show

that it suffices to show that Ui � U for each i . Let ui 2 Ui . Then, by the

definition ofUi , there is an element u of U of the form u D u1C� � �CuiC
� � � C uk , for some elements uj 2 Uj , j ¤ i . Let qi .x/ D mT .x/=pi .x/

ei .



“book” — 2011/3/4 — 17:06 — page 127 — #141
i

i

i

i

i

i

i

i

5.4. Invariant subspaces and invariant complements 127

Since pi.x/
ei and qi .x/ are relatively prime, there are polynomials ri .x/

and si .x/ with ri.x/pi .x/
ei C si.x/qi .x/ D 1. We have qi .T /.uj / D 0 for

j ¤ i and pi .T /
ei .ui / D 0. Then

ui D 1ui D
�
1 � ri .T /pi .T /ei

��
ui
�

D si.T /qi .T /
�
ui
�

D 0C : : :C si .T /qi .T /
�
ui
�
C : : :C 0

D si.T /qi .T /
�
u1
�
C : : :C si .T /qi .T /.ui /C : : :C sk.T /qk.T /.ui /

D si.T /qi .T /
�
u1 C : : :C ui C : : :C uk

�
D si.T /qi .T /.u/:

Since U is T -invariant, si.T /qi .T /.u/ 2 U , i.e., ui 2 U , as claimed.

Now we come to the second way in which we can obtain T -invariant

complements. The proof here is complicated, so we separate it into two

stages.

Lemma 5.4.8. Let V be a finite-dimensional vector space and let T W V !
V be a linear transformation. Let w1 2 V be any vector with mT ;w1

.x/ D
mT .x/ and let W1 be the subspace of V T -generated by w1. Suppose that

W1 is a proper subspace of V and that there is a vector v2 2 V such that

V is T -generated by fw1; v2g. Then there is a vector w2 2 V such that

V D W1 ˚W2, where W2 is the subspace of V T -generated by w2.

Proof. Observe that if V2 is the subspace of V that is T -generated by v2,

then V2 is a T -invariant subspace and, by hypothesis, every v 2 V can

be written as v D w01 C v002 for some w01 2 W1 and some v002 2 V2. Thus

V D W1 C V2. However, there is no reason to conclude that W1 and V2 are

independent subspaces of V , and that may not be the case.

Our proof will consist of showing how to “modify” v2 to obtain a vector

w2 such that we can still write every v 2 V as v D w01Cw02 with w01 2 W1
and w02 2 W2, the subspace of V T -generated by w2, and withW1 \W2 D
f0g. We consider the vector v02 D v2 C w where w is any element of W1.

Then we observe that fw1; v02g also T -generates V . Our proof will consist

of showing that for the proper choice ofw,w2 D v02 D v2Cw is an element

of V with W1 \ W2 D f0g. Let V have dimension n and let mT .x/ be a

polynomial of degree k. Set j D n� k. Then W1 has basis

B1 D fu1; : : : ; ukg D fT k�1.w1/; : : : ; T .w1/; w1g:

By hypothesis, V is spanned by

fw1; T .w1/; : : :g [ fv02; T .v02/; : : :g;
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so V is also spanned by

fw1; T .w1/; : : : ; T k�1.w1/g [ fv02; T .v02/; : : :g:

We claim that

fw1; T .w1/; : : : ; T k�1.w1/g [ fv02; T .v02/; : : : ; T j�1.v02/g

is a basis for V . We see this as follows: We begin with the linearly indepen-

dent set fw1; : : : ; T k�1.w1/g and add v02; T .v
0
2/; : : : as long as we can do so

and still obtain a linearly independent set. The furthest we can go is through

T j�1.v02/, as then we have k C j D n vectors in an n-dimensional vector

space. But we need to go that far, as once some T i .v02/ is a linear com-

bination of B1 and fv02; : : : ; T i�1.v02/g, this latter set, consisting of k C i
vectors, spans V , so i � j . (The argument for this uses the fact that W1 is

T -invariant.) We then let

B 02 D fu0kC1; : : : ; u
0
ng D fT j�1.v02/; : : : ; v

0
2g and B 0 D B1 [B 02:

Then B 0 is a basis of V .

Consider T j .u0n/. It has a unique expression in terms of basis elements:

T j
�
u0n
�
D

kX

iD1
biui C

j�1X

iD0

�
� ci

�
u0n�i :

If we let p.x/ D xj C cj�1xj�1 C � � � C c0, we have that

u D p.T /
�
v02
�
D p.T /

�
u0n
�
D

kX

iD1
biui 2 W1:

Case I (incredibly lucky): u D 0. Then T j .v02/ 2 V 02, the subspace

T -spanned by v02, which implies that T i .v02/ 2 V 02 for every i , so V 02 is

T -invariant. Thus in this case we choose w2 D v02, so W2 D V2, T D
W1 ˚W2, and we are done.

Case II (what we expect): u ¤ 0. We have to do some work.

The key observation is that the coefficients bk; bk�1; : : : ; bk�jC1 are all

0, and hence u D
Pk�j
iD1 biui . Here is where we crucially use the hypothesis

that mT ;w1
.x/ D mT .x/. We argue by contradiction. Suppose bm ¤ 0 for

some m � k � j C 1, and let m be the largest such index. Then

T m�1.u/ D bmu1; T m�2.u/ D bmu2 C bm�1u1; : : : :
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Thus we see that

˚
T m�1p.T /

�
v02
�
; T m�2p.T /

�
v02
�
; : : : ; p.T /

�
v02
�
;

T j�1�v02
�
; T j�2�v02

�
; : : : ; v02

	

is a linearly independent subset of V 02, the subspace of V T -generated by

v02, and hence V 02 has dimension at least m C j � k C 1. That implies

that mT ;v0
2
.x/ has degree at least k C 1. But mT ;v0

2
.x/ divides mT .x/ D

mT ;w1
.x/, which has degree k, and that is impossible.

We now set

w D �
k�1X

iD1
biuiCj

and w2 D v02 C w,

B1 D fu1; : : : ; ukg D fT k�1.w1/; : : : ; w1g (as before);

B2 D fukC1; : : : ; ung D fT j�1.w2/; : : : ; w2g; and B D B1 [B2:

We then have

T j
�
un
�
D T j

�
v02 C w

�
D T j

�
v02
�
C T j

�
w
�

D
k�jX

iD1
biui C T j

 
�
k�jX

iD1
biuiCj

!

D
k�jX

iD1
biui C

k�jX

iD1

�
� biui

�
D 0

and we are back in Case I (through skill, rather than luck) and we are done.

Corollary 5.4.9. In the situation of Lemma 5.4.8, let n D dimV and let

k D degmT .x/. Then n � 2k. Suppose that n D 2k. If V2 is the subspace

of V T -generated by v2, then V D W1 ˚ V2.

Proof. From the proof of Lemma 5.4.8 we see that j D n� k � k. Also, if

n D 2k, then j D k, so bk; bk�1; : : : ; b1 are all zero. Then u D 0, and we

are Case I.

Theorem 5.4.10. Let V be a finite-dimensional vector space and let T W
V ! V be a linear transformation. Let w1 2 V be any vector with
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mT ;w1
.x/ D mT .x/ and let W1 be the subspace of V T -generated by

w1. Then W1 has a T -invariant complementW2, i.e., there is a T -invariant

subspace W2 of V with V D W1 ˚W2.

Proof. If W1 D V then W2 D f0g and we are done.

Suppose not. W2 D f0g is a T -invariant subspace of V with W1 \
W2 D f0g. Then there exists a maximal T -invariant subspaceW2 of V with

W1 \W2 D f0g, either by using Zorn’s Lemma, or more simply by taking

such a subspace of maximal dimension. We claim that W1 ˚W2 D V .

We prove this by contradiction, so assume W1 ˚W2 � V .

Choose an element v2 of V with v2 … W1˚W2. Let V2 be the subspace

T -spanned by v2 and let U2 D W2 C V2. If W1 \ U2 D f0g then U2 is

a T -invariant subspace of V with W1 \ U2 D f0g and with U2 � W2,

contradicting the maximality of W2.

Otherwise, let V 0 D W1 C U2. Then V 0 is a T -invariant subspace of

V so we may consider the restriction T 0 of T to V 0, T 0 W V 0 ! V 0. Now

W2 is a T 0-invariant subspace of V 0, so we may consider the quotient linear

transformation T 0 W V 0=W2 ! V 0=W2. Set X D V 0=W2 and S D T 0. Let

� W V 0 ! X be the quotient map. Let w1 D �.w1/ and let v2 D �.v2/.

Let Y1 D �.W1/ � X and let Z2 D �.U2/ � X . We make several

observations: First, Y1 and Z2 are S-invariant subspaces of X . Second, Y1
is T -spanned by w1 and Z2 is T -spanned by v2, so that X is T -spanned

by fw1; v2g. Third, since W1 \ W2 D f0g, the restriction of � to W1, � W
W1 ! Y1, is 1-1.

Certainly mT 0.x/ dividesmT .x/ (as if p.T /.v/ D 0 for every v 2 V ,

then p.T /.v/ D 0 for every v 2 V 0) and we know that mS .x/ divides

mT 0.x/ by Corollary 5.2.12. By hypothesismT ;w1
.x/ D mT .x/, and, since

� W W1 ! Y1 is 1-1, mS ;w1
.x/ D mT ;w1

.x/. Since w1 2 V 0, mT ;w1
.x/

divides mT 0.x/. Finally, mS ;w1
.x/ divides mS .x/. Putting these together,

we see that

mS ;w1
.x/ D mS .x/ D mT 0.x/ D mT .x/ D mT ;w1

.x/:

We now apply Lemma 5.4.8 with T D S , V D X , w1 D w1, and

v2 D v2. We conclude that there is a vector, which we denote by w2, such

that X D Y1˚ Y2, where Y2 is the subspace ofX generated by w2. Let w02
be any element of V 0 with �.w02/ D w2, and let V 02 be the subspace of V 0

T 0-spanned by w02, or, equivalently, the subspace of V T -spanned by w02.
Then �.V 02/ D Y2.
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To finish the proof, we observe that

V 0=W2 D X D Y1 CZ2 D Y1 ˚ Y2;

so, setting U 02 D W2 C V 02,

V D W1 C V 02 CW2 D W1 C
�
W2 C V 02

�
D W1 C U 02:

Also, W1 \ U 02 D f0g. For if x 2 W1 \ U 02, �.x/ 2 �.W1/ \ �.U 02/ D
Y1 \ Y2 D f0g (as �.w2/ D f0g). But if x 2 W1 \ U 02, then x 2 W1, and

the restriction of � to W1 is 1-1, so �.x/ D 0 implies x D 0.

Hence V 0 D W1 ˚ U 02 and U 02 � W2, contradicting the maximality of

W2.

We will only need Theorem 5.4.10 but we can generalize it.

Corollary 5.4.11. Let V be a finite-dimensional vector space and let T W
V ! V be a linear transformation. Let w1; : : : ; wk 2 V and let Wi be

the subspace T -spanned by wi , i D 1; : : : ; k. Suppose that mT ;wi
.x/ D

mT .x/ for i D 1; : : : ; k, and that fW1; : : : ; Wkg is independent. Then

W1 ˚ � � � ˚Wk has a T -invariant complement, i.e., there is a T -invariant

subspace W 0 of V with V D W1 ˚ � � � ˚Wk ˚W 0.

Proof. We proceed by induction on k. The k D 1 case is Theorem 5.4.10.

For the induction step, consider T W V ! V where V D V=W1.

We outline the proof.

Let WkC1 be a maximal T -invariant subspace of V with

.W1 ˚ � � � ˚Wk/\WkC1 D f0g:

We claim that W1 ˚ � � � ˚ WkC1 D V . Assume not. Let W i D T .Wi /

for i D 2; : : : ; k. By the inductive hypothesis, W 2 ˚ � � � ˚ W k has a T -

invariant complement Y kC1 containing �.WkC1/. (This requires a slight

modification of the statement and proof of Theorem 5.4.10. We used our

original formulation for the sake of simplicity.) Let YkC1 be a subspace

of V with YkC1 � WkC1 and �.YkC1/ D Y kC1. Certainly .W2 ˚ � � � ˚
Wk/ \ YkC1 D f0g. Choose any vector y 2 YkC1, y … WkC1. If the

subspace Y T -generated by y is disjoint from W1, set x D y and X D Y .

Otherwise, “modify” Y as in the proof of Lemma 5.4.8 to obtain x with X ,

the subspace T -generated by x, disjoint from W1. Set W 0 D WkC1 ˚ X .

Then W 0 � WkC1 and W 0 is disjoint from W1 ˚ � � � ˚ Wk , contradicting

the maximality of WkC1.
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5.5 Rational canonical form

Let V be a finite-dimensional vector space over an arbitrary field F and let

T W V ! V be a linear transformation. In this section we prove that T has

a unique rational canonical form.

The basic idea of the proof is one we have seen already in a much sim-

pler context. Recall the theorem that any linearly independent subset of a

vector space extends to a basis of that vector space. We think of that as say-

ing that any partial good set extends to a complete good set. We would like

to do the same thing in the presence of a linear transformation T : Define a

partial T -good set and show that any partial T -good set extends to a com-

plete T -good set. But we have to be careful to define a T -good set in the

right way. We will see that the right kind of way to define a partial T -good

set is to define it as the right kind of basis for the right kind of T -invariant

subspace W . Then we will be able extend this to the right kind of basis for

all of V by using Theorem 5.4.10.

Definition 5.5.1. Let V be a finite-dimensional vector space and let

T W V ! V be a linear transformation. An ordered set C D fw1; : : : ; wkg
is a rational canonical T -generating set of V if the following conditions

are satisfied:

(1) V D W1˚� � �˚Wk whereWi is the subspace of V that is T -generated

by wi

(2) pi .x/ is divisible by piC1.x/ for i D 1; : : : ; k � 1, where pi .x/ D
mT ;wi

.x/ is the T -annihilator of wi . Þ

When T D I, any basis of V is a rational canonical T -generating set

and vice-versa, with pi .x/ D x � 1 for every i . Of course, every V has a

basis. A basis for V is never unique, but any two bases of V have the same

number of elements, namely the dimension of V .

Here is the appropriate generalization of these two facts. For the second

fact, we have not only that any two rational canonical T -generating sets

have the same number of elements, but also the same number of elements

of each “type”, where the type of an element is its T -annihilator.

Theorem 5.5.2. Let V be a finite-dimensional vector space and let T W
V ! V be a linear transformation. Then V has a rational canonical T -

generating set C D fw1; : : : ; wkg. If C 0 D fw01; : : : ; w0lg is any rational

canonical T -generating set of V , then k D l and p0i .x/ D pi .x/ for i D
1; : : : ; k, where p0i.x/ D mT ;w0

i
.x/ and pi.x/ D mT ;wi

.x/.
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Proof. First we prove existence and then we prove uniqueness.

For existence we proceed by induction on n D dim.V /. Choose an

element w1 of V with mT ;w1
.x/ D mT .x/ and let W1 be the subspace of

V T -generated by w1. If W1 D V we are done.

Otherwise, letW 0 be a T -invariant complement ofW inV , which exists

by Theorem 5.4.10. Then V D W ˚W 0. Let T 0 be the restriction of T to

W 0, T 0 W W 0 ! W 0. Then mT 0.x/ divides mT .x/. (Since mT .T /.v/ D 0

for all v 2 V , mT .T /.v/ D 0 for all v in W 0.) By induction, W 0 has a

rational canonical T 0-generating set that we write as fw2; : : : ; wkg. Then

fw1; : : : ; wkg is a rational canonical T -generating set of V .

For uniqueness, suppose V has rational canonical T -generating sets

C D fw1; : : : ; wkg and C 0 D fw01; : : : ; w0lg with corresponding T -invariant

direct sum decompositionsV D W1˚� � �˚Wk and V D W 01˚� � �˚W 0l and

corresponding T -annihilators pi.x/ D mT ;wi
.x/ and p0i .x/ D mT ;w0

i
.x/.

Let these polynomials have degree di and d 0i respectively, and let V have

dimension n. We proceed by induction on k.

Now p1.x/ D mT .x/ and p01.x/ D mT .x/, so p01.x/ D p1.x/. If k D
1, V D W1, dim.V / D dim.W1/, n D d1. But then n D d 01 D dim.W 01/ so

V D W 01. Then l D 1, p01.x/ D p1.x/, and we are done.

Suppose for some k � 1 we have p0i .x/ D pi.x/ for i D 1; : : : ; k. If

V D W1 ˚ � � � ˚ Wk then n D d1 C � � � C dk D d 01 C � � � C d 0k so V D
W 01˚� � �˚W 0k as well, l D k, p0i .x/ D pi .x/ and we are done, and similarly

if V D W 01 ˚ � � � ˚W 0l . Otherwise consider the vector space pkC1.T /.V /,
a T -invariant subspace of V . Since V D W1˚ � � � ˚Wk ˚WkC1 ˚ � � � we

have that

pkC1.T /.V / D pkC1.T /
�
W1
�
˚ � � � ˚ pkC1.T /

�
Wk
�

˚ pkC1.T /
�
WkC1

�
˚ � � � :

Let us identify this subspace further. Since pkC1.x/ D mT ;wkC1
.x/, we

have that pkC1.T /.wkC1/ D 0, and hence pkC1.T /.WkC1/ D 0. Since

pkCi .x/ dividespkC1.x/ for i � 1, we also have that pkC1.T /.wkCi / D 0
and hence pkC1.T /.WkCi / D 0 for i � 1. Thus

pkC1.T /.V / D pkC1.T /
�
W1
�
˚ � � � ˚ pkC1.T /

�
Wk
�
:

Now pkC1.x/ divides pi .x/ for i < k, so pkC1.T /.Wi / has dimension

di � dkC1, and hence pkC1.T /.V / is a vector space of dimension d D
.d1 � dkC1/ C .d2 � dkC1/ C � � � C .dk � dkC1/. (Some or all of these

differences of dimensions may be zero, which does not affect the argument.)
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Apply the same argument to the decompositionV D W 01˚� � �˚W 0l to obtain

pkC1.T /.V / D pkC1.T /
�
W 01
�
˚ � � � ˚ pkC1.T /

�
W 0k
�

˚ pkC1.T /
�
W 0kC1

�
˚ � � �

which has the subspace pkC1.T /.W 01/ ˚ � � � ˚ pkC1.T /.W 0k / of dimen-

sion d as well (since p0i .x/ D pi .x/ for i � k). Thus this subspace must

be the entire space, and in particular pkC1.T /.W 0kC1/ D 0, or, equiva-

lently, pkC1.T /.W 0kC1/ D 0. But w0
kC1 has T -annihilator p0

kC1.x/, so

p0
kC1.x/ divides pkC1.x/. The same argument using p0

kC1.T /.V / instead

of pkC1.T /.V / shows that pkC1.x/ divides p0
kC1.x/, so we see that

p0
kC1.x/ D pk.x/. Proceeding in this way we obtain p0i .x/ D pi .x/ for

every i , and l D k, and we are done.

We translate this theorem into matrix language.

Definition 5.5.3. An n-by-n matrix M is in rational canonical form if

M is a block diagonal matrix

M D

2
6664

C
�
p1.x/

�

C
�
p2.x/

�

: : :

C
�
pk.x/

�

3
7775

where C.pi .x// denotes the companion matrix of pi .x/, for some sequence

of polynomials p1.x/; p2.x/; : : : ; pk.x/ with pi .x/ divisible by piC1.x/
for i D 1; : : : ; k � 1. Þ

Theorem 5.5.4 (Rational Canonical Form). (1) Let V be a finite-dimensional

vector space, and let T W V ! V be a linear transformation. Then V has a

basis B such that ŒT �B D M is in rational canonical form. Furthermore,

M is unique.

(2) Let A be an n-by-n matrix. Then A is similar to a unique matrixM

in rational canonical form.

Proof. (1) Let C D fw1; : : : ; wkg be a rational canonical T -generating set

for V , where pi .x/ D mT;wi
.x/ has dimension di . Then

B D
˚
T d1�1�w1

�
; : : : ; w1; T

d2�1�w2
�
; : : : ; w2; : : : ; T

dk�1
�
wk
�
; : : : ; wk

	

is the desired basis.

(2) Apply part (1) to the linear transformation T D TA.
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Definition 5.5.5. If T has rational canonical form with diagonal blocks

C.p1.x//; C.p2.x//; : : : ; C.pk.x// with pi .x/ divisible by piC1.x/ for

i D 1; : : : ; k � 1, then p1.x/; : : : ; pk.x/ is the sequence of elementary

divisors of T . Þ

Corollary 5.5.6. (1) T is determined up to similarity by its sequence of

elementary divisors p1.x/; : : : ; pk.x/

(2) The sequence of elementary divisorsp1.x/; : : : ; pk.x/ is determined

recursively as follows: p1.x/ D mT .x/. Let w1 be any element of V with

mT ;w1
.x/ D mT .x/ and let W1 be the subspace T -generated by w1. Let

T W V=W1 ! V=W1. Then p2.x/ D mT
.x/, etc.

Corollary 5.5.7. Let T have elementary divisors fp1.x/; : : : ; pk.x/g. Then

(1) mT .x/ D p1.x/

(2) cT .x/ D p1.x/p2.x/ � � �pk.x/.

Proof. We already know (1). As for (2),

cT .x/ D det.C.p1.x/// det.C.p2.x/// � � � D p1.x/p2.x/ � � �pk.x/: �

Remark 5.5.8. In the next section we will develop Jordan canonical

form, and in the following section we will develop an algorithm for find-

ing the Jordan canonical form of a linear transformation T W V ! V , and

for finding a Jordan basis of V , providing we can factor the characteristic

polynomial of T .

There is an unconditional algorithm for finding a rational canonical T -

generating set for a linear transformation T W V ! V , and hence the ratio-

nal canonical form of T . Since it can be tedious to apply, and the result is

not so important, we will merely sketch the argument.

First observe that for any nonzero vector v 2 V , we can find its T -

annihilator mT ;x.x/ as follows: Successively check whether the sets

fvg; fv; T .v/g; fv; T .v/; T 2.v/g; : : : , are linearly independent. When we

come to a linearly dependent set fv; T .v/; : : : ; T k.v/g, stop. From the lin-

ear dependence we obtain the T -annihilator mT .x/ of v, a polynomial of

degree k.

Next observe that using Euclid’s algorithm we may find the gcd and lcm

of any finite set of polynomials (without having to factor them).

Given these observations we proceed as follows: Pick a basis fv1; : : : ; vng
of V . Find the T -annihilatorsmT ;v1

.x/; : : : ; mT ;vn
.x/. Knowing these, we

can find the minimum polynomial mT .x/ by using Theorem 5.1.5. Then
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we can find a vector w1 2 V with mT ;w1
.x/ D mT .x/ by using Theo-

rem 5.1.11.

Let W1 be the subspace of V T -generated by w1. Choose any comple-

ment V2 of V , so that V D W1 ˚ V2, and choose any basis fv2; : : : ; vmg
of V2. Successively “modify” v2; : : : ; vm to u2; : : : ; um as in the proof of

Lemma 5.4.8. The subspace U2 spanned by fu2; : : : ; umg is a T -invariant

complement ofW1, V D W1 ˚U2. Let T 0 be the restriction of T to U2, so

that T 0 W U2! U2. Repeat the argument for U2, etc.

In this way we obtain vectors w1; w2; : : : ; wk, with C D fw1; : : : ; wkg
being a rational canonical T -generating set for V , and from C we obtain a

basis B of V with ŒT �B the block diagonal matrix whose diagonal blocks

are the companion matrices C.mT ;w1
.x//; : : : ; C.mT ;wk

.x//, a matrix in

rational canonical form. Þ

5.6 Jordan canonical form

Now let F be an algebraically closed field, let V be a finite-dimensional

vector space over F , and let T W V ! V be a linear transformation. In

this section we show in Theorem 5.6.5 that T has an essentially unique Jor-

dan canonical form. If F is not algebraically closed that may or may not

be the case. In Theorem 5.6.6 we see the condition on T that will guaran-

tee that it does. At the end of this section we discuss, though without full

proofs, a generalization of Jordan canonical form that always exists (Theo-

rem 5.6.13).

These results in this section are easy to obtain given the hard work we

have already done. We begin with some preliminary work, apply Theo-

rem 5.4.6, use rational canonical form, and out pops Jordan canonical form

with no further ado!

Lemma 5.6.1. Let V be a finite-dimensional vector space and let T W V !
V be a linear transformation. Suppose that mT .x/ D cT .x/ D .x � a/k .

Then V is T -generated by a single element w1 and V has a basis B D
fv1; : : : ; vkg where vk D w and vi D .T �aI/.viC1/ for i D 1; : : : ; k�1.

Proof. We know that there is an element w of V with mT ;w.x/ D mT .x/.

Then w T -generates a subspace W1 of V whose dimension is the degree k

ofmT .x/. By hypothesismT .x/ D cT .x/, so cT .x/ also has degree k. But

the degree cT .x/ is equal to the dimension of V , so dim.W1/ D dim.V /

and hence W1 D V .
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Set vk D w and for 1 � i < k, set vi D .T � aI/k�i.vk/. Then

vi D .T �aI/k�i.vk/ D .T �aI/.T �aI/k�i�1.vk/ D .T �aI/.viC1/.

It remains to show that B D fv1; : : : ; vkg is a basis. It suffices to show

that this set is linearly independent. Suppose that c1v1 C � � � C ckvk D 0,

i.e., c1.T � aI/k�1vk C � � � C ckvk D 0. Then p.T /.vk/ D 0 where

p.x/ D c1.x�a/k�1Cc2.x�a/k�2C� � �Cck. Now p.x/ is a polynomial

of degree at most k � 1, and mT ;vk
.x/ D .x � a/k is of degree k, so p.x/

is the zero polynomial. The coefficient of xk�1 in p.x/ is c1, so c1 D 0I
then the coefficient of xk�2 in p.x/ is c2, so c2 D 0, etc. Thus c1 D c2 D
� � � D ck D 0 and B is linearly independent.

Corollary 5.6.2. Let T and B be as in Lemma 5.6.1. Then

ŒT �B D

2
666664

a 1

a 1

: : :

1

a

3
777775
;

a k-by-k matrix with diagonal entries a, entries immediately above the di-

agonal 1, and all other entries 0.

Proof. .T � aI/.v1/ D 0 so T .v1/ D v1I .T � aI/.viC1/ D vi so

T .viC1/ D vi C aviC1, and the result follows from Remark 2.2.8.

Definition 5.6.3. A basis B ofV as in Corollary 5.6.2 is called a Jordan

basis of V .

If V D V1 ˚ � � � ˚ Vl and Vi has a Jordan basis Bi , then B D B1 [
� � � [Bl is called a Jordan basis of V . Þ

Definition 5.6.4. (1) A k-by-k matrix

2
666664

a 1

a 1

: ::

1

a

3
777775

as in Corollary 5.6.2 is called a k-by-k Jordan block associated to the eigen-

value a.
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(2) A matrix J is said to be in Jordan canonical form if J is a block

diagonal matrix

J D

2
6664

J1
J2

: : :

Jl

3
7775

with each Ji a Jordan block. Þ

Theorem 5.6.5 (Jordan canonical form). (1) Let F be an algebraically

closed field and let V be a finite-dimensional F -vector space. Let T W V !
V be a linear transformation. Then V has a basis B with ŒT �B D J a

matrix in Jordan canonical form. J is unique up to the order of the blocks.

(2) Let F be an algebraically closed field and let A be an n-by-n matrix

with entries in F . Then A is similar to a matrix J in Jordan canonical form.

J is unique up to the order of the blocks.

Proof. Let T have characteristic polynomial

cT .x/ D .x � a1/e1 � � � .x � am/em :

Then, by Theorem 5.4.6, we have a T -invariant direct sum decomposition

V D V 1˚ � � �˚V m where V i D Ker.T � aiI/ei . Let Ti be the restriction

of T to V i . Then, by Theorem 5.5.2, V i has a rational canonical T -basis

C D fwi1; : : : ; wiki
g and a corresponding direct sum decomposition V i D

W i
1 ˚ � � �˚W i

ki
. Then each W i

j satisfies the hypothesis of Lemma 5.6.1, so

W i
j has a Jordan basis B i

j . Then

B D B1
1 [ � � � [B1

k1
[ � � � [Bm

1 [ � � � [Bm
km

is a Jordan basis of V . To see uniqueness, note that there is unique factor-

ization for the characteristic polynomial, and then the uniqueness of each of

the block sizes is an immediate consequence of the uniqueness of rational

canonical form.

(2) Apply part (1) to the linear transformation T D TA.

We stated Theorem 5.6.5 as we did for emphasis. We have a more gen-

eral result.

Theorem 5.6.6 (Jordan canonical form). (1) Let V be a finite-dimensional

vector space over a field F and let T W V ! V be a linear transforma-

tion. Suppose that cT .x/, the characteristic polynomial of T , factors into a
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product of linear factors, cT .x/ D .x � a1/e1 � � � .x � am/em . Then V has

a basis B with Œv�B D J a matrix in Jordan canonical form. J is unique

up to the order of the blocks.

(2) Let A be an n-by-n matrix with entries in a field F . Suppose that

cA.x/, the characteristic polynomial of A, factors into a product of linear

factors, cA.x/ D .x � a1/e1 � � � .x � am/em . Then A is similar to a matrix

J in Jordan canonical form. J is unique up to the order of the blocks.

Proof. Identical to the proof of Theorem 5.6.5.

Remark 5.6.7. Let us look at a couple of small examples. Let A1 D�
1 0
0 2

�
. Then A1 is already in Jordan canonical form, but its rational canon-

ical form is M1 D
�

3 1
�2 0

�
. Let A2 D

�
3 1
0 3

�
. Then A2 is already in Jordan

canonical form, but its rational canonical form is M2 D
�

6 1
�9 0

�
. In both of

these two (one diagonalizable, one not) we see that the rational canonical

form is more complicated and less informative than the Jordan canonical

form, and indeed in most applications it is the Jordan canonical form we are

interested in. But, as we have seen, the path to Jordan canonical form goes

through rational canonical form. Þ

The question now naturally arises as to what we can say for a linear

transformation T W V ! V where V is a vector space over F and cT .x/

may not factor into a product of linear factors over F . Note that this makes

no difference in the rational canonical form. Although there is not a Jordan

canonical form in this case, there is an appropriate generalization. Since it is

not so useful, we will only state the results. The proofs are not so different,

and we leave them for the reader.

Lemma 5.6.8. Let V be a finite-dimensional vector space and let T W V !
V be a linear transformation. Suppose that mT .x/ D cT .x/ D p.x/k ,

where p.x/ D xd C ad�1xd�1 C � � � C a0 is an irreducible polynomial

of degree d . Then V is T -generated by a single element w, and V has a

basis B D fv11; : : : ; vd1 ; v12 ; : : : ; vd2 ; : : : ; v1k; : : : ; v
d
k
g where vd

k
D w and T

is given as follows: For any j , and for i > 1, T .vij / D vi�1j . For j D 1,

and for i D 1, T .v11/ D �a0v11 � a1v21 � � � � � ad�1vd1 . For j > 1, and for

i D 1, T .v1j / D �a0v1j � a1v2j � � � � � ad�1vdj C vdj�1.

Remark 5.6.9. This is a direct generalization of Lemma 5.6.1, as if

mT .x/ D cT .x/ D .x � a/k , then d D 1 so we are in the case i D 1.

the companion matrix of p.x/ D x � a is the 1-by-1 matrix Œa0� D Œ�a�,
and then T .v11 / D av11 and T .v1j / D av1j C v1j�1 for j > 1. Þ
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Corollary 5.6.10. In the situation of Lemma 5.6.8,

ŒT �B D

2
6664

C N

C N

:: : N

C

3
7775 ;

where there are k identical d -by-d blocks C D C.cT .x// along the diago-

nal, and .k�1/ identical d -by-d blocksN immediately above the diagonal,

where N is a matrix with an entry of 1 in row d , column 1 and all other

entries 0.

Remark 5.6.11. If p.x/ D .x � a/ this is just a k-by-k Jordan block.

Þ

Definition 5.6.12. A matrix as in Corollary 5.6.10 is said to be a gen-

eralized Jordan block. A block diagonal matrix whose diagonal blocks are

generalized Jordan blocks is said to be in generalized Jordan canonical

form. Þ

Theorem 5.6.13 (Generalized Jordan canonical form). (1) Let V be a finite-

dimensional vector space over the field F and let cT .x/ factor as cT .x/ D
p1.x/

e1 � � �pm.x/em for irreducible polynomials p1.x/; : : : ; pm.x/. Then

V has a basis B with ŒV �B a matrix in generalized Jordan canonical form.

ŒV �B is unique up to the order of the generalized Jordan blocks.

(2) Let A be an n-by-n matrix with entries in F and let cA.x/ factor

as cA.x/ D p1.x/
e1 � � �pm.x/em for irreducible polynomials p1.x/; : : : ;

pm.x/. Then A is similar to a matrix in generalized Jordan canonical form.

This matrix is unique up to the order of the generalized Jordan blocks.

5.7 An algorithm for Jordan

canonical form and Jordan basis

In this section we develop an algorithm to find the Jordan canonical form

of a linear transformation, and a Jordan basis, assuming that we can factor

the characteristic polynomial into a product of linear factors. (As is well

known, there is no general method for doing this.)

We will proceed by first developing a pictorial encoding of the informa-

tion we are trying to find. We call this picture the labelled eigenstructure

picture or `ESP, of the linear transformation.
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Definition 5.7.1. Let uk be a generalized eigenvector of index k cor-

responding to an eigenvalue � of a linear transformation T W V ! V . Set

uk�1 D .T ��I/.uk/, uk�2 D .T ��I/.uk�1/; : : : , u1 D .T ��I/.u2/.

Then fu1; : : : ; ukg is a chain of generalized eigenvectors. The vector uk is

the top of the chain. Þ

Remark 5.7.2. If fu1; : : : ; ukg is a chain as in Definition 5.7.1, then for

each 1 � i � k, ui is a generalized eigenvector of index i associated to the

eigenvalue � of T . Þ

Remark 5.7.3. A chain is entirely determined by the vector uk at the

top. (We will use this observation later: To find a chain, it suffices to find

the vector at the top of the chain.) Þ

We now pictorially represent a chain as in Definition 5.7.1 as follows:

.

.

.

u
k

u
k–1

u
2

u
1

k

k–1

2

λ

1

If fu1; : : : ; ukg forms a Jordan basis for a k-by-k Jordan block for the

eigenvalue � of T , the vectors in this basis form a chain. Conversely, from

a chain we can construct a Jordan block, and a Jordan basis.

A general linear transformation will have more than one Jordan block.

The `ESP of a linear transformation is the picture we obtain by putting its

chains side by side.

The eigenstructure picture, or ESP, of a linear transformation, is ob-

tained from the `ESP by erasing the labels. We will usually think about this

the other way: We will think of obtaining the `ESP from the ESP by putting
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the labels in. From the Jordan canonical form of a linear transformation we

can determine its ESP, and conversely. Although the ESP has less informa-

tion than the `ESP, it is easier to determine.

The opposite extreme from the situation of a linear transformation whose

Jordan canonical form has a single Jordan block is a diagonalizable linear

transformation.

Suppose T is diagonalizable with eigenvalues �1; : : : ; �n (not necessar-

ily distinct) and a basis fv1; : : : ; vng of associated eigenvectors. Then T has

`ESP

. . .

v
n

λ
n

v
3

λ
3

v
2

λ
2

v
1

1

λ
1

We have shown that the Jordan canonical form of a linear transformation

is unique up to the order of the blocks, so we see that the ESP of a linear

transformation is unique up to the order of the chains. As Jordan bases are

not unique, neither is the `ESP.

The `ESP is easier to illustrate by example than to define formally. We

have just given two general examples. For a concrete example we advise the

reader to look at the beginning of Example 5.7.7.

We now present our algorithm for determining the Jordan canonical

form of a linear transformation. Actually, the algorithm we present will be

an algorithm for ESP.

To find the ESP of T what we need to find is the positions of the nodes at

the top of chains. We envision starting at the top, i.e., the highest index, and

working our way down. From this point of view, the nodes we encounter

at the top of chains are “new” nodes, while nodes that are not at the top of

chains come from nodes we have already seen, and we regard them as “old”

nodes.

Let us now imagine ourselves in the middle of this process, say at height

(D index) j , and suppose we see part of the ESP of T for the eigenvalue �:

j
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Each node in the ESP represents a vector in the generalized eigenspace

E1
�

, and together these vectors are a basis for E1
�

. More precisely, the

vectors corresponding to the nodes at height j or less form a basis for E
j

�
,

the subspace of E1
�

consisting of eigenvectors of index at most j (as well

as the 0 vector). Thus if we let dj .�/ be the number of nodes at height at

most j , then

dj .�/ D dimE
j

�
:

As a first step toward finding the number of new nodes at index j , we

want to find the number of all nodes at this index. If we let d ex
j .�/ denote

the number of nodes exactly at level j , then

d ex
j .�/ D dj .�/ � dj�1.�/:

(That is, the number of nodes at height exactly j is the number of nodes at

height at most j minus the number of nodes at height at most j � 1.)

We want to find d new
j .�/, the number of new nodes at height j . Every

node at height j is either new or old, so the number of new nodes at height

j is

d new
j .�/ D d ex

j .�/ � d ex
jC1.�/

as every old node at height j comes from a node at height j C 1, and there

are exactly d ex
jC1.�/ of those.

This gives our algorithm:

Algorithm 5.7.4. Let � be an eigenvalue of T W V ! V .

Step 1. For j D 1; 2; : : : , compute

dj .�/ D dimE
j

�
D dim.Ker.T � �I/j /:

Stop when dj .�/ D d1.�/ D dimE1
�

. Recall from Lemma 4.2.4 that

d1.�/ D alg-mult.�/. Denote this value of j by jmax.�/. (Note also that

jmax.�/ is the smallest value of j for which dj .�/ D dj�1.�/.)

Step 2. For j D 1; : : : ; jmax.�/ compute d ex
j .�/ by

d ex
1 .�/ D d1.�/;
d ex
j .�/ D dj .�/ � dj�1.�/ for j > 1:
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Step 3. For j D 1; : : : ; jmax.�/ compute d new
j .�/ by

d new
j .�/ D d ex

j .�/ � d ex
jC1.�/ for j < jmax.�/;

d new
j .�/ D d ex

j .�/ for j D jmax.�/:

We now refine our argument to use it to find a Jordan basis for a linear

transformation. The algorithm we present will be an algorithm for `ESP,

but since we already know how to find the ESP, it is now just a matter of

finding the labels.

Again we us imagine ourselves in the middle of this process, at height

j for the eigenvalue �. The vectors labelling the nodes at height at most j

form a basis for E
j

�
and the vectors labelling the nodes at height at most

j � 1 form a basis for E
j�1
�

. Thus the vectors labelling the nodes at height

exactly j are a basis for a subspace F
j

�
of E

j

�
that is complementary to

E
j�1
�

. But cannot be any subspace, as it must contain the old nodes at

height j , which come from one level higher, i.e., from a subspace F
jC1
�

of E
jC1
�

that is complementary to E
j

�
. But that is the only condition on the

complement F
j

�
, and since we are working our way down and are at level j ,

we may assume we have successfully chosen a complement F
jC1
�

at level

j C 1.

With a bit more notation we can describe our algorithm. Let us denote

the space spanned by the old nodes at height j by A
j

�
. (We use A because

it is the initial letter of alt, the German word for old. We cannot use O

for typographical reasons.) The nodes in A
j

�
come from nodes at height

j C 1, but we already know what these are: they are in F
jC1
�

. Thus we set

A
j

�
D .T � �I/.F

jC1
�

/. Then A
j

�
and E

j�1
�

are both subspaces of E
j

�
,

and in fact they are independent subspaces, as any nonzero vector inA
j

�
has

height j and any nonzero vector inE
j�1
�

has height at most j � 1. We then

choose N
j

�
to be any complement of E

j�1
�
˚ Aj

�
in E

j

�
. (For j D 1 the

situation is a little simpler, as we simply choose N
j

�
to be a complement of

A
j

�
in E

j

�
.)

This is a space of new (or, in German, neu) vectors at height j and is

precisely the space we are looking for. We choose a basis for N
j

�
and label

the new nodes at height j with the elements of this basis. In practice, we

usually find N
j

�
as follows: We find a basis B1 of E

j�1
�

, a basis B2 of

A
j

�
, and extend B1 [ B2 to a basis B of E

j

�
. Then B � .B1 [ B2/ is a

basis ofN
j

�
. So actually we will find the basis ofN

j

�
directly, and that is the

information we need. Finally, we have just obtainedE
j

�
D Ej�1

�
˚Aj

�
˚N j

�
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so we set F
j

�
D Aj

�
˚N j

�
and we are finished at height j and ready to drop

down to height j � 1. (When we start at the top, for j D jmax.�/, the

situation is easier. At the top there can be no old vectors, so for j D jmax

we simply have E
j

�
D Ej�1

�
˚N j

�
and F

j

�
D N j

�
.)

We summarize our algorithm as follows:

Algorithm 5.7.5. Let � be an eigenvalue of T W V ! V .

Step 1. For j D 1; 2; : : : ; jmax.�/ find the subspaceE
j

�
D Ker..T ��I/j /.

Step 2. For j D jmax.�/; : : : ; 2; 1:

(a) If j D jmax.�/, let N
j

�
be any complement of E

j�1
�

in E
j

�
. If j <

jmax.�/, let A
j

�
D .T � �I/.F

jC1
�

/. Let N
j

�
be any complement of

E
j�1
�
˚ Aj

�
in E

j

�
if j > 1, and let N

j

�
be any complement of A

j

�
in

E
j

�
if j D 1.

(b) Label the new nodes at height j with a basis ofN
j

�
.

(c) Let F
j

�
D Aj

�
˚N j

�
.

There is one more point we need to clear up to make sure this algorithm

works. We know from our results on Jordan canonical form that there is

some Jordan basis for A, i.e., some labelling so that the `ESP is correct.

We have made some choices, in choosing our complements N
j

�
, and in

choosing our basis for N
j

�
. But we can see that these choices all yield the

same ESP (and hence one we know is correct.) For the dimensions of the

various subspaces are all determined by the Jordan canonical form of A, or

equivalently by its ESP, and different choices of bases or complements will

yield spaces of the same dimension.

Remark 5.7.6. There are lots of choices here. Complements are almost

never unique, and bases are never unique except for the vector space f0g.
But no matter what choice we make, we get labels for the ESP and hence

Jordan bases for V . (It is no surprise that a Jordan basis is not unique.) Þ

In finding the `ESP (or, equivalently, in finding a Jordan basis), it is

essential that we work from the top down and not from the bottom up. If

we try to work from the bottom up, we have to make arbitrary choices and

we have no way of knowing if they are correct. Since they almost certainly

won’t be, something we would only find out at a later (perhaps much later)

stage, we would have to go back and modify them, and this rapidly becomes

an unwieldy mess.
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We recall that if A is a matrix and B is a Jordan basis for V , then

A D PJP�1 where J is the Jordan canonical form of A and P is the ma-

trix whose columns consist of the vectors in B (taken in the corresponding

order).

Example 5.7.7. Here is an example for a matrix that is already in Jordan

canonical form. We present it to illustrate all of the various subspaces we

have introduced, before we move on to some highly nontrivial examples.

Let

A D

2
666666666664

6 1 0

0 6 1

0 0 6

6

6

7 1

0 7

7

3
777777777775

;

with characteristic polynomial cA.x/ D .x � 6/5.x � 7/3.

We can see immediately that A has `ESP

1

6 6 6 7 7

2

3

e
1

e
4

e
5

e
6

e
7

e
8

e
2

e
3

E16 D Ker.A � 6I / has dimension 3, with basis
˚
e1; e4; e5

	
:

E26 D Ker.A � 6I /2 has dimension 4, with basis
˚
e1; e2; e4; e5

	
:

E36 D Ker.A � 6I /3 has dimension 5, with basis
˚
e1; e2; e3; e4; e5

	
:

E17 D Ker.A � 7I / has dimension 2, with basis
˚
e6; e8

	
:

E27 D Ker.A � 7I /2 has dimension 3, with basis
˚
e6; e7; e8

	
:
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Thus

d1.6/ D 3; d2.6/ D 4; d3.6/ D 5;

so

d ex
1 .6/ D 3; d ex

2 .6/ D 4 � 3 D 1; d ex
3 .6/ D 5 � 4 D 1;

and

d new
1 .6/ D 3 � 1 D 2; d new

2 .6/ D 1 � 1 D 0; d new
3 .6/ D 1:

Also

d1.7/ D 2; d2.7/ D 3;

so

d ex
1 .7/ D 2; d ex

2 .7/ D 3 � 2 D 1;

and

d new
1 .7/ D 2 � 1 D 1; d new

2 .7/ D 1;

and we recover thatA has 1 3-by-3 block and 2 1-by-1 blocks for the eigen-

value 6, and 1 2-by-2 block and 1 1-by-1 block for the eigenvalue 7.

Furthermore,

E26 has a complement in E36 of N 3
6 with basis

˚
e3
	
:

Set F 36 D N 3
6 with basis fe3g.

A26 D .A � 6I /.F 36 / has basis fe2g, and E16 ˚ A26 has complement in

E26 of N 2
6 D f0g with empty basis. Set

F 26 D A26 ˚N 2
6 with basis

˚
e2
	
:

A16 D .A � 6I /.F 26 / has basis fe1g, and A16 has complement in E16 of

N 1
6 with basis fe4; e5g.

Also

E17 has complement in E27 of N 2
7 with basis

˚
e7
	
:

Set F 27 D N 2
7 with basis fe7g.

A17 D .A � 7I /.F 27 / has basis fe6g, and A17 has complement in E17 of

N 1
7 with basis fe8g.

Thus we recover that e3 is at the top of a chain of height 3 for the

eigenvalue 6, e4 and e5 are each at the top of a chain of height 1 for the
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eigenvalue 6, e7 is at the top of a chain of height 2 for the eigenvalue 7, and

e8 is at the top of a chain of height 1 for the eigenvalue 7.

Finally, since e2 D .A � 6I /.e3/ and e1 D .A � 6I /.e2/, and e6 D
.A�7I /.e7/, we recover that fe1; e2; e3; e4; e5; e6; e7; e8g is a Jordan basis.

Þ

Example 5.7.8. We present a pair of (rather elaborate) examples to illus-

trate our algorithm.

(1) Let A be the 8-by-8matrix

A D

2
666666666664

3 3 0 0 0 �1 0 2

�3 4 1 �1 �1 0 1 �1
0 6 3 0 0 �2 0 �4
�2 4 0 1 �1 0 2 �5
�3 2 1 �1 2 0 1 �2
�1 1 0 �1 �1 3 1 �1
�5 10 1 �3 �2 �1 6 �10
�3 2 1 �1 �1 0 1 1

3
777777777775

with characteristic polynomial cA.x/ D .x � 3/7.x � 2/.
The eigenvalue � D 2 is easy to deal with. We know without any fur-

ther computation that d1.2/ D d1.2/ D 1 and that Ker.A � 2I / is 1-

dimensional.

For the eigenvalue � D 3, computation shows that A � 3I has rank

5, so Ker.A � 3I / has dimension 3 and d1.3/ D 3. Further computation

shows that .A � 3I /2 has rank 2, so Ker.A � 3I /2 has dimension 6 and

d2.3/ D 6. Finally, .A � 3I /3 has rank 1, so Ker.A � 3I /3 has dimension

7 and d3.3/ D d1.3/ D 7.

At this point we can conclude thatA has minimum polynomialmA.x/ D
.x � 3/3.x � 2/.

We can also determine the ESP of A. We have

d ex
1 .3/ D d1.3/ D 3

d ex
2 .3/ D d2.3/ � d1.3/ D 6 � 3 D 3

d ex
3 .3/ D d3.3/ � d2.3/ D 7 � 6 D 1

and then

d new
3 .3/ D d ex

3 .3/ D 1

d new
2 .3/ D d ex

2 .3/ � d ex
3 .3/ D 3 � 1 D 2

d new
1 .3/ D d ex

1 .3/ � d ex
2 .3/ D 3 � 3 D 0:
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Thus we see that for the eigenvalue 3, we have one new node at level 3,

two new nodes at level 2, and no new nodes at level 1. Hence A has `ESP

1

2

3

3 3 3 2

u
1

x
1

w
1

w
2

v
1

v
2u

2

u
3

with the labels yet to be determined, and thusA has Jordan canonical form

J D

2
666666666664

3 1 0

0 3 1

0 0 3

3 1

0 3

3 1

0 3

2

3
777777777775

:

Now we find a Jordan basis.

Equivalently, we find the values of the labels. Once we have the labels

u3, v2, w2, and x1 on the new nodes, the others are determined.

The vector x1 is easy to find. It is any eigenvector corresponding to the

eigenvalue 2. Computation reveals that we may choose

x1 D

2
666666666664

30

�12
68

18

1

� 4
66

1

3
777777777775

:
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The situation for the eigenvalue 3 is more interesting. We compute that

Ker.A � 3I /3 has basis

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

1

0

0

0

0

0

0

0

3
777777777775

;

2
666666666664

0

1

0

0

0

0

0

1

3
777777777775

;

2
666666666664

0

0

1

0

0

0

0

0

3
777777777775

;

2
666666666664

0

0

0

1

0

0

0

0

3
777777777775

;

2
666666666664

0

0

0

0

1

0

0

0

3
777777777775

;

2
666666666664

0

0

0

0

0

1

0

0

3
777777777775

2
666666666664

0

0

0

0

0

0

1

0

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

;

Ker.A� 3I /2 has basis

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

1

0

2

0

0

0

0

0

3
777777777775

;

2
666666666664

0

1

0

0

0

0

0

1

3
777777777775

;

2
666666666664

0

0

0

1

0

0

0

0

3
777777777775

;

2
666666666664

0

0

0

0

1

0

0

0

3
777777777775

;

2
666666666664

0

0

0

0

0

1

0

0

3
777777777775

;

2
666666666664

0

0

0

0

0

0

1

0

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

;

and Ker.A� 3I / has basis

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

1

0

2

0

0

0

1

0

3
777777777775

;

2
666666666664

0

1

0

0

1

1

1

1

3
777777777775

;

2
666666666664

0

0

0

1

0

0

1

0

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

:

For u3 we may choose any vector u3 2 Ker.A � 3I /3, u3 …
Ker.A � 3I /2. Inspection reveals that we may choose

u3 D

2
666666666664

1

0

0

0

0

0

0

0

3
777777777775

:
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Then

u2 D .A � 3I /u3 D

2
666666666664

0

�3
0

�2
�3
�1
�5
�3

3
777777777775

and u1 D .A� 3I /u2 D

2
666666666664

�2
0

�4
0

0

0

�2
0

3
777777777775

:

For v2, w2 we may choose any two vectors in Ker.A � 3I /2 such that the

set of six vectors consisting of these two vectors, u2, and the given three

vectors in our basis of Ker.A � 3I / are linearly independent. Computation

reveals that we may choose

v2 D

2
666666666664

1

0

2

0

0

0

0

0

3
777777777775

and w2 D

2
666666666664

0

1

0

0

0

0

0

1

3
777777777775

:

Then

v1 D .A� 3I /v2 D

2
666666666664

0

�1
0

�2
�1
�1
�3
�1

3
777777777775

and w1 D .A � 3I /w2 D

2
666666666664

1

0

2

�1
0

0

0

0

3
777777777775

:
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Then

˚
u1; u2; u3; v1; v2; w1; w2; x1

	

D

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

�2
0

�4
0

0

0

�2
0

3
777777777775

;

2
666666666664

0

�3
0

�2
�3
�1
�5
�3

3
777777777775

;

2
666666666664

1

0

0

0

0

0

0

0

3
777777777775

;

2
666666666664

0

�1
0

�2
�1
�1
�3
�1

3
777777777775

;

2
666666666664

1

0

2

0

0

0

0

0

3
777777777775

;

2
666666666664

1

0

2

�1
0

0

0

0

3
777777777775

;

2
666666666664

0

1

0

0

0

0

0

1

3
777777777775

;

2
666666666664

30

�12
68

18

1

� 4
66

1

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

is a Jordan basis. Þ

(2) Let A be the 8-by-8matrix

A D

2
666666666664

3 1 0 0 0 0 0 �1
3 4 1 �1 �1 1 �3 3

�1 0 3 1 2 �2 6 �1
6 0 0 2 0 0 0 6

1 �1 0 0 4 0 0 1

3 �1 �2 0 4 0 12 3

1 0 �1 0 2 �2 10 1

4 �1 0 �1 0 0 0 8

3
777777777775

with characteristic polynomial cA.x/ D .x � 4/6.x � 5/2.

For the eigenvalue � D 5, we compute that A � 5I has rank 7, so

Ker.A � 5I / has dimension 1 and hence d1.5/ D 1, and also that Ker.A�
5I /2 has dimension 2 and hence d2.5/ D d1.5/ D 2.

For the eigenvalue � D 4, we compute that A � 4I has rank 5, so

Ker.A�4I / has dimension 3 and hence d1.4/ D 3, that .A�4I /2 has rank

4, so Ker.A � 4I /2 has dimension 4 and hence d2.4/ D 4, that .A � 4I /3
has rank 3, so Ker.A� 4I /3 has dimension 5 and hence that d3.4/ D 5 and

that .A� 4I /4 has rank 2, so Ker.A�4I /4 has dimension 6 and hence that

d4.4/ D d1.4/ D 6.

Thus we may conclude thatmA.x/ D .x � 4/4.x � 5/2.
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Furthermore

d ex
1 .4/ D d1.4/ D 3

d ex
2 .4/ D d2.4/ � d1.4/ D 4 � 3 D 1

d ex
3 .4/ D d3.4/ � d2.4/ D 5 � 4 D 1

d ex
4 .4/ D d4.4/ � d3.4/ D 6 � 5 D 1

and then

d new
4 .4/ D d ex

4 D 1

d new
3 .4/ D d ex

3 .4/ � d ex
4 .4/ D 1 � 1 D 0

d new
2 .4/ D d ex

2 .4/ � d ex
3 .4/ D 1 � 1 D 0

d new
1 .4/ D d ex

1 .4/ � d ex
2 .4/ D 3 � 1 D 2:

Also

d ex
1 .5/ D d1.5/ D 1

d ex
2 .5/ D d2.5/ � d1.5/ D 2 � 1 D 1

and then

d new
2 .5/ D d ex

2 .5/ D 1

d new
1 .5/ D d ex

1 .5/ � d ex
2 .5/ D 1 � 1 D 0:

Hence A has `ESP as on the next page with the labels yet to be deter-

mined. In any case A has Jordan canonical form

2
666666666664

4 1 0 0

0 4 1 0

0 0 4 1

0 0 0 4

4

4

5 1

0 5

3
777777777775

:
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1

2

3

4 4 4 5

u
1

x
1

w
1

x
2

v
1

u
2

u
3

4 u
4 

Now we find the labels. Ker.A � 4I /4 has basis

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

1

0

0

0

0

0

0

�1

3
777777777775

;

2
666666666664

0

1

0

0

0

0

0

0

3
777777777775

;

2
666666666664

0

0

0

3

0

0

0

1

3
777777777775

;

2
666666666664

0

0

6

0

0

0

1

0

3
777777777775

;

2
666666666664

0

0

0

0

3

0

�1
0

3
777777777775

;

2
666666666664

0

0

0

0

0

3

1

0

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

;

Ker.A � 4I /3 has basis

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

1

0

0

0

0

0

0

�1

3
777777777775

;

2
666666666664

0

1

0

0

0

0

0

0

3
777777777775

;

2
666666666664

0

0

6

0

0

0

1

0

3
777777777775

;

2
666666666664

0

0

0

0

3

0

�1
0

3
777777777775

;

2
666666666664

0

0

0

0

0

3

1

0

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

;
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Ker.A � 4I /2 has basis
8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

1

0

0

0

0

0

0

�1

3
777777777775

;

2
666666666664

0

1

0

0

0

0

0

0

3
777777777775

;

2
666666666664

0

0

0

0

1

1

0

0

3
777777777775

;

2
666666666664

0

0

0

0

0

3

1

0

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

;

and Ker.A� 4I / has basis
8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

1

0

0

0

0

0

0

�1

3
777777777775

;

2
666666666664

0

0

0

0

1

1

0

0

3
777777777775

;

2
666666666664

0

0

0

0

0

3

1

0

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

:

Also, A� 5I 2 has basis
8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

0

1

0

2

0

0

0

1

3
777777777775

;

2
666666666664

0

0

1

0

0

2

1

0

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

;

and Ker.A� 5I / has basis
8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

0

0

1

0

0

2

1

0

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

:
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We may choose for u4 any vector in Ker.A � 4I /4 that is not in

Ker.A � 4I /3. We choose

u4 D

2
666666666664

0

0

0

3

0

0

0

1

3
777777777775

; so u3 D .A� 4I /u4 D

2
666666666664

�1
0

2

0

1

3

1

1

3
777777777775

;

u2 D .A� 4I /u3 D

2
666666666664

0

1

0

0

0

0

0

0

3
777777777775

; u1 D .A � 4I /u2 D

2
666666666664

1

0

0

0

�1
�1
0

�1

3
777777777775

:

Then we may choose v1 and w1 to be any two vectors such that u1, v1, and

w1 form a basis for Ker.A � 4I /. We choose

v1 D

2
666666666664

1

0

0

0

0

0

0

�1

3
777777777775

and w1 D

2
666666666664

0

0

0

0

0

3

1

0

3
777777777775

:

We may choose x2 to be any vector in Ker.A � 5I /2 that is not in

Ker.A � 5I /. We choose

x2 D

2
666666666664

0

1

0

2

0

0

0

1

3
777777777775

so x1 D .A � 5I /x2 D

2
666666666664

0

0

1

0

0

2

1

0

3
777777777775

:
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Thus we obtain a Jordan basis

˚
u1; u2; u3; u4; v1; w1; x1; x2

	

D

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

2
666666666664

1

0

0

0

�1
�1
0

1

3
777777777775

;

2
666666666664

0

1

0

0

0

0

0

0

3
777777777775

;

2
666666666664

�1
0

2

0

1

3

1

1

3
777777777775

;

2
666666666664

0

0

0

3

0

0

0

1

3
777777777775

;

2
666666666664

1

0

0

0

0

0

0

�1

3
777777777775

;

2
666666666664

0

0

0

0

0

3

1

0

3
777777777775

;

2
666666666664

0

0

1

0

0

2

1

0

3
777777777775

;

2
666666666664

0

1

0

2

0

0

0

1

3
777777777775

9
>>>>>>>>>>>=
>>>>>>>>>>>;

:

5.8 Field extensions

Suppose we have an n-by-nmatrixAwith entries in F and suppose we have

an extension field E of F . An extension field is a field E � F . For example,

we might have E D C and F D R. If A is similar over F to another matrix

B , i.e., B D PAP�1 where P has entries in F , then A is similar to B over

E by the same equation B D PAP�1, since the entries of P , being in F ,

are certainly in E. (Furthermore, P is invertible over F if and only if it is

invertible over E, as we see from the condition that P is invertible if and

only if det.P / ¤ 0.) But a priori, the converse may not be true. A priori,A

might be similar to B over E, i.e., there may be a matrix Q with entries in

E with B D QAQ�1, though there may be no matrix P with entries in F

with B D PAP�1. In fact, this does not occur: A and B are similar over

F if and only if they are similar over some (and hence over any) extension

field E of F .

Lemma 5.8.1. Let fv1; : : : ; vkg be vectors in Fn and let E be an extension

of F . Then fv1; : : : ; vkg is linearly independent over F (i.e., the equation

c1v1 C � � � C ckvk D 0 with each ci 2 F only has the solution c1 D
� � � D ck D 0) if and only if it is linearly independent over E (i.e., the

equation c1v1 C � � � C ckvk D 0 with each ci 2 E only has the solution

c1 D � � � D ck D 0).

Proof. Certainly if fv1; : : : ; vkg is linearly independent over E, it is linearly

independent over F .

Suppose now that fv1; : : : ; vkg is linearly independent over F . Then

fv1; : : : ; vkg extends to a basis fv1; : : : ; vng of Fn. Let E D fe1; : : : ; eng
be the standard basis of Fn. It is the standard basis of En as well. Since
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fv1; : : : ; vng is a basis, the matrix P D ŒŒv1�E j � � � jŒvn�E � is nonsingular

when viewed as a matrix over F . That means det.P / ¤ 0. If we view

P as a matrix over E, P remains nonsingular as det.P / ¤ 0. (det.P / is

computed purely from the entries of P .) Then fv1; : : : ; vng is a basis for V

over E, so fv1; : : : ; vkg is linearly independent over E.

Lemma 5.8.2. Let A be an n-by-n matrix over F , and let E be an extension

of F .

(1) For any v 2 Fn, mA;v.x/ D emA;v.x/ where mA;v.x/ (respectively

emA;v.x/) is the A-annihilator of v regarded as an element of Fn

(respectively of En).

(2) mA.x/ D emA.x/ where mA.x/ (respectively emA.x/) is the minimum

polynomial of A regarded as a matrix over F (respectively over E).

(3) cA.x/ D ecA.x/ where cA.x/ (resp.ecA.x/) is the characteristic poly-

nomial of A regarded as a matrix over F (resp. over E).

Proof. (1) emA;v.x/ divides any polynomial p.x/ with coefficients in E for

which p.A/.v/ D 0 and mA;v.x/ is such a polynomial (as its coefficients

lie in F � E). Thus emA;v.x/ dividesmA;v.x/.

Let mA;v.x/ have degree d . Then fv; Av; : : : ; Ad�1vg is linearly inde-

pendent over F , and hence, by Lemma 5.8.1, over E as well, so emA;v.x/
has degree at least d . But then emA;v.x/ D emA;v.x/.

(2) Again,emA.x/ dividesmA.x/. There is a vector v in Fn withmA.x/ D
mA;v.x/. By (1), emA;v.x/ D mA;v.x/. But emA;v.x/ divides emA.x/, so they

are equal.

(3) cA.x/ D det.xI � A/ D ecA.x/ as the determinant is computed

purely from the entries of A.

Theorem 5.8.3. Let A and B be n-by-n matrices over F and let E be an

extension field of F . Then A and B are similar over E if and only if they are

similar over F .

Proof. If A and B are similar over F , they are certainly similar over E.

SupposeA and B are not similar over F . Then A has a sequence of elemen-

tary divisors p1.x/; : : : ; pk.x/ and B has a sequence of elementary divisors

q1.x/; : : : ; pl.x/ that are not the same. Let us find the elementary divisors

of A over E. We follow the proof of rational canonical form, still working

over F , and note that the sequence of elementary divisors we obtain over

F is still a sequence of elementary divisors over E. (If fw1; : : : ; wkg is a
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rational canonical T -generating set over F , it is a rational canonical T -

generating set over EI this follows from Lemma 5.8.2.) But the sequence of

elementary divisors is unique. In other words, p1.x/; : : : ; pk.x/ is the se-

quence of elementary divisors of A over E, and similarly q1.x/; : : : ; ql.x/

is the sequence of elementary divisors of B over E. Since these are differ-

ent, A and B are not similar over E.

We have stated the theorem in terms of matrices rather than linear trans-

formation so as not to presume any extra background. But it is equivalent to

the following one, stated in terms of tensor products.

Theorem 5.8.4. Let V be a finite-dimensional F -vector space and let S W
V ! V and T W V ! V be two linear transformations. Then S and T

are conjugate if and only if for some, and hence for any, extension field E

of F , S ˝ 1 W V ˝F E ! V ˝F E and T ˝ 1 W V ˝F E ! V ˝F E are

conjugate.

5.9 More than one linear

transformation

Hitherto we have examined the structure of a single linear transformation.

In the last section of this chapter, we derive three results that have a common

theme: They deal with questions that arise when we consider more than one

linear transformation.

To begin, let T W V ! W and S W W ! V be linear transformations,

with V and W finite-dimensional vector spaces. We examine the relation-

ship between ST W V ! V and T S W W ! W .

If V D W and at least one of S and T are invertible, then ST and T S

are conjugate: ST D T �1.T S/T or T S D S�1.ST /S . In general we

have

Lemma 5.9.1. Let T W V ! W and S W W ! V be linear transformations

between finite-dimensional vector spaces.

Let p.x/ D atx
t C � � � C a0 2 F Œx� be any polynomial with constant

term a0 ¤ 0. Then

dim
�

Ker
�
p.ST /

��
D dim

�
Ker

�
p.T S/

��
:

Proof. Let fv1; : : : ; vkg be a basis for Ker.p.ST //. We claim that

fT .v1/; : : : ; T .vk/g is linearly independent. To see this, suppose

c1T .v1/C � � � C ckT .vk/ D 0:
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Then T .c1v1 C � � � C ckvk/ D 0, so ST .c1v1 C � � � C ckvk/ D 0. Let

v D c1v1 C � � � C ckvk , so ST .v/ D 0. But v 2 Ker.p.ST //, so 0 D
.at .ST /t C � � � C a1.ST / C a0I /.v/ D 0 C � � � C 0 C a0v D a0v and

hence, since a0 ¤ 0, v D 0. Thus c1v1C � � �C ckvk D 0. But fv1; : : : ; vkg
is linearly independent, so ci D 0 for all i , and hence fT .v1/; : : : ; T .vk/g
is linearly independent.

Next we claim that T .vi / 2 Ker.p.T S// for each i . To see this, note

that

.T S/sT D .T S/ � � � .T S/T D T .ST / � � � .ST / D T .ST /s

for any s. Then

p.T S/.T .vi // D .at .T S/t C � � � C a0I/.T .vi //
D .T .at .ST /t C � � � C a0I//.vi /
D T .p.ST /.vi // D T .0/ D 0:

Hence fT .v1/; : : : ; T .vk/g is a linearly independent subset of Ker.p.T S//,

so dim.Ker.p.T S/// � dim.Ker.p.ST ///. Interchanging S and T shows

that the dimensions are equal.

Theorem 5.9.2. Let T W V ! W and S W W ! V be linear transforma-

tions between finite-dimensional vector spaces over an algebraically closed

field F . Then ST and T S have the same nonzero eigenvalues, and for each

common eigenvalue � ¤ 0 ST and T S have the same ESP at � and hence

the same Jordan block structure at � (i.e., the same number of blocks of the

same sizes).

Proof. Apply Lemma 5.9.1 to the polynomials pt;�.x/ D .x � �/t for

t D 1; 2; : : : , noting that the sequence of integers fdim.Ker.pt;�.R/// j
t D 1; 2; : : :g determines the ESP of a linear transformation R at �, or,

equivalently, its Jordan block structure at �.

Corollary 5.9.3. Let T W V ! V and S W V ! V be linear transforma-

tions on a finite-dimensional vector space over an arbitrary field F . Then

ST and T S have the same characteristic polynomial.

Proof. First suppose that that F is algebraically closed. If dim.V / D n and

ST , and hence T S , has distinct nonzero eigenvalues �1; : : : ; �k of multi-

plicities e1; : : : ; ek respectively, then they each have characteristic polyno-

mial xe0.x � �1/e1 � � � .x � �k/ek where e0 D n � .e1 C � � � C ek/.
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In the general case, choose an arbitrary basis for V and represent S and

T by matrices A and B with entries in F . Then regard A and B as having

entries in F , the algebraic closure of F , and apply the algebraically closed

case.

Theorem 5.9.2 and Corollary 5.9.3 are the strongest results that hold in

general. It is not necessarily the case that ST and T S are conjugate, if S

and T are both singular linear transformations.

Example 5.9.4. (1) Let A D
�
1 0
0 0

�
and B D

�
0 1
0 0

�
. Then AB D

�
0 1
0 0

�

and BA D
�
0 0
0 0

�
are not similar, so TATB D TAB and TBTA D TBA are not

conjugate, though they both have characteristic polynomial x2.

(2) Let A D
�
1 0
�1 0

�
and B D

�
1 1
1 1

�
. Then AB D

�
1 1
�1 �1

�
and BA D�

0 0
0 0

�
are not similar, so TATB D TAB and TBTA D TBA are not conjugate,

though they both have characteristic polynomial x2. (In this case TA and TB

are both diagonalizable.) Þ

Let T W V ! V be a linear transformation, let p.x/ be a polynomial,

and set S D p.T /. Then S and T commute. We now investigate the ques-

tion of under what circumstances any linear transformation that commutes

with T must be of this form.

Theorem 5.9.5. Let V be a finite-dimensional vector space and let T W
V ! V be a linear transformation. The following are equivalent:

(1) V is T -generated by a single element, or, equivalently, the rational

canonical form of T consists of a single block.

(2) Every linear transformation S W V ! V that commutes with T can be

expressed as a polynomial in T .

Proof. Suppose (1) is true, and let v0 be a T -generator of V . Then every

element of V can be expressed as p.T /.v0/ for some polynomial p.x/. In

particular, there is a polynomial p0.x/ such that S.v0/ D p0.T /.v0/.
For any v 2 V , let v D p.T /.v0/. If S commutes with T ,

S.v/ D S
�
p.T /

�
v0
��
D p.T /

�
S
�
v0
��
D p.T /

�
p0.T /

�
v0
��

D p0.T /
�
p.T /

�
v0
��
D p0.T /.v/I

so S D p0.T /. (We have used the fact that if S commutes with T , it com-

mutes with any polynomial in T . Also, any two polynomials in T commute

with each other.) Thus (2) is true.
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Suppose (1) is false, so that V has a rational canonical T -generating set

fv1; : : : ; vkg with k > 1. Let pi .x/ be the T -annihilator of vi , so p1.x/

is divisible by pi .x/ for i > 1. Then we have a T -invariant direct sum

decomposition V D V1 ˚ � � � ˚ Vk . Define S W V ! V by S.v/ D 0

if v 2 V1 and S.v/ D v if v 2 Vi for i > 1. It follows easily from the

T -invariance of the direct sum decomposition that S commutes with T .

We claim that S is not a polynomial in T . Suppose S D p.T / for some

polynomial p.x/. Then 0 D s.v1/ D p.T /.v1/ so p.x/ is divisible by

p1.x/, the T -annihilator of v1. But p1.x/ is divisible by pi .x/ for i � 1, so

p.x/ is divisible by pi.x/ for i > 1, and hence S.v2/ D � � � D S.vk/ D 0.

Thus S.v/ ¤ v if 0 ¤ v 2 Vi for i > 1, a contradiction, and (2) is

false.

Remark 5.9.6. Equivalent conditions to condition (1) of Theorem 5.9.5

were given in Corollary 5.3.3. Þ

Finally, let S and T be diagonalizable linear transformations. We see

when S and T are simultaneously diagonalizable.

Theorem 5.9.7. Let V be a finite-dimensional vector space and let S W
V ! V and T W V ! V be diagonalizable linear transformations. The

following are equivalent:

(1) S and T are simultaneously diagonalizable, i.e, there is a basis B of

V with ŒS �B and ŒT �B both diagonal, or equivalently, there is a basis

B of V consisting of common eigenvectors of S and T .

(2) S and T commute.

Proof. Suppose (1) is true. Let B D fv1; : : : ; vng where S.vi / D �ivi
and T .vj / D �ivi for some �i , �i 2 F . Then S.T .vi // D S.�ivi / D
�i�ivi D �i�ivi D T .�i .vi // D T .S.vi // for each i , and since B is a

basis, this implies S.T .v// D T .S.v// for every v 2 V , i.e., that S and T

commute.

Suppose (2) is true. Since T is diagonalizable, V D V1 ˚ � � � ˚ Vk
where Vi is the eigenspace of T corresponding to the eigenvalue �i of T .

For v 2 Vi , T .S.vi // D S.T .vi // D S.�ivi/ D �iS.vi /, so S.vi / 2 Vi
as well. Thus each subspace Vi is S-invariant. Since S is diagonalizable, so

is its restriction Si W Vi ! Vi . (mSi
.x/ dividesmS .x/, which is a product

of distinct linear factors, so mSi
.x/ is a product of distinct linear factors as

well.) Thus Vi has a basis Bi consisting of eigenvectors for S . Since every

nonzero vector in Vi is an eigenvector of T , Bi consists of eigenvectors of

T , as well. Set B D B1 [ � � � [Bk .
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Remark 5.9.8. It is easy to see that if S and T are both triangularizable

linear transformations and S and T commute, then they are simultaneously

triangularizable, but it is even easier to see that the converse is false. For

example, take S D
h
1 1
0 2

i
and T D

h
1 0
0 2

i
. Þ
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CHAPTER 6

Bilinear, sesquilinear,

and quadratic forms

In this chapter we investigate bilinear, sesquilinear, and quadratic forms, or

“forms” for short. A form is an additional structure on a vector space. Forms

are interesting in their own right, and they have applications throughout

mathematics. Many important vector spaces naturally come equipped with

a form.

In the first section we introduce forms and derive their basic properties.

In the second section we see how to simplify forms on finite-dimensional

vector spaces and in some cases completely classify them. In the third sec-

tion we see how the presence of nonsingular form(s) enables us to define

the adjoint of a linear transformation.

6.1 Basic definitions and results

Definition 6.1.1. A conjugation on a field F is a map c W F ! F with

the properties (where we denote c.f / by f ):

(1) f D f for every f 2 F ,

(2) f1 C f2 D f1 C f2 for every f1; f2 2 F ,

(3) f1f2 D f1 f2 for every f1; f2 2 F .

The conjugation c is nontrivial if c is not the identity on F .

A conjugation on a vector space V over F is a map c W V ! V with the

properties (where we denote c.v/ by v ):

(1) v D v for every v 2 V ,

165
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(2) v1 C v2 D v1 C v2 for every v1; v2 2 V ,

(3) f v D f v for every f 2 F , v 2 V .

Þ

Remark 6.1.2. The archetypical example of a conjugation on a field is

complex conjugation on the field C of complex numbers. Þ

Definition 6.1.3. Let F be a field with a nontrivial conjugation and let

V and W be F -vector spaces. Then T W V ! W is conjugate linear if

(1) T .v1 C v2/ D T .v1/C T .v2/ for every v1; v2 2 V

(2) T .cv/ D c T .v/ for every c 2 F , v 2 V .

Þ

Now we come to the basic definition. The prefix “sesqui” means “one

and a half”.

Definition 6.1.4. Let V be an F -vector space. A bilinear form is a

function ' W V � V ! F , '.x; y/ D hx; yi, that is linear in each entry, i.e.,

that satisfies

(1) hc1x1 C c2x2; yi D c1hx1; yi C c2hx2; yi for every c1; c2 2 F , and

x1; x2; y 2 V

(2) hx; c1y1 C c2y2i D c1hx; y1i C c2hx; y2i for every c1; c2 2 F , and

x; y1; y2 2 V .

A sesquilinear form is a function ' W V � V ! F , '.x; y/ D hx; yi, that is

linear in the first entry and conjugate linear in the second, i.e., that satisfies

(1) and (2):

(2) hx; c1y1 C c2y2i D c1hx; y1i C c2hx; y2i for every c1; c2 2 F , and

x; y1; y2 2 V

for a nontrivial conjugation c 7! c on F . Þ

Example 6.1.5. (1) Let V D Rn. Then hx; yi D txy is a bilinear form. If

V D Cn, then hx; yi D txy is a sesquilinear form. In both cases this is the

familiar “dot product.” Indeed for any field F we can define a bilinear form

on Fn by hx; yi D txy and for any field F with a nontrivial conjugation we

can define a sesquilinear form on Fn by hx; yi D txy.

(2) More generally, for an n-by-n matrix A with entries in F , hx; yi D
txAy is a bilinear form on Fn, and hx; yi D txAy is a sesquilinear form
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on Fn. We will see that all bilinear and sesquilinear forms on Fn arise this

way, and, by taking coordinates, that all bilinear and sesquilinear forms on

finite-dimensional vector spaces over F arise in this way.

(3) Let V D rF1 and let x D .x1; x2; : : :/, y D .y1; y2; : : :/. We

define a bilinear form on V by hx; yi D
P
xiyi . If F has a nontrivial

conjugation, we define a sesquilinear form on V by hx; yi D
P
xiyi .

(4) Let V be the vector space of real-valued continuous functions on

Œ0; 1�. Then V has a bilinear form given by

˝
f .x/; g.x/

˛
D
Z 1

0

f .x/g.x/ dx:

If V is the vector space of complex-valued continuous functions on

Œ0; 1�, then V has a sesquilinear form given by

˝
f .x/; g.x/

˛
D
Z 1

0

f .x/g.x/ dx:

Þ

Let us see the connection between forms and dual spaces.

Lemma 6.1.6. (1) Let V be a vector space and let '.x; y/ D hx; yi be a

bilinear form on V . Then ˛' W V ! V � defined by ˛'.y/.x/ D hx; yi is a

linear transformation.

(2) Let V be a vector space and let '.x; y/ D hx; yi be a sesquilin-

ear form on V . Then ˛' W V ! V � defined by ˛'.y/.x/ D hx; yi is a

conjugate linear transformation.

Remark 6.1.7. In the situation of Lemma 6.1.6, ˛'.y/ is often written

as h�; yi, so with this notation ˛' W y 7! h�; yi. Þ

Definition 6.1.8. Let V be a vector space and let ' be a bilinear (re-

spectively sesquilinear) form on V . Then ' is nonsingular if the map ˛' W
V ! V � is an isomorphism (respectively conjugate isomorphism). Þ

Remark 6.1.9. In more concrete terms, ' is nonsingular if and only if

the following is true: Let T W V ! F be any linear transformation. Then

there is a unique vector w 2 V such that

T .v/ D '.v; w/ D hv; wi for every v 2 V:

Þ
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In case V is finite dimensional, we have an easy criterion to determine

if a form ' is nonsingular.

Lemma 6.1.10. Let V be a finite-dimensionalvector space and let '.x; y/ D
hx; yi be a bilinear or sesquilinear form on V . Then ' is nonsingular

if and only if for every y 2 V , y ¤ 0, there is an x 2 V such that

hx; yi D '.x; y/ ¤ 0.

Proof. Since dimV � D dimV , ˛' is an (conjugate) isomorphism if and

only if it is injective.

Suppose that ˛' is injective, i.e., if y ¤ 0, then ˛'.y/ ¤ 0. This means

that there exists an x 2 V with ˛'.y/.x/ D '.x; y/ ¤ 0.

Conversely, suppose that for every y 2 V , y ¤ 0, there exists an x with

˛'.y/.x/ D '.x; y/ ¤ 0. Then for every y 2 V , y ¤ 0, ˛'.y/ is not the

zero map. Hence Ker.˛'/ D f0g and ˛' is injective.

Now we see how to use coordinates to associate a matrix to a bilinear or

sesquilinear form on a finite-dimensional vector space. Note this is different

from associating a matrix to a linear transformation.

Theorem 6.1.11. Let '.x; y/ D hx; yi be a bilinear (respectively sesquilin-

ear) form on the finite-dimensionalvector space V and let B D fv1; : : : ; vng
be a basis for V . Define a matrix A D .aij / by

aij D
˝
vi ; vj

˛
i; j D 1; : : : ; n:

Then for x; y 2 V ,

hx; yi Dt Œx�BAŒy�B
�
respectively t Œx�BAŒy�B

�
:

Proof. By construction, this is true when x D vi and y D vj (as then

Œx� D ei and Œy� D ej ) and by (conjugate) linearity that implies it is true

for any vectors x and y in V .

Definition 6.1.12. The matrix A D .aij / of Theorem 6.1.11 is the

matrix of the form ' with respect to the basis B. We denote it by Œ'�B . Þ

Theorem 6.1.13. The bilinear or sesquilinear form ' on the finite dimen-

sional vector space V is nonsingular if and only if matrix Œ'�B in any basis

B of V is nonsingular.
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Proof. We use the criterion of Lemma 6.1.10 for nonsingularity of a form.

Suppose A D Œ'�B is a nonsingular matrix. For x 2 V , x ¤ 0, let

Œx�B D

2
64
c1
:::

cn

3
75 :

Then for some i , ci ¤ 0. Let z D A�1ei 2 Fn and let y 2 V with Œy�B D z
(or Œy�B D z). Then '.x; y/ D txAA�1ei D ci ¤ 0.

Suppose A is singular. Let z 2 Fn, z ¤ 0, with Az D 0. Then if y 2 V
with Œy�B D z (or Œy�B D z), then '.x; y/ D txAz D tx0 D 0 for every

x 2 V .

Now we see the effect of a change of basis on the matrix of a form.

Theorem 6.1.14. Let V be a finite-dimensional vector space and let ' be

a bilinear (respectively sesquilinear) form on V . Let B and C be any two

bases of V . Then

Œ'�C D tPB C Œ'�BPB C .respectively tPB C Œ'�BPB C/:

Proof. We do the sesquilinear case; the bilinear case follows by omitting

the conjugation.

By the definition of Œ'�C ,

'.x; y/ D tŒx�C Œ'�C Œy�C

and by the definition of Œ'�B ,

'.x; y/ D tŒx�BŒ'�B Œy�B :

But Œx�B D PB C Œx�C and Œy�B D PB C Œy�C . Substitution gives

tŒx�C Œ'�C Œy�C D '.x; y/ D tŒx�BŒ'�B Œy�B

D t
�
PB C Œx�C

�
Œ'�B

�
PB C Œy�C

�

D tŒx�C
�
tPB C Œ'�BPB C

�
Œy�C :

Since this is true for every x; y 2 V ,

Œ'�C D tPB C Œ'�BPB C : �

This leads us to the following definition.
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Definition 6.1.15. Two square matrices A and B with entries in F

are congruent if there is an invertible matrix P with tPAP D B , and are

conjugate congruent if there is an invertible matrix P with tPAP DB . Þ

It is easy to check that (conjugate) congruence is an equivalence rela-

tion. We then have:

Corollary 6.1.16. (1) Let ' be a bilinear (respectively sesquilinear) form

on the finite-dimensional vector space V . Let B and C be bases of V . Then

Œ'�B and Œ'�C are congruent (respectively conjugate congruent).

(2) Let A and B be congruent (respectively conjugate congruent) n-by-

n matrices. Let V be an n-dimensional vector space over F . Then there is a

bilinear form (respectively sesquilinear form) ' on V and bases B and C

of V with Œ'�B D A and Œ'�C D B .

6.2 Characterization and

classification theorems

In this section we derive results about the characterization and classification

of forms on finite-dimensional vector spaces.

Our discussion so far has been general, but almost all the forms encoun-

tered in mathematical practice fall into one of the following classes.

Definition 6.2.1. (1) A bilinear form ' on V is symmetric if '.x; y/ D
'.y; x/ for all x; y 2 V .

(2) A bilinear form ' on V is skew-symmetric if '.x; y/ D �'.y; x/
for all x; y 2 V , and '.x; x/ D 0 for all x 2 V (this last condition follows

automatically if char.F/ ¤ 2).

(3) A sesquilinear form ' on V is Hermitian if '.x; y/ D '.y; x/ for

all x; y 2 V .

(4) A sesquilinear form ' on V is skew-Hermitian if char.F/ ¤ 2 and

'.x; y/ D �'.y; x/ for all x; y 2 V . (If char.F/ D 2, skew-Hermitian is

not defined.) Þ

Lemma 6.2.2. Let V be a finite-dimensional vector space over F and let '

be a form on V . Choose a basis B of V and let A D Œ'�B . Then

(1) ' is symmetric if and only if tA D A.

(2) ' is skew-symmetric if and only if tA D �A (and, if char.F/ D 2,

the diagonal entries of A are all 0).

(3) ' is Hermitian if and only if tA D A.

(4) ' is skew-Hermitian if and only if tA D �A (and char.F/ ¤ 2).
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Definition 6.2.3. Matrices satisfying the conclusion of Lemma 6.2.2

parts (1), (2), (3), or (4) are called symmetric, skew-symmetric, Hermitian,

or skew-Hermitian respectively. Þ

For the remainder of this section we assume that the forms we consider

are one of these types: symmetric, Hermitian, skew-symmetric, or skew-

Hermitian, and that the vector spaces they are defined on are finite dimen-

sional.

We will write .V; '/ for the space V equipped with the form '.

The appropriate notion of equivalence of forms is isometry.

Definition 6.2.4. Let V admit a form ' and W admit a form  . Then

a linear transformation T W V ! W is an isometry between .V; '/ and

.W;  / if T is an isomorphism and furthermore

 
�
T
�
v1
�
; T
�
v2
��
D '

�
v1; v2

�
for every v1; v2 2 V:

If there exists an isometry between .V; '/ and .W;  / then .V; '/ and .W;  /

are isometric. Þ

Lemma 6.2.5. In the situation of Definition 6.2.4, let V have basis B and

let W have basis C . Then T is an isometry if and only if M D ŒT �C B is

an invertible matrix with

tMŒ �CM D Œ'�B in the bilinear case, or

tMŒ �CM D Œ'�B in the sesquilinear case.

Thus V andW are isometric if and only if Œ �C and Œ'�B are congruent, in

the bilinear case, or conjugate congruent, in the sesquilinear case, in some

(or any) pair of bases B of V and C of W .

Definition 6.2.6. Let ' be a bilinear or sesquilinear form on the vector

space V . Then the isometry group of ' is

Isom.'/ D
˚
T W V ! V isomorphism j

T is an isometry from .V; '/ to itself
	
: Þ

Corollary 6.2.7. In the situation of Definition 6.2.6, let B be any basis of

V . Then T 7! ŒT �B gives an isomorphism

Isom.'/ !
˚
invertible matrices M j

tMŒ'�BM D Œ'�B or tMŒ'�BM D Œ'�B
	
:

Now we begin to simplify and classify forms.
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Definition 6.2.8. Let V admit the form '. Then two vectors v1 and v2
in V are orthogonal (with respect to ') if

'
�
v1; v2

�
D '

�
v2; v1

�
D 0:

Two subspaces V1 and V2 are orthogonal (with respect to ') if

'
�
v1; v2

�
D '

�
v2; v1

�
D 0 for all v1 2 V1; v2 2 V2: Þ

We also have an appropriate notion of direct sum.

Definition 6.2.9. Let V admit a form ', and let V1 and V2 be subspaces

of V . Then V is the orthogonal direct sum of V1 and V2, V D V1 ? V2,

if V D V1 ˚ V2 (i.e., V is the direct sum of V1 and V2) and V1 and V2
are orthogonal with respect to '. This is equivalent to the condition: Let

v; v0 2 V and write v uniquely as v D v1 C v2 with v1 2 V1 and v2 2 V2,

and similarly v0 D v01 C v02 with v01 2 V1 and v02 2 V2.

Let '1 be the restriction of ' to V1 � V1, and '2 be the restriction of '

to V2 � V2. Then

'.v; v0/ D '1
�
v1; v

0
1

�
C '2

�
v2; v

0
2

�
:

In this situation we will also write .V; '/ D .V1; '1/ ? .V2; '2/. Þ

Remark 6.2.10. Translated into matrix language, the condition in Def-

inition 6.2.9 is as follows: Let B1 be a basis for V1 and B2 be a basis for

V2. Let A1 D Œ'1�B1
and A2 D Œ'2�B2

. Let B D B1 [B2 and A D Œ'�B .

Then

A D
�
A1 0

0 A2

�

(a block-diagonal matrix with blocks A1 and A2). Þ

First let us note that if ' is not nonsingular, we may “split off” its sin-

gular part.

Definition 6.2.11. Let ' be a form on V . The kernel of ' is the sub-

space of V given by

Ker.'/ D
˚
v 2 V j '.v; w/ D '.w; v/ D 0 for all w 2 V

	
: Þ

Remark 6.2.12. By Lemma 6.1.10, ' is nonsingular if and only if

Ker.'/ D 0. Þ
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Lemma 6.2.13. Let ' be a form on V . Then V is the orthogonal direct sum

V D Ker.'/ ? V1

for some subspace V1, with '1 D 'jV1 a nonsingular form on V1, and

.V1; '1/ is well-defined up to isometry.

Proof. Let V1 be any complement of Ker.'/, so that V D Ker.'/ ˚ V1,

and let '1 D 'jV1. Certainly V D Ker.'/ ? V1. To see that '1 is nonsin-

gular, suppose that v1 2 V1 with '.v1; w1/ D 0 for every w1 2 V1. Then

'.v1; w/ D 0 for every w 2 V , so v1 2 Ker.'/, i.e., v 2 Ker.'/ \ V1 D
f0g.

There was a choice of V1, but we claim that all choices yield isometric

forms. To see this, let V 0 be the quotient space V=Ker.'/. There is a well-

defined form '0 on V 0 defined as follows: Let � W V ! V=Ker.'/ be the

canonical projection. Let v0; w0 2 V 0, choose v; w 2 V with v0 D �.v/ and

w0 D �.w/. Then '0.v0; w0/ D '.v; w/. It is then easy to check that �=V1
gives an isometry from .V1; '1/ to .V 0; '0/.

In light of this lemma, we usually concentrate on nonsingular forms.

But we also have the following well-defined invariant of forms in general.

Definition 6.2.14. Let V be finite dimensional and let V admit the form

'. Then the rank of ' is the dimension of V1, where V1 is the subspace given

in Lemma 6.2.13. Þ

Definition 6.2.15. Let W be a subspace of V . Then its orthogonal

subspace is the subspace

W ? D
˚
v 2 V j '.w; v/ D 0 for all w 2 W

	
: Þ

Lemma 6.2.16. Let V be a finite-dimensional vector space. Let W be a

subspace of V and let  D 'jW . If  is nonsingular, then V D W ? W ?.

If ' is nonsingular as well, then  ? D 'jW ? is nonsingular.

Proof. Clearly W and W ? are orthogonal, so to show that V D W ? W ?
it suffices to show that V D W ˚W ?.

Let v0 2 W \W ?. Then v0 2 W ?, so '.w; v0/ D 0 for all w 2 W .

But v0 2 W as well, so  .w; v0/ D '.w; v0/ and then the nonsingularity

of  implies v0 D 0.

Let v0 2 V . Then T .w/ D '.w; v0/ is a linear transformation T W
W ! F , and we are assuming  is nonsingular so by Remark 6.1.9 there
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is a w0 2 W with T .w/ D  .w;w0/ D '.w; w0/ for every w 2 W .

Then '.w; v0 � w0/ D 0 for every w 2 W , so v0 � w0 2 W ?, and

v0 D w0 C .v0 �w0/.
Suppose ' is nonsingular and let v0 2 W ?. Then there is a vector v 2 V

with '.v; v0/ ¤ 0. Write v D w1 C w2 with w1 2 W , w2 2 W ?. Then

0 ¤ '
�
v; v0

�
D '

�
w1 C w2; v0

�
D '

�
w1; v1

�
C '

�
w2; v0

�
D '

�
w2; v0

�
;

so 'jW ? is nonsingular.

Remark 6.2.17. The condition that 'jW be nonsingular is necessary.

For example, if ' is the form on F2 defined by

'.v; w/ D tv

�
0 1

1 0

�
w

and W is the subspace

W D
��
x

0

��
;

then W D W ?. Þ

Corollary 6.2.18. Let V be a finite-dimensional vector space and letW be

a subspace of V with 'jW and 'jW ? both nonsingular. Then .W ?/? D
W .

Proof. We have V D W ? W ? D W ? ? .W ?/?. It is easy to check that

.W ?/? � W , so they are equal.

Our goal now is to “simplify”, and in favorable cases classify, forms on

finite-dimensional vector spaces. Lemma 6.2.16 is an important tool that

enables to apply inductive arguments. Here is another important tool, and a

result interesting in its own right.

Lemma 6.2.19. Let V be a vector space over F , and let V admit the non-

singular form '. If char.F/ ¤ 2, assume ' is symmetric or Hermitian. If

char.F/ D 2, assume ' is Hermitian. Then there is a vector v 2 V with

'.v; v/ ¤ 0.

Proof. Pick a nonzero vector v1 2 V . If '.v1; v1/ ¤ 0, then set v D v1.

If '.v1; v1/ D 0, then, by the nonsingularity of ', there is a vector v2
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with b D '.v1; v2/ ¤ 0. If '.v2; v2/ ¤ 0, set v D v2. Otherwise, let

v3 D av1 C v2 where a 2 F is an arbitrary scalar. Then

'
�
v3; v3

�
D '

�
av1 C v2; av1 C v2

�

D '
�
av1; av1

�
C '

�
av1; v2

�
C '

�
v2; av1

�
C '

�
v2; v2

�

D '
�
av1; v2

�
C '

�
v2; av1

�

D 2ab if ' is symmetric

D ab C ab if ' is Hermitian.

In the symmetric case, choose a ¤ 0 arbitrarily. In the Hermitian case,

let a be any element of F with ab ¤ �ab. (If char.F/ ¤ 2 we may choose

a D b�1. If char.F/ D 2 we may choose a D b�1c where c 2 F with

c ¤ c.) Then set v D v3 for this choice of a.

Remark 6.2.20. The conclusion of this lemma does not hold if char.F/ D
2. For example, let F be a field of characteristic 2, let V D F2, and let ' be

the form defined on V by

'.v; w/ D tv

�
0 1

1 0

�
w:

Then it is easy to check that '.v; v/ D 0 for every v 2 V . Þ

Thus we make the following definition.

Definition 6.2.21. Let V be a vector space over a field F of charac-

teristic 2 and let ' be a symmetric bilinear form on V . Then ' is even if

'.v; v/ D 0 for every v 2 V , and odd otherwise. Þ

Lemma 6.2.22. Let V be a vector space over a field F of characteristic 2

and let ' be a symmetric bilinear form on V . Then V is even if and only if

for some (and hence for every) basis B D fv1; v2; : : :g of V , '.vi ; vi/ D 0
for every vi 2 B.

Proof. This follows immediately from the identity

'.v C w; vC w/ D '.v; v/C '.v; w/C '.w; v/C '.w; w/
D '.v; v/C 2'.v; w/C '.w; w/
D '.v; v/C '.w; w/: �

Here is our first simplification.
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Definition 6.2.23. Let V be a finite-dimensional vector space and let '

be a symmetric bilinear or a Hermitian form on V . Then ' is diagonalizable

if there are 1-dimensional subspaces V1; V2; : : : ; Vn of V such that

V D V1 ? V2 ? � � � ? Vn: Þ

Remark 6.2.24. Let us see where the name comes from. Choose a nonzero

vector vi in Vi for each i (so fvig is a basis for Vi ) and let ai D '.vi ; vi /.

Let B be the basis of V given by B D fv1; : : : ; vng. Then

Œ'�B D

2
6664

a1
a2 0

0
: : :

an

3
7775

is a diagonal matrix. Conversely if V has a basis B D fv1; : : : ; vng with

Œ'�B diagonal, then V D V1 ? � � � ? Vn where Vi is the subspace spanned

by vi . Þ

Remark 6.2.25. We will let Œa� denote the bilinear or Hermitian form

on F (an F -vector space) with matrix Œa�, i.e., the bilinear form given by

'.x; y/ D xay, or the Hermitian form given by '.x; y/ D xay. In this

notation a form ' on V is diagonalizable if and only if it is isometric to

Œa1� ? � � � ? Œan� for some a1; : : : ; an 2 F . Þ

Theorem 6.2.26. Let V be a finite-dimensional vector space over a field

F of characteristic ¤ 2, and let ' be a symmetric or Hermitian form on

V . Then ' is diagonalizable. If char.F/ D 2 and ' is Hermitian, then ' is

diagonalizable.

Proof. We only prove the case char.F/ ¤ 2.

By Lemma 6.2.13, it suffices to consider the case where ' is nonsingu-

lar. We proceed by induction on the dimension of V .

If V is 1-dimensional, there is nothing to prove. Suppose the theorem is

true for all vector spaces of dimension less than n, and let V have dimen-

sion n.

By Lemma 6.2.19, there is an element v1 of V with '.v1; v1/ D a1 ¤ 0.

Let V1 D Span.v1/. Then, by Lemma 6.2.16, V D V1 ? V ?1 and 'jV ?1 is

nonsingular. Then by induction V ?1 D V2 ? � � � ? Vn for 1-dimensional

subspaces V2; : : : ; Vn, so V D V1 ? V2 ? � � � ? Vn as required.

The theorem immediately gives us a classification of forms on complex

vector spaces.
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Corollary 6.2.27. Let ' be a nonsingular symmetric bilinear form on V ,

where V is an n-dimensional vector space over C. Then ' is isometric to

Œ1� ? � � � ? Œ1�. In particular, any two such forms are isometric.

Proof. By Theorem 6.2.26, V D V1 ? � � � ? Vn where Vi has basis fvig.
Let ai D '.vi ; vi/. If bi is a complex number with b2i D 1=ai and B is the

basis B D fb1v1; : : : ; bnvng of V , then

Œ'�B D

2
64
1 0

: : :

0 1

3
75 : �

The classification of symmetric forms over R, or Hermitian forms over

C, is more interesting. Whether we can solve b2i D 1=ai over R, or bibi D
1=ai over C, comes down to the sign of ai . (Recall that in the Hermitian

case ai must be real.)

Before developing this classification, we introduce a notion interesting

and important in itself.

Definition 6.2.28. Let ' be a symmetric bilinear form on the real vector

space V , or a Hermitian form on the complex vector space V . Then ' is

positive definite if '.v; v/ > 0 for every v 2 V , v ¤ 0, and ' is negative

definite if '.v; v/ < 0 for every v 2 V , v ¤ 0. It is indefinite if there are

vectors v1; v2 2 V with '.v1; v1/ > 0 and '.v2; v2/ < 0. Þ

Theorem 6.2.29 (Sylvester’s law of inertia). Let V be a finite-dimensional

real vector space and let ' be a nonsingular symmetric bilinear form on

V , or let V be a finite-dimensional complex vector space and let ' be a

nonsingular Hermitian form on V . Then ' is isometric to pŒ1� ? qŒ�1� for

well-defined integers p and q with p C q D n D dim.V /.

Proof. As in the proof of Corollary 6.2.27, we have that ' is isometric to

pŒ1� ? qŒ�1� for some integers p and q with p C q D n. We must show

that p and q are well-defined.

To do so, let VC be a subspace of V of largest dimension with 'jVC
positive definite and let V� be a subspace of V of largest dimension with

'jV� negative definite. Let p0 D dim.VC/ and q0 D dim.V�/. Clearly p0
and q0 are well-defined. We shall show that p D p0 and q D q0. We argue

by contradiction.

Let B be a basis of V with Œ'�B D pŒ1� ? qŒ�1�. If B D fv1; : : : ; vng,
let BC D fv1; : : : ; vpg and B� D fvpC1; : : : ; vng. If WC is the space
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spanned by BC, then 'jWC is positive definite, so p0 � p. If W� is the

space spanned by B�, then 'jW� is negative definite, so q0 � q. Now

p C q D n, so p0 C q0 � n. Suppose it is not the case that p D p0 and

q D q0. Then p0Cq0 > n, i.e., dim.VC/Cdim.V�/ > n. Then VC\V� has

dimension at least one, so contains a nonzero vector v. Then '.v; v/ > 0 as

v 2 VC, but '.v; v/ < 0 as v 2 V�, which is impossible.

We make part of the proof explicit.

Corollary 6.2.30. Let V and ' be as in Theorem 6.2.29. Let p0 be the

largest dimension of a subspace VC of V with 'jVC positive definite and

let q0 be the largest dimension of a subspace V� of V with 'jV� negative

definite. If ' is isometric to pŒ1� ? qŒ�1�, then p D p0 and q D q0. In

particular, ' is positive definite if and only if ' is isometric to nŒ1�.

We can now define a very important invariant of these forms.

Definition 6.2.31. Let V , ', p, and q be as in Theorem 6.2.29. Then

the signature of ' is p � q. Þ

Corollary 6.2.32. A nonsingular symmetric bilinear form on a finite-dimen-

sional vector space V over R, or a nonsingular Hermitian form on a finite-

dimensional vector space V over C, is classified up to isometry by its rank

and signature.

Remark 6.2.33. Here is one way in which these notions appear. Let

f W Rn ! R be a C 2 function and let x0 be a critical point of f . Let H

be the Hessian matrix of f at x0. Then f has a local minimum at x0 if H

is positive definite and a local maximum at x0 if H is negative definite. If

H is indefinite, then x0 is neither a local maximum nor a local minimum

for f . Þ

We have the following useful criterion.

Theorem 6.2.34 (Hurwitz’s criterion). Let ' be a nonsingular symmet-

ric bilinear form on the n-dimensional complex vector space V . Let B D
fv1; : : : ; vng be an arbitrary basis of V and let A D Œ'�B . Let ı0.A/ D 1

and for 1 � k � n let ık.A/ D det.Ak/ where Ak is the k-by-k submatrix

in the upper left corner of A. Then

(1) ' is positive definite if and only if ık.A/ > 0 for k D 1; : : : ; n.

(2) ' is negative definite if and only if .�1/kık.A/ > 0 for k D 1; : : : ; n.
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(3) If ık.A/ ¤ 0 for k D 1; : : : ; n, then the signature of ' is r � s, where

r D #
˚
k j ık.A/ and ık�1.A/ have the same sign

	

s D #
˚
k j ık.A/ and ık�1.A/ have opposite signs

	
:

Proof. We prove (1). Then (2) follows immediately by considering the form

�'. We leave (3) to the reader; it can be proved using the ideas of the proof

of (1).

We prove the theorem by induction on n D dim.V /. If n D 1, the

theorem is clear: ' is positive definite if and only if Œ'�B D Œa1� with a1 >

0. Suppose the theorem is true for all forms on vector spaces of dimension

n � 1 and let V have dimension n. Let Vn�1 be the subspace of V spanned

by Bn�1 D fv1; : : : ; vn�1g, so that An�1 D Œ'jVn�1 �Bn�1
.

Suppose ' is positive definite. Then 'jVn�1 is also positive definite (if

'.v; v/ > 0 for all v ¤ 0 in V , then '.v; v/ > 0 for all v 2 Vn�1). By

the inductive hypothesis ı1.A/; : : : ; ın�1.A/ are all positive. Also, since

ın�1.A/ ¤ 0, 'jVn�1 is nonsingular. Hence V D Vn�1 ? V ?n�1, where

V ?n�1 is a 1-dimensional subspace generated by a vector wn. Let bnn D
'.wn; wn/, so bnn > 0.

Let B 0 be the basis fv1; : : : ; vn�1; wng. Then

det.Œ'�B0/ D ın�1.A/bnn > 0:

By Theorem 6.1.14, if P is the change of basis matrix PB0 B , then

det
�
Œ'�B0

�
D det.P /2 det.A/ D det.P /2ın.A/ if ' is symmetric

D det.P /det.P / det.A/ D
ˇ̌

det.P /
ˇ̌2
ın.A/ if ' is Hermitian

and in any case ın.A/ has the same sign as det.Œ'�B0/, so ın.A/ > 0.

Suppose that ı1.A/; : : : ; ın�1.A/ are all positive. By the inductive hy-

pothesis 'jVn�1 is positive definite. Again let V D Vn�1 ? V ?n�1 with wn
as above. If bnn D '.wn; wn/ > 0 then ' is positive definite. The same

argument shows that ın�1.A/bnn has the same sign as ın.A/. But ın�1.A/
and ın.A/ are both positive, so bnn > 0.

Here is a general formula for the signature of '.

Theorem 6.2.35. Let ' be a nonsingular symmetric bilinear form on the

n-dimensional real vector space V or a nonsingular Hermitian form on

the n-dimensional complex vector space V . Let B be a basis for ' and let

A D Œ'�B . Then
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(1) A has n real eigenvalues (counting multiplicity), and

(2) the signature of ' is r�s, where r is the number of positive eigenvalues

and s is the number of negative eigenvalues of A.

Proof. To prove this we need a result from the next chapter, Corollary 7.3.20,

that states that every symmetric matrix is orthogonally diagonalizable and

that every Hermitian matrix is unitarily diagonalizable. In other words, if

A is symmetric then there is an orthogonal matrix P , i.e., a matrix with
tP D P�1, such that D D PAP�1 is diagonal, and if A is Hermitian there

is a unitary matrixP , i.e., a matrix with tP D P�1, such thatD D PAP�1
is diagonal (necessarily with real entries). In both cases the diagonal entries

of D are the eigenvalues of A and D D Œ'�C for some basis C .

Thus we see that r � s is the number of positive entries on the diagonal

of D minus the number of negative entries on the diagonal of D.

Let C D fv1; : : : ; vng. Reordering the elements of C if necessary, we

may assume that the first r diagonal entries of D are positive and the re-

maining s D n� r diagonal entries ofD are negative. Then V D W1 ? W2
where W1 is the subspace spanned by fv1; : : : ; vrg and W2 is the subspace

spanned by fvrC1; : : : ; vng. Then 'jW1 is positive definite and 'jW2 is neg-

ative definite, so the signature of ' is equal to dim.W1/ � dim.W2/ D
r � s.

Closely related to symmetric bilinear forms are quadratic forms.

Definition 6.2.36. Let V be a vector space over F . A quadratic form

on V is a functionˆ W V ! F satisfying

(1) ˆ.av/ D a2ˆ.v/ for any a 2 F , v 2 V

(2) the function ' W V � V ! F defined by

'.x; y/ D ˆ.x C y/ � ˆ.x/ �ˆ.y/

is a (necessarily symmetric) bilinear form on V . We say that ˆ and ' are

associated. Þ

Lemma 6.2.37. Let V be a vector space over F with char.F/ ¤ 2. Then

every quadratic form ˆ is associated to a unique symmetric bilinear form,

and conversely.

Proof. Clearly ˆ determines '. On the other hand, suppose that ' is as-

sociated to ˆ. Then 4ˆ.x/ D ˆ.2x/ D ˆ.x C x/ D 2ˆ.x/ C '.x; x/
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so

ˆ.x/ D 1

2
'.x; x/

and ' determines ˆ as well.

In characteristic 2 the situation is considerably more subtle and we sim-

ply state the results without proof. For an integer m let e.m/ D 2m�1.2mC
1/ and o.m/ D 2m�1.2m � 1/.

Theorem 6.2.38. (1) Let ' be a symmetric bilinear form on a vector space

V of dimension n over the field F of 2 elements. Then ' is associated

to a quadratic form ˆ if and only if ' is even (in the sense of Defini-

tion 6.2.21). In this case there are 2n quadratic forms associated to '. Each

such quadratic form ˆ is called a quadratic refinement of '.

(2) Let ' be a nonsingular even symmetric bilinear form on a vector

space V of necessarily even dimension n D 2m over F , and let ˆ be a

quadratic refinement of '.

The Arf invariant of ˆ is defined as follows: Let j � j denote the cardi-

nality of a set. Then either

ˇ̌
ˆ�1.0/

ˇ̌
D e.m/ and

ˇ̌
ˆ�1.1/

ˇ̌
D o.m/; in which case Arf.ˆ/ D 0;

or

ˇ̌
ˆ�1.0/

ˇ̌
D o.m/ and

ˇ̌
ˆ�1.1/

ˇ̌
D e.m/; in which case Arf.ˆ/ D 1:

Then there are e.m/ quadratic refinements ˆ of ' with Arf.ˆ/ D 0 and

o.m/ quadratic refinements ˆ of ' with Arf.ˆ/ D 1.

(3) Quadratic refinements of a nonsingular even symmetric bilinear

form on a finite-dimensional vector space V are classified up to isometry

by their rank .D dim.V // and Arf invariant.

Proof. Omitted.

Example 6.2.39. We now give a classical application of our earlier re-

sults. Let

V D Fn D

8
<̂

:̂

2
64
x1
:::

xn

3
75

9
>=
>;
;
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F a field of characteristic¤ 2, and suppose we have a functionQ W V ! F

of the form

Q

0
B@

2
64
x1
:::

xn

3
75

1
CA D

1

2

X

i

ai ix
2
i C

X

i<j

aijxixj :

Then Q is a quadratic form associated to the symmetric bilinear form q

where Œq�E is the matrix A D .aij /. Then Œq�E is diagonalizable, and that

provides a diagonalization of Q in the obvious sense. In other words, there

is a nonsingular change of variable

2
64
x1
:::

xn

3
75 7!

2
64
y1
:::

yn

3
75 such thatQ

0
B@

2
64
y1
:::

yn

3
75

1
CA D

X

i

bi iy
2
i

for some b11; b22; : : : ; bnn 2 F . If F D R we may choose each bi i D ˙1.

Most interesting is the following: Let F D R and suppose that

Q

0
B@

2
64
x1
:::

xn

3
75

1
CA > 0 whenever

2
64
x1
:::

xn

3
75 ¤

2
64
0
:::

0

3
75 :

Then q is positive definite, and we call Q positive definite in this case as

well. We then see that for an appropriate change of variable

Q

0
B@

2
64
x1
:::

xn

3
75

1
CA D

nX

iD1
y2i :

That is, over R every positive definite quadratic form can be expressed

as a sum of squares. Þ

Let us now classify skew-symmetric bilinear forms.

Theorem 6.2.40. Let V be a vector space of finite dimension n over an

arbitrary field F , and let ' be a nonsingular skew-symmetric bilinear form

on V . Then n is even and ' is isometric to .n=2/
�

0 1
�1 0

�
, or, equivalently, to�

0 I
�I 0

�
, where I is the .n=2/-by-.n=2/ identity matrix.

Proof. We proceed by induction on n. If n D 1 and ' is skew-symmetric,

then we must have Œ'�B D Œ0�, which is singular, so that case cannot occur.
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Suppose the theorem is true for all vector spaces of dimension less than n

and let V have dimension n.

Choose v1 2 V , v1 ¤ 0. Then, since ' is nonsingular, there exists

w 2 V with '.w; v1/ D a ¤ 0, and w is not a multiple of v1 as ' is

skew-symmetric. Let v2 D .1=a/w, let B1 D fv1; v2g, and let V1 be the

subspace of V spanned by B1. Then Œ'jV1�B1
D Œ 0 1
�1 0 �. V1 is a nonsingular

subspace so, by Lemma 6.2.16, V D V1 ? V ?1 . Now dim.V ?1 / D n � 2
so we may assume by induction that V ?1 has a basis B2 with Œ'jV ?1 �B2

D
..n � 2/=2/Œ 0 1

�1 0 �. Let B D B1 [B2. Then Œ'�B D .n=2/Œ 0 1
�1 0 �.

Finally, if BD fv1; : : : ; vng, let B 0D fv1; v3; : : : ; vn�1; v2; v4; : : : ; vng.
Then Œ'�B0 D Œ 0 I

�I 0 �.

Finally, we consider skew-Hermitian forms. In this case, by convention,

the field F of scalars has char.F/ ¤ 2. We begin with a result about F itself.

Lemma 6.2.41. Let F be a field with char.F/ ¤ 2 equipped with a nontriv-

ial conjugation c 7! c. Then:

(1) F0 D fc 2 F j c D cg is a subfield of F .

(2) There is a nonzero element j 2 F with j D �j .

(3) Every element of F can be written uniquely as c D c1 C jc2 with

c1; c2 2 F (so that F is a 2-dimensional F0-vector space with basis

f1; j g). In particular, c D �c if and only if c D c2j for some c2 2 F0.

Proof. (1) is easy to check. (Note that 1 D .1 � 1/ D 1 � 1 so 1 D 1.)

(2) Let c be any element of F with c ¤ c and let j D .c � c/=2.

(3) Observe that c D c1Cjc2 with c1 D .cCc/=2 and c2 D .c�c/=2j .

It is easy to check that c1; c2 2 F0.

Also, if c D c1C c2j with c1; c2 2 F0, then c D c1 � jc2 and, solving

for c1 and c2, we obtain c1 D .c C c/=2 and c2 D .c � c/=2j .

Remark 6.2.42. If F D C and the conjugation is complex conjugation,

F0 D R and we may choose j D i . Þ

Theorem 6.2.43. Let V be a finite-dimensional vector space and let ' be

a nonsingular skew-Hermitian form on V . Then ' is diagonalizable, i.e.,

' is isometric to Œa1� ? : : : ? Œan� with ai 2 F , ai ¤ 0, ai D �ai , or

equivalently ai D jbi with bi 2 F0, bi ¤ 0, for each i .

Proof. First we claim there is a vector v 2 V with '.v; v/ ¤ 0. Choose

v1 2 V , v1 ¤ 0, arbitrarily. If '.v1; v1/ ¤ 0, choose v D v1. Otherwise,

since ' is nonsingular there is a vector v2 2 V with '.v1; v2/ D a ¤ 0.
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(Then '.v2; v1/ D �a.) If '.v2; v2/ ¤ 0, choose v D v2. Otherwise,

for any c 2 F , let v3 D v1 C cv2. We easily compute that '.v3; v3/ D
ac � a c D ac � .ac/. Thus if we let v D v1 C .j=a/v2, '.v; v/ ¤ 0.

Now proceed as in the proof of Theorem 6.2.26.

Corollary 6.2.44. Let V be a complex vector space of dimension n and

let ' be a nonsingular skew-Hermitian form on V . Then ' is isometric to

rŒi � ? sŒ�i � for well-defined integers r and s with r C s D n.

Proof. By Theorem 6.2.43, V has a basis B D fv1; : : : ; vngwith Œ'�B diag-

onal with entries ib1; : : : ; ibn for nonzero real numbers b1; : : : ; bn. Letting

B 0 D fv01; : : : ; v0ng with v0i D .
p
1=jbi j/vi we see that Œ'�B0 is diagonal

with all diagonal entries ˙i . It remains to show that the numbers r of Ci
and s of �i entries are well-defined.

The proof is almost identical to the proof of Theorem 6.2.29, the

only difference being that instead of considering '.v; v/ we consider

.1=i/'.v; v/.

6.3 The adjoint of a

linear transformation

We now return to the general situation. We assume in this section that .V; '/

and .W;  / are nonsingular, where the forms ' and  are either both bilin-

ear or both sesquilinear. Given a linear transformation T W V ! W , we

define its adjoint T adj W W ! V . We then investigate properties of the

adjoint.

Definition 6.3.1. Let T W V ! W be a linear transformation. The

adjoint of T is the linear transformation T adj W W ! V defined by

 
�
T .x/; y

�
D '

�
x; T adj.y/

�
for all x 2 V; y 2 W: Þ

This is a rather complicated definition, and the first thing we need to see

is that it in fact makes sense.

Lemma 6.3.2. T adj W W ! V , as given in Definition 6.3.1, is a well-

defined linear transformation.

Proof. We give two proofs, the first more concrete and the second more

abstract.

The first proof proceeds in two steps. The first step is to observe that the

formula '.x; z/ D  .T .x/; y/, where x 2 V is arbitrary and y 2 W is
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any fixed element, defines a unique element z of V , since ' is nonsingular.

Hence T adj.y/ D z is well-defined. The second step is to show that T adj is

a linear transformation. We compute, for x 2 V arbitrary,

'
�
x; T adj.y1 C y2/

�
D  

�
T .x/; y1 C y2

�
D  

�
T .x/; y1

�
C  

�
T .x/; y2

�

D '
�
x; T adj.y1/

�
C '

�
x; T adj.y2/

�

and

'
�
x; T adj.cy/

�
D  

�
T .x/; cy

�
D c  

�
T .x/; y

�

D c '
�
x; T adj.y/

�
D '

�
x; cT adj.y/

�
:

For the second proof, we first consider the bilinear case. The formula in

Definition 6.3.1 is equivalent to

˛'
�
T adj.y/

�
.x/ D ˛ .y/

�
T .x/

�
D T �

�
' .y/

�
.x/;

where T � W W � ! V � is the dual of T , which gives

T adj D ˛�1' ı T � ı ˛ :

In the sesquilinear case we have a bit more work to do, since ˛' and

˛ are conjugate linear rather than linear. The formula in Definition 6.3.1

is equivalent to  .T .x/; y/ D '.x; T adj.y//. Define ˛' by ˛'.y/.x/ D
'.x; y/, and define ˛ similarly. Then ˛' and ˛ are linear transformations

and by the same logic we obtain

T adj D ˛�1' ı T � ı ˛ : �

Remark 6.3.3. T adj is often denoted by T �, but we will not use that nota-

tion in this section as we are also considering T �, the dual of T , here. Þ

Suppose V and W are finite dimensional. Then, since T adj W W ! V is

a linear transformation, once we have chosen bases, we may represent T adj

by a matrix.

Lemma 6.3.4. Let B and C be bases of V and W respectively and let

P D Œ'�B and Q D Œ �C . Then

�
T adj

�
B C

D P�1 t ŒT �C BQ if ' and  are bilinear;

and

�
T adj

�
B C

D P �1 t ŒT �C B Q if ' and  are sesquilinear:
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In particular, if V D W , ' D  and B D C , and P D Œ'�B , then

�
T adj

�
B
D P�1 t ŒT �BP if ' is bilinear;

and

�
T adj

�
B
D P �1 t ŒT �BP if ' is sesquilinear:

Proof. Again we give two proofs, the first more concrete and the second

more abstract.

For the first proof, let ŒT �C B DM and ŒT adj�C B D N . Then

 
�
T .x/; y

�
D
˝
T .x/; y

˛
D t

�
MŒx�B

�
QŒy�C D t Œx�B

tMQŒy�C

and

'
�
x; T adj.y/

�
D
˝
x; T adj.y/

˛
D t Œx�BP

�
NŒy�C

�
D t Œx�BPN Œy�C

from which we obtain

tMQ D PN and hence N D P �1 tM Q:

For the second proof, let B D fv1; v2; : : :g and set B D fv1; v2; : : :g.
Then, keeping track of conjugations, we know from the second proof of

Lemma 6.3.2 that

�
T adj

�
B C

D
��
˛'
�
B

� B

��1�
T �
�
B

� C
�

�
˛ 
�
C

� C
:

But Œ˛'�B� B
D P ; Œ˛ �C� C

D Q, and from Definition 2.4.1 and

Lemma 2.4.2 we see that ŒT ��
B

� C
� D t ŒT �

C B
D t ŒT �C B .

In one very important case this simplifies.

Definition 6.3.5. Let V be a vector space and let ' be a form on V . A

basis B D fv1; v2; : : :g of V is orthonormal if '.vi ; vj / D '.vj ; vi/ D 1 if

i D j and 0 if i ¤ j . Þ

Remark 6.3.6. We see from Corollary 6.2.30 that if F D R or C then

V has an orthonormal basis if and only if ' is real symmetric or complex

Hermitian, and positive definite in either case. Þ

Corollary 6.3.7. Let V and W be finite-dimensional vector spaces with

orthonormal bases B and C respectively. Let T W V ! W be a linear

transformation. Then

ŒT adj�B C D t ŒT �C B if ' and  are bilinear



“book” — 2011/3/4 — 17:06 — page 187 — #201
i

i

i

i

i

i

i

i

6.3. The adjoint of a linear transformation 187

and

ŒT adj�B C D t ŒT �C B if ' and  are sesquilinear:

In particular, if T W V ! V then

ŒT adj�B D t ŒT �B if ' is bilinear

and

ŒT adj�B D t ŒT �B if ' is sesquilinear:

Proof. In this case, both P and Q are identity matrices.

Remark 6.3.8. There is an important generalization of the definition of

the adjoint. We have seen in the proof of Lemma 6.3.2 that T adj is defined by

˛'ıT adj D T ı˛ . Suppose now that ˛' , or equivalently˛' , is injective but

not surjective, which may occur when V is infinite dimensional. Then T adj

may not be defined. But if T adj is defined, then it is well-defined, i.e., if there

is a linear transformation S W W ! V satisfying '.T .x/; y/ D  .x;S.y//
for every x 2 V , y 2 W , then there is a unique such linear transformation

S , and we set T adj D S . Þ

Remark 6.3.9. (1) It is obvious, but worth noting, that if ˛' is injective

the identity I W V ! V has adjoint I� D I, as '.I.x/; y/ D '.x; y/ D
'.x; I.y// for every x; y 2 V .

(2) On the other hand, if ˛' is not injective there is no hope of defining

an adjoint. For suppose V0 D Ker.˛'/ ¤ f0g. Let P0 W W ! V be

any linear transformation with P0.W / � V0. If S W W ! V is a linear

transformation with  .T .x/; y/ D '.x;S.y//, then S 0 D S C P0 also

satisfies  .T .x/; y/ D '.x;S 0.y// for x 2 V , y 2 W . Þ

We state some basic properties of adjoints.

Lemma 6.3.10. (1) Suppose T1 W V ! W and T2 W V ! W both have

adjoints. Then T1 C T2 W V ! W has an adjoint and .T1 C T2/
adj D

T
adj

1 C T
adj

2 .

(2) Suppose T W V ! W has an adjoint. Then cT W V ! W has an

adjoint and .cT /adj D c T adj.

(3) Suppose S W V ! W and T W W ! X both have adjoints. Then

T ı S W V ! X has an adjoint and .T ı S/adj D S adj ı T adj.

(4) Suppose T W V ! V has an adjoint. Then for any polynomial

p.x/ 2 F Œx�, p.T / has an adjoint and .p.T //adj D p.T adj/.
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Lemma 6.3.11. Suppose that ' and are either both symmetric, both Her-

mitian, both skew-symmetric, or both skew-Hermitian. If T W V ! W has

an adjoint, then T adj W W ! V has an adjoint and .T adj/adj D T .

Proof. We prove the Hermitian case, which is typical. Let S D T adj. By

definition,  .T .x/; y/ D '.x;S.y// for x 2 V , y 2 W . Now S has an

adjoint R if and only if '.S.y/; x/ D  .y;R.x//. But

'
�
S.y/; x

�
D '

�
x;S.y/

�
D  

�
T .x/; y

�
D  

�
y; T .x/

�

so R D T , i.e., .T adj/adj D T .

We will present a number of interesting examples of and related to ad-

joints in Section 7.3 and in Section 7.4.
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CHAPTER 7

Real and complex inner

product spaces

In this chapter we consider real and complex vector spaces equipped with

an inner product. An inner product is a special case of a symmetric bilinear

form, in the real case, or of a Hermitian form, in the complex case. But it is

a very important special case, one in which much more can be said than in

general.

7.1 Basic definitions

We begin by defining the objects we will be studying.

Definition 7.1.1. An inner product '.x; y/ D hx; yi on a real vector

space V is a symmetric bilinear form with the property that hv; vi > 0 for

every v 2 V , v ¤ 0.

An inner product '.x; y/ D hx; yi on a complex vector space V is a

Hermitian form with the property that hv; vi > 0 for every v 2 V , v ¤ 0.

A real or complex vector space equipped with an inner product is an

inner product space. Þ

Example 7.1.2. (1) The cases F D R and C of Example 6.1.5(1) give

inner product spaces.

(2) Let F D R and let A be a real symmetric matrix (i.e., tA D A),

or let F D C and let A be a complex Hermitian matrix (i.e., tA D A) in

Example 6.1.5(2). Then we obtain inner product spaces if and only if A is

positive definite.

(3) Let F D R or C in Example 6.1.5(3).

(4) Example 6.1.5(4). Þ

189
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In this chapter we let F be R or C. We will frequently state and prove

results only in the complex case when the real case can be obtained by

ignoring the conjugation.

Let us begin by relating inner products to the forms we considered in

Chapter 6.

Lemma 7.1.3. Let ' be an inner product on the finite-dimensional real

or complex vector space V . Then ' is nonsingular in the sense of Defini-

tion 6.1.8.

Proof. Since '.y; y/ > 0 for every y 2 V , y ¤ 0, we may apply Lemma

6.1.10, choosing x D y.

Remark 7.1.4. Inner products are particularly nice symmetric or Hermi-

tian forms. One of the ways they are nice is that if ' is such a form on a vec-

tor space V , then not only is' nonsingular but its restriction to any subspace

W ofV is nonsingular. Conversely, if ' is a form on a real or complex vector

space V such that the restriction of ' to any subspace W of V is nonsingu-

lar, then either ' or �' must be an inner product. For if neither ' nor �' is

an inner product, there are two possibilities: (1) There is a vector w0 with

'.w0; w0/ D 0, or (2) There are vectorsw1 andw2 with '.w1; w1/ > 0 and

'.w2; w2/ < 0. In this case f .t/ D '.tw1C .1� t/w2; tw1C .1� t/w2/ is

a continuous real-valued function with f .0/ > 0 and f .1/ < 0, so there is

a value t0 with f .t0/ D 0, i.e., '.w0; w0/ D 0 forw0 D t0w1C .1� t0/w2.

Then ' is identically 0 on Span.fw0g/. Þ

We now turn our attention to norms of vectors.

Definition 7.1.5. Let V be an inner product space. The norm kvk of a

vector v 2 V is

kvk D
p
hv; vi: Þ

Lemma 7.1.6. Let V be an inner product space.

(1) kcvk D jcjkvk for any c 2 F and any v 2 V .

(2) kvk � 0 for all v 2 V and kvk D 0 if and only if v D 0.

(3) (Cauchy-Schwartz-Buniakowsky inequality) jhv; wij � kvkkwk for

all v; w 2 V , with equality if and only if fv; wg is linearly dependent.

(4) (Triangle inequality) kv C wk � kvk C kwk for all v; w 2 V , with

equality if and only ifw D 0 or v D pw for some nonnegative real number

p.



“book” — 2011/3/4 — 17:06 — page 191 — #205
i

i

i

i

i

i

i

i

7.1. Basic definitions 191

Proof. (1) and (2) are immediate.

For (3), if fv; wg is linearly dependent then w D 0 or w ¤ 0 and

v D cw for some c 2 F , and it is easy to check that in both cases we have

equality. Assume that fv; wg is linearly independent. Then for any c 2 F ,

x D v � cw ¤ 0, and then direct computation shows that

0 < kxk2 D hx; xi D hv; vi C h�cw; viC hv;�cwiC h�cw;�cwi
D hv; vi � chv; wi � chv; wiC jcj2hw;wi:

Setting c D hv; wi=hw;wi gives

0 < hv; vi �
ˇ̌
hv; wi

ˇ̌2
=hw;wi;

which gives the inequality.

For (4), we have that



v C w


2 D hv C w; vC wi
D hv; vi C hv; wiC hw; viC hw;wi
D kvk2 C

�
hv; wi C hv; wi

�
C kwk2

� kvk2C 2
ˇ̌
hv; wi

ˇ̌
C kwk2

� kvk2C 2kvkkwkC kwk2 D
�
kvk C kwk

�2
;

which gives the triangle inequality. The second inequality in the proof is the

Cauchy-Schwartz-Buniakowsky inequality. The first inequality in the proof

holds because for a complex number c, c C c � 2jcj; with equality only if

c is a nonnegative real number.

To have kvCwk2 D .kvkCkwk/2 both inequalities in the proof must be

equalities. The second one is an equality if and only ifw D 0; in which case

the first one is, too, or if and only if w ¤ 0 and v D pw for some complex

number p: Then hv; wi C hw; vihpw;wiC hw; pwi D .p C p/kwk2 and

then the first inequality is an equality if and only if p is a nonnegative real

number.

If V is an inner product space, we may recover the inner product from

the norms of vectors.

Lemma 7.1.7 (Polarization identities). (1) Let V be a real inner product

space. Then for any v; w 2 V ,

hv; wi D .1=4/kv C wk2 � .1=4/kv �wk2:
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(2) Let V be a complex inner product space. Then for any v; w 2 V ,

hv; wi D .1=4/kv C wk2C .i=4/kv C iwk2

� .1=4/kv �wk2 � .i=4/kv � iwk2:

For convenience, we repeat here some earlier definitions.

Definition 7.1.8. Let V be an inner product space. A vector v 2 V is a

unit vector if kvk D 1. Two vectors v and w are orthogonal if hv; wi D 0.

A set B of vectors in V , B D fv1; v2; : : :g, is orthogonal if the vectors in

B are pairwise orthogonal, i.e., if hvi ; vj i D 0 whenever i ¤ j . The set B

is orthonormal if B is an orthogonal set of unit vectors, i.e., if hvi ; vi i D 1
for every i and hvi ; vj i D 0 for every i ¤ j . Þ

Example 7.1.9. Let h ; i be the standard inner product on Fn, defined by

hv; wi D tvw. Then the standard basis E D fe1; : : : ; eng is orthonormal. Þ

Lemma 7.1.10. Let B D fv1; v2; : : :g be an orthogonal set of nonzero vec-

tors in V . If v 2 V is a linear combination of the vectors in B, v D
P
i civi ,

then cj D hv; vj i=kvjk2 for each j . In particular, if B is orthonormal then

cj D hv; vj i for each j .

Proof. For any j;

˝
v; vj

˛
D
�X

i

civi ; vj

�
D
X

i

ci
˝
vi ; vj

˛
D cj

˝
vj ; vj

˛

as hvi ; vj i D 0 for i ¤ j:

Corollary 7.1.11. Let B D fv1; v2; : : :g be an orthogonal set of nonzero

vectors in V: Then B is linearly independent.

Lemma 7.1.12. Let B D fv1; v2; : : :g be an orthogonal set of nonzero

vectors in V: If v 2 V is a linear combination of the vectors in B; v DP
i civi ; then kvk2 D

P
i jci j2kvik2: In particular if B is orthonormal

then kvk2 D
P
i jci j2:

Proof. We compute

kvk2 D hv; vi D
�X

i

civi ;
X

j

cjvj

�

D
X

i;j

cicj
˝
vi ; vj

˛
D
X

i

ˇ̌
ci
ˇ̌2˝
vi ; vi

˛
: �
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Corollary 7.1.13 (Bessel’s inequality). Let B D fv1; v2; : : : ; vng be a finite

orthogonal set of nonzero vectors in V . For any vector v 2 V ,

nX

iD1

ˇ̌˝
v; vi

˛ˇ̌2
=


vi



2 � kvk2;

with equality if and only if v D
Pn
iD1hv; viivi :

In particular, if B is orthonormal then

nX

iD1

ˇ̌˝
v; vi

˛ˇ̌2 � kvk2

with equality if and only if v D
Pn
iD1hv; viivi :

Proof. Let w D
Pn
iD1.hv; vii=kvik2/vi and let x D v�w: Then hv; vii D

hw; vii for each i; so hx; vii D 0 for each i and hence hx; wi D 0: Then

kvk2 D hv; vi D hw C x; w C xi D kwk2C kxk2 � kwk2

D
nX

iD1

ˇ̌˝
v; vi

˛ˇ̌2
=


vi



2;

with equality if and only if x D 0:

We have a more general notion of a norm.

Definition 7.1.14. Let V be a vector space over F : A norm on V is a

function k � k W V ! R satisfying:

(a) kvk � 0 and kvk D 0 if and only if v D 0,

(b) kcvk D jcjkvk for c 2 F and v 2 V ,

(c) kv C wk � kvk C kwk for v; w 2 V . Þ

Theorem 7.1.15. (1) Let V be an inner product space. Then

kvk D
p
hv; vi

is a norm in the sense of Definition 7.1.14.

(2) Let V be a vector space and let k � k be a norm on V: There is an

inner product h ; i on V such that kvk D
p
hv; vi if and only if k �k satisfies

the parallelogram law

kvC wk2C kv �wk2 D 2
�
kvk2 C kwk2

�
for all v; w 2 V:
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Proof. (1) is immediate. For (2), given any norm we can define h ; i by use

of the polarization identities of Lemma 7.1.7, and it is easy to verify that

this is an inner product if and only if k � k satisfies the parallelogram law.

We omit the proof.

Example 7.1.16. If

v D

2
64
x1
:::

xn

3
75

define k � k on Fn by kvk D jx1j C � � �C jxnj: Then k � k is a norm that does

not come from an inner product. Þ

We now investigate some important topological properties.

Definition 7.1.17. Two norms k � k1 and k � k2 on a vector space V are

equivalent if there are positive constants a and A such that

akvk1 � kvk2 � Akvk1 for every v 2 V: Þ

Remark 7.1.18. It is easy to check that this gives an equivalence relation

on norms. Þ

Lemma 7.1.19. (1) Let k �k be any norm on a vector space V: Then d.v; w/

D kv �wk is a metric on V:

(2) If k � k1 and k � k2 are equivalent norms on V; then the metrics

d1.v; w/ D kv�wk1 and d2.v; w/ D kv�wk2 give the same topology on

V:

Proof. (1) A metric on a space V is a function d W V � V ! V satisfying:

(a) d.v; w/ � 0 and d.v; w/ D 0 if and only if w D v

(b) d.v; w/ D d.w; v/

(c) d.v; x/ � d.v; w/C d.w; x/.

It is then immediate that d.v; w/ D kv � wk is a metric.

(2) The metric topology on a space V with metric d is the one with a

basis of open sets B".v0/ D fv j d.v; v0/ � "g for every v0 2 V and every

" > 0: Thus k � ki gives the topology with basis of open sets B i".v0/ D fv j
kv � v0ki < "g for v0 2 V and " > 0; for i D 1; 2: By the definition

of equivalence B2
"=A
.v0/ � B1" .v0/ and B1

"=a
.v0/ � B2" .v0/ so these two

bases give the same topology.
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Theorem 7.1.20. Let V be a finite-dimensional F -vector space. Then V

has a norm, and any two norms on V are equivalent.

Proof. First we consider V D Fn: Then V has the standard norm

kvk D hv; vi D tvv

coming from the standard inner product h�; �i.
It suffices to show that any other norm k � k2 is equivalent to this one.

By property (b) of a norm, it suffices to show that there are positive

constants a and A with

a � kvk2 � A for every v 2 V with kvk D 1:

First suppose that k � k2 comes from an inner product h ; i2: Then

hv; vi2 D tvBv for some matrix B; and so we see that f .v/ D hv; vi2
is a quadratic function of the entries of v (in the real case) or the real and

complex parts of the entries of v (in the complex case). In particular f .v/ is

a continuous function of the entries of v: Now fv j kvk D 1g is a compact

set, and so f .v/ has a minimum a (necessarily positive) and a maximum A

there.

In the general case we must work a little harder. Let

m D min
�

e1




2
; : : : ;



en



2

�
and M D max

�

e1



2
; : : : ;



en



2

�

where fe1; : : : ; eng is the standard basis of Fn:

Let v D
� x1
:::
xn

�
with kvk D 1: Then jxi j � 1 for each i; so, by the

properties of a norm,

kvk2 D


x1e1 C � � � C xnen




2

�


x1e1




2
C � � � C



xnen



2

D
ˇ̌
x1
ˇ̌

e1




2
C � � � C

ˇ̌
xn
ˇ̌

en




2

� 1 �M C � � � C 1 �M D nM:

We prove the other inequality by contradiction. Suppose there is no such

positive constant a: Then we may find a sequence of vectors v1; v2; : : : with

kvik D 1 and kvik2 < 1=i for each i:

Since fv j kvk D 1g is compact, this sequence has a convergent sub-

sequence w1; w2; : : : with kwik D 1 and kwik2 < 1=i for each i: Let

w1 D limi!1wi ; and let d D kw1k2: (We cannot assert that d D 0

since we do not know that k � k2 is continuous.)
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For any ı > 0; let w 2 V be any vector with kw �w1k < ı: Then

d D


w1




2
�


w1 �w




2
C


w



2
� ınM C kwk2:

Choose ı D d=.2nM/: Then kw � w1k < ı implies, by the above in-

equality, that

kwk2 � d � ınM D d=2:

Choosing i large enough we have kwi � w1k < ı and kwik2 < d=2; a

contradiction.

This completes the proof for V D Fn: For V an arbitrary vector space

of dimension n; choose any basis B of V and define k � k on V by

kvk D


Œv�B





where k � k is the standard norm on Fn:

Remark 7.1.21. It is possible to put an inner product (and hence a norm)

on any vector space V; as follows: Choose a basis B D fv1; v2; : : :g of V

and define h ; i by hvi ; vj i D 1 if i D j and 0 if i ¤ j; and extend h ; i to

V by (conjugate) linearity. However, unless we can actually write down the

basis B; this is not very useful. Þ

Example 7.1.22. If V is any infinite-dimensional vector space then V

admits norms that are not equivalent. Here is an example. Let V D rF1:
Let v D Œx1; x2; : : :� and w D Œy1; y2; : : :�: Define h ; i on V by hv; wi DP1
jD1 xjyj and define h ; i0 on V by hv; wi D

P1
jD1 xjyj =2

j : Then h ; i
and h ; i0 give norms k � k and k � k0 that are not equivalent, and moreover

the respective metrics d and d 0 on V define different topologies, as the

sequence of points fe1; e2; : : :g does not have a limit on the topology on V

given by d; but converges to Œ0; 0; : : :� in the topology given by d 0: Þ

7.2 The Gram-Schmidt process

Let V be an inner product space. The Gram-Schmidt process is a method

for transforming a basis for a finite-dimensional subspace of V into an or-

thonormal basis for that subspace. In this section we introduce this process

and investigate its consequences.

We fix V; the inner product h ; i; and the norm k � k coming from this

inner product, throughout this section.
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Theorem 7.2.1. Let W be a finite-dimensional subspace of V; dim.W / D
k; and let B D fv1; v2; : : : ; vkg be a basis ofW: Then there is an orthonor-

mal basis C D fw1; w2; : : : ; wkg of W such that Span.fw1; : : : ; wig/ D
Span.fv1; : : : ; vi g/ for each i D 1; : : : ; k: In particular, W has an or-

thonormal basis.

Proof. By Lemma 7.1.3 and Theorem 6.2.29 we see immediately that W

has an orthonormal basis. Here is an independent construction.

Define vectors xi inductively:

x1 D w1;

xi D vi �
X

j<i

hvi ; xj i
hxj ; xj i

xj for i > 1:

Then set

wi D xi=kxik for each i: �

Definition 7.2.2. The basis C of W obtained in the proof of Theo-

rem 7.2.1 is said to be obtained from the basis B of W by applying the

Gram-Schmidt process to B. Þ

Remark 7.2.3. The Gram-Schmidt process generalizes without change

to the following situation: Let W be a vector space of countably infinite di-

mension, and let B D fv1; v2; : : :g be a basis of V whose elements are in-

dexed by the positive (or nonnegative) integers. The proof of Theorem 7.2.1

applies to give an orthonormal basis C of W: Þ

We recall another two definitions from Chapter 6.

Definition 7.2.4. LetW be a subspace of V: Its orthogonal complement

W ? is the subspace of V defined by

W ? D
˚
x 2 V j hx; wi D 0 for every w 2 W

	
: Þ

Definition 7.2.5. V is the orthogonal direct sum V D W1 ? W2 of

subspacesW1 andW2 if (1) V D W1˚W2 is the direct sum of the subspaces

W1 and W2 (2) W1 and W2 are orthogonal subspaces of V . Equivalently, if

v D w1 C w2 with w1 2 W1 and w2 2 W2, then

kvk2 D kw1k2 C kw2k2: Þ

Theorem 7.2.6. Let W be a finite-dimensional subspace of V . Then V is

the orthogonal direct sum V D W ? W ?.
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Proof. If V finite-dimensional, then, by Lemma 7.1.3, 'jW is nonsingular

(as is ' itself), so, by Lemma 6.2.16, V D W ? W ?:
Alternatively, let dim.V / D n and dim.W / D k: Choose a basis B1 D

fv1; : : : ; vkg of W and extend it to a basis B D fv1; : : : ; vng of V: Apply

the Gram-Schmidt process to B to obtain a basis C D fw1; : : : ; wng of V:

Then C1 D fw1; : : : ; wkg is a basis of W: It is easy to check that C2 D
fwkC1; : : : ; wng is a basis of W ?; from which it follows that V D W ?
W ?:

In general, choose an orthogonal basis C D fw1; : : : ; wkg of W: For

v 2 V; let x D
P
hv; wiiwi : Then x 2 W and hx; wii D hv; wii for

i D 1; : : : ; k; which implies hx; wi D hv; wi for every w 2 W: Thus

hv�x; wi D 0 for every w 2 W; and so v�x 2 W ?: Since v D xC.v�x/;
we see that V D W CW ?:Now hy; zi D 0 whenever y 2 W and z 2 W ?:
If w 2 W \W ?; set y D w and z D w to conclude that hw;wi D 0;which

implies that w D 0: Thus V D W ˚W ?: Finally, if V D W ˚W ? then

V D W ? W ? by the definition of W ?:

Lemma 7.2.7. LetW be a subspace of V and suppose that V D W ? W ?:
Then .W ?/? D W:

Proof. If V is finite-dimensional, this is Corollary 6.2.18. The following

argument works in general.

It is easy to check that .W ?/? � W: Let v 2 .W ?/?: Since v 2 V;
we may write v D x C y with x 2 W and y 2 W ?: Then 0 D hv; yi D
hx C y; yi D hx; yi C hy; yi D hy; yi so y D 0; and hence v D x: Thus

.W ?/? D W:

Corollary 7.2.8. Let W be a finite-dimensional subspace of V . Then

.W ?/? D W .

Proof. Immediate from Theorem 7.2.6 and Lemma 7.2.7.

Example 7.2.9. Let V � rF11 be the subspace consisting of all ele-

ments Œx1; x2; : : :� with fxig bounded (i.e., such that there is a constant M

with jxi j < M for each i ). Give V the inner product

hŒx1; x2; : : :�; Œy1; y2; : : :�i D
1X

jD1
xjyj =2

j :

Let W D rF1 and note thatW is a subspace of V . If yD Œy1; y2; : : :�2W ?
then, since ei 2 W for each i , 0 D hei ; yi D yi=2i , so y D Œ0; 0; : : :�. Thus

W ?Df0g, and we see that V ¤W ? W ? and that .W ?/?¤W . Þ
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Definition 7.2.10. Let W be a subspace of V and suppose that V D
W ? W ?. The orthogonal projection …W is the linear transformation de-

fined by …W .v/ D x where v D x C y with x 2 W and y 2 W ?. Þ

Lemma 7.2.11. Let W be a finite-dimensional subspace of V and let C D
fw1; : : : ; wkg be an orthonormal basis of W . Then

…W .v/ D
kX

iD1

˝
v; wi

˛
wi for every v 2 V:

Proof. Immediate from the proof of Theorem 7.2.6.

Corollary 7.2.12. Let W be a finite-dimensional subspace of V and let

C D fw1; : : : ; wkg and C 0 D fw01; : : : ; w0kg be two orthonormal bases of

W: Then

kX

iD1

˝
v; wi

˛
wi D

kX

iD1

˝
v; w0i

˛
w0i for every v 2 V:

Proof. Both are equal to…W .v/:

Lemma 7.2.13. Let W be a subspace of V such that V D W ? W ?: Then

…2
W D …W ; …W? D I �…W ; and …W?…W D …W…W? D 0:

Proof. This follows immediately from Definition 7.2.10.

Remark 7.2.14. Suppose that V is finite-dimensional. Let T D …W :

By Lemma 7.2.13, T 2 D T so p.T / D 0 where p.x/ is the polynomial

p.x/ D x2�x D x.x�1/: Then the minimum polynomialmT .x/ divides

p.x/: ThusmT .x/ D x; which occurs if and only ifW D f0g; ormT .x/ D
x�1; which occurs if and only ifW D V; ormT .x/ D x.x�1/: In this last

case W is the 1-eigenspace of …W and W ? is the 0-eigenspace of …W : In

any case …W is diagonalizable (over R or over C), as mT .x/ is a product

of distinct linear factors. Þ

Let us revisit the Gram-Schmidt process from the point of view of or-

thogonal projections. First we need another definition.

Definition 7.2.15. The normalization map N W V � f0g ! fv 2 V j
kvk D 1g is the functionN.v/ D v=kvk. Þ
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Corollary 7.2.16. Let W be a finite-dimensional subspace of V and let

B D fv1; : : : ; vkg be a basis of W . Let

W0 D f0g and Wi D Span.fv1; : : : ; vig/

for 1 � i < k. Then the basis C D fw1; : : : ; wkg ofW obtained from V by

the Gram-Schmidt procedure is given by

wi D N
�
…W?

i�1

�
vi
��

for i D 1; : : : ; k:

The Gram-Schmidt process has important algebraic and topological con-

sequences.

Definition 7.2.17. Let F D R or C. A k-frame in Fn is a linearly

independent k-tuple fv1; : : : ; vkg of vectors in Fn. An orthonormalk-frame

in Fn is an orthonormal k-tuple fv1; : : : ; vkg of vectors in Fn. Set

Gn;k.F/ D
˚
k-frames in Fn

	

and
Sn;k.F/ D

˚
orthonormal k-frames in Fn

	
:

By identifying fv1; : : : ; vngwith the n-by-k matrix Œv1j � � � jvk�we iden-

tify Gn;k .F/ and Sn;k.F/ with subsets of Mn;k.F/. Let Fnk have its usual

topology. The natural identification of Mn;k.F/ with Fnk gives a topology

on Mn;k.F/ and hence on Gn;k.F/ and Sn;k.F/ as well. Þ

In order to formulate our result we need a preliminary definition.

Definition 7.2.18. Let AC
k
Dfk-by-k diagonal matrices with positive

real number entriesg. For F D R or C, let Nk.F/ Dfk-by-k upper trian-

gular matrices with entries in F and with all diagonal entries equal to 1g.
Topologize AC

k
and Nk.F/ as subsets of Fk

2

. Þ

Lemma 7.2.19. With these identifications, any matrix P 2 Gn;k.R/ can

be written uniquely as P D QAN where Q 2 Sn;k.R/, A 2 AC
k

, and

N 2 Nk.R/, and any matrix P 2 Gn;k.C/ can be written uniquely as

P D QAN where Q 2 Sn;k.C/, A 2 AC
k
; and N 2 Nk.C/.

Proof. The proof is identical in both cases, so we let F D R or C.

Let P D Œv1j � � � jvn�. In the notation of the proof of Theorem 7.2.1,

we see that for each i D 1; : : : ; k; xi is a linear combination of vi and

x1; : : : ; xi�1, which implies that vi is a linear combination of x1; : : : ; xi .

Also we see that in any such linear combination the xi -coefficient of vi
is 1. Thus P D Q0N where Q0 D Œx1j � � � jxk� and N 2 Nk.F/. But

xi D kxikwi
so Q0 D QA where Q D Œw1j � � � jwk� and A 2 AC

k
is the
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diagonal matrix with entries kx1k; : : : ; kxkk. Hence P can be written as

P D QAN .

To show uniqueness, suppose P D Q1A1N1 D Q2A2N2. Let M1 D
A1N1 and M2 D A2N2. Then Q1M1 D Q2M2 so Q1 D Q2M2M

�1
1 ,

whereM2M
�1
1 is upper triangular with positive real entries on the diagonal.

Let Q1 D Œw1jw2j � � � jwk� and Q2 D Œw01jw02j � � � jw0k�. If M2M
�1
1 had a

nonzero entry in the .i; j / position with i < j , then, choosing the smallest

such j , hwi ; wj i ¤ 0, which is impossible. Thus M2M
�1
1 is a diagonal

matrix. Since hwi ; wii D 1 for each i , the diagonal entries of M2M
�1
1

all have absolute value 1, and since they are positive real numbers, they

are all 1. Thus M2M
�1
1 D I . Then M2 D M1 and hence Q2 D Q1.

Hence M D M1 and Q D Q1 are uniquely determined. For any matrices

A 2 AC
k

and N 2 Nk.F/, the diagonal entries of AN are equal to the

diagonal entries of A, so the diagonal entries of A are equal to the diagonal

entries ofM . ThusA, being a diagonal matrix, is also uniquely determined.

Then N D A�1M is uniquely determined as well.

Theorem 7.2.20. With the above identifications, the multiplication maps

m W Sn;k.R/ �AC
k
�Nk.R/ �! Gn;k.R/

and
m W Sn;k.C/ �AC

k
�Nk.C/ �! Gn;k.C/

given by P D m.Q;A;N / D QAN are homeomorphisms.

Proof. In either case, the mapm is obviously continuous, and Lemma 7.2.19

shows that it is 1-to-1 and onto. The proof of Theorem 7.2.1 shows that

m�1 W P ! .Q; A;N / is also continuous, so m is a homeomorphism.

Corollary 7.2.21. With the above identifications, Sn;k.R/ is a strong de-

formation retract of Gn;k.R/ and Sn;k.C/ is a strong deformation retract of

Gn;k.C/:

Proof. Let F D R or C. Sn;k.F/ is a subspace of Gn;k.F/ and, in the

notation of Lemma 7.2.19, we have Q D QII where the first I is in AC
k

and the second is in Nk.F/.

A subspace X of a space Y is a strong deformation retract of Y if there

is a continuous functionR W Y � Œ0; 1�! Y with

(a) R.y; 0/ D y for every y 2 Y ,

(b) R.x; t/ D x for every x 2 X , t 2 Œ0; 1�,
(c) R.y; 1/ 2 X for every y 2 Y .
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(We think of t as “time” and set R t .y/ D R.y; t/. Then R0 is the identity

on Y , R1 W Y ! X; and Rt .x/ D x for every x and t; so points in X

“never move”.)

In our case, the map R is defined as follows. If P D QAN then

R.P; t/ D QA.1�t/
�
tI C .1 � t/N

�
: �

7.3 Adjoints, normal linear

transformations, and the

spectral theorem

In this section we derive additional properties of adjoints in the case of inner

product spaces. Then we introduce the notion of a normal linear transfor-

mation T W V ! V and study its properties, culminating in the spectral

theorem.

We fix V; the inner product '.x; y/ D hx; yi; and the norm kxk D
hx; xi; throughout.

Let T W V ! W be a linear transformation between inner product

spaces. In Definition 6.3.1 we defined its adjoint T adj. We here follow com-

mon mathematical practice and denote T adj by T �. (This notation is am-

biguous because T � also denotes the dual of T , T � W W � ! V �, but

in this section we will always be considering the adjoint and never the

dual.) Lemma 6.3.2 guaranteed the existence of T � only in case V is finite-

dimensional, but we observed in Remark 6.3.8 that if T � is defined, it is

well-defined.

We first derive some relationships between T and T �:

Lemma 7.3.1. Let V and W be finite-dimensional inner product spaces

and let T W V ! W be a linear transformation. Then

(1) Im.T �/ D Ker.T /? and Ker.T �/ D Im.T /?

(2) dim.Ker.T �// D dim.Ker.T //

(3) If dim.W / D dim.V / then dim.Im.T �// D dim.Im.T //:

Proof. Let U D Ker.T /. Let dim.V / D n and dim.U / D k, so dim.U?/ D
n � k. Then, for any u 2 U and any v 2 V;

˝
u; T �.v/

˛
D
˝
T .u/; v

˛
D h0; vi D 0;
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so Im.T �/ � U?: Hence dim.Ker.T �// � k D dim.Ker.T //: Replacing

T by T � we obtain dim.Ker.T ��// � dim.Ker.T �//: But T �� D T ; so

dim.Ker.T �// D dim.Ker.T // and Im.T �/ D Ker.T /?. The proof that

Ker.T �/ D Im.T /? is similar. Then (3) follows from Theorem 1.3.1.

Corollary 7.3.2. Let V be a finite-dimensional inner product space and

let T W V ! V be a linear transformation. Suppose that T has a Jordan

Canonical Form over F (which is always the case if F D C). Then T �

has a Jordan Canonical Form over F . The Jordan Canonical Form of T �

is obtained from the Jordan Canonical Form of T by taking the conjugate

of each diagonal entry if F D C and is the same as the Jordan Canonical

Form of T if F D R:

Proof. By Lemma 6.3.10, .T ��I/� D T ���I:Apply Lemma 7.3.1 with

T replaced by .T � �I/k to obtain that the spaces Ek
�

of T and Ek
�

of T �

have the same dimension for every eigenvalue � of T and every positive

integer k: These dimensions determine the Jordan Canonical Forms.

Corollary 7.3.3. Let V be a finite-dimensional inner product space and let

T W V ! V be a linear transformation. Then

(1) mT �.x/ D mT .x/

(2) cT �.x/ D cT .x/:

Proof. (1) Follows immediately from Lemma 6.3.10 and Lemma 7.3.1.

(2) Follows immediately from Corollary 7.3.2 in case F D C: In case

F D R; choose a basis of V; represent T in that basis by a matrix, and then

regard that matrix as a matrix over C:

Now we come to the focus of our attention, normal linear transforma-

tions.

Definition 7.3.4. A linear transformation T W V ! V is normal if

(1) T has an adjoint T �

(2) T commutes with T �, i.e., T ı T � D T � ı T . Þ

Let us look at a couple of special cases.

Definition 7.3.5. A linear transformation T W V ! V is self-adjoint if

T has an adjoint T � and T � D T . Þ



“book” — 2011/3/4 — 17:06 — page 204 — #218
i

i

i

i

i

i

i

i

204 Guide to Advanced Linear Algebra

We also recall the definition of an isometry, which we restate for con-

venience in the special case we are considering here, and establish some

properties of isometries.

Definition 7.3.6. Let V be an inner product space. An isometry T W
V ! V is an invertible linear transformation such that hT .v/; T .w/i D
hv; wi for all v; w 2 V . Þ

We observe that sometimes invertibility is automatic.

Lemma 7.3.7. Let T W V ! V be a linear transformation. Then

hT .v/; T .w/i D hv; wi

for all v; w 2 V if and only if kT .v/k D k.v/k for all v 2 V . If these

equivalent conditions are satisfied, then T is an injection. If furthermore V

is finite dimensional, then T is an isomorphism.

Proof. Since kT .v/k2 D hT .v/; T .v/i, the first condition implies the sec-

ond, and the second implies the first by the polarization identities.

Suppose these conditions are satisfied. Let v 2 V , v ¤ 0. Then 0 ¤
kvk D kT .v/k so T .v/ ¤ 0 and T is an injection. Any injection from a

finite-dimensional vector space to itself is an isomorphism.

Example 7.3.8. Let V D rF1 with the standard inner product

hŒx1; x2; : : :�; Œy1; y2; : : :�i D
X

xiyi :

Then right-shift R W V ! V satisfies hR.v/;R.w/i D hv; wi for every

v; w 2 V and R is an injection but not an isomorphism. Þ

Lemma 7.3.9. Let T W V ! V be an isometry. Then T has an adjoint T �

and T � D T �1.

Proof. If there is a linear transformation S W V ! V such that

˝
T .v/; w

˛
D
˝
v;S.w/

˛
for every v; w 2 V;

then S is well-defined and S D T �: Since T is an isometry, we see that

˝
v; T �1.w/

˛
D
˝
T .v/; T

�
T �1.w/

�˛
D
˝
T .v/; w

˛
: �

Corollary 7.3.10. (1) If T is self-adjoint then T is normal.

(2) If T is an isometry then T is normal.
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We introduce some traditional language.

Definition 7.3.11. If V is a real inner product space an isometry of V

is orthogonal. If V is a complex inner product space an isometry of V is

unitary. Þ

Definition 7.3.12. A matrix P is orthogonal if tP D P�1. A matrix

P is unitary if tP D P�1. Þ

Corollary 7.3.13. Let V be a finite-dimensional inner product space and

let T W V ! V be a linear transformation. Let C be an orthonormal basis

of V and set M D ŒT �C .

(1) If V is a real vector space, then

(a) If T is self-adjoint,M is symmetric.

(b) If T is orthogonal,M is orthogonal.

(2) If V is a complex vector space, then

(a) If T is self-adjoint,M is Hermitian.

(b) If T is unitary,M is unitary.

Proof. Immediate from Corollary 6.3.7.

Let us now look at some interesting examples on infinite dimensional

vector spaces.

Example 7.3.14. (1) Let V D rF1. Let R W V ! V be right shift, and

L W V ! V be left shift. Let v D Œx1; x2; : : :� and w D Œy1; y2; : : :�. Then

hR.v/; wi D x1y2 C x2y3 C � � � D hv;L.w/i

so L D R�. Similarly,

hL.v/; wi D x2y1 C x3y2 C � � � D hv;R.w/i

so R D L� (as we expect from Lemma 6.3.11). Note that LR D I but

RL ¤ I so L and R are not normal. Also note that 1 D dim.Ker.L// ¤ 0 D
dim.Ker.R//, giving a counterexample to the conclusion of Lemma 7.3.1 in

the infinite-dimensional case.

(2) Let V be the vector space of doubly infinite sequences of elements

of F only finitely many of which are nonzero

V D fŒ: : : ; x�2; x�1; x0; x1; x2; : : :� j xi D 0 for all but finitely many ig:
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V has the inner product hv; wi D
P
xiyi (in the obvious notation) and

linear transformations R (right shift) and L (left shift) defined in the obvious

way. Then L and R are both isometries, and are inverses of each other.

Direct computation as in (1) shows that L D R� and R D L�, as we expect

from Lemma 7.3.9.

(3) Let V D rF1 and let T W V ! V be defined as follows:

T
��
x1; x2; x3; : : :

��
D
"
X

i�1
xi ; 0; 0; : : :

#
:

We claim that T does not have an adjoint. We prove this by contradiction.

Suppose T � existed. Let T �.e1/ D Œa1; a2; a3; : : :�. Then for each k D
1; 2; 3; : : : ,

1 D
˝�
ek
�
; e1
˛
D
˝
ek; T

��e1
�˛
D ak ;

which is impossible as T �.e1/2V has only finitely many nonzero entries.

Þ

We may construct normal linear transformations as follows.

Example 7.3.15. Let �1; : : : ; �k be distinct scalars and let W1; : : : ; Wk
be nonzero subspaces of V with V D W1 ? � � � ? Wk : Define T W V ! V

as follows: Let v 2 V and write v uniquely as v D v1 C � � � C vk with

vi 2 Wi : Then

T .v/ D �1v1 C � � � C �kvk:
(Thus �1; : : : ; �k are the distinct eigenvalues of T and W1; : : : ; Wk are the

associated eigenspaces.) It is easy to check that

T �.v/ D �1v1 C � � � C �kvk
(so �1; : : : ; �k are the distinct eigenvalues of T � and W1; : : : ; Wk are the

associated eigenspaces). Then

T �T .v/ D j�1j2v1 C � � � C j�kj2vk D T T �.v/;

so T is normal. Clearly T is self-adjoint if and only if �i D �i for each i;

i.e., if and only if each �i is real. Þ

Our next goal is the spectral theorem, which shows that on a finite-

dimensional complex vector space V; every normal linear transformation is

of this form, and on a finite-dimensional real vector space every self-adjoint

linear transformation is of this form.

We first derive a number of properties of normal linear transformations

(on an arbitrary vector space V ).
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Lemma 7.3.16. Let T W V ! V be a normal linear transformation. Then

T � is normal. Furthermore,

(1) p.T / is normal for any polynomial p.x/ 2 CŒx�: If T is self-adjoint,

p.T / is self-adjoint for any polynomial p.x/ 2 RŒx�:

(2) kT .v/k D kT �.v/k for every v 2 V:Consequently Ker.T / D Ker.T �/:

(3) Ker.T / D Im.T /? and Ker.T �/ D Im.T �/?:

(4) If T 2.v/ D 0 then T .v/ D 0:

(5) The vector v 2 V is an eigenvector of T with eigenvalue � if and only

v is an eigenvector of T � with eigenvalue �:

(6) Eigenspaces of distinct eigenvalues of T are orthogonal.

Proof. By Lemma 6.3.11, T � has adjoint T �� D T ; and then T �T �� D
T �T D T T � D T ��T �:

(1) follows from Lemma 6.3.10.

For (2), we compute



T .v/


2 D

˝
T .v/; T .v/

˛
D
˝
v; T �T .v/

˛
D
˝
v; T T �.v/

˛

D
˝
v; T ��T �.v/

˛
D
˝
T �.v/; T �.v/

˛
D


T �.v/



2:

Also, we observe that v 2 Ker.T /, T .v/ D 0, kT .v/k D 0:
For (3), u 2 Ker.T / , u 2 Ker.T �/; by (2),, hT �.u/; vi D 0 for

all v , hu; T .v/i D 0 for all v , u 2 Im.T /?; yielding the first half

of (3), and replacing T by T �; which is also normal, we obtain the second

half of (3).

For (4), let w D T .v/: Then w 2 Im.T /: But T .w/ D T 2.v/ D 0; so

w 2 Ker.T /: Thus w 2 Ker.T /\ Im.T / D f0g by (3).

For (5), v is an eigenvector of T with eigenvalue � , v 2 Ker.T �
�I/, v 2 Ker..T � �I/�/ by (2)D Ker.T � � �I/ by Lemma 6.3.10(4).

For (6), let v1 be an eigenvector of T with eigenvalue �1 and let v2 be

an eigenvector of T with eigenvalue �2; with �2 ¤ �1: Set S D T � �1I:
Then S.v1/ D 0 so

0 D
˝
S
�
v1
�
; v2

˛
D
˝
v1;S

��v2
�˛
D
˝
v1;

�
T � � �1I

��
v2
�˛

D
˝
v1;

�
�2 � �1

�
v2
˛

(by (5))

D
�
�2 � �1

�˝
v1; v2

˛

so
˝
v1; v2

˛
D 0.
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Corollary 7.3.17. Let V be finite-dimensional and let T W V ! V be a

normal linear transformation. Then Im.T / D Im.T �/:

Proof. By Corollary 7.2.8 and Lemma 7.3.16(2) and (3),

Im.T / D Ker.T /? D Ker
�
T �
�? D Im

�
T �
�
: �

While Lemma 7.3.16 gives information about the eigenvectors of a nor-

mal linear transformation T W V ! V; when V is infinite dimensional T

may have no eigenvalues or eigenvectors.

Example 7.3.18. Let R be right shift, or L left shift, on the vector space

V of Example 7.3.14(2). It is easy to check that, since every element of

V can have only finitely many nonzero entries, neither R nor L has any

eigenvalues or eigenvectors. Þ

By contrast, in the finite-dimensional case we may obtain strong infor-

mation about the structure of T :

Lemma 7.3.19. Let V be a finite-dimensional inner product space and let

T W V ! V be a normal linear transformation. Then the minimum poly-

nomialmT .x/ is a product of distinct irreducible factors. If V is a complex

vector space, or if V is a real vector space and T is self-adjoint, every

irreducible factor of mT .x/ is linear.

Proof. Let p.x/ be an irreducible factor of mT .x/: We prove that p2.x/

does not divide mT .x/ by contradiction. Suppose p2.x/ divides mT .x/:

Then there is a vector v 2 V with p2.T /.v/ D 0 but p.T /.v/ ¤ 0: Let

S D p.T /: Then S is normal and S2.v/ D 0 but S.v/ ¤ 0; contradicting

Lemma 7.3.16(4).

If V is a complex vector space there is nothing further to do, as every

complex polynomial is a product of linear factors.

Suppose that V is a real vector space. Then every real polynomial is a

product of linear and irreducible quadratic factors, and we must show none

of the latter occur. Again we argue by contradiction. Suppose p.x/ D x2C
bxC c is an irreducible factor ofmT .x/; and let v 2 V be a nonzero vector

with p.T /.v/ D 0: We can write p.x/ D .x C b=2/2 C d 2 where d is the

real number d D
p
c2 � b2=4: Set S D T C .b=2/I; so .S2C d 2I/.v/ D

0; i.e., S2.v/ D �d 2v: Then, as S is self-adjoint,

0 <
˝
S.v/;S.v/

˛
D
˝
v;S�S.v/

˛
D
˝
v;S2.v/

˛
D �d 2hv; vi;

which is impossible.
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Corollary 7.3.20 (Spectral theorem). (1) Let V be a finite-dimensional

complex inner product space and let T W V ! V be a normal linear trans-

formation. Then V has an orthonormal basis of eigenvectors of T .

(2) Let V be a finite-dimensional real inner product space and let T W
V ! V be a self-adjoint linear transformation. Then V has an orthogonal

basis of eigenvectors of T .

Proof. The proof in both cases is identical. By Lemma 7.3.19, mT .x/ is a

product of distinct linear factors. Let �1; : : : ; �k be the roots ofmT .x/; i.e.,

by Lemma 4.2.6, the eigenvalues of T : Let E�i
be the associated eigenspace

of T ; for each i: By Theorem 4.3.4, V D E�1
˚ � � � ˚ E�k

; and then by

Lemma 7.3.16(6), V D E�1
? � � � ? E�k

: By Theorem 7.2.1, each E�i

has an orthonormal basis Ci : Then C D C1 [ � � � [ Ck is an orthonormal

basis of eigenvectors of T :

We restate this result in matrix terms.

Corollary 7.3.21. (1) Let A be a Hermitian matrix. Then there is a unitary

matrix P and a diagonal matrixD with

A D PDP�1 D PD tP :

(2) Let A be a real symmetric matrix. Then there is a real orthogonal

matrix P and a diagonal matrixD with real entries with

A D PDP�1 D PD tP:

We have a third formulation of the spectral theorem, in terms of orthog-

onal projections.

Corollary 7.3.22. Under the hypotheses of the spectral theorem, there are

distinct complex numbers �1; : : : ; �k; which are real in case T is self-

adjoint, and subspaces W1; : : : ; Wk; such that

(1) V D W1 ? � � � ? Wk
(2) If Ti D …Wi

is the orthogonal projection of V onto the subspace Wi ,

then T 2
i D Ti , TiTj D TjTi D 0 for i ¤ j , and I D T1 C � � � C Tk .

Furthermore,

T D �1T1 C � � � C �kTk:

Proof. Here �1; : : : ; �k are the eigenvalues of T and the subspacesW1; : : : ;

Wk are the eigenspaces E�1
; : : : ; E�k

:



“book” — 2011/3/4 — 17:06 — page 210 — #224
i

i

i

i

i

i

i

i

210 Guide to Advanced Linear Algebra

Corollary 7.3.23. In the situation of, and in the notation of, Corollary 7.3.22,

T � D �1T1 C � � � C �kTk:

Corollary 7.3.24. Let V be a finite-dimensional inner product space and let

T W V ! V be a linear transformation. Suppose that mT .x/ is a product

of linear factors over F (which is always the case if F D C). Then T is an

isometry if and only if j�j D 1 for every eigenvalue � 2 F of I:

Let us compare arbitrary and normal linear transformations.

Theorem 7.3.25 (Schur’s theorem). Let V be a finite-dimensional inner

product space and let T W V ! V be an arbitrary linear transformation.

Then V has an orthonormal basis C in which ŒT �C is upper triangular if

and only if the minimum polynomial mT .x/ is a product of linear factors

(this being automatic if F D C).

Proof. The “only if” direction is clear. We prove the “if” direction.

For any linear transformation T ; if W is a T -invariant subspace of V

then W ? is a T �-invariant subspace of V; because for any x 2 W and

y 2 W ?
0 D

˝
T .x/; y

˛
D
˝
x; T �.y/

˛
:

We prove the theorem by induction on n D dim.V /: If n D 1 there is

nothing to prove. Suppose the theorem is true for all inner product spaces

of dimension n � 1 and let V have dimension n:

Since mT .x/ is a product of linear factors, so is mT �.x/; by Corol-

lary 7.3.3. In particular T � W V ! V has an eigenvector vn; and we may

assume kvnk D 1: Let W be the subspace of V spanned by fvng: Then W ?

is a subspace of V of dimension n � 1 that is invariant under T �� D T : If

S is the restriction of T to W ?; then mS .x/ divides mT .x/; so mS .x/ is

a product of linear factors. Applying the inductive hypothesis, we conclude

that W ? has an orthonormal basis C1 D fv1; : : : ; vn�1g with ŒS �C1
upper

triangular. Set C D fv1; : : : ; vng: Then ŒT �C is upper triangular.

Theorem 7.3.26. Let V be a finite-dimensional inner product space and let

T W V ! V be a linear transformation. Let C be any orthonormal basis

of V with ŒT �C upper triangular. Then T is normal if and only if ŒT �C is

diagonal.

Proof. The “if” direction is clear. We prove the “only if” direction. Let

E D ŒT �C : By the spectral theorem, Corollary 7.3.21, V has a basis C1

with D D ŒT �C1
diagonal. Then E D PDP�1 where P D PC C1

is
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the change of basis matrix. We know P D Q�1R where Q D PE C and

R D PE C1
: Since C and C1 are both orthonormal, Q and R are both

isometries, and hence P is an isometry, tP D P�1 in the real case and
tP D P

�1
in the complex case. Thus tE D t.PDP�1/ D t.PD tP / D

P tD tP D PDP�1 D E in the real case, and similarly tE D E in the

complex case. Since E is upper triangular, this forces E to be diagonal.

7.4 Examples

In this section we present some interesting and important examples of inner

product spaces and related phenomena. We look at orthogonal or orthonor-

mal sets, linear transformations that do or do not have adjoints, and linear

transformations that are or are not normal.

Our examples share a common set-up. We begin with an interval I � R

and a “weight” function w.x/ on I: We further suppose that we have a

vector space V of functions on I with the properties that

(a)
R
I
f .x/g.x/w.x/ dx is defined for all f .x/, g.x/ 2 V

(b)
R
I
f .x/f .x/w.x/ dx is a nonnegative real number for every f .x/ 2

V , and is zero only if f .x/ D 0.

Then V together with

˝
f .x/; g.x/

˛
D
Z

I

f .x/g.x/w.x/dx

is an inner product space.

Except in Examples 7.4.3 and 7.4.4, we restrict our attention to the real

case. This is purely for convenience, and the results generalize to the com-

plex case without change.

Example 7.4.1. (1) Let V D P1.R/; the space of all real polynomials.

Then

'
�
f .x/; g.x/

�
D
˝
f .x/; g.x/

˛
D
Z 1

0

f .x/g.x/dx

gives V the structure of an inner product space.

We claim that the map ˛' W V ! V � is not surjective, where

˛'.g.x/f .x// D '.f .x/; g.x//:

For any a 2 Œ0; 1�; we have the element Ea of V � given by Ea.f .x// D
f .a/. We claim that for any finite set of points fa1; : : : , akg in Œ0; 1� and

any constants fc1; : : : ; ckg, not all zero,
P
ciEai

is not in ˛'.V /. We prove
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this by contradiction. Suppose
P
ciEai

D ˛'.g.x// for some g.x/ 2 V:
Then for any polynomial f .x/ 2 V ,

Z 1

0

f .x/g.x/ D
kX

iD1
cif

�
ai
�
:

Clearly g.x/ ¤ 0.

Choose

f .x/ D
 

kY

iD1

�
x � ai

�2
!
g.x/:

The left-hand side of this equation is positive while the right-hand side

is zero, which is impossible.

(2) For any n, let V D Pn�1.R/, the space of all real polynomials of

degree at most n. Again

'
�
f .x/; g.x/

�
D
˝
f .x/; g.x/

˛
D
Z 1

0

f .x/g.x/dx

gives V the structure of an inner product space. Here dim.V / D n so

dim.V �/ D n as well.

(a) Any n linearly independent elements of V � form a basis of V �.
In particular fEa1

; : : : ;Eang is a basis of V � for any distinct set of points

fa1; : : : ; ang in Œ0; 1�: Then for any fixed g.x/ 2 V; ˛'.g.x// 2 V �; so

˛'.g.x// is a linear combination of fEa1
; : : : ;Eang: In other words, there

are constants c1; : : : ; cn such that

Z 1

0

f .x/g.x/dx D
nX

iD1
cif

�
ai
�
:

In particular, we may choose g.x/ D 1; so there are constants c1; : : : ; cn
with

Z 1

0

f .x/dx D
nX

iD1
cifi

�
ai
�

for every f .x/ 2 Pn�1.x/:

(b) Since ˛' is an injection and V is finite-dimensional, it is a surjection.

Thus any element of V � is ˛'.g.x// for a unique polynomial g.x/ 2 Pn�1.

In particular, this is true for Ea, for any a 2 Œ0; 1�. Thus there is a polyno-

mial g.x/ 2 Pn�1.x/ such that

f .a/ D
Z 1

0

f .x/g.x/dx for every f .x/ 2 Pn�1.x/:
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Concrete instances of both parts (a) and (b) of this example were given

in Example 1.6.9(3) and (4). Þ

Example 7.4.2. We let V D P1.R/ and we choose the standard basis

E D fp0.x/; p1.x/; p2.x/; : : :g D f1; x; x2; : : :g

of V:We may apply the Gram-Schmidt process to obtain an orthonormal ba-

sis C D fq0.x/; q1.x/; q2.x/; : : :g of V: Actually, we will obtain an orthog-

onal basis C of V; but we will normalize the basis elements by kqi .x/k2 D
hi where fh0; h1; h2; : : :g is not necessarily f1; 1; 1; : : :g: This is partly for

historical reasons, but mostly because the purposes for which these func-

tions were originally derived made the given normalizations more useful.

(1) Let I D Œ�1; 1� and w.x/ D 1. Let hn D 2=.2n C 1/. The se-

quence of polynomials we obtain in this way are the Legendre polynomials

P0.x/; P1.x/; P2.x/; : : :. The first few of these are

P0.x/ D 1
P1.x/ D x

P2.x/ D
1

2

�
� 1C 3x2

�

P3.x/ D
1

2

�
� 3xC 5x3

�

P4.x/ D
1

8

�
3 � 30x2 C 35x4

�
;

and, expressing the elements of E in terms of them,

1 D P0.x/
x D P1.x/

x2 D 1

3

�
P0.x/C P2.x/

�

x3 D
1

5

�
3P1.x/C 2P3.x/

�

x4 D 1

35

�
7P0.x/C 20P2.x/C 8P4.x/

�
:

(2) Let I D Œ�1; 1� and w.x/ D 1=
p
1 � x2: Let h0 D � and hn D

�=2 for n � 1. The sequence of polynomials we obtain in this way are the

Chebyshev polynomials of the first kind T0.x/; T1.x/; T2.x/; : : : : The first
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few of these are given by

T0.x/ D 1
T1.x/ D x
T2.x/ D �1C 2x2

T3.x/ D �3x C 4x3

T4.x/ D 1 � 8x2 C 8x4;

and, expressing the elements of E in terms of them,

1 D T0.x/
x D T1.x/

x2 D
1

2

�
T0.x/C T2.x/

�

x3 D 1

4

�
3T1.x/C T3.x/

�

x4 D 1

8

�
3T0.x/C 4T2.x/C T4.x/

�
:

(3) Let I D Œ�1; 1� and w.x/ D
p
1 � x2. Let hn D �=2 for all

n. The sequence of polynomials we obtain in this way are the Chebyshev

polynomials of the second kind U0.x/; U1.x/; U2.x/; : : :. The first few of

these are

U0.x/ D 1
U1.x/ D 2x
U2.x/ D �1C 4x2

U3.x/ D �4x C 8x3

U4.x/ D 1 � 12x2 C 16x4;

and, expressing the elements of E in terms of them,

1 D U0.x/

x D
1

2
U1.x/

x2 D 1

4

�
U0.x/CU2.x/

�

x3 D 1

8

�
2U1.x/C U3.x/

�

x4 D 1

16

�
2U0.x/C 3U2.x/C U4.x/

�
:
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(4) Let I D R and w.x/ D e�x
2
. Let hn D

p
�2nnŠ. The sequence

of polynomials we obtain in this way are the Hermite polynomialsH0.x/;

H1.x/;H2.x/; : : : : The first few of these are

H0.x/ D 1
H1.x/ D 2x
H2.x/ D �2C 4x2

H3.x/ D �12x C 8x3

H4.x/ D 12 � 48x2 C 8x4

and, expressing the elements of E in terms of them,

1 D H0.x/

x D 1

2
H1.x/

x2 D 1

4

�
2H0.x/CH2.x/

�

x3 D 1

8

�
6H1.x/CH3.x/

�

x4 D
1

16

�
12H0.x/C 12H2.x/CH4.x/

�
: Þ

Example 7.4.3. We consider an orthogonal (and hence linearly inde-

pendent) set C D fq0.x/; q1.x/; q2.x/; : : :g of nonzero functions in V: Let

hn D kqnk for each n:

Let f .x/ 2 V be arbitrary. For each n D 0; 1; 2; : : : let

cn D
�
1=hn

�˝
f .x/; qn.x/

˛
;

the Fourier coefficients of f .x/ in terms of C , and form the sequence of

functions fg0.x/; g1.x/; g2.x/; : : :g defined by

gm.x/ D
mX

kD1
ckqk.x/:

Then for any m,

˝
gm.x/; qn.x/

˛
D
˝
f .x/; qn.x/

˛
for all n � m

and of course

˝
gm.x/; qn.x/

˛
D 0 for all n > m:
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We think of fg0.x/; g1.x/; g2.x/; : : :g as a sequence of approximations

to f .x/; and we hope that it converges in some sense to f .x/: Of course,

the question of convergence is one of analysis and not linear algebra. Þ

We do, however, present the following extremely important special case.

Example 7.4.4. Let V D L2.Œ��; ��/: By definition, this is the space of

complex-valued measurable functionf .x/ on Œ��; �� such that the Lebesgue

integral

Z �

��

ˇ̌
f .x/

ˇ̌2
dx

is finite.

Then, by the Cauchy-Schwartz-Buniakowsky inequality, V is an inner

product space with inner product

˝
f .x/; g.x/

˛
D 1

2�

Z �

��
f .x/g.x/dx:

For each integer n; let pn.x/ D einx: Then fpn.x/g is an orthonormal

set, as we see from the equalities



pn.x/


2 D 1

2�

Z �

��
einxe�inxdx D 1

2�

Z �

��
1 dx D 1

and, for m ¤ n;

˝
pm.x/; pn.x/

˛
D

1

2�

Z �

��
eimxe�inxdx D

1

2�

Z �

��
ei.m�n/x

D 1

2�i.m � n/
ei.m�n/x

ˇ̌
ˇ
�

��
D 0:

For any function f .x/ 2 L2.Œ��; ��/ we have its classical Fourier

coefficients

bf .n/ D
˝
f .x/; pn.x/

˛
D 1

2�

Z �

��
f .x/pn.x/dx D

1

2�

Z �

��
f .x/e�inxdx

for any integer n; and the Fourier expansion

g.x/ D
1X

nD�1

bf .n/pn.x/:
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It is a theorem from analysis that the right-hand side is well-defined,

i.e., that if for a nonnegative integer m we define

gm.x/ D
mX

nD�m

bf .n/pn.x/;

then g.x/ D limm!1 gm.x/ exists, and furthermore it is another theorem

from analysis that, as functions in L2.Œ��; ��/;

f .x/ D g.x/:

This is equivalent to limm!1 kf .x/� gm.x/k D 0; and so we may regard

g0.x/, g1.x/, g2.x/; : : : as a series of approximations that converges to

f .x/ (in norm). Þ

Now we turn from orthogonal sets to adjoints and normality.

Example 7.4.5. (1) Let V D C10 .R/ be the space of real valued in-

finitely differentiable functions on R with compact support (i.e., for every

f .x/ 2 C10 .R/ there is a compact interval I � R with f .x/ D 0 for

x … I ). Then V is an inner product space with inner product given by

˝
f .x/; g.x/

˛
D
Z 1

�1
f .x/g.x/dx:

Let D W V ! V be defined by D.f .x// D f 0.x/: Then D has an adjoint

D� W V ! V given by D�.f .x// D E.x/ D �f 0.x/; i.e., D� D �D: To

see this, we compute

˝
D
�
f .x/

�
; g.x/

˛
�
˝
f .x/; E

�
g.x/

�˛

D
Z 1

�1
f 0.x/g.x/dx �

Z 1

�1
f .x/

�
� g0.x/

�
dx

D
Z 1

�1

�
f 0.x/g.x/ C f .x/g0.x/

�
dx

D
Z 1

�1

�
f .x/g.x/

�0
dx D f .x/g.x/jba D 0;

where the support of f .x/g.x/ is contained in the interval Œa; b�:

Since D� D �D; D� commutes with D; so D is normal.

(2) Let V D C1.R/ or V D P1.R/; with inner product given by

˝
f .x/; g.x/

˛
D
Z 1

0

f .x/g.x/dx:
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We claim that D W V ! V defined by D.f .x// D f 0.x/ does not

have an adjoint. We prove this by contradiction. Suppose D has an adjoint

D� D E: Guided by (1) we write E.f .x// D �f 0.x/ C F.f .x//: Then

we compute

˝
D
�
f .x/

�
; g.x/

˛
�
˝
f .x/; E

�
g.x/

�˛

D
Z 1

0

�
f .x/g.x/

�0
dx �

Z 1

0

f .x/F
�
g.x/

�
dx

D f .1/g.1/ � f .0/g.0/ �
Z 1

0

f .x/F
�
g.x/

�
dx;

true for every pair of functions f .x/; g.x/ 2 V . Suppose there is some

function g0.x/ with F.g0.x// ¤ 0. Setting f .x/ D x2.x � 1/2F.g0.x//
we find a nonzero right-hand side, so E is not an adjoint of D. Thus the

only possibility is that F.f .x// D 0 for every f .x/ 2 V , and hence

that E.f .x// D �f 0.x/. Then f .1/g.1/ � f .0/g.0/ D 0 for every pair

of functions f .x/; g.x/ 2 V , which is false (e.g., for f .x/ D 1 and

g.x/ D x).

(3) For any fixed n let V D Pn�1.R/ with the same inner product. Then

V is finite-dimensional. Thus D W V ! V has an adjoint D� W V ! V . In

case n D 1, D D 0 so D� D 0; and D is trivially normal. For n � 1, D is

not normal: Let f .x/ D x. Then D2.f .x// D 0 but D.f .x// ¤ 0, so D

cannot be normal, by Lemma 7.3.16(4).

Let us compute D� for some small values of n. If we set D�.g.x// D
h.x/, we are looking for functions satisfying

Z 1

0

f 0.x/g.x/dx D
Z 1

0

f .x/h.x/dx for every f .x/ 2 V:

Since D� is a linear transformation, it suffices to give the values of D� on

the elements of a basis of V . We choose the standard basis E.

On P0.R/:

D�.1/ D 0:

On P1.R/:

D�.1/ D �6C 12x
D�.x/ D �3C 6x:
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On P2.R/:

D�.1/ D �6C 12x
D�.x/ D 2 � 24xC 30x2

D�
�
x2
�
D 3 � 26x C 30x2: Þ

7.5 The singular value decomposition

In this section we augment our results on normal linear transformations

to obtain geometric information on an arbitrary linear transformation T W
V ! W between finite dimensional inner product spaces. We assume we

are in this situation throughout.

Lemma 7.5.1. (1) T �T is self-adjoint.

(2) Ker.T �T / D Ker.T /:

Proof. For (1), .T �T /� D T �T �� D T �T :
For (2), we have Ker.T �T / � Ker.T /: On the other hand, let v 2

Ker.T �T /: Then

0 D hv; 0i D
˝
v; T �T .v/

˛
D
˝
T .v/; T .v/

˛

so T .v/ D 0 and hence Ker.T �T / � Ker.T /:

Definition 7.5.2. A linear transformation S W V ! V is nonnegative

(respectively positive) if S is self-adjoint and hS.v/; vi � 0 (respectively

hS.v/; vi > 0) for every v 2 V; v ¤ 0: Þ

Lemma 7.5.3. The following are equivalent:

(1) S W V ! V is nonnegative (respectively positive).

(2) S W V ! V is self-adjoint and all the eigenvalues of S are nonnegative

(respectively positive).

(3) S D T �T for some (respectively some invertible) linear transforma-

tion T W V ! V:

Proof. (1) and (2) are equivalent by the spectral theorem, Corollary 7.3.20.

If S is self-adjoint with distinct eigenvalues �1; : : : ; �k; all � 0; then in

the notation of Corollary 7.3.22 we have S D �1T1C� � �C�kTk: Choosing

T D R D
p
�1T1 C � � � C

p
�kTk; we have T � D R as well, and then

T �T D R2 D S ; so (2) implies (3).
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Suppose (3) is true. We already know by Lemma 7.5.1(1) that T �T is

self-adjoint. Let � be an eigenvalue of T �T ; and let v be an associated

eigenvector. Then

�hv; vi D hv; �vi D
˝
v; T �T .v/

˛
D
˝
T .v/; T .v/

˛
;

so � � 0: By Lemma 7.5.1(2), T �T is invertible if and only if T is invert-

ible, and we know that T is invertible if and only if all its eigenvalues are

nonzero. Thus (3) implies (2).

Corollary 7.5.4. For any nonnegative linear transformation S W V ! V

there is a unique nonnegative linear transformation R W V ! V with

R2 D S :

Proof. R is constructed in the proof of Lemma 7.5.3. Uniqueness follows

easily by considering eigenvalues and eigenspaces.

Definition 7.5.5. Let T W V ! W have rank r . Let �1; : : : ; �r be

the (not necessarily distinct) nonzero eigenvalues of T �T (all of which are

necessarily positive) ordered so that �1 � �2 � : : : � �r . Then �1 Dp
�1; : : : , �r D

p
�r are the singular values of T . Þ

Theorem 7.5.6 (Singular value decomposition). Let T W V ! W have

rank r , and let �1; : : : ; �r be the singular values of T : Then there are or-

thonormal bases C D fv1; : : : ; vng of V and D D fw1; : : : ; wmg of W

such that

T
�
vi
�
D �iwi for i D 1; : : : ; r and T

�
vi
�
D 0 for i > r:

Proof. Since T �T is self-adjoint, we know that there is an orthonormal

basis C D fv1; : : : ; vng of V of eigenvectors of T �T and we order the basis

so that the associated eigenvalues are �1; : : : ; �r ; 0; : : : ; 0: For i D 1; : : : ; r;
let

wi D
�
1=�i

�
T
�
vi
�
:

We claim C1 D fw1; : : : ; wrg is an orthonormal set. We compute
˝
wi ; wi

˛
D
�
1=�i

�2˝
T
�
vi
�
; T
�
vi
�˛
D
�
1=�i

�2
�i D 1

and for i ¤ j
˝
wi ; wj

˛
D
�
1=�i�j

�˝
T
�
vi
�
; T
�
vj
�˛
D
�
1=�i�j

�˝
vi ; T

�T
�
vj
�˛

D
�
1=�i�j

�˝
vi ; �j vj

˛
D
�
�j =�i�j

�˝
vi ; vj

˛
D 0:

Then extend C to an orthonormal basis C of W:
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Remark 7.5.7. This theorem has a geometric interpretation: We choose

new letters to have an unbiased description. Let X be an inner product space

and consider an orthonormal set B D fx1; : : : ; xng of vectors in X: Then

for any positive real numbers a1; : : : ; ak;

(
x D c1x1 C � � � C ckxk

ˇ̌
ˇ̌
kX

iD1

ˇ̌
ci
ˇ̌2
=a2i D 1

)

defines an ellipsoid inX: If k D dim.X/ and ai D 1 for each i this ellipsoid

is the unit sphere in X:

The singular value decomposition says that if T W V ! W is a lin-

ear transformation, then the image of the unit sphere of V under T is an

ellipsoid in W; and furthermore it completely identifies that ellipsoid. Þ

We also observe the following.

Corollary 7.5.8. T and T � have the same singular values.

Proof. This is a special case of Theorem 5.9.2.

Proceeding along these lines we now derive the polar decomposition of

a linear transformation.

Theorem 7.5.9 (Polar decomposition). Let T W V ! V be a linear trans-

formation. Then there is a unique positive semidefinite linear transforma-

tion R W V ! V and an isometry Q W V ! V with T D QR. If T is

invertible, Q is also unique.

Proof. Suppose T D QR: By definition, Q� D Q�1 and R� D R. Then

T �T D .QR/�QR D R�.Q�Q/R D RIR D R2:

Then, by Corollary 7.5.4, R is unique.

Suppose that T is invertible, and define R as in Corollary 7.5.4. Then

R is invertible, and then T D QR for the unique linear transformation

Q D T R�1. It remains to show that Q is an isometry. We compute, for any

v 2 V;
˝
Q.v/;Q.v/

˛
D
˝
T R�1.v/; T R�1.v/

˛
D
˝
v;
�
T R�1

��
T R�1.v/

˛

D
˝
v;
�
R�1

��
T �T R�1.v/

˛
D
˝
v;R�1

�
T �T

�
R�1.v/

˛

D
˝
v;R�1R2R�1.v/

˛
D hv; vi:
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Suppose that T is not (necessarily) invertible. Choose a linear transfor-

mation S W Im.R/! V with RS D I W Im.R/! Im.R/.

By Lemma 7.5.1 we know that Ker.T �T / D Ker.T / and also that

Ker.R/ D Ker.R�R/ D Ker.R2/ D Ker.T �T /:

Hence Y D Im.R/? and Z D Im.T /? are inner product spaces of the

same dimension .dim.Ker.T /// and hence are isometric. Choose an isom-

etry Q0 W Y ! Z. Define Q as follows: Let X D Im.R/; so V D X ? Y .

Then

Q.v/ D T
�
S.x/

�
CQ0.y/ where v D x C y; x 2 X; y 2 Y:

(In the invertible case, S D R�1 and Q0 W f0g ! f0g; so Q is unique,

Q D T R�1. In general, it can be checked that Q is independent of the

choice of S , but it depends on the choice of Q0, and is not unique.)

We claim that QR D T and that Q is an isometry.

To prove the first claim, we make a preliminary observation. For any

v 2 V; let x D R.v/: Then R.S.x/� v/ D RS.x/�R.v/ D x � x D 0;
i.e., S.x/ � v 2 Ker.R/: But Ker.R/ D Ker.T /; so S.x/ � v 2 Ker.T /;

i.e., T .S.x/ � v/ D 0, so T .S.x// D T .v/. Using this observation we

compute that for any v 2 V ,

QR.v/ D Q.x C 0/ D T S.x/CQ0.0/ D T .v/C 0 D T .v/:

To prove the second claim, we observe that for any v 2 V ,

˝
R.v/;R.v/

˛
D
˝
v;R�R.v/

˛
D
˝
v;R2.v/

˛
D
˝
v; T �T .v/

˛
D
˝
T .v/; T .v/

˛
:

Then, using the fact that Im.Q0/ � Z D Im.T /?; and writing v D
x C y as above,

˝
Q.v/;Q.v/

˛
D
˝
T S.x/CQ0.y/; T S.x/CQ0.y/

˛

D
˝
T S.x/; T S.x/

˛
C
˝
Q0.y/;Q0.y/

˛

D
˝
T .v/; T .v/

˛
C hy; yi D

˝
R.v/;R.v/

˛
C hy; yi

D hx; xi C hy; yi D hx C y; x C yi D hv; vi: �
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CHAPTER 8

Matrix groups

as Lie groups

Lie groups are central objects in mathematics. They lie at the intersection

of algebra, analysis, and topology. In this chapter, we will show that many

of the groups we have already encountered are in fact Lie groups.

This chapter presupposes a certain knowledge of differential topology,

and so we will use definitions and theorems from differential topology with-

out further comment. We will also be a bit sketchy in our arguments in

places. Throughout this chapter, “smooth” means C1. We use cij to denote

a matrix entry that may be real or complex, xij to denote a real matrix entry

and zij to denote a complex matrix entry, and we write zij D xij C iyij
where xij and yij are real numbers. We let F D R or C and dF D dimR F ,

so that dR D 1 and dC D 2.

8.1 Definition and first examples

Definition 8.1.1. G is a Lie group if

(1) G is a group.

(2) G is a smooth manifold.

(3) The multiplication map m WG�G!G by m.g1; g2/D g1g2 and the

inversion map i W G!G by i.g/Dg�1 are both smooth maps. Þ

Example 8.1.2. (1) The general linear group

GLn.F/ D finvertible n-by-n matrices with entries in Fg:

GLn.F/ is a Lie group: It is an open subset of Fn
2

as

GLn.F/ D det�1.F � f0g/;

223



“book” — 2011/3/4 — 17:06 — page 224 — #238
i

i

i

i

i

i

i

i

224 Guide to Advanced Linear Algebra

so it is a smooth manifold of dimension dFn
2. It is noncompact for every

n � 1 as GL1.F/ contains matrices Œc� with jcj arbitrarily large. GLn.R/

has two components and GLn.C/ is connected, as we showed in Theo-

rem 3.5.1 and Theorem 3.5.7. The multiplication map is a smooth map as

it is a polynomial in the entries of the matrices, and the inversion map is

a smooth map as it is a rational function of the entries of the matrix with

nonvanishing denominator, as we see from Corollary 3.3.9.

(2) The special linear group

SLn.F/ D fn-by-n matrices of determinant 1 with entries in Fg:

SLn.F/ is a Lie group: SLn.F/ D det�1.f1g/. To show SLn.F/ is a smooth

manifold we must show that 1 is a regular value of det. Let M D .cij /,

M 2 SLn.F/. Expanding by minors of row i , we see that

1 D det.M/ D .�1/iC1 det.Mi1/C .�1/iC2 det.Mi2/C � � � ;

whereMij is the submatrix obtained by deleting row i and column j ofM ,

so at least one of the terms in the sum is nonzero, say cij .�1/iCj det.Mij /.

But then the derivative matrix det0 of det with respect to the matrix en-

tries, when evaluated at M , has the entry .�1/iCj det.Mij / ¤ 0, so this

matrix has rank dF everywhere. Hence, by the inverse function theorem,

SLn.F/ is a smooth submanifold of Fn
2

. Since f1g � F has codimension

dF , SLn.F/ has codimension dF in Fn
2

, so it is a smooth manifold of di-

mension dF .n
2 � 1/.

SL1.F/ D fŒ1�g is a single point and hence is compact, but SLn.F/ is

noncompact for n > 1, as we see from the fact that SL2.F/ contains matri-

ces of the form
�
c 0
0 1=c

�
with jcj arbitrarily large. An easy modification of the

proofs of Theorem 3.5.1 and Theorem 3.5.7 shows that SLn.F/ is always

connected. Locally, SLn.F/ is parameterized by all but one matrix entry,

and, by the implicit function theorem, that entry is locally a function of the

other n2 � 1 entries. We have observed that multiplication and inversion

are smooth functions in the entries of a matrix, and hence multiplication

and inversion are smooth functions of the parameters in a coordinate patch

around each element of SLn.F/, i.e., m D SLn.F/ � SLn.F/ ! SLn.F/

and i W SLn.F/! SLn.F/ are smooth functions. Þ

8.2 Isometry groups of forms

Our next family of examples arises as isometry groups of nonsingular bi-

linear or sesquilinear forms. Before discussing these, we establish some
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notation:

In is the n-by-n identity matrix.

For p C q D n, Ip;q is the n-by-n matrix
� Ip 0

0 �Iq

�
.

For n even, n D 2m, Jn is the n-by-n matrix
�

0 Im

�Im 0

�
.

For a matrix M D .cij /, we write M D Œm1 j � � � j mn�, so that mi is

the i th column of M ,mi D
" c1i
c2i:::
cni

#
.

Example 8.2.1. Let ' be a nonsingular symmetric bilinear form on a

vector space V of dimension n over F . We have two cases:

(1) F D R. Here, by Theorem 6.2.29, ' is isometric to pŒ1� ? qŒ�1�
for uniquely determined integers p and q with p C q D n. The orthogonal

group

Op;q.R/ D
˚
M 2 GLn.R/ j tMIp;qM D Ip;q

	
:

In particular if p D n and q D 0 we have

On.R/ D On;0.R/ D
˚
M 2 GLn.R/ j tM DM�1

	
:

(2) F D C. In this case, by Corollary 6.2.27, ' is isometric to nŒ1�. The

orthogonal group

On.C/ D
˚
M 2 GLn.C/ j tM DM�1

	
:

(The term “the orthogonal group” is often used to mean On.R/. Compare

Definition 7.3.12.)

Let G D Op;q.R/, On.R/, or On.C/. G is a Lie group of dimension

dFn.n � 1/=2. G has two components. Letting SG D G \ SLn.F/, we

obtain the special orthogonal groups. For G D On.R/ or On.C/, SG is the

identity component of G, i.e., the component of G containing the identity

matrix. If G D On.R/ then G is compact. O1.C/ D O1.R/ D f˙Œ1�g. If

G D On.C/ for n > 1, or G D Op;q.R/ with p � 1 and q � 1, then G is

not compact.

We first consider the case G D Op;q.R/, including G D On;0.R/ D

On.R/. For vectors v D
� a1:::
an

�
and w D

�
b1:::
bn

�
, let

hv; wi D
pX

iD1
aibi �

nX

iDpC1
aibi :
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Let M D Œm1 j � � � j mn�. Then M 2 G if and only if

fi i .M/ D
˝
mi ; mi

˛
D 1 for i D 1; : : : ; p

fi i .M/ D
˝
mi ; mi

˛
D �1 for i D p C 1; : : : ; n

fij .M/ D
˝
mi ; mj

˛
D 0 for 1 � i < j < n:

Thus if we let F W Mn.R/! RN , N D n.nC 1/=2, by

F.M/ D
�
f11.M/; f22.M/; : : : ; fnn.M/; f12.M/;

f13.M/; : : : ; f1n.M/; : : : ; fn�1;n.M/
�

then

G D F�1.t0/ where t0 D .1; : : : ;�1; 0; : : : ; 0/:

We claim thatM D I is a regular point ofF . List the entries ofM in the

order x11; x22; : : : ; xnn; x12; : : : ; x1n; : : : ; xn�1;n; x21; : : : ; xn1; : : : ; xn;n�1.

Computation shows that F 0.I /, the matrix of the derivative of F evaluated

atM D I , which is an N -by-n2 matrix, has its leftmostN -by-N submatrix

a diagonal matrix with diagonal entries˙2 or˙1. Thus F 0.I / has rank N ,

and I is a regular point of F . Hence, by the inverse function theorem, there

is an open neighborhood B.I / of I in Mn.R/ such that F�1.t0/ \ B.I /
is a smooth submanifold of B.I / of codimension N , i.e., of dimension

N 2 � n D n.n � 1/=2. But for any fixed M0 2 GLn.R/, multiplication by

M0 is an invertible linear map, and hence a diffeomorphism, from Mn.R/

to itself. Thus we know thatM0.F
�1.t0/\B.I // is a smooth submanifold

of M0B.I /, which is an open neighborhood of M0 in Mn.R/. But, since G

is a group,M0F
�1.t0/ DM0G D G D F�1.t0/. Hence we see thatG is a

smooth manifold. Again we apply the implicit function theorem to see that

the group operations on G are smooth maps.

Finally, we observe that any M D .cij / in On.R/ has jcij j � 1 for

every i , j , so On.R/ is a closed and bounded, and hence compact, sub-

space of Rn2

. On the other hand, the group O1;1.R/ contains the matriceshp
x2C1 x

x
p
x2C1

i
for any x 2 R, so it is an unbounded subset of Rn2

and

hence it is not compact, and similarly for Op;q.R/ with p � 1 and q � 1.

A very similar argument applies in case G D On.C/. We let

fij .M/ D Re
�˝
mi ; mj

˛�
and gij .M/ D Im

�˝
mi ; mj

˛�

where Re.�/ and Im.�/ denote real and imaginary parts respectively. We then

let F W Mn.C/! R2N by

F.M/ D
�
f11.M/; g11.M/; f22.M/; g22.M/; : : :

�
;
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and we identify Mn.C/ with R2n2
by identifying the entry zij D xij C iyij

of M with the pair .xij ; yij / of real numbers. Then

G D F�1
�
t0
�

where t0 D .1; 0; 1; 0; : : : ; 1; 0; 0; : : : ; 0/:

Again we show that M D I is a regular point of F , and the rest of the

argument is the same, showing that G is a smooth manifold of dimension

2N � 2n2 D n.n � 1/, and that the group operations are smooth. Also,

O2.C/ contains the matrices
h
i
p
x2�1 �x
x i

p
x2�1

i
for any x 2 R, so it is not

compact, and similarly for On.C/ for n � 2. Þ

Example 8.2.2. Let ' be a nonsingular Hermitian form on a vector space

V of dimension n over C. Then, by Theorem 6.2.29, ' is isometric to

pŒ1� ? qŒ�1� for uniquely determined integers p and q with p C q D n.

The unitary group

Up;q.C/ D
˚
M 2 GLn.C/ j tMIp;qM D Ip;q

	
:

In particular if p D n and q D 0 we have

Un.C/ D
˚
M 2 GLn.C/ j tM DM�1

	
:

(The term “the unitary group” is often used to mean Un.C/. Compare Def-

inition 7.3.12.)

Let G D Un.C/ or Up;q.C/. G is a Lie group of dimension n2. G is

connected. If G D Un.C/ then G is compact. If G D Up;q.C/ with p � 1
and q � 1, then G is not compact. Letting SG D G \ SLn.R/, we obtain

the special unitary groups, which are closed connected subgroups of G of

codimension 1.

The argument here is very similar to the argument in the last example.

For vectors v D
� a1:::
an

�
and w D

�
b1:::
bn

�
we let

hv; wi D
pX

iD1
aibi �

nX

iDpC1
aibi :

Let M D Œm1 j � � � j mn�. Then M 2 G if and only if

˝
mi ; mi

˛
D 1 for i D 1; : : : ; p

˝
mi ; mi

˛
D �1 for i D p C 1; : : : ; n

˝
mi ; mj

˛
D 0 for 1 � i < j < n:
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Let fi i .M/ D hmi ; mi i, which is always real valued. For i ¤ j , let

fij .M/ D Re.hmi ; mj i/ and gij D Im.hmi ; mj i/.
Set N D nC 2.n.n � 1/=2/ D n2. Let F D Mn.C/! RN by

F.M/ D
�
f11.M/; : : : ; fnn.M/; f12.M/; g12.M/; : : :

�
:

Then

G D F�1
�
t0
�

where t0 D .1; : : : ;�1; 0; : : : ; 0/:

Identify Mn.C/ with R2n2
as before. We again argue as before, showing

that I is a regular point of F and then further that G is a smooth manifold

of dimension 2n2 � n2 D n2, and in fact a Lie group. Also, a similar

argument shows that Un.C/ is compact but that Up;q.C/ is not compact for

p � 1 and q � 1. Þ

Example 8.2.3. Let ' be a nonsingular skew-symmetric form on a vector

space V of dimension n over F . Then, by Theorem 6.2.40, ' is isometric to�
0 I
�I 0

�
. The symplectic group

Sp.n;F/ D
˚
M 2 GLn.F/ j tMJnM D Jn

	
:

Let GDSp.n;R/ or Sp.n;C/. G is connected and noncompact. G is a Lie

group of dimension dF.n.n C 1/=2/. We also have the symplectic group

Sp.n/ D Sp.n;C/ \U.n;C/:

G D Sp.n/ is a closed subgroup of both Sp.n;C/ and U.n;C/, and is

a connected compact Lie group of dimension n.n C 1/=2. (The term “the

symplectic group” is often used to mean Sp.n/.)

We consider G D Spn.F/ for F D R or C.

The argument is very similar. For V D
� a1:::
an

�
and w D

� b1:::
bn

�
, let

hv; wi D
n=2X

iD1
.aibiCn=2 � aiCn=2bi/:

If M D Œm1 j � � � j mn� then M 2 G if and only if

˝
mi ; miCn=2

˛
D 1 for i D 1; : : : ; n=2

˝
mi ; mj

˛
D 0 for 1 � i < j � n; j ¤ i C n=2:
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Let fij .M/ D hmi ; mj i for i < j . Set N D n.n � 1/=2. Let F W
Mn.F/! FN by

F.M/ D
�
f12.M/; : : : ; fn�1;n.M/

�
:

Then

G D F �1.t0/ where t0 D .0; : : : ; 1; : : :/:
Again we show that I is a regular point for F , and continue similarly, to

obtain thatG is a Lie group of dimension dFn
2�dFN D dF .n.nC 1/=2/.

Sp2.F/ contains the matrices
�
x 0
0 1=x

�
for any x ¤ 0 2 R, showing that

Spn.F/ is not compact for any n.

Finally, Sp.n/ D Spn.C/\U.n;C/ is a closed subspace of the compact

space U.n;C/, so is itself compact. We shall not prove that it is a Lie group

nor compute its dimension, which is .n2 C n/=2, here. Þ

Remark 8.2.4. A warning to the reader: Notation is not universally

consistent and some authors index the symplectic groups by n=2 instead

of n. Þ

Finally, we have a structure theorem for GLn.R/ and GLn.C/. We de-

fined ACN , Nn.R/ and Nn.C/ in Definition 7.2.18, and these are obviously

Lie groups.

Theorem 8.2.5. The multiplication maps

m W O.n;R/ �ACn �Nn.R/! GLn.R/

and

m W U.n;C/ �ACn �Nn.C/! GLn.C/

given by m.P; A;N / D PAN are diffeomorphisms.

Proof. The special case of Theorem 7.2.20 with k D n gives that m is a

homeomorphism, and it is routine to check thatm and m�1 are both differ-

entiable.

Remark 8.2.6. We have adopted our approach here on two grounds: first,

to use elementary arguments to the extent possible, and second, to illustrate

and indeed emphasize the linear algebra aspects of Lie groups. But it is

possible to derive the results of this chapter by using more theory and less

computation. It was straightforward to prove that GLn.R/ and GLn.C/ are

Lie groups. The fact that the other groups we considered are also Lie groups

is a consequence of the theorem that any closed subgroup of a Lie group is

a Lie group. But this theorem is a theorem of analysis and topology, not of

linear algebra. Þ
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CHAPTER A

Polynomials

In this appendix we gather and prove some important facts about polyno-

mials. We fix a field F and we let R D F Œx� be the ring of polynomials in

the variable x with coefficients in F ,

R D fanxn C � � � C a1x C a0 j ai 2 F ; n � 0g:

A.1 Basic properties

We define the degree of a nonzero polynomial to be the highest power of x

that appears in the polynomial. More precisely:

Definition A.1.1. Let p.x/ D anxn C � � � C a0 with an ¤ 0. Then the

degree degp.x/ D n. Þ

Remark A.1.2. The degree of the 0 polynomial is not defined. A polyno-

mial of degree 0 is a nonzero constant polynomial. Þ

The basic tool in dealing with polynomials is the division algorithm.

Theorem A.1.3. Let f .x/; g.x/ 2 R with g.x/ ¤ 0. Then there exist

unique polynomials q.x/ (the quotient) and r.x/ (the remainder) such that

f .x/ D g.x/q.x/ C r.x/, where r.x/ D 0 or deg r.x/ < deg g.x/.

Proof. We first prove existence.

If f .x/ D 0 we are done: choose q.x/ D 0 and r.x/ D 0. Otherwise,

let f .x/ have degree m and q.x/ have degree n. We fix n and proceed by

complete induction on m. If m < n we are again done: choose q.x/ D 0

and r.x/ D f .x/.
Otherwise, let g.x/ D anxn C � � � C a0 and f .x/ D bmxm C � � � C b0.

If q0.x/ D .bm=an/x
m�n, then f .x/ � g.x/q0.x/ has the coefficient of

231
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xm equal to zero. If f .x/ D g.x/q0.x/ then we are again done: choose

q.x/ D q0.x/ and r.x/ D 0. Otherwise, f1.x/ D f .x/ � g.x/q0.x/ is a

nonzero polynomial of degree less thanm. Thus by the inductive hypothesis

there are polynomials q1.x/ and r1.x/ with f1.x/ D g.x/q1.x/ C r1.x/
where r1.x/ D 0 or deg r1.x/ < deg g.x/. Then f .x/ D g.x/q0.x/ C
f1.x/ D g.x/q0.x/Cg.x/q1.x/Cr1.x/ D g.x/q.x/Cr.x/ where q.x/ D
q0.x/Cq1.x/ and r.x/ D r1.x/ is as required, so by induction we are done.

To prove uniqueness, suppose f .x/ D g.x/q1.x/C r1.x/ and f .x/ D
g.x/q2.x/ C r2.x/ with r1.x/ and r2.x/ satisfying the conditions of the

theorem. Then g.x/.q1.x/ � q2.x// D r2.x/ � r1.x/. Comparing degrees

shows r2.x/ D r1.x/ and q2.x/ D q1.x/.

Remark A.1.4. The algebraically well-informed reader will recognize the

rest of this appendix as a special case of the theory of ideals in a Euclidean

ring, but we will develop this theory from scratch for polynomial rings. Þ

Definition A.1.5. A nonempty subset J of R is an ideal of R if it has

the properties

(1) If p1.x/ 2 J and p2.x/ 2 J, then p1.x/C p2.x/ 2 J.

(2) If p1.x/ 2 J and q.x/ 2 R, then p1.x/q.x/ 2 J. Þ

Remark A.1.6. Note that J D f0g is an ideal, the zero ideal. Any other

ideal (i.e., any ideal containing a nonzero element) is a nonzero ideal. Þ

Example A.1.7. (1) Fix a polynomial p0.x/ and let J be the subset of

R consisting of all multiples of p0.x/, J D fp0.x/q.x/ j q.x/ 2 Rg. It is

easy to check that J is an ideal. An ideal of this form is called a principal

ideal and p0.x/ is called a generator of J, or is said to generate J.

(2) Let fp1.x/; p2.x/; : : :g be a (possibly infinite) set of polynomials in

R and let J D f
P
pi .x/qi .x/ j only finitely many qi .x/ ¤ 0g. It is easy to

check that J is an ideal, and fp1.x/; p2.x/; : : :g is called a generating set

for J (or is said to generate J). Þ

A nonzero polynomial p.x/ D anx
n C � � � C a0 is called monic if the

coefficient of the highest power of x appearing in p.x/ is 1, i.e., if an D 1.

Lemma A.1.8. Let J be a nonzero ideal of R. Then J contains a unique

monic polynomial of lowest degree.

Proof. The set fdegp.x/ j p.x/ 2 J; p.x/ ¤ 0g is a nonempty set of

nonnegative integers, so, by the well-ordering principle, it has a smallest

element d . Let ep0.x/ be a polynomial in J with degep0.x/ D d . Thus
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ep0.x/ is a polynomial in J of lowest degree, which may or may not be

monic. Write ep0.x/ D eadxd C � � � C ea0. By the properties of an ideal,

p0.x/ D .1=ead /ep0.x/ D xd C � � � C .ea0=ead / D xd C � � � C a0 is in

J. This gives existence. To show uniqueness, suppose we have a different

monic polynomialp1.x/ of degree d in J, p1.x/ D xdC� � �Cb0. Then by

the properties of an idealeq.x/ D p0.x/�p1.x/ is a nonzero polynomial of

degree e < d in J,eq.x/ D ecexeC� � �Cec0. But then q.x/ D .1=ece/eq.x/ D
xeC� � �C.ec0=ece/ is a monic polynomial in J of degree e < d , contradicting

the minimality of d .

Theorem A.1.9. Let J be any nonzero ideal of R. Then J is a principal

ideal. More precisely, J is the principal ideal generated by p0.x/, where

p0.x/ is the unique monic polynomial of lowest degree in J.

Proof. By Lemma A.1.8, there is such a polynomial p0.x/. Let J0 be the

principal ideal generated by p0.x/. We show that J0 D J.

First we claim that J0 � J. This is immediate. For, by definition, J0

consists of polynomials of the form p0.x/q.x/, and, by the properties of an

ideal, every such polynomial is in J.

Next we claim that J � J0. Choose any polynomial g.x/ 2 J. By

Theorem A.1.3, we can write g.x/ D p0.x/q.x/ C r.x/ where r.x/ D 0

or deg r.x/ < deg p0.x/. If r.x/ D 0 we are done, as then g.x/ D
p0.x/q.x/ 2 J0. Assume r.x/ ¤ 0. Then, by the properties of an ideal,

r.x/ D g.x/ � p0.x/q.x/ 2 J. (p0.x/ 2 J so p0.x/.�q.x// 2 J;

then also g.x/ 2 J so g.x/ C p0.x/.�q0.x// D r.x/ 2 J). Now r.x/

is a polynomial of some degree e < d , r.x/ D aex
e C � � � C a0, so

.1=ae/r.x/ D xe C � � � C .a0=ae/ 2 J. But this is a monic polynomial

of degree e, contradicting the minimality of d .

We now have an important application of this theorem.

Definition A.1.10. Let fp1.x/; p2.x/; : : :g be a (possibly infinite) set

of nonzero polynomials in R. Then a monic polynomial d.x/ 2 R is a

greatest common divisor (gcd) of fp1.x/; p2.x/; : : :g if it has the following

properties

(1) d.x/ divides every pi.x/.

(2) If e.x/ is any polynomial that divides every pi .x/, then e.x/ divides

d.x/. Þ
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Theorem A.1.11. Let fp1.x/; p2.x/; : : :g be a (possibly infinite) set of

nonzero polynomials inR. Then fp1.x/; p2.x/; : : :g has a unique gcd d.x/.

More precisely, d.x/ is the generator of the principal ideal

J D f
X

pi .x/qi .x/ j qi .x/ 2 R only finitely many nonzerog:

Proof. By Theorem A.1.9, there is unique generator d.x/ of this ideal. We

must show it has the properties of a gcd.

Let J0 be the principal ideal generated by d.x/, so that J0 D J.

(1) Consider any polynomial pi .x/. Then pi .x/ 2 J, so pi.x/ 2 J0.

That means that pi.x/ D d.x/q.x/ for some q.x/, so d.x/ divides pi.x/.

(2) Since d.x/ 2 J, it can be written as d.x/ D
P
pi .x/qi .x/ for some

polynomials fqi .x/g. Let e.x/ be any polynomial that divides every pi.x/.

Then it divides every product pi.x/qi .x/, and hence their sum d.x/.

Thus we have shown that d.x/ satisfies both properties of a gcd. It re-

mains to show that it is unique. Suppose d1.x/ is also a gcd. Since d.x/

is a gcd of fp1.x/; p2.x/; : : :g, and d1.x/ divides each of these polynomi-

als, then d1.x/ divides d.x/. Similarly, d.x/ divides d1.x/. Thus d.x/ and

d1.x/ are a pair of monic polynomials each of which divides the other, so

they are equal.

We recall an important definition.

Definition A.1.12. A field F is algebraically closed if every noncon-

stant polynomial f .x/ in F Œx� has a root in F , i.e., if for every nonconstant

polynomial f .x/ in F Œx� there is an element r of F with f .r/ D 0. Þ

We have the following famous and important theorem, which we shall

not prove.

Theorem A.1.13 (Fundamental Theorem of Algebra). The field C of com-

plex numbers is algebraically closed.

Example A.1.14. Let F be an algebraically closed field and let a 2 F .

Then J D fp.x/ 2 R j p.a/ D 0g is an ideal. It is generated by the

polynomial x � a. Þ

Here is one of the most important applications of the gcd.

Corollary A.1.15. Let F be an algebraically closed field and let fp1.x/; : : : ;
pn.x/g be a set of polynomials not having a common zero. Then there is a

set of polynomials fq1.x/; : : : ; qn.x/g such that

p1.x/q1.x/C � � � C pn.x/qn.x/ D 1:
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Proof. Since fp1.x/; : : : ; pn.x/g have no common zero, they have no non-

constant polynomial as a common divisor. Hence their gcd is 1. The corol-

lary then follows from Theorem A.1.11.

Definition A.1.16. A set of polynomials fp1.x/; p2.x/; : : :g is rela-

tively prime if it has gcd 1. Þ

We often phrase this by saying the polynomials p1.x/; p2.x/; : : : are

relatively prime.

Remark A.1.17. Observe that fp1.x/; p2.x/; : : :g is relatively prime if

and only if the polynomialspi .x/ have no nonconstant common factor. Þ

Closely related to the greatest common divisor (gcd) is the least com-

mon multiple (lcm).

Definition A.1.18. Let fp1.x/; p2.x/; : : :g be a set of polynomials.

A monic polynomial m.x/ is a least common multiple (lcm) of fp1.x/;
p2.x/; : : :g if it has the properties

(1) Every pi .x/ dividesm.x/.

(2) If n.x/ is any polynomial that is divisible by every pi .x/, then m.x/

divides n.x/. Þ

Theorem A.1.19. Let fp1.x/; : : : ; pk.x/g be any finite set of nonzero poly-

nomials. Then fp1.x/; : : : ; pk.x/g has a unique lcm m.x/.

Proof. Let J D fpolynomials n.x/ j n.x/ is divisible by every pi .x/g. It is

easy to check that J is an ideal (verify the two properties of an ideal in Defi-

nition A.1.5). Also, J is nonzero, as it contains the productp1.x/ � � �pk.x/.
By Theorem A.1.9, J is generated by a monic polynomial m.x/. We

claimm.x/ is the lcm of fp1.x/; : : : ; pk.x/g. Certainlym.x/ is divisible by

every pi .x/, asm.x/ is in J. Also,m.x/ divides every n.x/ in J because J,

as the principal ideal generated by m.x/, consists precisely of the multiples

of m.x/.

Remark A.1.20. By the proof of Theorem A.1.19, m.x/ is the unique

monic polynomial of smallest degree in J. Thus the lcm of fp1.x/; : : : ;
pk.x/g may alternately be described as the unique monic polynomial of

lowest degree divisible by every pi .x/. Þ

Lemma A.1.21. Suppose p.x/ divides the product q.x/r.x/ and that p.x/

and q.x/ are relatively prime. Then p.x/ divides r.x/.
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Proof. Since p.x/ and q.x/ are relatively prime there are polynomialsf .x/

and g.x/ with p.x/f .x/C q.x/g.x/ D 1. Then

p.x/f .x/r.x/ C q.x/g.x/r.x/ D r.x/:

Now p.x/ obviously divides the first term p.x/f .x/r.x/, and p.x/ also

divides the second term as, by hypothesis p.x/ divides q.x/r.x/, so p.x/

divides their sum r.x/.

Corollary A.1.22. Suppose p.x/ and q.x/ are relatively prime. If p.x/

divides r.x/ and q.x/ divides r.x/, then p.x/q.x/ divides r.x/.

Proof. Since q.x/ divides r.x/, we may write r.x/ D q.x/s.x/ for some

polynomial s.x/. Now p.x/ divides r.x/ D q.x/s.x/ and p.x/ and q.x/

are relatively prime, so by Lemma A.1.21 we have that p.x/ divides s.x/,

and hence we may write s.x/ D p.x/t.x/ for some polynomial t.x/. Then

r.x/ D q.x/s.x/ D q.x/p.x/t.x/ is obviously divisible by p.x/q.x/.

Corollary A.1.23. If p.x/ and q.x/ are relatively prime monic polynomi-

als, then their lcm is the product p.x/q.x/.

Proof. If their lcm ism.x/, then on the one handm.x/ dividesp.x/q.x/, by

the definition of the lcm. On the other hand, since bothp.x/ and q.x/ divide

m.x/, then p.x/q.x/ divides m.x/, by Corollary A.1.22. Thus p.x/q.x/

and m.x/ are monic polynomials that divide each other, so they are equal.

A.2 Unique factorization

The most important property that R D F Œx� has is that it is a unique factor-

ization domain.

In order to prove this we need to do some preliminary work.

Definition A.2.1. (1) The units in F Œx� are the nonzero constant poly-

nomials.

(2) A nonzero nonunit polynomial f .x/ is irreducible if

f .x/ D g.x/h.x/ with g.x/h.x/ 2 F.x/

implies that one of g.x/ and h.x/ is a unit.

(3) A nonzero nonunit polynomial f .x/ in F Œx� is prime if whenever

f .x/ divides a product g.x/h.x/ of two polynomials in F Œx�, it divides (at

least) one of the factors g.x/ or h.x/.
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(4) Two nonzero polynomials f .x/ and g.x/ in F Œx� are associates if

f .x/ D ug.x/ for some unit u. Þ

Lemma A.2.2. A polynomial f .x/ in F Œx� is prime if and only if it is irre-

ducible.

Proof. First suppose f .x/ is prime, and let f .x/ D g.x/h.x/. Certainly

both g.x/ and h.x/ divide f .x/. By the definition of prime, f .x/ divides

g.x/ or h.x/. If f .x/ divides g.x/, then f .x/ and g.x/ divide each other,

and so have the same degree. Thus h.x/ is constant, and so is a unit. By the

same argument, if f .x/ divides h.x/, then g.x/ is constant, and so a unit.

Suppose f .x/ is irreducible, and let f .x/ divide g.x/h.x/. To show

that f .x/ is prime, we need to show that f .x/ divides one of the factors.

By Theorem A.1.11, f .x/ and g.x/ have a gcd d.x/. By definition,

d.x/ divides bothf .x/ and g.x/, so in particular d.x/ dividesf .x/, f .x/ D
d.x/e.x/. But f .x/ is irreducible, so d.x/ or e.x/ is a unit. If e.x/ D u is

a unit, then f .x/ D d.x/u so d.x/ D f .x/v where uv D 1. Then, since

d.x/ divides g.x/, f .x/ also divides g.x/. On the other hand, if d.x/ D u
is a unit, then d.x/ D 1 as by definition, a gcd is always a monic poly-

nomial. In other words, by Definition A.1.16, f .x/ and g.x/ are relatively

prime. Then, by Lemma A.1.21, f .x/ divides h.x/.

Theorem A.2.3 (Unique factorization). Let f .x/ 2 F Œx� be a nonzero poly-

nomial. Then

f .x/ D ug1.x/ � � �gk.x/

for some unit u and some set fg1.x/; : : : ; gk.x/g of irreducible polynomi-

als. Furthermore, if also

f .x/ D vh1.x/ � � � hl.x/

for some unit v and some set fh1.x/; : : : ; hl.x/g of irreducible polynomials,

then l D k and, after possible reordering, hi .x/ and gi .x/ are associates

for each i D 1; : : : ; k.

Proof. We prove this by complete induction on n D deg f .x/. First we

prove the existence of a factorization and then we prove its uniqueness.

For the proof of existence, we proceed by induction. If n D 0 then

f .x/ D u is a unit and there is nothing further to prove. Suppose that we

have existence for all polynomials of degree at most n and let f .x/ have

degree n C 1. If f .x/ is irreducible, then f .x/ D f .x/ is a factorization
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and there is nothing further to prove. Otherwise f .x/ D f1.x/f2.x/ with

deg f1.x/ � n and deg f2.x/ � n. By the inductive hypothesis f1.x/ D
u1g1;1.x/ � � � g1;s.x/ and f2.x/ D u2g2;1.x/ � � � g2;t .x/ so we have the

factorization

f .x/ D
�
u1u2

�
g1;1.x/ � � �g1;s.x/g2;1.x/ � � � g2;t .x/;

and by induction we are done.

For the proof of uniqueness, we again proceed by induction. If n D 0

then f .x/ D u is a unit and again there is nothing to prove. (f .x/ can-

not be divisible by any polynomial of positive degree.) Suppose that we

have uniqueness for all polynomials of degree at most n and let f .x/ have

degree n C 1. Let f .x/ D ug1.x/ � � � gk.x/ D vh1.x/ � � � hl.x/. If f .x/

is irreducible, then by the definition of irreducibility these factorizations

must be f .x/ D ug1.x/ D vh1.x/ and then g1.x/ and h1.x/ are asso-

ciates of each other. If f .x/ is not irreducible, consider the factor gk.x/.

Now gk.x/ divides f .x/, so it divides the product vh1.x/ � � � hl.x/ D
.vh1.x/ � � �hl�1.x//hl .x/. Since gk.x/ is irreducible, by Lemma A.2.2 it

is prime, so gk.x/ must divide one of these two factors. If gk.x/ divides

hl.x/, then, since hl.x/ is irreducible, we have hl.x/ D gk.x/w for some

unit w, in which case gk.x/ and hl.x/ are associates. If not, then gk.x/ di-

vides the other factor vh1.x/ � � � hl�1 D .vh1.x/ � � � hl�2.x//hl�1.x/ and

we may repeat the argument. Eventually we may find that gk.x/ divides

some hi .x/, in which case gk.x/ and hi .x/ are associates. By reordering

the factors, we may simply assume that gk.x/ and hl.x/ are associates,

hl.x/ D gk.x/w for some unit w. Then f .x/ D ug1.x/ � � � gk.x/ D
vh1.x/ � � � hl.x/ D .vw/h1.x/ � � � hl�1.x/g.x/. Let f1.x/ D f .x/=g.x/.

We see that

f1.x/ D ug1.x/ � � � gk�1.x/ D .vw/h1.x/ � � �hl�1.x/:

Now deg f1.x/ � n, so by the inductive hypothesisk�1 D l�1, i.e., k D l ,
and after reordering gi .x/ and hi .x/ are associates for i D 1; : : : ; k � 1.

We have already shown this is true for i D k as well, so by induction we

are done.

There is an important special case of this theorem that is worth observ-

ing separately.

Corollary A.2.4. Let F be algebraically closed and let f .x/ be a nonzero

polynomial in F Œx�. Then f .x/ can be written uniquely as

f .x/ D u
�
x � r1

�
� � �
�
x � rn

�
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with u ¤ 0 and r1; : : : ; rn elements of F .

Proof. If F is algebraically closed, every irreducible polynomial is linear,

of the form g.x/ D v.x� r/, and then this result follows immediately from

Theorem A.2.3. (This special case is easy to prove directly, by induction on

the degree of f .x/. We leave the details to the reader.)

Remark A.2.5. By Theorem A.1.13, Corollary A.2.4 applies in particular

when F D C. Þ

A.3 Polynomials as expressions

and polynomials as functions

Let p.x/ 2 F Œx� be a polynomial. There are two ways to regard p.x/: as an

expression p.x/ D a0Ca1xC� � �Canxn, and as a function p.x/ W F ! F

by c 7! p.c/. We have at times, when dealing with the case F D R or C,

conflated these two approaches. In this section we show there is no harm in

doing so. We show that if F is an infinite field, then two polynomials are

equal as expressions if and only if they are equal as functions.

Lemma A.3.1. Let p.x/ 2 F Œx� be a polynomial and let c 2 F . Then

p.x/ D .x � c/q.x/C p.c/ for some polynomial q.x/.

Proof. By Theorem A.1.3, p.x/ D .x � c/q.x/C a for some a 2 F . Now

substitute x D c to obtain a D p.c/.

Lemma A.3.2. Let p.x/ be a nonzero polynomial of degree n. Then p.x/

has at most n roots, counting multiplicities, in F . In particular, p.x/ has at

most n distinct roots in F .

Proof. We proceed by induction on n. The lemma is clearly true for n D 0.

Suppose it is true for all polynomials of degree n. Let p.x/ be a nonzero

polynomial of degree nC 1. If p.x/ does not have a root in F , we are done.

Otherwise let r be a root of p.x/. By Lemma A.3.1, p.x/ D .x � r/q.x/,
where q.x/ has degree n. By the inductive hypothesis, q.x/ has at most n

roots in F , so p.x/ has at most n C 1 roots in F , and by induction we are

done.

Corollary A.3.3. Let p.x/ be a polynomial of degree at most n. If p.x/ has

more than n roots, then p.x/ D 0 (the 0 polynomial).
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Corollary A.3.4. (1) Let f .x/ and g.x/ be polynomials of degree at most

n. If f .c/ D g.c/ for more than n values of c, then f .x/ D g.x/.
(2) Let F be an infinite field. If f .x/ D g.x/ for every x 2 F , then

f .x/ D g.x/.

Proof. Apply Corollary A.3.3 to the polynomial p.x/ D f .x/�g.x/.

Remark A.3.5. Corollary A.3.4(2) is false if F is a finite field. For exam-

ple, suppose that F has n elements c1; : : : ; cn. Then f .x/ D .x � c1/.x �
c2/ � � � .x � cn/ has f .c/ D 0 for every c 2 F , but f .x/ ¤ 0. Þ
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CHAPTER B

Modules over principal

ideal domains

In this appendix, for the benefit of the more algebraically knowledgable

reader, we show how to derive canonical forms for linear transformations

quickly and easily from the basic structure theorems for modules over a

principal ideal domain (PID).

B.1 Definitions and structure theorems

We begin by recalling the definition of a module.

Definition B.1.1. Let R be a commutative ring. An R-module is a set

M with a pair of operations satisfying the conditions of Definition 1.1.1

except that the scalars are assumed to be elements of the ringR. Þ

One of the most basic differences between vector spaces (where the

scalars are elements of a field) and modules (where they are elements of a

ring) is the possibility that modules may have torsion.

Definition B.1.2. Let M be an R-module. An element m ¤ 0 of M is

a torsion element if rm D 0 for some r 2 R, r ¤ 0. If m is any element of

M its annihilator ideal Ann.m/ is the ideal of R given by

Ann.m/ D fr 2 R j rm D 0g:

(Thus Ann.0/ D R and m ¤ 0 is a torsion element of M if and only if

Ann.m/ ¤ f0g.)
If every nonzero element of M is a torsion element then M is a torsion

R-module. Þ

241
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Remark B.1.3. Here is a very special case: Let M D R and regard M

as an R-module. Then we have the dual moduleM � defined analogously to

Definition 1.6.1, and we can identifyM � withR as follows: Let f 2 M �,
so f W M ! R. Then we let f 7! f .1/. (Otherwise said, any f 2 M � is

given by multiplication by some fixed element of R, f .r/ D r0r , and then

f 7! r0.) For s0 2 R consider the principal ideal J D s0R D fs0r j r 2
Rg. Let N D J and regard N as a submodule of M . Then

Ann
�
s0
�
D Ann�.N /

where Ann�.N / is the annihilator as defined in Definition 1.6.10. Þ

Here is the basic structure theorem. It appears in two forms.

Theorem B.1.4. Let R be a principal ideal domain (PID). Let M be a

finitely generated torsionR-module. Then there is an isomorphism

M ŠM1 ˚ � � � ˚Mk

where each Mi is a nonzero R-module generated by a single element wi ,

and Ann.w1/ � � � � � Ann.wk/. The integer k and the set of ideals

fAnn.w1/; : : : ;Ann.wk/g are well-defined.

Theorem B.1.5. Let R be a principal ideal domain (PID). Let M be a

finitely generated torsionR-module. Then there is an isomorphism

M Š N1 ˚ � � � ˚Nl

where each Ni is a nonzero R-module generated by a single element xi ,

and Ann.xi / D p
ei

i R is the principal ideal of R generated by the element

p
ei

i , where pi 2 R is a prime and ei is a positive integer. The integer l and

the set of ideals fpe1

1 R; : : : ; p
el

l
Rg are well-defined.

Remark B.1.6. In the notation of Theorem B.1.4, if Ann.wi/ is the prin-

cipal ideal generated by the element ri of R, the condition Ann.w1/ �
� � � � Ann.wk/ is that ri is divisible by riC1 for each i D 1; : : : ; k�1. Þ

B.2 Derivation of canonical forms

We now use Theorem B.1.4 to derive rational canonical form, and Theo-

rem B.1.5 to derive Jordan canonical form.

We assume throughout that V is a finite-dimensional F -vector space and

that T W V ! V is a linear transformation.
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We let R be the polynomial ring R D F Œx� and recall that R is a PID.

We regard V as an R-module by defining

p.x/.v/ D p.T /.v/ for any p.x/ 2 R and any v 2 V:

Lemma B.2.1. V is a finitely generated torsionR-module.

Proof. V is a finite-dimensional F -vector space, so it has a finite basis B D
fv1; : : : ; vng. Then the finite set B generates V as an F -vector space, so

certainly generates V as an R-module.

To prove that v¤0 is a torsion element, we need to show thatp.T /.v/D
0 for some nonzero polynomialp.x/ 2 R. We proved this, for every v 2 V ,

in the course of proving Theorem 5.1.1 (or, in matrix terms, Lemma 4.1.18).

To continue, observe that Ann.v/, as defined in Definition B.1.2, is the

principal ideal of R generated by the monic polynomialmT ;v.x/ of Theo-

rem 5.1.1, and we called this polynomial the T -annihilator of v in Defini-

tion 5.1.2.

We also observe that a subspace W of V is an R-submodule of V if and

only if it is T -invariant.

Theorem B.2.2 (Rational canonical form). Let V be a finite-dimensional

vector space and let T W V ! V be a linear transformation. Then V has a

basis B such that ŒT �B D M is in rational canonical form. Furthermore,

M is unique.

Proof. We have simply restated (verbatim) Theorem 5.5.4(1). This is the

matrix translation of Theorem 5.5.2 about the existence of rational canoni-

cal T -generating sets. Examining the definition of a rational canonical T -

generating set in Definition 5.5.1, we see that the elements fwig of that

definition are exactly the elements fwig of Theorem B.1.4, and the ide-

als Ann.wi / are the principal ideals of R generated by the polynomials

mT ;wi
.x/.

Corollary B.2.3. In the notation of Theorem B.1.4, let fi.x/ D mT ;wi
.x/.

Then

(1) The minimum polynomialmT .x/ D f1.x/.

(2) The characteristic polynomial cT .x/ D f1.x/ � � � fk.x/.

(3) mT .x/ divides cT .x/.
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(4) mT .x/ and cT .x/ have the same irreducible factors.

(5) (Cayley-Hamilton Theorem) cT .T / D 0.

Proof. For parts (1) and (2), see Corollary 5.5.6. Parts (3) and (4) are then

immediate. For (5), mT .T / D 0 and mT .x/ divides cT .x/, so cT .T / D
0.

Remark B.2.4. We have restated this result here for convenience, but the

full strength of Theorem B.2.2 is not necessary to obtain parts (2), (4), and

(5) of Corollary B.2.3—see Theorem 5.3.1 and Corollary 5.3.4. Þ

Theorem B.2.5 (Jordan canonical form). Let F be an algebraically closed

field and let V be a finite-dimensional F -vector space. Let T W V ! V be

a linear transformation. Then V has a basis B with ŒT �B D J a matrix in

Jordan canonical form. J is unique up to the order of the blocks.

Proof. We have simply restated (verbatim) Theorem 5.6.5(1). To prove this,

apply Theorem B.1.5 to V to obtain a decomposition V D N1 ˚ � � � ˚ Nl
as R-modules, or, equivalently, a T -invariant direct sum decomposition of

V . Since F is algebraically closed, each prime in R is a linear polynomial.

Now apply Lemma 5.6.1 and Corollary 5.6.2 to each submoduleNi .

Remark B.2.6. This proof goes through verbatim to establish Theo-

rem 5.6.6, the existence and essential uniqueness of Jordan canonical form,

under the weaker hypothesis that the characteristic polynomial cT .x/ fac-

tors into a product of linear factors. Also, replacing Lemma 5.6.1 by Lemma

5.6.8 and Corollary 5.6.2 by Corollary 5.6.10 gives Theorem 5.6.13, the ex-

istence and essential uniqueness of generalized Jordan canonical form. Þ
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standard, 13
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canonical form

generalized Jordan, 140

Jordan, 138, 244

rational, 134, 243

Cauchy-Schwartz-Buniakowskyinequal-

ity, 190

Cayley-Hamilton Theorem, 101, 122, 244

chain of generalized eigenvectors, 141

change of basis matrix, 47

codimension, 28

cokernel, 28

column space, 7

companion matrix, 115, 134

complement, 24

T -invariant, 123

congruent, 170

conjugate congruent, 170

conjugate linear, 166

conjugation, 165

coordinate vector, 42

Cramer’s rule, 72

degree, 231

determinant, 63, 68, 73

diagonalizable, 102

simultaneously, 162

dimension, 12, 25

direct sum

T -invariant, 123

orthogonal, 172, 197

dual, 30, 36

double, 39, 40

eigenspace, 91

generalized, 92

eigenstructure picture, 141

labelled, 140

eigenvector, 91

generalized, 92

elementary divisors, 135

endomorphism, 7

expansion by minors, 71

extension field, 3

form

bilinear, 166

diagonalizable, 176

even, 175

Hermitian, 170

indefinite, 177

matrix of, 168

negative definite, 177

odd, 175

positive definite, 177

quadratic, 180

sesquilinear, 166

skew-Hermitian, 170

skew-symmetric, 170

symmetric, 170

Fourier coefficients, 215
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classical, 216

frame, 200

Fredholm, 29

Fundamental Theorem of Algebra, 234

Fundamental Theorem of Calculus, 6

Gram-Schmidt process, 197

greatest common divisor (gcd), 233

group

general linear, 8, 79, 83, 223

Lie, 223

orthogonal, 225

special linear, 74, 224

special orthogonal, 225

special unitary, 227

symplectic, 228

unitary, 227

Hermitian, 171

Hilbert matrix, 86

homomorphism, 7

Hurwitz’s criterion, 178

ideal, 232

annihilator, 241

generator of, 232

principal, 232

identity, 4

identity matrix, 4

image, 7

independent, 23

index, 29, 91, 92

inner product, 189

inner product space, 189

irreducible, 236

isometric, 171

isometry, 171, 204

isometry group, 171

isomorphic, 5

isomorphism, 5

joke, 22

Jordan basis, 137

Jordan block

generalized, 140

kernel, 7, 172

Laplace expansion, 70

least common multiple (lcm), 235

linear combination, 8

linear transformation, 3

quotient, 118

linearly independent, 9

matrix of a linear transformation, 44, 45

minor, 70

Multilinearity, 60

multiplicity

algebraic, 94

geometric, 94

nonsingular, 167

norm, 190, 193

normal, 203

normalization map, 199

notation

.V; '/, 171

C.f .x//, 115

Ek
�

, 92

E1
�

, 92

E�, 92

I , 4

In, 225

Ip;q , 225

Jn, 225

PC B , 47

V �, 30

V1 ? V2, 172

W ?, 197

W1 C � � � C Wk , 23

W1 ˚ � � � ˚ Wk , 23

W1 ? W2, 197

ŒT �B , 45

ŒT �C B , 44

Œ'�B , 168

Œa�, 176

Œv�B , 42

Adj.A/, 71

Ann.U �/, 35

Ann.m/, 241

Ann�.U /, 34

En, 13

EndF .V /, 7
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Fn, 2

F
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F
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GLn.F/, 223

GL.V /, 8

GLn.F/, 8

HomF .V; W /, 7

I, 4

Im.T /, 7

Ker.T /, 7

…W , 199

SLn.F/, 74

Span.B/, 9

T �, 36

T adj, 184

TA, 4

kvk, 190

Vol, 58

alg-mult.�/, 94

˛' , 167

˛' , 185

deg, 231

det, 68

det.A/, 63

det.T /, 73

dim.V /, 12

hx; yi, 166

AC
k

, 200

Gn;k.F/, 200

Sn;k .F/, 200

T �, 202

Ev , 39

L, 6

R, 6

� , 27

Op;q.R/, 225

cA.x/, 93, 114

cT .x/, 94, 114

dj .�/, 143

d ex
j

.�/, 143

d new
j .�/, 143

ei , 3

mA.x/, 97

mT ;v.x/, 111

mT .x/, 97, 112

On.C/, 225

On.R/, 225

Un.C/, 227

Up;q.C/, 227
tA, 54

geom-mult(�), 94

nullspace, 7

orientation, 82

orthogonal, 172, 192, 205

orthogonal complement, 197

orthogonal projection, 199

orthonormal, 192

parallelogram law, 193

permutation, 66

polar decomposition, 221

polarization identities, 191

polynomial

characteristic, 93, 94, 114, 119, 243

minimum, 97, 112, 119, 243

monic, 232

polynomials

Chebyshev of the first kind, 213

Chebyshev of the second kind, 214

Hermite, 215

Legendre, 213

prime, 236

projection

canonical, 27

quotient, 26

R-module, 241

rank, 173

refinement

quadratic, 181

relatively prime, 235

Schur’s theorem, 210

self-adjoint, 203

shift

left, 6

right, 6

signature, 178

similar, 51

singular value decomposition, 220
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singular values, 220

skew-Hermitian, 171

skew-symmetric, 171

spanning set, 9

spectral theorem, 209

Stirling numbers, 52

subspace

affine, 25

orthogonal, 173

sum, 23

direct, 23

Sylvester’s law of inertia, 177

symmetric, 171

symmetric group, 66

T -annihilator, 111

T -generate, 117

T -generating set

rational canonical, 132

T -invariant, 117

T -span, 117

torsion, 241

transpose, 54

triangle inequality, 190

triangularizable, 97

unique factorization, 237

unit vector, 192

unitary, 205

units, 236

volume function, 58, 60
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