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   This book is an introduction to evaluation, which has been the subject 
of a tremendous boom in recent years. While evaluation has been estab-
lished as a profession in the USA for more than 40 years, it has only 
been possible to recognize a similar tendency in Europe since the begin-
ning of the 1990s. Since the PISA evaluation at the latest, the term has 
become part of German vocabulary. It now occupies a regular place even 
in everyday usage. In a series of articles entitled ‘How the world loves’  1   
in  Stern  magazine, for example, it was asserted that ‘ ... women tend to 
evaluate more and more precisely who they are getting involved with’ 
( Stern  32/2007: 102). 

 The use of this term is not only spreading in a positively inflationary 
manner; it now also appears in many contexts in which – at least from 
the point of view of its scientific meaning – it actually has no place at all, 
for not every form of assessment is necessarily also an evaluation. 

 Whilst some terms – such as social group, competence, qualification, 
institution, system – were consciously transposed from everyday usage 
into the language of science, subsequently having to be cleansed there of 
their everyday connotations and precisely defined in a scientific sense, 
the term evaluation has gone the other way. Being used in its everyday 
application to refer to just about anything at all, the term is rapidly 
losing its scientific precision, so that it is now time for it to be redefined 
more clearly. 

 This applies not only to the term itself, but also to the concepts origi-
nally denoted by it, which had by virtue of that connection become 
dissociated from other common procedures such as expert reports, 
inspections, performance reviews and other kinds of study. As the term 
evaluation is currently hip, chic and modern and has a scientific ring to 
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2 Reinhard Stockmann

it, it is increasingly used for procedures which themselves have by no 
means continued to develop in the direction of evaluation. It is there-
fore a good idea to make sure that evaluation is what is actually in the 
can when it says ‘evaluation’ on the label. 

 Of course, evaluation doesn’t only appear in disguise; it is also used 
more and more often in all kinds of contexts in accordance with its scien-
tific and political meaning. Even if, as Chapter 1 will show, there can 
hardly be said to be such a thing as an evaluation culture in Germany – 
or indeed in any other European country – so far, and even if evaluation 
is for that reason not a generally accepted procedure in social terms, 
or systematically applied in the political process and regularly used in 
rational decision-making, some early signs of the emergence of such an 
evaluation culture can at least be recognized. Evaluation has meanwhile 
advanced to become an important instrument of control: for example 
in ministries for verifying the effectiveness of programmes, in agencies 
for performance reviews, in government audit offices for ascertaining 
what amounts have actually been spent, in government and non-gov-
ernment organizations for programme control, and in companies for 
supporting quality management, and so on. In individual policy fields 
such as education and research there are firmly established government 
research institutions and subordinate authorities in most countries, 
such as the Institute for Employment Research (IAB) and the Federal 
Institute for Vocational Education and Training (BIBB) in Germany, 
which take care of these tasks to a large extent. In other policy fields, 
such as development cooperation, the ministry in charge, its imple-
menting organizations and other aid organizations have in-house eval-
uation teams or agents, who conduct the majority of the evaluations 
themselves or assign a large number of individual experts, consulting 
firms and research institutions to do so – and they communicate keenly 
on evaluation in several national and international networks such as the 
OECD-DCD-DAC  2   or the Network of Networks on Impact Evaluation 
(NONIE).  3   In yet other policy fields, such as foreign, security, cultural, 
domestic, agricultural and environmental policy, evaluation leads more 
of a shadowy existence in most European countries. 

 Against this backdrop, it is important to get clear in one’s mind not 
only what the concept of evaluation actually is and how it is distin-
guished from other concepts, but also what role evaluation plays in 
society. This book not only aims to provide a detailed introduction to 
the subject, but also to clarify the performance potential of evaluations. 
Its aim is to lay the scientific foundations for their professional execu-
tion and use. 
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 Accordingly, the role of evaluation in modern society is analysed first, 
in Chapter 1. On account of the diversity of applications already hinted 
at, a systematization that refers to the different functions of evaluation 
in society is necessary. The section that follows outlines how those func-
tions have developed historically, what characterizes the current situa-
tion of evaluation, and what challenges result from this for the future . 
Evaluation is faced with the dilemma that its significance is on the one 
hand increasing, i.e. that it must meet growing demand, whilst on the 
other hand the supply of professional evaluators continues to be limited, 
since there are still very few opportunities for basic and further training 
in Germany and Europe, to say nothing of most of the countries in 
Africa, Asia and Latin America. The world economic and financial crisis 
will further exacerbate the demand for evaluation, for whenever public 
funds grow scarce it becomes more important to increase the effective-
ness and efficiency of programmes and measures and create rational 
decision-making platforms on the basis of which rational priorities can 
be set and selection processes implemented. Evaluation can make an 
important contribution to solving these problems. 

 For this to be possible at all, heed needs to be paid to professional 
standards and basic scientific principles in the field of evaluation. Yet this 
ambition is by no means easy to realize, for evaluation is not only part 
of empirical social inquiry, duly oriented toward the rules which prevail 
there, but also a field of activity that is very much under the influence 
of the policy-makers. Evaluation is predominantly assigned or commis-
sioned research. And he who pays the piper usually also expects to call the 
tune; not necessarily as regards the actual findings, but at least in terms of 
the nature of the questions to be investigated. Since evaluation is defined 
not only by its scientific nature but also by its usefulness, a balance must 
always be found between these two aspirations. Chapter 2 looks into this 
area of twofold tension, between evaluation and politics and between 
applied and pure science, and introduces a research model that does justice 
to the various different demands made on evaluation. The CEval approach 
developed by Stockmann (1992, 1996, 2006, 2008, 2009) is described as 
an example. This approach makes it possible to conduct comprehensive 
(programme) theory-driven evaluations on the basis of various theoretical 
approaches, and it does so, in principle, in all policy fields and programme 
phases. First, the basic scientific principles of evaluation are explained as 
they relate to certain practical initial questions of the sort that must be 
answered in any evaluation, namely  what  (which object) is to be evaluated, 
 what for  (to what end),  applying what assessment criteria, by whom  (internal 
or external), and  how  (using what methods). 
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 There seem to be almost as many evaluation approaches as evalua-
tors. There is a veritable jungle of theoretical models and approaches 
which have at least one thing in common, namely that they are, strictly 
speaking, not theories. In Chapter 3 an attempt is made to put some 
structure into this diversity of concepts. For this, various different 
proposals for systematization are presented, and the authors’ own model 
is then developed. Evaluations can for example be structured in terms of 
their historical development, in the form of ‘generations’, as suggested 
by Guba and Lincoln. Or they can be structured in the form of a tree, 
as proposed by Alkin, in which the individual approaches branch out 
as strong arms from a common trunk, subsequently splitting into ever 
more delicate limbs. A completely different kind of systematization was 
undertaken by Fitzpatrick, Sanders and Worthen, who sorted evaluation 
approaches according to the benefit they were intended to create. All 
these proposals have their pros and cons; yet when all is said and done 
none of them is really convincing. For this reason, a fresh attempt is 
made at systematization in Chapter 3, in which the four functions of 
evaluation identified in Chapter 2 are applied. 

 As comprehensive a knowledge as possible of the various evaluation 
approaches proves useful in identifying one approach that is adequate 
to cope with the complexity of the many different questions. The fact 
is that it is not necessary to create a new approach for each evaluation, 
further fuelling the diversity of evaluation concepts:it is mostly far more 
effective and efficient to adapt existing approaches. 

 In doing that, one is in fact already right in the middle of the imple-
mentational planning of an evaluation. In Chapter 4 an implementation 
schema is designed for planning, conducting and utilizing an evaluation 
or its findings, and the individual phases involved are explained: deter-
mining and defining the evaluation project, developing the evaluation 
conception, developing instruments, gathering and analysing the data, 
and writing the report and presenting the findings. The varied experi-
ence gained by the authors themselves in conducting evaluations over 
many years plays an important part here. To ensure the quality, utility 
and feasibility of evaluations and a fair procedure – as stipulated by the 
German Evaluation Society (DeGEval) and other associations in their 
standards – the active involvement of the groups affected by an eval-
uation offers many advantages. For this reason, Chapter 4 introduces 
the CEval participant-oriented evaluation approach, which combines a 
science-based evaluation concept (Chapter 2.3) with a participant-ori-
ented procedure, as an example. What is special about this concept is 
that it strives toward the optimum integration of those involved without 
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violating scientific standards. To this end, evaluators and stakeholders 
(including the evaluees) are defined as partners with complementary 
tasks in the evaluation process, partners who all bring their expertise 
and their specialized, concrete situational knowledge to bear. 

 Whilst those involved can be integrated in the planning and utiliza-
tion processes to a great extent – depending on the degree of participa-
tion being aimed at – developing the evaluation design and the survey 
instruments and gathering and analysing the data are the responsibili-
ties of the experts with the appropriate qualifications, i.e. the evaluators. 
In Chapter 5 the gathering and assessment of information is depicted in 
four chronological stages. First, the pros and cons of the relevant evalu-
ation designs, particularly with regard to impact-oriented evaluations, 
are explained and attention is drawn to the special features that result 
from each specific evaluation context. In developing and deploying the 
data gathering instruments, flexibility and adaptations to the survey 
situation are necessary, though this applies equally to social scientific 
fundamental research too. The analysis of the data gathered also adheres 
unrestrictedly to the rules and standards of empirical social inquiry. 

 In data interpretation the special contextual conditions of the evalu-
ation need to be taken into account. As assessments are made in eval-
uations, heed must be paid to the strict application of the previously 
stipulated criteria, and objective adherence to procedural rules must be 
ensured so that as far as possible the subjective attitudes of the evalu-
ators, the clients or the stakeholders do not cloud the assessments. In 
order for evaluations to be able to do justice to the twofold aspiration 
of usefulness and scientific integrity, it is on the one hand necessary (as 
shown in Chapter 4) to integrate the stakeholders as fully as possible 
into the so-called discovery and utilization context of an evaluation 
process. In the research context, on the other hand, it is mainly the scien-
tific know-how of the evaluator which is called for. On account of the 
complexity of the research questions, and also on account of the special 
conditions under which evaluations have to be conducted (e.g. pressure 
of time, scant resources, numerous different stakeholder perspectives, 
interests and expectations), it is absolutely necessary for every evalu-
ator to be familiar with the full range of evaluation designs, qualitative 
and quantitative survey designs and statistical analysis procedures, since 
that is the only way in which he or she can ensure a combination that is 
as appropriate as possible to the issues being investigated. 

 In the area of tension between politics and science, these great scientific 
demands made on evaluators are also complemented by the necessity 
for special social competences in dealing with the various social factions 
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involved in a particular evaluator context and their interests. Particular 
heed must be paid to the environment ( i.e. the specific social context 
of an evaluation) when selecting the evaluation approach (Chapter 3), 
designing the implementation process and developing the investigation 
and survey designs (Chapter 5). Chapter 6 sheds light on the evaluation 
environment from three different perspectives. It deals first with the 
relationship between evaluation and the social institutions, since – as 
explained in Chapter 1 – evaluation as an important element of modern 
social life makes a necessary contribution to ensuring the rationality 
of political control and enlightening society. With a view to the func-
tion of social enlightenment, the focus is particularly on public and civil 
society institutions, which are both intended to serve to vet government 
action and mediate between the interests of the political system and 
those of the citizens. The complex relationships between the democratic 
state and its agencies and between the media and the actors of civil 
society often influence the way in which evaluations are conducted and 
their findings used. 

 Those involved do not act as individuals who are free to decide for 
themselves, but as representatives of collective units that combine the 
interests of certain social groups. Such organizations play a central role 
in modern societies; interests are formed and communicated via collec-
tive units such as parties, associations and other forms of civil society 
organization. Government agencies are primarily responsible for polit-
ical control, though the latter is, on account of the increasing complexity 
of modern societies, an area in which civil society organizations are 
now more and more firmly integrated. Evaluations are commissioned 
by these organizations, and as a rule also conducted by organizations, 
not individuals. For that reason, particular attention needs to be paid to 
evaluation in organizational contexts. 

 This is done here by taking the example of three central aspects of 
organization: the relationship between individuals and organizations as 
reflected in various forms of membership, the modes of communication 
between functional units within an organization, and the implemen-
tation of such units within the formal structure of the organization. 
The influence of organizational features on the organization’s relation-
ship with evaluation is also illustrated. The commitment to the organi-
zation of those involved, the flow of information between its various 
departments, and the perceived importance of evaluation within the 
departmental hierarchy are all vital to the acceptance and support of 
evaluations being conducted within an organization. 
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 As organizations not only fulfill routine tasks in firmly institutional-
ized procedures but also carry out many activities as measures, projects 
or programmes that run for limited periods of time, evaluators too play 
an important role as part of project management. The relationships now 
extend to include groups outside the organization, which are involved 
more or less deeply or affected more or less strongly by the implementa-
tion of measures, projects or programmes. The word ‘stakeholder’ has 
established itself as a generic term for this sometimes very heteroge-
neous set of actors. The term will be looked at somewhat more closely 
with regard to its consequences for evaluation. 

 When all is said and done, these examples of the social components 
of evaluation and the diverse challenges they throw down to evaluators 
serve to illustrate the complex competence profile associated with this 
activity. Evaluation is most certainly not a ‘sideline’ for experienced prac-
titioners within an organization, or for empirical social researchers who 
feel like making a bit on the side via assigned or commissioned research. 
If evaluation is to live up to its social tasks, it must be conducted seri-
ously and professionally. Finally, the main aims of this book are to clarify 
the relevant tasks of evaluation and the special competences required of 
evaluators (the job profile, so to speak), and to provide an introduction 
to the current state of concepts and discussions.  

    Notes 

  1  .   Translator’s note: the original title was  So liebt die Welt.   
  2  .    See www.oecd.org/document/12/0,3746,en_2649_34435_46582796_1_1_1_1,

00.html (Feb 2012).  
  3  .   See www.worldbank.org/ieg/nonie (Feb 2012).  
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   1.1 Evaluation – an invention of modernity 

 Modern societies are characterized by the replacement of traditionally and 
religiously determined beliefs regarding the world order by  faith in ration-
ality and progress . As early as the end of the 1960s, Daniel Lerner (1968: 
387) produced an incisive summary of the features of modernity: they 
include a growing, self-sufficient economy; democratic participation in 
the political sector; a culture which orients itself toward secular, rational 
norms; a society that is performance-oriented, equipped with personal 
freedom, and is spatially, socially and intellectually mobile. Connected 
with this construct is the idea that modernity is a universal phenomenon, 
and that it can be shaped and governed (cf. for example Degele & Dries 
2005; Hill 2001 for introductions). But that is not all: in view of the social, 
economic and ecological problems which accompany modernity and 
have noticeably come to a head in recent years, the idea has meanwhile 
established itself that social development is by no means a thing that will 
simply look after itself, but urgently needs to be steered resolutely toward 
‘sustainable development’ (cf. Federal Government 2001). 

 However, for it to be possible to have an effect on social processes of 
change, their  determining factors  and  impact relationships  must be known. 
It is a matter of recognizing which impacts can be brought about by 
purposive interventions under given framework conditions, so that 
effective measures, programmes, strategies and policies can be designed 
and implemented. As modern societies are characterized by a plurality 
of different lifestyles and opinions and equality of rights with regard to 
the say citizens have in social development, these objectives compete 
with one another. The effectiveness of interventions and their contribu-
tion to the public good (i.e. the good of all) thus become crucial deci-
sion-making criteria. Having said that, it is not only a matter of learning 

     1 
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from experience – in other words understanding correlations in retro-
spect and seeing the rationale in them – and measuring ex-post changes 
and investigating whether or not they are actually consequences of the 
strategies deployed to bring about change. In view of the challenge of 
governing complex and extremely heterogeneous social systems and 
the risks associated with misgovernment, the task of shaping the main 
influencing factors of social processes as early as possible, on the basis of 
rational insights, becomes increasingly important. For this, too, sound 
and relevant data are required. 

 With the above, some of the  main tasks  of evaluation have already been 
outlined: evaluation is the instrument with which  summatively  observed 
social changes can be measured, analysed and assessed, and through 
which  formative  data for the rational control of processes generated. 
Thus the insights  from social science research  into social relationships and 
the  investigative methods  developed in order to gain those insights are 
utilized for the political practice of actively shaping social processes. A 
 culture of common learning about government impacts  is thus striven toward 
(cf. Chelimsky 2006). By making available up-to-date scientific informa-
tion through public discussion, evaluation also contributes to the  ration-
alization of political debates  about social objectives and thus shows what 
is feasible for all those involved in a clearly recognizable way. 

  Evaluation is an invention of modernity  (for the relationship between 
evaluation and modernity see especially Dahler-Larsen 2011). It is on 
the one hand linked to the vision of economic and social progress, 
the pursuit of growth and continuous improvement, and on the other 
hand to faith in the feasibility and controllability of social develop-
ment. Evaluation offers itself both as an  instrument of enlightenment  
which sheds light on development processes, and as an  instrument of 
control  which aims to influence those processes purposively. Above and 
beyond that, evaluation is also suitable for reflexive use, as an  instru-
ment for the criticism of modernity  itself. Because it can be used to record 
not only the intended impacts of interventions but also their unin-
tended ones, evaluation provides the empirical basis for social self-
reflection. 

 It has meanwhile become clear that in modern societies, which are 
becoming more and more complex, development strategies and policies 
must be questioned more radically than before, because of side effects 
which are undesired and in some cases decidedly harmful. This means 
that problems that up to now have only been treated as external (e.g. 
the environment), unintended consequences of purposively rational 
acts and the ability of those consequences to endure in the future 
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(sustainability) must be integrated in the assessment to a greater extent. 
By these means, social action can be placed on a more rational basis and 
the public capacity for management increased. 

 From these considerations, the  conclusion  may be drawn that  evalua-
tion has never been as necessary as it is today . Evaluation does not merely 
support faith in progress by simply  comparing the targets and achievements  
of the desired objectives with actual statuses. By also focusing especially 
on  side effects and unintended impacts  in its analyses, it detaches itself 
from a purely technocratic view of things, questioning progress itself. 
Only with a  holistic perspective  and a  comprehensive impact approach  can it 
pay heed to the sustainability of the solutions implemented. 

  1.1.1 Purposes 

 From the previous remarks, it becomes clear that evaluation can be 
carried on (1) in the service of  social enlightenment . In this case it is 
primarily a question of assessing political strategies, programmes and 
measures with the instrument of evaluation to see whether or not they 
make a contribution to solving social problems. Creating transparency 
as regards the objectives and impacts of such strategies and measures 
enables assessments to be made on a rational basis. For example, by 
disclosing which political objectives are being achieved and which 
neglected, who benefits from such measures and who does not, which 
problems are solved and what risks are associated with solving them, 
evaluation can trigger public discussion. By doing so, it opens up the 
possibility ‘[of helping] society shape its own future in a qualified 
way through systematic, data-based feed-back. A society which seeks 
evaluation is one which prefers rational thought and critical inquiry 
to tradition, ideology, and prejudice’ (Dahler-Larsen 2006: 143). 

 Be that as it may, evaluation must render its  assessment criteria trans-
parent  in order not to be exposed to accusations along the lines of only 
having adopted the perspective of the political elites and decision-makers. 
Evaluation findings should be discussed in the  public sphere , i.e. the central 
institution in which modern societies guarantee the exchange between 
the state and its citizens. Making evaluation findings accessible to the 
general public stimulates the debate about social problems and the polit-
ical solutions proposed for them. Only if the assessment criteria are iden-
tified can evaluation promote an objective discourse, defuse ideologically 
motivated conflicts and contribute by means of solution-oriented recom-
mendations to a consensus-oriented conclusion (cf. also Section 6.2). 

 Evaluation findings are always  assessive judgements . It is not until the 
criteria applied have been disclosed that the rationale can be seen in 
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the judgements made in an evaluation; only then does the possibility 
manifest itself of arriving at other assessments by applying other criteria. 
It is not the findings of an evaluation, based on systematically gathered 
data on specified aspects, that represent a  subjective value judgement , but 
rather the assessment criteria stipulated in advance, and at the end of 
the day that judgement cannot be objectified. As long as the assessment 
criteria on which findings are based are made transparent in the relevant 
public discourse, evaluation contributes to separating these interest-
guided value judgements from the objective realm of facts, thus making 
them accessible to social discussion. 

 By observing and assessing public action and rendering it trans-
parent with the aid of its concepts and procedures, evaluation assumes 
a social enlightenment function which is similar to that of journalism. 
Eleanor Chelimsky (2006: 33), for many years director of the Institute 
for Program Evaluation at the U.S. General Accounting Office (now 
known as the Government Accountability Office) and thus familiar with 
the system of politics and evaluation from the inside, characterizes the 
special merit of evaluation thus: ‘its spirit of scepticism and willingness 
to embrace dissent help keep the government honest’. By disseminating 
evaluation findings, it enhances the degree to which the public is kept 
informed about government action, but also about the activities of  civil 
society  with its many different non-government organizations (NGOs). 
It is only through the independent examination of the effectiveness and 
problem-solving competence of government programmes and measures 
that civil society is empowered to express competent criticism and to 
elaborate alternative proposals for solutions (cf. also Section 6.2). 

 Evaluation is not only part of society’s control of the state, but also 
(2) an essential element of  democratic governance . Evaluation is used on 
the one hand by  legislatures,  having been made compulsory in laws and 
ordinances for certain purposes and accordingly having to be imple-
mented by the executive agencies. In other words the legislators use 
evaluation as a means of keeping an eye on the impacts of executive 
measures and thus of enabling themselves to make objective judge-
ments in further developing legal framework conditions in parliaments 
and their subordinate (e.g. specialist) committees. Both the juridically 
fixed framework conditions, i.e. the extent of the obligation to eval-
uate, and the scope and type of the prescribed evaluations vary from 
country to country and are subject to change over time. This will be 
looked at more closely in the section that follows about the historical 
development of evaluation research. In general it can be said that in the 
last twenty years in particular there has, in all modern societies, been a 
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clear increase in the number of public evaluation assignments and the 
degree to which they are binding. 

 Not only the  legislatures  however, but also the  executives , in other 
words governments and their ministries and public administrations, 
are using evaluation more now. If these public institutions use evalua-
tion to prove that they are achieving their set objectives (effectiveness), 
what impacts (including the unintended ones) have been triggered, 
what the ratio of cost to benefit is (efficiency) etc., the  credibility and 
legitimacy of policy  can be improved. If clear and logical reasons can be 
provided as to why certain programmes are being discontinued, cut 
or expanded, the acceptance of decisions, or at least people’s under-
standing of them, increases. At the same time, the disclosure of the 
difficulties associated with political measures and a knowledge of corre-
lations and the impacts caused by political strategies also promote the 
readiness of civil society to take part actively in solving these problems 
and support the government with contributions of their own for the 
good of all. 

 However, a prerequisite for this is that evaluation findings be used as a 
rational basis for political decisions. Donald Campbell (1969) picked up 
on this idea in his concept of the  ‘experimenting society’,  in which a kind of 
‘work sharing’ between evaluation and political decision-making is propa-
gated. According to that concept, the rational knowledge gained in evalu-
ations should be translated directly and quasi-automatically into political 
decisions. This form of link between evaluation and politics has been 
harshly criticized as a reduction of political issues to technical ones and 
referred to as ‘social engineering’. Not only that, but studies showed early 
on ‘that the official political machinery did not actually behave according 
to the assumed rationalistic model’ (Dahler-Larsen 2006: 143). The use of 
evaluation findings is a complex social and political process, which should 
be further rationalized in organizations for example by the introduction 
of knowledge management systems (cf. for example Becerra-Fernandez & 
Leidner 2008; Haun 2005; Amelingmeyer 2004; Götz & Schmid 2004a, 
b; Winkler 2004; Willke 2004; Ipe 2003; Alvesson & Karreman 2001 for 
an overview). Conducting evaluations is without doubt not adequate 
sufficient condition for  rational politics , but it is at least a necessary one: 
unless the results achieved by governmental and administrative action 
are disclosed, it is very difficult indeed to form a democratic opinion on 
the basis of assessments which are really rational. 

 Evaluation can make a contribution not only to social enlightenment 
and to strengthening democratic participation and governance, but also 
(3) to improving the  manageability  of individual measures, programmes, 
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organizations or even entire policy networks. The integration of evalu-
ation into project management, for example by ‘logic models’ and the 
concept of ‘project cycle management’, already has a certain tradition in 
the modern industrial countries. In the past two decades, during the intro-
duction of new management models in new public management and the 
establishment of far-reaching quality management models, evaluations 
have advanced increasingly to become an integral part of organizational 
structure and culture and of the work processes in organizations. Lastly, 
network management concepts have been under discussion for several 
years. Through the active involvement of civil society actors, these seek 
to establish a kind of ‘institutional control’ (‘governance’) as a comple-
ment to or perhaps even a replacement for government action. 

 Since evaluation can be organizationally integrated into  ‘feed-back’ 
loops,  acquired knowledge, for example about the development and 
effectiveness of programmes, has again and again had an influence on 
its management. That knowledge can consistently support programme 
control in all phases of the political process and thus open up the 
potential for learning (see Chapter 2 for a detailed explanation). Thus 
the readiness and ability to integrate evaluation into the management 
structures of an organization have meanwhile become characteristics of 
modern organizations ‘and a key to legitimacy, status, recognition, and 
sometimes funding’ (Dahler-Larsen 2006: 147). 

 In  Figure 1.1  the  three main purposes of evaluation  are presented again 
in an overview. It becomes clear that the three fields of deployment are 
closely connected.      

 These three perspectives are not to be understood as exclusive, but 
they do reflect different opinions and philosophies, some of which 
lead into fundamental discussions. Whether the point of evaluation is 
to be seen as the generation of knowledge, the further development of 
institutions or the maximization of the impacts of public programmes 
remains a matter of debate between evaluators (cf. Chelimsky 2006: 
33f.). Here, the view is taken that evaluation by no means serves only a 
single purpose, but rather a variety of objectives, subsumed here under 
the three aspects of  democratic enlightenment, procurement of legitimacy  for 
policies and  control  of politics (by means of programmes, projects and 
measures). This close connection between evaluation and politics is not 
without its problems, as we shall see.  

  1.1.2 Institutionalization of evaluation 

 In order for evaluation to be able to develop its functions as an instru-
ment of enlightenment, legitimacy and control, evaluation capacities 
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are necessary in various fields: (1) to do justice to their enlightenment 
function, evaluation capacities need to be established  in society  such 
as can act as independently as possible of clients and entities which 
administer funding. In some countries (e.g. Sweden, the Netherlands, 
Great Britain, the USA)  General Accounting Offices  have undertaken these 
tasks. In accordance with Article 114 of the  Grundgesetz ,  1   the brief of the 
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German Federal Court of Auditors is to ‘audit the account and deter-
mine whether public finances have been properly and efficiently admin-
istered’. Comprehensive evaluations, which investigate the effectiveness 
or even the sustainability of political strategies, are not among its orig-
inal tasks. Meanwhile in Germany a number of independent institu-
tions have come into being, and they are active in certain policy fields, 
e.g. the Institute for Quality in Schools in the Federal States of Berlin 
and Brandenburg  2   or the Institute for Research Information and Quality 
Assurance.  3   The idea of founding an international ‘impact evaluation 
club’ of the main donor countries in development cooperation in order 
to examine their effectiveness is also to be placed in this category.  4   

 Evaluation capacities are also necessary at  political control level , so that 
governments and their subordinate authorities can examine the imple-
mentation of their own strategies and policies and accompany them 
evaluatively. Evaluations can – as has been explained – serve not only (2) 
to  increase political legitimacy,  but also (3) to  improve control potential,  in 
order to make the work of implementing organizations and programme 
managers more efficient and more effective. This is a challenge not only 
for the government sector, but also, in view of its increasing involve-
ment in policy networks, for the non-profit sector as a whole. Non-profit 
organizations in particular, which work with private donations, ought 
to have a particular interest in making full use of their control potential 
and proving, by means of evaluations, that they are doing effective work 
and that the donations they have received have been well invested (cf. 
Chapter 6 on the problems of evaluation in civil society organizations). 

 Recently, not only government institutions (e.g. ministries, authorities 
and administrative institutions of all kinds) but also private non-profit 
organizations (e.g. foundations, associations, clubs and relief organiza-
tions) have been seen using control and quality assurance instruments 
which were originally developed in the corporate sector of for-profit 
organizations. Whilst some instruments such as financial controlling 
can be transposed relatively easily, others run into great difficulties 
when used in non-profit organizations (cf. Stockmann 2006; Kuhlmann 
et al. 2004 for a summary). This is, as will be shown in Chapter 6, mainly 
because of the situative and organizational differences between for-profit 
and non-profit organizations (including government institutions). As 
these new management concepts become established, the non-profit 
sector is the very place where evaluation is becoming an indispensable 
instrument, providing and assessing the data necessary for management 
decisions. 
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 In order to be able to fulfil these management tasks, both  internal 
evaluation capacities , also present in the funding and implementing 
organizations, and  external evaluation capacities , in the form of scientific 
institutes, private companies and individual experts, are necessary. 

 External evaluation capacities tend to be used more for independent 
analysis in the service of social enlightenment and democratic legiti-
mation, whilst both internal and external evaluation capacities can be 
deployed for programme control. The advantages and disadvantages 
of internal and external evaluation will be covered in Chapter 6. 

 The  multi-functional use  of evaluation capacities makes it clear that 
there is no perfect mapping to the evaluation purposes defined here. 
External evaluation institutions can be called upon for all three purposes. 
The general view is that the more independent they are, the more cred-
ible their contribution to social enlightenment, democratic procure-
ment of legitimacy and programme control will be. Internal evaluation 
institutions seldom contribute to social enlightenment – though courts 
of auditors can do so – and they are, on account of their restricted cred-
ibility, but little used in the portrayal of the legitimacy of government or 
non-government organizations which implement programmes; instead, 
they mainly serve the internal control of projects and programmes and 
sometimes also of policies, and the shaping of organizational quality 
and knowledge management ( Figure 1.2 ).        

  1.2 Historical development of evaluation 

 As has already become apparent, evaluation is not only closely linked 
to politics and its institutions, but also, and to an even greater extent, 
 policy-driven.  This is made particularly clear by a look at its historical 
development. 

 Depending on how far back that look goes, various different roots of 
evaluation will appear. When all is said and done, it could be claimed that 
evaluation is as old as the world itself. The story of the creation, no less, 
tells of its use. When God created the earth, the light in the darkness, the 
firmament in the midst of the waters, the plants, the animals and finally 
man, we are told that at the end of the fifth day ‘ ... God saw everything 
that he had made, and, behold, it was very good’ (Genesis 1, 31). He 
presumably applied criteria – unknown to us – and compared them with 
his impressions so as to arrive at an assessment and finally make a momen-
tous decision, namely that of not scrapping it all and starting over. 

 Human attempts to find out which plants and animals are edible, 
which tools are best used for given activities, how welfare can be 
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augmented by farming etc., had evaluative – which at this point does 
not mean anything more than assessive – components. Empirical  data  
are gathered and assessed according to certain  criteria , and  decisions  then 
made, building upon them. 

 If however evaluation is not viewed as a commonplace process but a 
 systematic procedure  that follows certain  scientifically prescribed rules , it is 
a relatively modern phenomenon closely connected with the develop-
ment of the social sciences and with the political interests of those in 
government. 

  1.2.1 Development in the USA 

 The origins of evaluation in the USA can be traced back to early reform 
endeavours in the  19th century , in which the government appointed 
external inspectors to evaluate publicly financed programmes in areas 
such as education and health or criminal justice (cf. Chelimsky 2006; 
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Mertens 2006; Fitzpatrick, Sanders & Worthen 2012; Madaus & Stufflebeam 
2002). The investigations centred mainly on the effectiveness of these 
programmes. However, the real starting-point of ‘modern’ evaluations is 
depicted by most authors as being the evaluation of reform programmes 
to cut unemployment and improve social security in the context of the 
‘New Deal’ in the  1930s and 1940s  (cf. Deutscher & Ostrander 1985: 17f.). 
The influential Western Electric study (at the Hawthorne Works) on the 
psychological and social consequences of technological innovations is 
also to be included here (Roethlisberger & Dickson 1934). 

 During the  Second World War  the U.S. Army attempted to take advan-
tage of applied social research. Commissioned by the army, Stouffer 
and his colleagues (Stouffer et al. 1949) developed instruments for the 
continual measurement of mood among the troops and for the evalu-
ation of certain measures in the area of staffing and propaganda (cf. 
Rossi et al. 1988: 5). However, studies from the early post-war period 
in particular are regarded as scientific pioneering works in evaluation 
research, for example Lewin’s (1951) field studies and the work of Lippitt 
and White on democratic and authoritarian leadership styles (Lippitt 
1940; White & Lippitt 1953). 

 The real boom in evaluation research began in the USA at the start of 
the  1960s  in the wake of comprehensive social, education, health, nutri-
tion and infrastructure programmes. From the beginning, these were 
linked to the assignment of examining the impacts of these programmes. 
In the majority of cases, indeed, the evaluations were prescribed by law 
and special budget funds made available for them. The best known 
among them are the welfare and reform programmes of the Democrat 
presidents John F. Kennedy (1961–1963) and Lyndon B. Johnson (1963–
1969). With the aid of the ‘war on poverty’, attempts were made to 
turn the idea of a ‘great society’ into reality. According to Hellstern and 
Wollmann (1984: 27), evaluation research was to be a witness, an instru-
ment of justification and a stimulator for those policies. 

 With the  Economic Opportunity Act  of 1964, independent of the govern-
ment ministries, an Office of Economic Opportunity was founded for 
the administration and financing of programmes such as Head Start 
(a pre-school programme for children from low-income families), Job 
Corps (a vocational training programme for young unemployed people), 
Manpower Training (vocational training), and health and legal services 
(legal advice). The ‘Community Action Program’ in particular attained 
great significance, being intended not only to relieve the material hard-
ships of the population, but also to introduce new forms of democracy 
and participation at communal level (cf. Lachenmann 1977: 31). 
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 Another important result during that period which had significant 
effects on the institutional development of evaluation was the passing 
of the  Elementary and Secondary Education Act  (ESEA) in 1965. The act 
provided for a tremendous accumulation of funds in the field of educa-
tion, with the awarding of those funds being explicitly tied to the 
conducting of evaluations (cf. Fitzpatrick, Sanders & Worthen 2012: 
44f.). 

 In the context of this legislative procedure, for example,  Head Start  
became one of the best known, most intensively evaluated and most 
controversial socio-political programmes in the USA. About 7.5 million 
children took part in the programme, which was carried out between 
1965 and 1980. More than 50 major evaluations were conducted and 
some 800 magazine articles published. By the time the first results 
were available, President Richard M. Nixon (1969–1974) was already in 
office, and he was determined to make major cuts to funds for reform 
programmes. The evaluation findings, hardly in a position yet to prove 
that the pre-school programme was having an effect, were thus exactly 
what he wanted to hear. The negative test results set off a further wave 
of evaluations and a wide-ranging methods discussion (cf. Hellstern & 
Wollmann 1984: 29ff.). 

 One very significant impulse for evaluation research emanated from 
the institution of a planning, programming and budgeting system, 
or PPBS, which was introduced in the Ministry of Defense by Robert 
McNamara and extended under President Johnson in 1965 to cover the 
entire government machinery and all the ministries. Wittmann (1985: 
5) and Deutscher and Ostrander (1985: 18) see the introduction of the 
PPBS as a milestone in evaluation history: ‘This concept and McNamara’s 
influence are crucial to the history of evaluation research’. The PPBS was 
a variant of the then popular systemic (management) approaches, which 
aimed to improve system effectiveness and efficiency and fund alloca-
tion by linking explicitly defined organizational objectives to output and 
input parameters. These approaches, originally used by major industrial 
companies, were thus regarded as applicable to the public sector too. 
However, there were few advocates there, so under President Nixon a 
large part of the system was abandoned again in 1971. 

 Thanks to the reform programmes, a major  order market  arose, and 
it was one from which evaluation research benefited greatly. It is esti-
mated that in 1976 $600m was already being spent on the evaluation of 
social service programmes (cf. Wittmann 1985: 9). The ‘evaluation busi-
ness’ became a growth industry. Engagement opportunities for evalu-
ators arose in numerous evaluation projects in a great variety of social 
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areas, both in government institutions and in a large number of regional 
and local projects and organizations (cf. Fitzpatrick, Sanders & Worthen 
2012; Madaus & Stufflebeam 2000). 

 As a reaction to the demand which had thus come about, a number 
of specialized  study programmes  sprang up in the university sector in 
areas such as ‘educational research and evaluation’, ‘public administra-
tion’ and ‘policy analysis’. A dramatic general increase in the number of 
students who completed social science study courses was recorded along 
with this phase. For example between 1960 and 1970 the number of 
doctorates in economics, education, political science, psychology and 
sociology increased more than fourfold, with many of the graduates 
embarking on professional careers as evaluators in the public and non-
profit sectors (cf. Shadish et al. 1991). 

 Numerous authors see the period from the  1970s to the mid-1980s  as 
the ‘age of professionalization’ (Madaus & Stufflebeam 2000: 14ff.). The 
following are cited as  essential features of professionalization:   

   •     the abovementioned major growth in demand for evaluation in the 
public sector  

  •     the expansion of study courses with evaluation content which 
followed as a reaction to this  

  •     the emergence of an independent evaluation literature, which partic-
ularly also developed theoretical-methodological approaches and 
models (cf. Chapter 3)  

  •     the establishment of specialized professional organizations and 
networks.  5      

 While this process of professionalization was still going on, the evalua-
tion market changed dramatically. This change was sparked off by  criti-
cism of social reform programmes,  already aired in the 1970s, but more so 
in the 1980s – and especially under the Reagan government. Funds for 
innovative model projects were reduced, but this did not detract from the 
importance of evaluation research. It was just that its focal point shifted. 
Increasingly, interest came to be focused on the cost-benefit ratios, 
management efficiency and accountability. Thus for example so-called 
‘sunset legislation’ was passed, providing for automatic termination of 
programmes if proof of their effectiveness could not be provided within 
a specific period of time (cf. Rossi et al. 1988: 6). 

 In many areas, growth was thus recorded in the evaluation sector 
even in the Reagan era. Although most governmental and communal 
institutions did not occupy themselves with the subject until statutory 
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regulations forced them to do so, a certain esteem for evaluation as an 
important means of planning and control did gradually develop among 
many of them. 

 A number of institutions, foundations, enterprises and even churches 
adopted evaluation as a routine instrument in their programme plan-
ning. Such programmes as were not publicly funded and in which there 
were no compulsory regulations whatsoever with regard to evaluation 
were among the ones affected by this. Engagement opportunities for 
evaluators in the USA thus became still more firmly established (cf. 
Fitzpatrick, Sanders & Worthen 2012: 51f.). 

 With the  Government Performance and Results Act  the role of evalua-
tion research was yet again strengthened considerably. Mertens (2006: 
55) says that this law, enacted in 1993 by Congress, ‘shifted the focus 
of federal management and decision-making away from preoccupation 
with the activities that are undertaken under the auspices of federal 
funding to a focus on the results of those activities’. The GPRA  6   prescribes 
binding strategic plans designed to run for several years and annual 
performance plans and reports for the respective executive government 
institutions. The plans, each designed to run for at least five years, are to 
include mission statements of the respective institutions, general objec-
tives and objectives criteria and the strategies for achieving them. These 
requirements almost inevitably resulted in it being necessary to conduct 
evaluations in all government institutions and programmes funded by 
them. 

 Against the backdrop of this strong institutional anchorage of evalu-
ation in the public sector and its broad diffusion into society and its 
institutions, evaluation can be seen to have become an integral part of 
public action in the USA.  

  1.2.2 Development in Europe 

 In Europe, ‘modern’ evaluation research began ten years later than in 
the USA, at the end of the  1960s . As in the USA, it gained in signifi-
cance and profile with the emergence of comprehensive political reform 
programmes. Sweden, Great Britain and Germany were among the 
‘frontrunners’ (cf. Leeuw 2006: 67).  7   Whilst this first wave of evaluation 
was powered by neo-Keynesian politics, the development of the welfare 
state and the improvement of government infrastructure institutions, 
and was still able to dip into full coffers, government finance bottle-
necks began to occur as a result of the oil price increases of 1973 and 
the worldwide economic recession triggered by them. In the western 
industrial countries the discussion on the modernization of state and 
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administration revolved increasingly around the problem of budget 
funding. Neo-liberal and neo-conservative trends propagated a strip-
ping-down of the social and welfare state. 

 Until the middle of the  1970s,  evaluation research – as it had earlier 
in the USA – was mainly used to demonstrate the effectiveness of 
programmes and thus improve the chances of innovative measures 
being pushed through. Analytical interests and legitimational inten-
tions often ran together. As from the middle of the 1970s – again as in 
the USA – cost-benefit considerations began to take on more significance 
and the administrators hoped that evaluations would provide rational 
aids to decision-making and aids to the prioritization and selection of 
programmes. Great hopes were invested in evaluation research:

   The public  and  parliament  hoped to achieve improved control of 
government measures, taking into account side and follow-up effects; 
evaluation gave the  administration  chances of intervening, to improve 
the accuracy of the programmes and the efficiency of the measures 
and reduce costs; for  science,  this heralded not only the gain of addi-
tional resources, but also the possibility of an experimental test of its 
theories. (Hellstern & Wollmann 1984: 23)  8     

 Under the heading  ‘new public management’,  the reform and moderni-
zation debate took on new contours, at first in the Netherlands, Britain 
and in the Scandinavian countries, and brought about a revival of 
evaluation (cf. Wollmann 1994: 99). This was not a coherent concept, 
but rather a batch of organizational and procedural principles, the 
intention of which was mainly to achieve a reduction in state func-
tions (particularly by privatization), a decrease in government regula-
tion density (deregulation) and an increase in administrative efficiency 
(internal economies, value for money) via management reforms of inner 
structures and the introduction of competition. In principle it was a 
matter of imposing the private-enterprise company and market model, 
oriented toward economic rationality, on the public sector (cf. Schröter 
& Wollmann 1998: 59ff.). In this context, evaluation especially takes on 
the role of examining the efficiency of governmental measures. 

 Another essential factor that influenced the development of evalua-
tion research is to be seen in  progressive European integration , which led 
not only to the expansion of an administrative regime upon which there 
was a determining European influence (cf. Kohler-Koch 1991: 47ff.), but 
also to the initiation of a large number of very diverse programmes. This 
confronted evaluation research, which is mainly nationally organized, 
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with some major challenges. Meanwhile it can be seen that ‘In a variety 
of sectors – most notably for the EC Structural Funds – evaluation has 
been made legally or conventionally mandatory’ (Pollitt 1998: 214). 
In general, the  European Union  has proved to be a major driving force 
behind evaluation in Europe (cf. Summa & Toulemonde 2002; Leeuw 
2006 and others). As early as the 1980s, programmes funded by the 
European Community were being evaluated. An investigation carried 
out by Sensi and Cracknell (1991) shows that in the majority of the 
directorates-general of the European Commission at least rudimentary 
evaluation procedures were used, especially in development cooperation 
policy, research and technology policy and regional structural policy. The 
evaluation units in the Commission saw their work above all as useful 
for improving the efficiency of EC measures, and not so much as instru-
ments of control for the Council or Parliament. Be that as it may, many 
experts see the pressure exerted by the Council as a major reason for the 
rapid development of the directorates-general of the Commission. 

 Leeuw (2006: 72) points out that a  new evaluation schema  was intro-
duced in the mid-1990s, which combines an ongoing system of annual 
monitoring procedures and periodic five-year assessments of all research 
programmes and funding as a whole: ‘These assessments can be 
understood as a combination of an ex-post evaluation of the previous 
program, an intermediate evaluation of the current program and an 
ex-ante appraisal of future activities’ (ibid.). The advantages of this new 
system are perceived mainly as being the more prompt determination 
of programme developments and thus also improved possibilities for 
control. Having said that, some of the most influential EU measures 
have no programmatic character at all and are equipped with only 
modest funding, being mainly of a regulatory nature, as for example for 
market regulation, or consumer or environmental protection. Although 
in these areas too evaluations have been conducted again and again, 
Leeuw (2006: 72) says that ‘EU institutions are not equipped with a 
formal evaluation system nor even with a database that would record the 
amount of work undertaken within the various Directorates General’. 

 With the  territorial expansion of the EU  in the 1990s and the enlargement 
of the EU budget (from 0.8 per cent of the GNP of the member states 
in 1980 to 1.2 per cent in 1993), the scope of the funding programmes 
also grew powerfully. At the same time, however, scepticism regarding 
the effectiveness and efficiency of such programmes increased in the 
member states. According to Leeuw (2006: 73), the European Parliament 
and the European Court of Auditors also played an important part ‘in 
pushing the Commission to account better for what it spends’. It may 
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also be that the admission to the EU of some Scandinavian countries, in 
which there was already a tradition of controlling and results-oriented 
public management, supported the will to reform. 

 From the middle of the 1990s, the so-called  Santer Commission  succeeded 
in introducing far-reaching reforms with a view to the planning and control 
of EU measures. One initiative, which related to the areas of finances and 
accountability, became known under the name of ‘Sound and Efficient 
Management’ (SEM 2000), whilst another, which occupied itself with 
internal administrative structures, went under the title ‘Modernization of 
Administration and Personnel Services’ (MAP 2000). 

 More systematic, prompt and rigorous evaluations were identified as 
one of the priority requirements for the improvement of internal finance 
structures. In this call for more systematic programme evaluations it 
was also possible to refer to Article 205 of the Maastricht Treaty, which 
requires that ‘the Commission shall implement the budget ( ... ) having 
regard to the principles of sound financial management’ (Council of 
the European Community, 1992). This principle is explained in more 
detail in the financial regulations covering the Community budget. 
There, attention is drawn to the fact that the findings of programme 
evaluations should be taken into account in budget allocations, and that 
all proposed measures which affect the budget should be preceded by 
evaluations with estimates of their efficiency. 

 At the administrational level, a  decentralized model  was introduced to 
improve the practice of evaluation, according to which the operative 
directorates-general themselves are responsible for the development 
and use of systematic evaluation procedures regarding their respective 
programmes. The evaluation procedures used are explicitly not subject 
to any standardized specifications in terms of their shape, so that they 
can be adapted to suit the requirements of the evaluand in question. The 
Directorate-General for Financial Affairs took on the task of promoting 
and monitoring the dissemination of ‘best practices’, improving evalua-
tion techniques and exercising general quality control.  

  1.2.3 Development in Germany 

 The development of evaluation in Germany was swept along and influenced 
by the abovementioned international and European currents. Having said 
that, a number of  national framework conditions  have also shaped it. 

 Following a  phase of ‘institutional restoration’  (Alber 1989: 60) in the 
1950s, the pressure increased considerably in the FRG during the 1960s. 
The so-called  bildungskatastrophe ,  9   a generally noticeable ‘reform backlog’ 
and concern about international economic competitiveness led to a 
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broad social consensus to the effect that far-reaching reforms were neces-
sary. The grand coalition of CDU/CSU and SPD (1966–1969) introduced 
a number of projects, which were then elevated to become elements of a 
government programme in the social-liberal coalition under Chancellor 
Willy Brandt (1969–1974) as part of an internal reform policy. A compre-
hensive modernization of state and administration was striven toward, 
based on the idea that ‘the state should function as a central social 
control authority, pursue “active politics” and shape society by plan-
ning for the long term’ (Mayntz 1997: 68). Particularly from the  intro-
duction of new planning procedures,  it was expected that the ability of the 
state to act and shape would be extended, with evaluation being used as 
an important analytical instrument. Evaluation in Germany enjoyed an 
early heyday. Not only the institutions of the nation-state, but also the 
 länder  and municipalities were caught up in the zeal of reform and used 
evaluation as an instrument of management and control (cf. Wollmann 
1994, 1998, 1999; Derlien 1976, 1990, 1994). Particularly in the areas 
of education, urban renewal and infrastructure, elaborate, large-scale 
evaluation studies were conducted. 

 The ministries mainly had recourse to  external evaluations , for most of 
which public invitations to tender were issued. In most cases in-house 
evaluation capacities were not created. One of the few exceptions was the 
still young Federal Ministry for Economic Cooperation and Development, 
which set up an evaluation department of its own as early as 1972 (cf. 
Stockmann 2006b: 378ff.). The chancellery failed in its attempt ‘to 
use evaluation as its analytical muscle for co-ordinating (and possibly 
controlling) the ministries “sectoral policies”’ (Wollmann 1997: 4). So 
it was that the individual ministries remained relatively independent of 
one another, conducting their evaluations in a sector-specific way and 
geared specially to their own specific requirements and ideas. 

 The evaluation boom was supported by the  budget reform of 1970.  In 
the provisional administrative provisions (VV) covering §7 of the Federal 
Budgetary Regulations (BHO), performance reviews were expressly 
prescribed for wholly or partly completed measures. No. 1.3 of the 
VV-BHO stipulates that  

   1.3      By way of a performance review (measurement of results), the 
following in particular should be investigated.  

  1.3.1      During the implementation of measures lasting more than one 
year at least once annually, whether or not the interim results 
are according to plan, whether the plan needs to be adjusted and 
whether the measures are to be continued or discontinued.  
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  1.3.2      Following the implementation of measures, whether or not the 
result achieved corresponds to the original or adjusted plan, 
whether or not the measures need to be revised and whether or 
not empirical values can be secured. (Federal Court of Auditors 
1989: 13 and Appendix 1: 49ff.)    

 Within a few years an evaluation market had grown in which the 
universities were also participating, but it was, above all, dominated 
by a rapidly expanding consulting economy. Hellmut Wollmann 
(1997: 4) can be quoted on this, not only as a scientist, but also as 
a contemporary witness: ‘Commercial research and consultancy firms 
mushroomed and succeeded to produce [ sic ] the lion’s share of the 
evaluation research funding’. 

 But this burgeoning of evaluation in Germany, as in many western 
European countries, was brought to an abrupt end by the worldwide 
economic and fiscal effects of the increase in oil prices in 1973. As 
the  wave of modernization ebbed,  evaluation suffered a loss of impor-
tance. That the modernization euphoria wore off is, however, not only 
to be attributed to fiscal constraints but also to a gradual disillusion-
ment with reform successes, which were in some cases no more than 
modest. Neither was evaluation able in all cases to fulfil the expectations 
vested in it. Often, its findings were contradictory and insufficiently 
implementation-oriented. 

 So it was – to cite but one prominent example – that the evaluation 
studies carried out between the end of the 1960s and the beginning 
of the 1980s at great expense in  pilot projects with integrated comprehen-
sive schools  failed to come up with any clear recommendations. On the 
contrary, the 78 individual studies, with regard to their methodological 
approaches, their procedures and the data gathering methods used, 
turned out to be so heterogeneous that it was not possible to come to a 
conclusive verdict as to the effectiveness of the new form of schooling 
as compared with the traditional, structured school system (cf. Aurin 
& Stolz 1990: 269ff.; Fend 1982). Even if this ‘failure’ of what was the 
costliest evaluation project to date is seen as a consequence of exag-
gerated expectations, its impact on decision-makers and administrators, 
which went far beyond the borders of education research, must not be 
underestimated. 

 In spite of the altered international and national framework condi-
tions (fiscal constraints, strip-down of the welfare state, the emergence 
of neo-liberalism and neo-conservatism, reform disillusionment, doubts 
about the benefit of evaluations, the 1974 change of leadership in the 
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social-liberal coalition  [‘wende  before the  wende’],  the 1982 change of 
government [liberal-conservative  wende]  ) evaluations were able to retain 
a certain significance. Having said that, the boom triggered off at the 
end of the 1960s did not by any means continue, let alone reach dimen-
sions like those in the USA.   

  1.3 The current state of evaluation 

  1.3.1 International 

 The international status of evaluation research is strongly influenced 
by the American motherland not only in theoretical and method-
ological terms but also with regard to topics and trends. In the USA 
the highest degree of professionalization worldwide has already been 
achieved. There are a number of indicators of this. In the USA evalu-
ation is firmly anchored in institutional terms, in legislation, in the 
implementation of public programmes and in impact assessment. In 
the American Evaluation Association (AEA), the USA has the associa-
tion with the most members and certainly also the most influence. The 
‘Program Evaluation Standards’ issued by the AEA in 1989 and revised 
in 1994, which were developed from the ‘Standards for Evaluation of 
Educational Evaluations’, were the force behind a large number of evalu-
ation standards such as have meanwhile been issued by other national 
associations worldwide (cf. also Section 4.4.3). Other important efforts 
toward professionalization can be seen in the ‘Guiding Principles for 
Evaluators’, issued in 1995, and the lively debate on the possibilities for 
the certification of evaluators.  10   

 The development of theoretical and methodological approaches and 
models in evaluation research is dominated by American authors. The 
training market for evaluators is also most well developed in the USA. 
Fitzpatrick, Sanders and Worthen (2012: 52) point out that ‘many peple 
involved in conducting in-house evaluations have primary professional 
identifications other than evaluation. ... Expanded training opportuni-
ties and creative thinking by those in the evaluation field are needed to 
help these people develop their evaluation skills’. Training programmes 
for evaluators have expanded to cover the non-university sector, with 
many schools, state institutions, companies and different national 
professional associations offering such courses. There are also practical 
courses, pre-conference workshops, the Internet, journals and a deluge 
of practical guides and handbooks. 

 However, hardly anything is known about the quality of these basic 
and advanced training courses, since there are no studies on the results 
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of the various forms of training. For this reason the call for such studies 
is loud: ‘( ... ) much more work – is needed in evaluating the outcomes 
of evaluator training’ (Datta 2006: 420). This applies all the more to 
crash courses, which only last a few days and are supposed to empower 
programme managers to conduct evaluations themselves; a matter of 
some urgency, in view of the sharply rising importance of evaluations 
conducted ‘in-house’ by non-experts (cf. Datta 2006: 429). 

 Furubo, Rist and Sandahl (2002: 7ff.) made an attempt to characterize 
the evaluation culture of selected countries. They applied nine criteria, 
which do not, astonishing as it may seem, include capacities for basic 
and advanced training in the respective countries! In their ranking-
list, only the USA achieves the maximum possible number of points. 
Canada, Australia, Sweden, the Netherlands and Great Britain follow. 
Even if their methodological procedure certainly does lay itself open to 
criticism,  11   the list compiled by these authors not only underlines the 
position of the USA at the head of the field, but also makes it clear that 
many countries are trying to establish an evaluation culture and have 
meanwhile initiated appropriate steps toward professionalization. 

 In Europe, professionalization in individual countries has progressed 
to very different degrees. Sweden, the Netherlands, Great Britain, 
Germany, Denmark, Norway, France and Finland are among those 
which Furubo, Rist and Sandahl (2002: 10) award a high or middling 
place on the ranking-list with regard to the degree of their evaluation 
culture. These positions have changed dramatically during the last ten 
years: Speer, Jacob and Furubo (2013) published most recently an update 
of this table, using the same criteria for the same group of countries. 
Finland and Switzerland are now on the top of the ranking-list, while 
the USA, Canada, Australia and Sweden slightly lost ground. In general, 
a dramatic increase can be recognized for most countries, especially 
those who were behind the others ten years ago (Japan, Israel, New 
Zealand, Spain and Italy). Stagnations characterize the situation in the 
leading European countries (UK, the Netherlands and Germany) and 
the gap between the pioneers and the rest has been closed during the 
last decade. Especially the two most important forerunners in Europe, 
Sweden and Germany, have dropped to being average (cf.  Figure 1.3 ).       

 In general, but particularly in Europe, a  high degree of dynamism  
with regard to the development of professionalization has made itself 
felt in the last two decades. As has already been shown, the European 
Commission and its individual departments are the strongest forces 
working towards the expansion and standardization of evaluation in the 
individual countries of Europe. Countries in which there has so far been 
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no evaluation culture whatsoever must also gradually establish evalua-
tion capacities in order to be able to meet the evaluation specifications 
tied to the implementation of EU programmes. 

 The current state of evaluation in the EU shows that the reform meas-
ures introduced by the  Santer Commission  in the mid-1990s have taken 
effect. A review carried out in 1999 came to the conclusion that the 
current evaluation systems (1) were fairly helpful for programme control 
and that they had (2) led to a certain extent to improved accountability, 
as seen in the increasing number of evaluation reports and an annual 
evaluation review. By contrast, the (3) objective associated with the 
newly introduced evaluation system, i.e. that of supporting budget deci-
sions and resource allocation, had only been achieved with a modest 
degree of success. 

 A study carried out by the Directorate-General for the Budget  12   in 
2005 reveals further positive trends. It emphasizes that ‘evaluations 
have provided substantial input for policy-making both in formally 
established ways ( ... ) and through ad-hoc procedures designed to take 
advantage of conclusions and recommendations ( ... )’. According to this 
study, evaluations have even greater significance with a view to shaping 
new interventions and controlling implementation processes in projects 
which are already running. Not only that, but some indications have 
also been found which show that evaluations are also used in allocation 
decisions. By contrast, ‘accountability and awareness-raising’ hardly 
play a role worth mentioning in EU evaluations.  13   

 As a glance at the ‘annual evaluation reviews’ of the Directorate-
General for the Budget shows, evaluations are meanwhile conducted 
in almost all areas of EU policy (www.ec.europa.eu/budget/evaluation). 
The number of evaluations has also increased considerably. In the three-
year period from 1996 to 1998 the evaluation project count was 198, 
whilst there were almost three times as many (549) in the period from 
2004 to 2006. In the last ten years mainly ex-post (approx. 40 per cent) 
and interim evaluations (approx. 40 per cent) have been conducted, 
with the share of ex-ante evaluations being far lower (approx. 20 per 
cent). Having said that, the importance of prospective (ex-ante) evalua-
tions has recently risen considerably. 

 Internal evaluations conducted by the departments of the Commission 
are rather more the exception than the rule. The vast majority are 
awarded to external experts. Fault is sometimes found in subsequent 
reviews with the quality of the evaluation reports. 

 Summing up, it should be noted that both for most European coun-
tries and for the EU institutions there has been a clear increase in policy 
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and programme evaluations, that a large number of attempts to profes-
sionalize evaluation can be recognized, and that an ‘evaluation culture’ 
is spreading, a fact which led Christopher Pollitt (1998: 214) to say that 
‘these are grand days for European evaluators’. 

 This statement does not apply to Europe alone. With the aid of a 
number of observations (indicators) it can be shown that the importance 
of evaluation is on the rise  worldwide  (cf. Meyer 2002: 333ff.; Furubo, Rist 
& Sandahl 2002; Fitzpatrick, Sanders & Worthen 2012: 490ff.; Dahler-
Larsen 2006: 141ff.):

   (1)      In many countries, evaluation is a fixed element in policy-shaping 
and a management control element in international organiza-
tions, national governments and their administrations and a wide 
range of non-profit organizations. Evaluation is also often a part of 
quality management or other procedures such as auditing, inspec-
tion, benchmarking etc. Datta (2006: 420) points out that ‘scientific-
research-based programs and evaluations’, ‘evidence-based resource 
allocation’, ‘program logic models’, and similar terms of our trade 
have become widely institutionalized for all manner of programs’.  

  (2)      The number of national evaluation societies has grown considerably 
in recent years. According to a worldwide Internet search by Dahler-
Larsen (2006: 142),  14   the number of evaluation societies increased 
tenfold to 83 between 1984 and 2004. The strongest growth in 
recent years has been in Europe and Africa. The ‘International 
Organisation for Cooperation in Evaluation’ (IOCE)  15   was founded 
with funds from the Kellogg Foundation.  16   The former sees itself as a 
loose worldwide amalgamation of regional and national evaluation 
organizations, ‘that collaborate to 

   build evaluation leadership and capacity in developing  ●

countries  
  foster the cross-fertilization of evaluation theory and practice  ●

around the world  
  address international challenges in evaluation and   ●

  assist the evaluation profession to take a more global approach  ●

to contributing to the identification and solution of world 
problems’ (www.ioce.net).    

  (3)      The increasing demand has given rise to a  broad demand market  for eval-
uation, which is continuing to grow (Leeuw, Toulemonde & Brouwers 
1999: 487ff.). The number of consulting firms concerned with evalu-
ation has also risen sharply. Small and very small companies are in 
the majority here. Alongside higher education policy, development 
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cooperation is probably – and not only in Germany – the policy field 
most often evaluated, with the evaluation of policies and even more 
so that of programmes and projects coming from a long tradition and 
a comprehensive evaluation system having been set up (cf. Borrmann 
et al. 1999, 2001; Borrmann & Stockmann 2009), and here in partic-
ular there are many individual experts. The major social research 
institutes, auditing companies and corporate consulting firms are 
only now beginning to discover the market for themselves. 

   Apart from consulting enterprises, there are a number of research 
institutions and universities active on the evaluation market that 
are attempting to combine research, evaluation in the service of the 
client, basic and advanced training and communication in a fruitful 
way. According to Frans Leeuw (1999: 487), an ‘infant industry’ has 
also arisen in the other European countries, characterized ‘by many 
small companies entering a promising market, over-ambitious terms 
of reference, and unstable standards’.    

  (4)      Above all thanks to the development of information and communica-
tion technologies and that of the World Wide Web, the  dissemination of 
evaluation findings  has been the subject of a tremendous surge. Even if 
many organizations still do not make their evaluation studies accessible 
to the general public, a host of findings from evaluations, audits and 
inspections are now already available on the Internet. Little is known 
about the extent to which this knowledge is used by others for shaping 
their own programmes or planning and conducting evaluations. 

   What is obvious – at least in Europe – is that the media take precious 
little notice of evaluation findings presented on the Internet. The 
fears of many government and non-government organizations that 
the media could latch on to negative evaluation findings and use 
them to their disadvantage – leading them to believe they should 
actually refrain from publishing their evaluation studies, let alone 
putting them on line – are therefore largely unfounded.  

  The Federal Ministry for Economic Cooperation and Development 
(BMZ), for example, trod this path. For decades, the ministry treated 
its inspection and evaluation reports as if they were top secret, so 
that not even the members of the parliamentary committee respon-
sible (the Committee for Economic Cooperation [AwZ]) were allowed 
to look at them. Surprisingly, at the end of the 1990s, when it did 
finally make the reports accessible on line, the BMZ was forced to 
recognize that hardly anyone was interested in them, least of all the 
media.  

  Having said that, if evaluation findings are picked up on by the 
media on account of their politically explosive nature (e.g. the Hartz 
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reform) or because the topic happens to be  en vogue  (e.g. PISA), this 
may often be seen to ‘ ... have an impact which outweighs all the 
other efforts an evaluator has made to produce a good, respectable, 
and useful evaluation’ (Dahler-Larsen 2006: 149).    

  (5)       Training activities offered worldwide  have increased sharply. If in the 
USA – as has already been shown – there are numerous opportuni-
ties for training and advanced training, the range in Europe is also 
expanding. According to research carried out in 2006 by Wolfgang 
Beywl and Katja Harich (2007: 121ff.), there are 14 university 
programmes in ten countries (Belgium, Denmark, Germany, England, 
France, Ireland, Italy, the Netherlands, Switzerland and Spain), though 
they do vary greatly with a view to objectives, target groups and dura-
tion. The only ‘full-value’ masters course so far (four semesters, 120 
ECTS credits) is the Master of Evaluation course (www.master-eval-
uation.de)  17   offered by Saarland University in cooperation with the 
Saarland College of Technology and Economics (HTW). 

       The World Bank  18   began in 2001 with evaluation training courses 
for people working in international development cooperation and 
founded the ‘International Development Evaluation Association’ 
(IDEAS)  19   to support evaluation in developing countries. This aid 
organization, registered in England and with an office in South 
Africa, has declared its aim as being ‘to advance and extend the prac-
tice of development evaluation by refining methods, strengthening 
capacity and expanding ownership’ (www.ideas-int.org).  

      With far more modest pretensions, needless to say, the activities 
of the Center for Evaluation (CEval)  20   also come into this category. In 
a university partnership, the CEval is currently not only supporting 
and further developing the Master of Evaluation study course offered 
by the Universidad de Costa Rica, but also establishing a Central 
American further education platform for ministries, authorities and 
development organizations. Other cooperation schemes with univer-
sities in Russia, the Near East and South-East Asia are in the process of 
being set up and the intention is to promote them in a similar way. In 
Southern Asia, UNICEF is making efforts to set up a worldwide evalua-
tion network of universities, with the aim of strengthening evaluation 
training in the greater region. Moreover, with its courses worldwide, 
the central German basic and advanced training organization In WEnt 
contributes to boosting evaluation capacities in developing countries. 
More recently, the German Society for Technical Cooperation (GTZ) 
and other organizations have also been making increasing efforts to 
establish evaluation capacities in their partner countries.      
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 These developments, observable worldwide, admit of the conclusion 
that following the years of expansion in the 1960s and 1970s a  second 
evaluation boom  can now be seen, though it is far more global in nature. 
The extent to which this affects Germany will be looked at below.  

  1.3.2 Germany 

 A number of clues suggest that the new  evaluation boom  observable 
worldwide and in the rest of Europe has also reached Germany:

   •     With the increased use of  ‘new public management’  concepts, ‘the idea 
of a comprehensive control and management concept, together with 
the strategic accentuation and integration of the evaluation function, 
is experiencing a renaissance’ (Wollmann 1994: 99, 2005: 502ff.).  21   In 
particular the orientation toward output and impact associated with 
this approach cannot manage without evaluation (cf. Stockmann 
2008: 57ff.).  

  •     As in other European countries, governments in Germany face 
notorious  budget problems  which make it necessary to prioritize and 
select measures more strongly. The need for evaluations has thus 
also increased so that data on the effectiveness and efficiency of 
programmes can be gathered. Pollitt (1998: 223) describes the situa-
tion of those in government fittingly: ‘ ... they can no longer call on 
the same reserves of legitimacy and authority which were available to 
them two or three decades ago. They have to do more with less and 
do it for a variety of more sceptical and less deferential audiences’.  

  •     In laws or important programmes, the instrument of evaluation – 
other than for example in the USA – has hardly been integrated at 
all so far. Yet there are exceptions: for example in the German Social 
Security Code (SGB) II: ‘Basic social care for job seekers’, §55 (impact 
research) calls for prompt and regular investigation of the impacts 
of vocational integration services and services for subsistence main-
tenance. Even the practice of making laws valid for limited periods 
only (so-called sunset legislation) has found its way into the legis-
lation of individual  länder  (e.g. Hesse, North Rhine – Westphalia). 
The extension of the validity of such laws is made dependent on the 
results they have achieved (impacts).  

  •     Regulatory impact analysis, which in accordance with an agree-
ment among the federal ministries has had to be carried out on each 
draft of a law or statutory instrument since the year 2000, can also 
be regarded as a form of evaluation. Regulatory impact analysis can 
be carried out ex-ante, ongoing or ex-post, in order to investigate 
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intended and unintended impacts, costs of enforcement, c`osts for 
the economy, effects on the budget, prices, consumers and other 
parameters. Although legally binding specifications do exist, there are 
some considerable shortcomings in their application (cf. Konzendorf 
2009: 33f. on the causes).  

  •     The  Federal Court of Auditors (BRH)  has developed to become one of the 
most important advocates of evaluation. It not only points with iron 
steadfastness to the performance reviews prescribed compulsorily in 
the Federal Budgetary Regulations, but also calls for the extension of 
public evaluation activities (especially to include examinations of the 
effectiveness of subsidies) and conducts impact evaluations itself.  

  •     This change in the administrative provisions of the Federal Budgetary 
Regulations is putting the entities which receive funds from the 
ministries under increasing pressure to conduct evaluations in the 
form of performance reviews (cf. Section 1.4).  

  •     As has already been shown, the evaluation obligations associated 
with the  implementation of EU programmes  are making an appreciable 
contribution to the spread of evaluation.  

  •     Increasingly, there is a demand among NGOs, associations and foun-
dations for evaluations of their programmes, in particular impact 
evaluations. This applies above all to organizations from the area of 
development cooperation.    

 In spite of all attempts at professionalization, according to Furubo, Rist 
and Sandahl (2002: 10) there is no well developed evaluation culture 
in Germany yet, as compared with countries such as the USA, Canada 
and Sweden. Whilst the expansion of evaluation in the USA not only 
created a new service market which offers social scientists ‘chances to 
act and opportunities for vocational development on a scale which was 
previously unknown’ (Wottawa & Thierau 1998: 59), but also led to a 
rapid increase in the amount of evaluation literature and the founding 
of journals and professional associations, and whilst evaluator training 
is firmly anchored at the universities, mainly in post-graduate study 
courses, a comparable development in Germany is only to be seen in its 
infant stages. 

 There are a number of impediments which contribute to this:

   1)     One main problem is the disciplinary segmentation of evalu-
ation research.  22   There continues to be a lack of focus that would 
span the sectoral policy fields and integrate the various disciplines. 
Even in the German Evaluation Society, whose internal structure is 
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based on policy-field-related working-groups, this segmentation is 
reproduced.  

  2)     In addition to that, evaluation research occupies a special position 
in science, as it is, to a large extent, obliged to rely on assigned or 
commissioned research. A university research landscape related to 
fundamental research is largely lacking.  

  3)     Not only is there disciplinary fragmentation, but also corresponding 
institutional fragmentation into ministerial departments covering 
special sectors and fields, which award the majority of the funds for 
assignments. This is another reason why only very few goals have 
been able to develop which span more than one policy field.  

  4)     This is exacerbated by the fact that in most policy fields there is a 
lack of transparency. Many studies and reports are drawn up, but as 
most of them are not made accessible to the general public (and not 
to the scientific public either), they do not become the subject of 
scientific discussion. For this reason too, the further development of 
evaluation theories and methods and the accumulation of knowledge 
which goes beyond the borders of the various disciplines are rendered 
more difficult.  

  5)     The fact that the  evaluation market  is furthermore largely dominated 
by consulting and market research enterprises, which are not prima-
rily interested in scientific discussion or the accumulation of knowl-
edge, but to whom it is, on account of their situation on the free 
market, most important of all to process orders with a view to making 
a profit, has certainly not made much of a contribution to profiling 
evaluation as a scientific discipline either.    

 Nevertheless, it has in the past ten years been possible to recognize some 
remarkable changes and progress in professionalization. As shown at 
the beginning, a number of reasons have contributed to the establish-
ment of a broad market for evaluations in Germany too. Neither is there 
any longer a severe lack of German-language textbooks and handbooks 
and interdisciplinary anthologies  23   in which evaluational knowledge is 
focused and integrated.  24   

 In September 1997 the  ‘German Evaluation Society’  (DeGEval) was 
founded. Like comparable professional associations in Europe, it has set 
out to promote the understanding, acceptance and utilization of evalua-
tions in society, developing principles for evaluation procedures, laying 
down quality standards and supporting interdisciplinary exchange 
(www.degeval.de). Although the association, with almost 600 members  25   
today, has recorded some tremendous growth, it does not yet have an 
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integrative force which could be described as blanket. However, an ‘eval-
uation research community’ is beginning to develop as a network of 
professionally active evaluation researchers. 

 The  ‘standards for evaluation’  (2002), elaborated by the DeGeval in 2001 
and officially issued in 2004, are a further step toward professionaliza-
tion (cf. Section 4.4.3 for details). Having said that, the standards have 
not yet become all that widespread among experts and clients. Further 
promotion work is necessary here (cf. Brandt 2009: 176ff.). 

 The mailing-list ‘forum-evaluation’ certainly makes a contribution to 
this. It has been made available by the Department for the Evaluation of 
Educational Services at Cologne University since 1997. This electronic 
discussion forum, in which some 400 people participate, was founded 
with the aim of promoting the German-language exchange of informa-
tion in the evaluation sector (www.uni-koeln.de).  26   

 With a circulation of some 600 copies, the German-language  Zeitschrift 
für Evaluation   27   (www.zfev.de), founded in 2002, has spread notably five 
years on, but many articles on evaluation continue to be published in 
the journals of their specific disciplines. The expansion of the maga-
zine is faced with the same problem as the association: as transdiscipli-
nary ventures, both of them compete with the individual disciplines for 
contributions and subscribers or members, who see themselves primarily 
as professional evaluators and not as representatives of their disciplines. 
The new journal, listed in the Social Sciences Citation Index (http://
apps.isiknowledge.com), provides a platform for professional exchange 
between science and praxis, for the interdisciplinary focus of specialized 
sector-related knowledge, for the diffusion of standards in evaluation 
and for the dissemination of insights into the theories and methods of 
evaluation research, among other things (cf. Stockmann 2002: 6f.). 

 Also in 2002, the  ‘Center for Evaluation’  (CEval, www.ceval.de) was 
founded at Saarland University. It combines the development of theo-
ries and methods, evaluation consulting and the conducting of scien-
tific evaluations with the development of basic and advanced training 
courses (cf. Stockmann 2003: 4f.). In an external evaluation report on 
the CEval, this combination is highlighted as a special feature in the 
German evaluation landscape (cf. Frey et al. 2006).  28   Together with AGEG 
International Consulting Services,  29   the CEval has been implementing 
an annual seven-module (21-day)  further training programme for evalua-
tors in development cooperation  (www.feez.org) since 2003. In Germany 
this continues to be the only systematic further training programme for 
people who are to be prepared for planning, conducting and steering 
evaluations in a selected policy field. In other areas of evaluation, there 
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are in Germany – as far as the authors are aware – no purpose-built 
further training courses on offer so far which are that comprehensive. 
Today, there already exist a number of social science study courses – 
especially in psychology – in which courses on evaluation are integrated 
in the methods training. Since 2004, together with the Saarland College 
of Technology and Economics (HTW), a four-semester advanced study 
course  ‘Master of Evaluation’  (www.master-evaluation.de) has been on 
offer at Saarland University. Since 2008, the University of Bonn has also 
been providing a four-semester masters course in evaluation (www.zem.
uni-bonn.de). 

 In contrast to the situation in the USA for example, no social science 
evaluation discipline has yet been able to develop in Germany in its 
own right, in spite of these tremendous successes in professionalization. 
Further efforts are required here. These will be looked at in the next 
chapter.   

  1.4 Fulfilment of evaluation’s purposes and challenges 

 As shown at the beginning, evaluation can mainly serve to (1) 
promote social enlightenment, (2) strengthen democratic governance 
and (3) improve the manageability of programmes and organizations. 
For this reason, the question of the extent to which the  development 
trends  referred to here make these  evaluation purposes  feasible and 
what  challenges  need to be overcome. 

 A look at the  historical development  of evaluation has shown clearly 
that evaluation is  policy-driven . Both the first boom in the 1960s and 
1970s in the USA and somewhat later in most countries in Europe, and 
the second boom which began in the 1990s, were triggered by increased 
state demand. This second phase is no longer fuelled only by govern-
mental (government and administration) and supra-governmental 
actors (in Europe the European Commission), but increasingly also by 
organizations of civil society. Not only the boom years, but also the eval-
uation doldrums of the 1980s which were to be seen at least in Europe, 
were attributable to policy, i.e. to considerably reduced demand. 

 From this, it can be seen just how heavily the development of evalua-
tion depends on governmental – and nowadays also non-governmental – 
clients. This is no great surprise for an applied social science, for evaluation is 
supposed to make a contribution to solving certain problems. Accordingly, 
the demand for it increases when there is a greater need for problem-
solving, for example when a large number of reform programmes are initi-
ated in which it is hoped that evaluation will assist in planning (ex-ante), 
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implementation (ongoing) or impact measurement (ex-post); or when, with 
a view to scarce budget funds, estimates of efficiency or information which 
will assist in selecting the right problem or problems are expected from 
evaluations; or when in new public management approaches management 
is to be carried out with the help of output and impact indicators. In other 
words the questions of whether evaluation is to take place or not, whether 
or not the market for it will grow, stagnate or shrink and even of what 
subjects are covered by it are, to a great extent, politically influenced – that 
is to say, they are influenced by the willingness of clients to deploy funds 
for evaluation. 

 However, if evaluation is also to fulfil the purpose of making a contri-
bution to  social enlightenment , this situation certainly does present a 
problem, for ‘evaluation will tend to take place where money flows 
rather than where there is a societal need for evaluation’ (Dahler-Larsen 
2006: 148). This means that ‘there is no guarantee, however, that impor-
tant areas of life in society which need evaluation are actually evalu-
ated’ (ibid.). Of course evaluation carried out on behalf of government 
or non-government actors can also contribute to social enlightenment, 
but there is simply no guarantee for this, for there is of course – as has 
already been mentioned several times – no compulsion for clients to 
render their results public or investigate problem areas which have a 
high degree of social relevance. 

 Social enlightenment by means of evaluation can only be brought 
about purposively if the latter is not always strait-jacketed by clients’ 
wishes. For this reason, on the one hand,  independent institutes  are  neces-
sary , which can decide freely where they consider social evaluation to be 
needed and what it is they wish to evaluate. Audit offices with a mandate 
of this kind can exercise such a function. However, institutions bound 
to certain policy fields, for example for ensuring quality in schools or 
quality of research services, or for examining the effectiveness and effi-
ciency of job-market policy or that of development cooperation, can 
also bring about social enlightenment in the policy fields for which they 
were founded ... but only if they are at the same time given a mandate 
which affords them access to the research object (for example to state, 
federal, communal or even EU programmes or statutory provisions). 

 The  provision of research funding  could, under these conditions, also 
contribute to social enlightenment. For this, funds would be neces-
sary that could be applied for not only towards fundamental research 
projects but also to evaluation. 

 Evaluation research, which has something of a strained relationship 
with pure or disciplinary research – to be dealt with in the next chapter – 
has a tough time of it in the present research landscape. Its tasks and 
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the topics it covers are often perceived in the world of science as clients’ 
wishes, for the fulfilment of which said clients ought to pay. This 
impedes not only the theoretical and methodological progress of evalu-
ation research – since the goals of a client with a very specific cognitive 
interest will hardly be concerned with that – but of course also its role as 
an instrument of enlightenment. 

 In Germany, particularly poor conditions prevail with regard to social 
enlightenment through evaluation, since there are hardly any independent 
evaluation institutions which can both select their evaluation goals freely 
while availing themselves freely of budgets worth mentioning. Apart 
from that, there has to this day never been a research fund from which 
evaluation research might be sponsored. In addition, the Federal Court of 
Auditors, whose functions are stipulated in Article 114 of the  Grundgesetz  – 
unlike many other European courts of auditors, to say nothing of the 
American Government Accountability Office – does not have an evalu-
ation mandate. Its members, who are judicially independent, audit ‘the 
account and determine whether public finances have been properly and 
efficiently administered’ ( Grundgesetz  Art. 114 para. 2).  30   

 However, if there are no independent evaluation institutions and if 
hardly any research funding is made available for evaluations which are 
independent (of clients), there is still a chance of finding other allies who 
have also taken up the cause of social enlightenment, namely the  media . 
On the one hand the media are potential partners, but on the other they 
certainly do sometimes prove difficult (cf. Chapter 6). The media are not 
in principle interested in evaluation findings; indeed they sometimes 
entertain utterly erroneous ideas as to what evaluation is,  31   and of course 
they function in accordance with their own rules. Accordingly, informa-
tion is filtered, reassessed and reinterpreted, so that evaluation findings 
can be turned into news of the kind which the representatives of the 
media assume will interest their audiences. No-one should feel surprised 
if, in the process, balanced evaluation findings suddenly turn into bold, 
one-sided statements. Dahler-Larsen (2006: 150) is therefore quite right 
in pointing out that ‘ ... news exaggerates success or failure. News reports 
are more often negative than positive. They suggest blame or scandal, 
they emphasize or create conflict, and they have a short life’. 

 A small contribution every evaluation can make to social enlight-
enment thus consists at least in not leaving the right to analyse and 
publish at the discretion of the client alone, but actively advocating 
that the evaluation report be published. There may of course be reasons 
for suppressing the disclosure of evaluation findings, for example if 
competing organizations might use them to harm an evaluated organiza-
tion, or if there is a risk that informants would be severely compromised 
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by publication, or if the readiness of the evaluees to implement the eval-
uation recommendations would be substantially reduced. In such cases, 
clients, evaluators and affected parties must look for solutions together. 
For these reasons, the Standards for Evaluation not only recommend 
that the findings of evaluations be disclosed, but also that the type and 
scope of said disclosure be laid down in the evaluation contract (cf. 
DeGEval standard P5, see also Section 4.4.3). 

 The support of  democratic governance  has been cited as a further purpose 
of evaluation, particularly as evaluation can help to show whether statu-
tory regulations, programmes or measures have actually been achieving 
the targets they set out to achieve, what effects they are having, whether 
they are sustainable and whether they are being implemented efficiently 
and really making a significant contribution to solving a socially rele-
vant problem. By these means – so the theory goes – not only can the 
success of policy be publicly verified and made transparent, but people’s 
understanding of the rationality of political decisions can be improved 
and the  credibility and legitimacy  of policy increased. 

 In order for evaluation to be able to realize this ambition, internal 
and – even more so – external evaluation capacities are necessary. This 
will make it to be possible to investigate these questions on behalf of 
governmental and administrational institutions, local authorities and 
civil society organizations and make the findings public. In Germany, 
carrying out the effectiveness checks called for in §7 of the Federal 
Budgetary Regulations would already enable the success of political 
strategies and regulations to be assessed. Yet German ministries – with a 
few exceptions – seem to have no interest in that. 

 A report drawn up in 1989 by the  Federal Court of Auditors (BRH)  on 
the  ‘performance review of measures with financial implications in public 
administration’,  came to a quite devastating conclusion:  32    

   •     there was a ‘relatively well ordered procedure’ (BRH 1989: 35) for 
carrying out performance reviews in only three of the departments 
investigated (the Federal Ministry of Post and Telecommunications, 
the Federal Ministry for Economic Cooperation and Development, 
and the Federal Ministry of Research and Technology)  

  •     in almost all departments the prerequisites for performance reviews 
(formulation of objectives, stipulation of results, indicators for 
measuring success) already failed to be fulfilled in the planning 
phase (cf. BRH 1989: 26)  

  •     attempts to ascertain the direct and indirect impacts of programmes 
or measures by means of evaluations were decidedly rare (cf. BRH 
1989: 29)  
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  •     hardly any use was made of existing methods for determining the 
effectiveness of measures (ibid.)  

  •     there was little or no implementation of evaluation findings (BRH 
1989: 30)  

  •     ‘ ... only a relatively poorly developed sensitivity to the purpose, signif-
icance and necessity of these investigations’ was detected among staff 
responsible for performance reviews (BRH 1989: 38).    

 Some ten years later, the BRH (1998) issued a revised edition of this 
study, in which its more recent assessment insights on the subject of 
performance reviews in public administration were incorporated. The 
conclusions were certainly no more positive than before. Once again, 
the BRH came to the conclusion that  

   •     very few performance reviews had been carried out, and that for that 
reason most departments were unable to judge the success of their 
measures adequately  

  •     in almost all departments the prerequisites for a systematic perform-
ance review were lacking  

  •     impact investigations, which also took into account unintended 
impacts and subjected the results to a cause-and-effect analysis, were 
more or less completely lacking  

  •     existing methods for determining success and effectiveness had not 
been fully exploited (cf. BRH 1998: 22ff.).    

 For this reason, the  BRH recommends,  as it did in 1989, that organiza-
tional and methodological prerequisites be established for carrying out 
performance reviews, so that the granting of budget funds can subse-
quently be tied to the submission of such evaluations. For this, the BRH 
also recommends that  

   •     support from external institutions be enlisted in performance reviews  
  •     methods and procedures be developed that put the individual depart-

ments in a position to carry out performance reviews and  
  •     staff who are to carry out performance reviews be qualified via basic 

and advanced training (cf. BRH 1998: 36ff.).    

 The federal ministries have welcomed the recommendations of the 1998 
report (as in 1989), and the federal government has made a commit-
ment to carry out the performance reviews prescribed in accordance 
with §7 of the Federal Budgetary Regulations. Having said that, there 
was hardly any mention of evaluation in the programme ‘Modern 
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state – modern administration’ (www.staat-modern.de), enacted by the 
‘red-green’ federal government at the end of 1999, which was intended 
to provide the basis for a comprehensive modernization process. Even 
the term ‘performance review’, often used in administration, did not 
play a central role in that programme. 

 Following the change of government in 2006, administrative modern-
ization continues to be on the political reform agenda. The programme 
‘future-oriented administration through innovations’ (www.verwal-
tung-innovativ.de), enacted in the Federal Cabinet on 13 September 
2006, and ‘E-Government 2.0’, were intended on the one hand to cut 
unnecessary red tape, weed out avoidable administrative processes and 
improve strategic control. On the other hand, modern technologies were 
supposed to be used to implement government tasks more effectively, 
transparently and economically. The instrument of evaluation was also 
supposed to be used to this end.  33   Yet apart from a few guides provided 
by the BMWi, the government’s Internet portal on the modernization of 
administration hardly offers anything on this subject. 

 In should also be emphasized that the evaluation function (in the 
concept of the performance review) has been strengthened by a 
change in the administrative provisions (VV) of the Federal Budgetary 
Regulations (BHO), very much in line with the criticism made by the 
BRH (cf. Dommach 2008: 282ff.). 

 In accordance with the new administrative provisions (no. 3.5 on §23 
of the BHO), grants for project funding may now only be made if the 
objectives have been determined in terms of their content to the extent 
that a performance review is possible. In accordance with the new VV 
(no. 11a on §44 of the BHO), for all grants ‘a performance review ( ... ) is 
to be carried out by the uppermost federal authority responsible or an 
agency appointed by it’. A graduated procedure has been prescribed for 
this (ibid.). The ‘simple performance review’ prescribed for all individual 
project funding measures consists of a simple check on the achievement 
of targets. The ‘comprehensive performance review’, which applies to 
all project funding measures with superordinate objectives, provides for 
an accompanying and concluding performance review consisting of an 
examination of the achievement of targets, impacts and efficiency.  34   

 Is it true that, with the modification of the administrative provi-
sions of the Federal Budgetary Regulations, the basic prerequisites for 
performance review in public administration have been strengthened, 
but this is of course still a long way from being a guarantee that they 
will actually be applied. It may still be assumed that many ministries 
and subordinate administrative authorities are a long way off from using 
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evaluation (in the form of performance reviews) in a purposeful way in 
routine operations. 

 Instead, evaluation seems to be a popular instrument of government 
action, above all when it is a question of legitimizing resolutions which 
involve economies and closures. Roth (2004: 6) thus criticizes evalua-
tion as a ‘means of domination’, used to cloak unpalatable decisions 
with a degree of rationality. Since according to Roth (ibid.) government 
action is ‘no longer a question of progressive social reforms, but instead 
the word reform has degenerated into a synonym for pre-announced 
deterioration ( ... ) the fact that an evaluation is to be conducted means 
nothing good’. He thus reasons that ‘evaluations have in Germany but 
few disciples and no good name’ (ibid.). This position makes it clear 
once again just how closely political action and evaluation are linked, 
and how rapidly the negative image becomes applicable to the instru-
ment itself in the wake of a socially unjust policy. Only if evaluations 
take into account the interests of the various ‘stakeholder’  35   groups and 
do not exclusively commit themselves to governmental control is there 
is a chance of their outgrowing this image. Evaluation can only make 
a contribution to strengthening democratization processes if it is used 
open-mindedly in routine operation – just, indeed, as envisaged by the 
Federal Budgetary Regulations and their administrative provisions. 

 Having said that, dangers also lurk in the other direction. The more 
evaluation is used as an instrument of control to support democratic 
governance, the more the  routinization  of procedures can lead to fatigue, 
to a rule which is supposed to be complied with but no longer has any 
meaningful substance. This danger also looms if the stakeholders are 
regularly involved and the findings made public but no consequences – 
or insufficient consequences – are drawn from them. If evaluations 
make it clear that certain policies are not achieving the desired results 
and impacts, but are nevertheless maintained out of considerateness to 
a given clientele or on account of lobbyist pressure, evaluation proves 
to be nothing more than a time-consuming and costly undertaking 
without any added value. It is hardly likely that those involved will 
allow themselves to be won over a second time to an evaluation which 
was so ineffective. 

 This problem of course also occurs if evaluations are not conducted 
with the necessary expertise and fail to come up with any utilizable 
findings for that reason. Paradoxically, this risk is becoming greater and 
greater with the increasing popularity of evaluation – in other words 
with more and more ‘laymen’, i.e. insufficiently qualified experts, using 
the discipline. The situation is becoming even more conducive to this 
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trend, with handbooks being written in ‘cookbook style’ and crash 
courses being offered for programme managers, all suggesting that eval-
uation can be used by just about anyone at all with relatively little effort. 
This belief is upheld particularly strongly if there is insufficient money 
available for the evaluations to be conducted professionally by experts: 
‘That is, while mandates for evaluation often exist, the money to hire 
formally trained evaluators often doesn’t exist’ (Datta 2006: 430). 

  ‘Lay evaluation’  also emerges however when it is a question of strength-
ening the democratic function of evaluation, when it is intended to 
assist disadvantaged groups (empowerment) and improve the situa-
tion in which they live (see the discussion of the relevant approaches 
in Chapter 3). ‘Those affected’ are sometimes assumed to have special 
competence for assessing the consequences of policies and programmes. 
Professional competence is then replaced by social empathy, objec-
tifying data collection procedures by personal experience and tales of 
concern. The result is a deprofessionalization of evaluation in practice 
and its reduction to an all-purpose procedure. As in the ‘do-it-yourself’ 
philosophy applied to manual work in the home, specialized knowledge, 
relevant work experience and skills acquired over years are sweepingly 
devalued and an appropriately intensive occupation with professional 
standards and methods discounted as unnecessary ballast. At the same 
time, there is a risk that the do-it-yourself evaluator will overestimate 
his own ability to perform and underestimate the difficulty of the task 
ahead. 

 Evaluations which are conducted unprofessionally and in which 
professional standards are ignored, and evaluations which have no polit-
ical consequences because their findings are not integrated in decision-
making processes, are inappropriate for improving the legitimacy and 
credibility of policy. Moreover, they also undermine the credibility of 
the value of evaluation itself. Accordingly, not only the way evaluations 
are conducted needs to be professionalized, but also the way people deal 
with them. 

 This combination of course also applies at the  programme control  level, 
where evaluation is intended to make a contribution to increasing the 
manageability of individual measures, programmes or entire organiza-
tions. If the procedure is abused for tactical purposes only, solidifies to 
become bureaucratic porridge or is used by incompetent ‘evaluators’, it 
cannot develop its potential. 

 The utility of evaluation in programme control, which – as has already 
been explained – consists in making available timely information to 
decision-makers, must thus be geared principally to their information 
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requirements in order to make a formative contribution to programme 
development and improvement.  36   

 More recent programme control approaches such as new public 
management pursue the aim of improving performance and the process 
of generating outputs in public administration. They avail themselves 
of various different strategic principles which are intended on the 
one hand to achieve an increase in orientation toward customers and 
competition, and on the other to do away with the kind of control 
which has a fixation with input parameters. Instead, orientation toward 
quality principles – such as are applied in the private economy – and a 
readjustment of political control to output and impact specifications 
are called for: ‘It is no longer the means of production available but the 
outputs (products) or the impacts achieved with those outputs which 
should become a point of discussion and a yardstick for the orientation 
of administrative action’ (Schedler & Proeller 2003: 62f.). 

 For public administrations or non-profit organizations as a whole to be 
able to gear their actions to outputs and outcomes, however, a number 
of methodological difficulties need to be overcome, for discovering and 
measuring impacts and attributing them to causes confronts empirical 
social inquiry with problems, some of which are major. Furthermore, 
both immediately and in the long term, intended and unintended 
impacts need to be discerned, identified and examined in complex 
impact structures for correlations and causal factors. 

 However, it is not possible to control administrative or non-profit 
organizations in general via outputs and impacts until this problem has 
been solved. It is unanimously agreed that this cannot be done using 
the traditional control and finance instruments. In other words, new 
assessment concepts and analysis instruments are required for impact-
oriented management. 

 It is just to this purpose that the theoretical and methodological 
concepts and instruments of evaluation research lend themselves; with 
them, not only can the processes of planning and generating outputs be 
analysed, but the outputs generated, objectives achieved and impacts 
triggered can also be empirically examined and assessed. 

 In this way management is provided with the information it needs to 
make rational decisions. It is not possible to implement and apply new 
public management approaches – or quality management systems – at 
all without using evaluations. 

 Regardless of what control and quality management systems evalua-
tion is integrated into, it is always a matter of providing management 
with information relevant to decision-making in a timely manner 
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(cf. Stockmann 2006: 64). Thus evaluation makes a contribution to 
improving organizational structures and processes and increasing the 
manageability of organizations as a whole. Furthermore, evaluation is as 
a rule linked to the knowledge management system of an organization, 
in order to document evaluation findings in such a way that they are 
also utilizable for other departments and over time. In this way evalua-
tion becomes an indispensable part of a learning organization in which 
knowledge is accumulated and made available in time to those parts 
where it is needed (see also Chapter 6). 

 In order to fulfil these tasks, information is on the one hand procured 
by external evaluators, in other words experts who do not belong to the 
organization which is implementing the programme (steering), and on 
the other by internal evaluators, i.e. experts who do (cf. Chapter 2). More 
and more organizations are creating internal evaluation departments or 
teams to this end. Although in many organizations evaluation is mean-
while part of the fixed repertoire of management instruments, there is still 
doubt as to whether this instrument can actually deliver what it promises. 
Datta (2006: 432), for example, offers the following thought for considera-
tion: ‘Evaluations indeed can benefit programs, a result devoutly hoped 
for, but unproven in practice’. However, more recent investigations (cf. 
Fitzpatrick, Sanders & Worthen 2012: 485; Stamm 2003: 183ff.) show that 
use certainly is made of evaluation findings by management and other 
stakeholders. The modest use made of evaluation findings by manage-
ment (instrumental use), observed in many investigations of the 1970s 
and 1980s, is mainly attributed to periods of investigation which were too 
short and ways of looking at things which were too narrow. Going beyond 
this, comprehensive studies can show that evaluation has indirect impacts 
on further-reaching decision-making processes by influencing the general 
way people think about problems and learning processes (conceptional 
use). Evaluation findings also contribute to endorsing or refuting ‘political’ 
positions (persuasive use). This is for example the case if they are able to 
refute positions that were firmly anchored and no longer queried. 

 In studies on the utilization of evaluation findings, several factors 
that increase the chances of the practical implementation of those find-
ings have been identified (cf. Fitzpatrick, Sanders & Worthen 2012: 485; 
Rossi, Lipsey & Freeman 2004: 414):

   •     the relevance of the evaluation for the decision-makers and/or other 
stakeholders  

  •     the integration of stakeholders in the planning and reporting phases 
of the evaluation  

  •     the reputation or credibility of the evaluator  
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  •     the quality of communication of the findings (promptness, frequency, 
methods) and  

  •     the development of supporting procedures for utilizing the findings 
or providing recommendations for action.     

  1.5 Summary 

 If we visualize once again the development and current situation of evalu-
ation and the challenges it faces against the backdrop of its role in society, 
it becomes clear that evaluation is widespread and that it is being used 
routinely more and more as an instrument of control for the  assessment 
of programmes, projects and measures  and as part of the  control and manage-
ment system in organizations . Evaluations are found much less often in the 
context of democratic governance for increasing the  legitimacy and cred-
ibility  of policy. Evaluations that cover such broad, whole policy fields 
(higher education policy, school quality, job-market policy) or sections 
of such fields are unusual. With a few exceptions, there is in Germany – 
unlike a number of other countries such as the USA in particular – no eval-
uation culture which ties political responsibility and evaluation together. 

 Evaluation is currently least able to do justice to the aspiration of 
making a contribution to  social enlightenment . Especially in countries 
such as Germany, in which the BRH does not have an attested evaluation 
mandate, and in which (with a few exceptions) hardly any independent 
evaluation institutions exist that can evaluate under their own steam 
and are equipped with funds sufficient for the purpose, or in which 
there are at least research funds from which evaluation studies might be 
financed, evaluation is restricted to assigned or commissioned research. 
This means, in principle, that anything that government or non-gov-
ernment institutions see as being fit to evaluate can be evaluated. There 
is thus no assurance that that which is necessary from a social point of 
view will also be evaluated. 

 If evaluation is to make qualified contributions to all three func-
tion fields, a few  requirements for the future  can be derived from these 
observations. 

 In order for the quality of evaluation to be improved, (1) more needs 
to be invested in the basic and advanced training of evaluators and (2) 
the degree of professionalization of evaluation needs to be improved by 
making compliance with quality standards verifiable (e.g. via certification). 
Not until (3) the disciplinary fragmentation – which has so far continued 
to predominate heavily – has been overcome can a social science evaluation 
discipline with its own modified teaching canon come into being. To this 
end, and (4) to help with the further development of evaluation research 
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theories and methods, it would be useful to establish areas of special research 
and core research areas. If evaluation is also to make a contribution to the 
legitimation of policy and to democratic governance, (5) the interests of 
the stakeholders need to be integrated more strongly and (6) an evaluation 
culture needs to be developed that sees evaluation not only as a instru-
ment of control of ‘those in power’ or, to put it less dramatically, of those 
providing the funds, but as an instrument with which organizational activ-
ities, programmes and policies can be improved, i.e. with which solutions 
that are better adapted to the needs of the stakeholders can be developed. 
To strengthen the social enlightenment function of evaluation, not only do 
internal and external evaluation capacities need to be established, but (7) 
independent institutions also need to be founded or those that already exist 
need to be mandated in such a way that evaluations can also be conducted 
where they are perceived as particularly relevant in social terms. In other 
words: it is not until there has been a far-reaching professionalization and 
establishment of evaluation as a  scientific research discipline  that the previous 
status of a purely  policy-driven evaluation culture  geared to the interests and 
the demand of (mainly) public clients can be left behind.  

    Notes 

  1  .   Translator’s note: Basic German Law.  
  2  .   Http://www.isq-bb.de.  
  3  .   Http://www.forschungsinfo.de.  
  4  .   In Germany, this idea of founding a centre for the independent verifica-

tion of the effectiveness and sustainability of development cooperation 
was put forward for the first time by the author of this chapter during a 
conference on the ‘sustainability of development cooperation projects and 
programmes’ in November 1992 at the University of Mannheim. Cf. also the 
dpa [German Press Agency] interview of 2 December 1994 with the author, 
in which the proposal was reiterated. On 14 March 1996, Dr. R. Werner 
Schuster (member of the  Bundestag)  and the parliamentary SPD tabled a 
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interest in an independent institution which would be able to evaluate 
their work. Instead, reference was made to evaluations carried out by those 
organizations themselves, conducted partly or wholly by external experts, 
though the independence of those experts has been queried time and again. 
Recently, a proposal was made to found an independent evaluation insti-
tute in the German development cooperation landscape, in a study commis-
sioned by the Federal Ministry of Economic Cooperation and Development 
(BMZ) on the evaluation of German development cooperation organizations 
(cf. Borrmann & Stockmann 2009).  
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  5  .   In 1976, the Joint Committee on Standards for Educational Evaluation 
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ogy-oriented organizations, in order to elaborate standards for evaluation. 
In 1981 the Standards for Evaluations of Educational Programs, Projects, 
and Materials were issued (cf. Section 4.3). The Evaluation Research Society 
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worldwide.  
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  7  .   Cf. also Derlien (1990); Rist (1990); Wollmann (1997); Pollitt (1998); 
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  17  .   The claim made by Beywl and Harich (2007: 126) that ‘Saarland University 
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cult to complete as an in-service study course’, has no empirical basis what-
soever. On the contrary, the programmes implemented thus far have shown 
that there are hardly any dropouts and that the courses, which students only 
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pants. The Saarbrücken programme is not only a model for the Universidad 
de Costa Rica and Moscow’s ‘Higher School of Economics’, but also serves 
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of evaluation capacities in developing countries.  
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  20  .   www.ceval.de.  
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  21  .   The reform and modernization debate carried on under the name of ‘New 
Public Management’ began in Europe mainly in the Netherlands, the 
Scandinavian and some English-speaking countries. Germany remained 
largely unaffected by this discussion for a long time. Cf. for example 
Pede (2000); Naschold and Bogumil (2000); Buschor (2002); Saner (2002); 
Reichard (2002, 2004); Mülbert (2002); Rehbinder (2002); Christensen 
(2002); McLaughlin (2002); Wollmann (2002, 2003); Ritz (2003); Schedler 
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  24  .   Even at the beginning of the 1990s, the keyword ‘evaluation’ was hardly 
to be found at all in many methods textbooks and social science reference 
works. Even in the standard work on methods training by Schnell, Hill and 
Esser, which has already appeared in several editions, the keyword evaluation 
research was still sought in vain in 1992. In the 7th edition of 2005 evalu-
ation is dealt with in less than two pages under the sub-chapter ‘Empirical 
social inquiry as political consulting’, whereby the state of knowledge is not 
stated correctly and the current literature not acknowledged. In the text-
book on ‘Empirical social inquiry’ by Andreas Diekmann (2007), evaluation 
research is only mentioned in the context of quasi-experiments. Bortz and 
Döring (2006) cover the special qualities of evaluation research in their text-
book ‘Research methods and evaluation’ in a separate chapter. In his standard 
work on empirical social inquiry, Kromrey (2002) dwells only briefly on eval-
uation design in programme research.  

  25  .   Approx. 500 personal and approx. 90 institutional members.  
  26  .   Enrolments can be made directly to: Majordomo@rrz.Uni-Koeln.de.  
  27  .   Translator’s note: ‘Journal of Evaluation.’  
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dateien/Gutachterkommission%20Bericht.pdf).  
  29  .   Translator’s note: AGEG stands for the  Arbeitsgemeinschaft Entwicklungspolitischer 

Gutachter,  i.e. the development policy experts’ working-group.  
  30  .   Cf. www.bundesrechnungshof.de on these tasks in detail.  
  31  .   One of the scientific editors at the  Frankfurter Allgemeine Zeitung (FAZ) , for 

example, makes fun of basic and advanced training in evaluation in an article 
entitled  ‘Werdet Werter’  (‘Become judges!’) (12 September 2004), without even 
having begun to understand the difference between ‘all-purpose evaluations’ 
and scientifically based approaches.  

  32  .   There are however a number of ministries which have delegated evaluation 
tasks to subordinate authorities or institutions, including the Federal Highway 
Research Institute (BASt), the Federal Health Department (BGA), the Federal 
Institute for Vocational Education and Training (BIBB), the Federal Institute 
for Regional Research and Spatial Development, the Federal Environment 
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Agency (UBA), the Federal Institute for Population Research, and the Federal 
Institute for Occupational Safety and Accident Research.  

  33  .   In the coalition agreement of the grand coalition dated 11 November 
2005, the German Evaluation Society (DeGEval) counted 28 uses of 
the term evaluation as compared with only four in the coalition agree-
ment of the preceding red-green government. The DeGEval judges this 
to be an indicator of the increased significance of evaluation as an instru-
ment for planning and management  (http://www.degeval.de/index.
php?class=Calimero_Article&id=329) [19 March 2009].  

  34  .   In order to render this task easier for public administration, an interdepart-
mental project group at the Federal Ministry of Economics and Technology 
(BMWi) has developed guides as general aids to work and made them avail-
able as downloads. The Federal Ministry for Economic Cooperation and 
Development (BMZ) is also working on appropriate aids. Sample terms of 
reference and an evaluation guide are to be found on the website of the 
BMZ (www.bmz.de/ de/erfolg/evaluierung/zep.html). The BMZ is currently 
working on ‘basic principles of evaluation’, which are intended to be binding 
on all implementing organizations and recipients of BMZ funding. Quality 
standards for evaluation reports, guidelines for evaluation criteria and on the 
process of evaluation.  

  35  .   According to Weiss (1998: 337) stakeholders are ‘those people with a direct 
or indirect interest (stake) in a program or its evaluation.’ Alongside sponsors 
and clients, stakeholders also include programme managers and employees, 
the recipients of programme outputs and their families, those groups of 
people who have been explicitly or implicitly excluded from the outputs, 
other organizations connected with the programme, interest groups and 
the public per se, i.e. all those ‘who may otherwise affect or be affected by 
decisions about the program or the evaluation’ (ibid.). Cf. also Fitzpatrick, 
Sanders and Worthen (2004: 174f.); Scriven (2002).  

  36  .   Cf. in particular Chapter 2 on programme evaluation.  
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   2.1 Evaluation between politics and science 

  2.1.1 Evaluation and politics 

 In the previous chapter it was explained that the role of evaluation in 
society is to a large extent  politically ordained  and the development of 
evaluation history  policy-driven . Phases in which evaluation boomed and 
stagnated have, primarily, followed from courses already set in politics. 
Even the main topics with which evaluation concerns itself are set polit-
ically: in the 1960s and 1970s the main question in the wake of large-
scale reform programmes was whether the latter had ‘functioned’ and 
achieved their intended goals. In the economizing years, the 1980s, cost 
efficiency advanced to become the main topic. And the second boom 
of evaluation, since the late 1990s, has been attended by new control 
models and the increasing discussion of impacts. If the section which 
follows tends to emphasize the aspect of scientific integrity, sight must 
not be lost, on account of its paramount importance, of the complex 
web of relationships between politics and evaluation. 

 Karlsson and Conner (2006: 230ff.) use two dimensions to charac-
terize the connection between evaluation and politics:

    (1)     ‘whether it is possible operationally to separate evaluation and poli-
tics’ and  

   (2)     ‘whether it is desirable conceptually to separate evaluation and 
politics’.    

 The starting-point of this classification is the consideration ‘that the 
two main components of evaluation are providing information (the 
epistemological component) and providing judgement (the value 
component)’.      

     2 
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    Reinhard   Stockmann    
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 According to this overview, there are three perspectives from which one 
can look at the relationship between evaluation and politics (Karlsson & 
Conner 2006: 237ff.):

   (1)  ‘The first position sees politics as driven to protect its own interests 
and as harmful to evaluation. In this view, politics is at best a fickle 
partner, driven by many influences other than information and at 
worst an unsavoury one’. For this reason, the only advice to be given 
here is that ‘evaluation can and should be kept apart from it’.  

  (2)  ‘In the second position on the connection of evaluation and poli-
tics, it is accepted that evaluation takes place in political environ-
ment and that evaluation and politics therefore cannot entirely 
be separated, specifically in the judging component of evaluation’ 
(2006: 233). In the data gathering and analysis phase, according to 
this perspective, the evaluator should however not allow himself to 
be influenced by politics: ‘evaluation is kept separate from politics in 
the implementation of the evaluation, to avoid biases in the infor-
mation produced’ (2006: 237).  

  (3)  ‘The third position views evaluation and politics as inseparable, both 
in the conceptual as  (sic)  operational aspects. Here, the evaluator 
accepts that evaluation and politics are connected in many intricate 
ways and acts accordingly’. For this, the evaluator must disclose his 
own ethical and moral standards during the evaluation process.    

 All three positions can be criticized variously. With regard to the first 
point of view, one might object that it has little to do with the real 
world. Politics, as its principal client, influences evaluation in many 
different ways. In the case of the second perspective, doubt might be 
cast on whether politics could be kept out of data gathering and analysis 

 Table 2.1     Three positions on the inherent connections between evaluation and 
politics 

 Three positions 
 Possible to separate 
evaluation and politics? 

 Desirable to separate 
evaluation and politics? 

First position Yes Yes
Second position Yes, in providing 

information; not entirely 
when providing judgements

Yes, in providing information

Third position No No

   Source : Karlsson & Conner (2006: 231).  
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but readmitted for the assessment of findings. As for the third perspec-
tive, one might contend that it must eventually lead to the abandon-
ment of scientific principles, in view of the evaluator’s being forced into 
the role ‘of an intellectual discussant on general political, ethical, and 
moral issues’ (Karlsson & Conner 2006: 239). 

 On the one hand it is naive to suppose that evaluation can be carried 
on in a scientific ivory tower uninfluenced by politics and its ideals – even 
if the political sphere did not supply the main clients and independent 
authorities (comparable for example with the TÜV  1   or the accreditation 
agencies) were called into being. But to draw the conclusion that the 
aspiration of scientific integrity ought to be sacrificed in favour of the 
primacy of politics is equally wrong and would at the end of the day be 
tantamount to advocating the abolition of evaluation. It is rather the case 
that a model needs to be found which anticipates the social contextual 
conditions of evaluation while not depriving it of its scientific nature. 

 Having said that, anyone trying to hold this position runs the risk of 
falling between two stools, for on the one hand evaluation must commit 
itself as a science, just like pure research, to the latter’s central values 
such as objectivity and neutrality, but on the other hand it must, as 
application and utilization-related research, also come to terms with 
non-scientific political and/or social values – which means that it may 
come into conflict with the postulate of value-free research. Before ways 
of solving this basic conflict can be suggested, some light first needs to 
be shed on the relationship between evaluation and science, which is 
not without its problems either.  

  2.1.2 Evaluation and science 

 Although evaluation  aspires to be of a scientific nature , it is, as practical 
and applied research, not always recognized as a fully-fledged science 
by pure and discipline-oriented researchers, since it does not as a rule 
determine its own aims – the evaluand (e.g. a programme, project or 
measure), the aims of the investigation (and occasionally also the assess-
ment criteria) being predetermined from outside instead. 

 Whilst fundamental research can strive toward insights in a relatively 
pure manner, any kind of applied social research – thus also evaluation – 
is designed to  solve practical socio-political problems , in order systemati-
cally to provide a basis for non-scientific decision-making processes (cf. 
Clemens 2000: 215). To this end, evaluation uses the whole bandwidth 
of social science theories, concepts and research methods, and the rules 
for gathering valid and reliable data that are fundamental to science 



Science-Based Evaluation 57

apply (cf. Rossi et al. 1988: 1ff.; Kromrey 1995: 314f.; Wottawa & Thierau 
1998: 9f.; Bortz & Döring 2003: 3). 

 Whilst fundamental research aims to test theories and develop them 
further, multiply insights, provide explanations, convey an under-
standing of relationships, without asking whether or not this is useful for 
society, evaluation is  oriented toward concretely prescribed research targets  
and has to allow its usefulness to be measured in terms of the achieve-
ment of those targets. Whilst it is society itself which makes available 
the funding for fundamental research, that funding being awarded via 
research communities or foundations in accordance with principles of 
excellence, evaluation is as a rule carried out as an order or assignment. 
The clients define the evaluand and targets, issue invitations to tender 
for evaluation projects and award contracts for them applying certain 
criteria, and consequently their scientific integrity is not always the 
most important thing. The definition and specification of their goals is 
thus geared to non-scientific cognitive interests and utilization contexts 
(cf. Kromrey 2002: 96f.). 

 The fact that fundamental research is not (at least in principle) carried 
out under  constraints of time , as new insights (‘discoveries’) cannot be 
forced within a given period of time, can be viewed as a further difference. 
If results of evaluation research are to be able to unfold their usefulness, 
they must be submitted in a previously defined scope by a given point in 
time, as otherwise they can no longer be taken into account in decision-
making processes (for example in programme control or for legitimizing 
funding decisions). Alongside  financial constraints,  constraints of time 
are among the main reasons why often only sub-optimal investigation 
designs are used in evaluations. 

 Kromrey (2003: 98) points out yet another major difference: funda-
mental research is allowed to ‘err’, which means that it is by all means 
acceptable for hypotheses to turn out to be ‘false’ during the course of 
the research. It is indeed regarded as particularly desirable to start the 
search for new insights from ‘bold’ assumptions. After all, a  failure that 
delivers plenty of information  may be the starting-point for new pioneering 
insights. In evaluation research, by contrast, the procedure in the concep-
tion of research designs is such ‘that the assumptions and hypotheses on 
which the research is based are empirically well tried and tested and that 
the process of obtaining, assessing and interpreting all the information 
is backed up methodologically and accompanied by quality control’ 
(Kromrey 2003: 8). Any false conclusion arrived at on the basis of incor-
rect data can have fatal consequences for those affected. 
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 Another essential difference between evaluation research and funda-
mental research consists in the fact that evaluations are always linked 
to  assessments . The assessment criteria are mostly derived from the 
programme being evaluated itself. In this case, the implementation of 
the programme and its impacts are assessed in the light of its own objec-
tives. However, these are not subjective value judgements on the part of 
the evaluation researcher, but ‘analytical judgements’, which must be 
intersubjectively verifiable. The researcher as a rule proceeds by empiri-
cally investigating the statuses in the target areas of the programme before 
and after the measures implemented, and investigating which changes 
are to be attributed to which elements of the programme. Following a 
comparison of the empirical facts (actual status) with the target levels 
formulated in the programme (target status), deductive statements can 
subsequently be derived as to whether and in what areas the imple-
mented programme was successful or unsuccessful, as the case may 
be. In order to arrive at a conclusive assessment, however, unintended 
impacts also need to be taken into account. Moreover, other or further 
assessment criteria can supplement the original ones, for example, those 
formulated by clients or affected target groups (e.g. political relevance or 
benefit for those groups). 

 There are, on the other hand, basically no differences between evalu-
ation research and fundamental research with regard to selecting the 
research object or using data gathering and analysis methods to identify 
impacts and tackle the causality issue (cause-and-effect relationships). 
The differences between fundamental and evaluation research are reca-
pitulated in  Table 2.2 . The latter thus hovers in an  area of tension between 
scientific integrity and usefulness.  On the one hand, evaluation is part of 
empirical social inquiry and has to comply with its rules and standards. 
On the other, it is geared towards providing utilizable findings for the 
improvement of social practice.      

 This aspect of being  geared to assessment and utilization  is one of the main 
prerequisites for evaluation’s being useful. For this reason, evaluations (with 
a few exceptions) cannot be reduced to purely scientific aspirations, but 
are always oriented toward the interests and information requirements of 
those who initiate them, commission them or are affected by them in some 
other way. The main aim is as a rule not to advance general theoretical 
knowledge, but to use scientific procedures and insights to utilize existing 
knowledge in the investigation of client and target-group-related goals (cf. 
Kromrey 2001; Vedung 2000; Patton 1997; Shadish et al. 1991). How far 
scientific-methodological aspirations may be curtailed in favour of gener-
ating practical knowledge with a view to gaining insights as objectively as 
possible is a moot point; it cannot be resolved universally, but only from 
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case to case. However, it is clear that in practice recourse is very often had to 
solutions that are less than optimal from a social scientific point of view. 

 Evaluation research thus distinguishes itself by a special  ‘duality’,  
expressed by the fact that it is on the one hand part of empirical social 
inquiry and avails itself of the latter’s theories and methods, whilst on 
the other it is also part of the political process, which it itself influences 
with its findings. As an instrument for decision-making in political 
control, it is partly exposed to non-scientific demands. On account of 
this duality, various theoretical-methodological approaches have formed 
during the development of evaluation research. These approaches are 
oriented either more toward scientific standards or more toward the 
requirements of clients or the needs of target groups (cf. Chapter 3).  

  2.1.3 A research model for evaluation 

 It being the case that evaluation hovers uneasily in this niche between 
politics and science, what is a research model to look like if it is to allow 
scientific integrity, with its recognized standards such as neutrality and 
objectivity and valid and reliable findings, while not ignoring the polit-
ical contextual conditions? 

 Here, it is useful to apply the  theory-of-science distinction between the 
discovery, research and utilization contexts . According to Max Weber’s 
(1968: 229–277) position on the freedom of science from values, there 
is no question but that all social science description and explanation 
of social circumstances is valuing in as much as the researcher selects 
certain goals from among an almost infinite conceivable number and 

 Table 2.2     Differences between fundamental and evaluation research 

 Criterion  Fundamental research  Evaluation research 

Cognitive aim theory-oriented utilization-oriented
Purpose pure applied
Evaluand freely selectable externally defined
Resources made 

available by
society clients

Time frame not subject to time 
constraints

subject to time constraints

Insights gained for society for decision-making
Conclusions basis for new insights positive or negative 

consequences for 
stakeholders

Benefit everyone (whole world) clients, target groups, 
generally: ‘stakeholders’

Findings interpretation interpretation and assessment
Context no problems as a rule politically sensitive
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works toward achieving them. This  selection of goals  is made against the 
backdrop of certain attitudes. 

 With evaluations, there is only a difference in as much as the evaluand is 
selected and the goals are formulated by the client. Politics, which decides 
what questions are to be investigated with the aid of evaluation and which 
criteria – against the backdrop of certain attitudes – are to be applied in the 
assessment, does not therefore pose a problem for the scientific integrity 
of the evaluation. 

 According to Weber (1968), the  objectivity  of the  description and expla-
nation of facts  should continue to be assured, in other words they should 
remain value-free, such that anyone who has the specialist knowledge 
of the disciplines can see the rationale in them. Scientific statements 
should not be influenced by the value concepts of the researcher. 

 This requirement can also be fulfilled in evaluation. Once the research 
object and questions have been defined, it is the task of the scientist to 
develop a suitable investigation design that allows an objective proce-
dure and makes it reasonable to expect reliable and valid findings. 

 The task of evaluation consists not only in gathering information, but also 
in  assessing  it. However, this assessment has nothing to do with value judge-
ments, the findings being judged instead according to the criteria stipulated 
in the discovery context. By comparing a target value and an empirically 
determined actual value, for example, it can be ascertained whether or not 
certain programme objectives have been achieved. If the aim of a programme 
was to reduce the inequality of opportunities in society by increasing the 
share of working-class children who went to a grammar school from 20 to 
30 per cent, it could be shown by gathering appropriate data whether or not 
the programme had made a contribution if the rise did occur and, if so, how 
much. An assessment could be made as to whether the programme had been 
successful, what had worked well (with regard to achieving the targets) and 
what had not. From that, recommendations that were theoretically sound 
(i.e. that took account of the correlations between variables) and empiri-
cally supported (i.e. data-based) could be derived as to how the programme’s 
objective could be achieved more effectively and / or efficiently. 

 This procedure by no means contradicts Weber’s postulate of freedom 
from value judgements in the research phase, for no value-related state-
ments are made – for example to the effect that a 30 per cent share of work-
ing-class children at grammar schools is not enough to suggest equality of 
opportunities, or that equality of opportunities is not worth striving for 
anyway etc. These would be assessments based on social values such as 
individuality, justice etc., though they do not necessarily have to be the 
subject of evaluation. The admonition that evaluation must either make 
value judgements in the research phase, and that it otherwise chickens 
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out of the process of evaluating (cf. Kromrey 2007: 113ff.), fails to recog-
nize that evaluation does  not  aim to make  value judgements at all . 

 Apart from that, it should be noted that fundamental research, in  inter-
preting its findings,  also has to carry out an assessment (cf. Chapter 5). 
The findings must for example be appraised with a view to their rele-
vance, the significance test serving this purpose in the case of statis-
tical procedures. The significance level arbitrarily set in advance by the 
researcher is nothing more than a decision rule that determines whether 
the findings are to be accepted or rejected (as a chance occurrence). The 
significance of subjective decisions made by the researchers in inter-
pretive procedures becomes even clearer in qualitative social research, 
when for example the meaning is to be grasped in text interpretation 
and recourse has to be had to the researchers’ own understanding of the 
text as a yardstick. These procedures are by no means value judgements 
in the sense Weber indicated either, however, and they are very similar 
to the assessment of circumstances by evaluators described here. 

 If evaluations were allowed to make value judgements, the field would 
mutate into a ‘positive’ (i.e. empirical) social science of the kind Auguste 
Comte (Littré 2005; see also Gane 2006) wished for in the mid-19th 
century: a science that provided the yardstick for decisions about what 
was good in social terms and what was right. But these verdicts cannot 
be arrived at by scientific methods. For this, value judgements are always 
necessary, and they cannot be derived with intersubjective validity from 
empirical data alone. This ambition was neither capable of being fulfilled 
by the sociology of the 19th century, nor can it be honoured by evalu-
ation today. Yet it would not be true to say that sociology or evaluation 
had failed, since this simply cannot be their job. 

 That evaluation certainly can follow scientific principles and be a 
partner to politics at the same time is the basis of an idea referred to by 
Hellstern and Wollmann (1983: 1ff.) as  ‘experimental politics’   2  , according 
to which ‘procedures of systematically gaining experience and insights’ 
can be developed and used as a ‘means of improving political decision-
making’ (Hellstern & Wollmann 1983: 1). For ‘more systematic, more 
long-term’ politics, ‘programme renewals’ should not be initiated and 
evaluated as ‘at-random innovations’, but rather as purposive ‘social 
experimentation’, ‘in order to establish a ‘process of cumulative and 
systematic political learning’ (Hellstern & Wollmann 1983: 68). 

 To this end, the  decisional logic of the experimental procedure  is used 
for policy-making. Before programmes, statutory regulations or social 
services schemes are introduced across the board, and they are tested in 
individual pilot projects or limited regions. With the aid of systematic 
evaluations the results in those regions can be compared with those in 
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which the measures have not yet been introduced (‘control group’). If 
the programme proves itself as measured against the predefined objec-
tives, then it can be extended; if there are no differences between the test 
region and the control region, then the programme must be modified 
or abandoned completely. With this approach, alternative versions can 
also be tested. Examples of large-scale pilot projects are the trials for the 
comprehensive-school concept, field experiments on TV text systems 
and cable TV, and the urban development programme ‘socially inte-
grative city’  3   involving both the federation and the  länder  (cf. Kromrey 
2003: 105). In development cooperation, this approach is very wide-
spread. Since the necessary funds are lacking, innovative solutions are 
as a rule first tested in pilot projects before being introduced across the 
board. 

 In such a procedure, evaluation, as an accompanying scientific study, 
supplies the data and makes the assessments necessary for such deci-
sions. For this, it is necessary to  record the initial situation  (baseline) before 
programme interventions take place, and  measure the interventions  (input) 
and the  generated outputs  in the context of the programme,  the achieve-
ment of targets  (outcome) and the  impacts  brought about (cf. Section 
3.5.3 for the ‘logical models’ on which this sequence of events is based). 
In measuring impacts, care should be taken that both the intended and 
the unintended impacts are recorded and assessed. Not least of these, 
the task of  attributing causes  also needs to be solved, –  i.e. the question of 
which of the intended and unintended impacts observed are attributable 
to the programme interventions. Finally, the evaluation findings need 
to be assessed. For this, the criterion of achieving targets (effectiveness) 
is only one among several. The programme can also be assessed with a 
view to its efficiency, its impact balance sheet (between intended and 
unintended impacts), its sustainability (in the case of ex-post analyses), 
its ecological soundness etc. (cf. Section 2.2.4). 

 To make this clear once again: in an evaluation, an assessment is made 
by applying fixed criteria of whether and to what extent certain goals 
have been achieved and whether and to what extent the programme 
measures have contributed to this. Assessments are thus made about the 
extent to which a programme has contributed to the achievement of 
certain predetermined social objectives (and what intended and unin-
tended impacts came about in the process). However, no value judge-
ments are made as to whether or not certain social objectives ought in 
principle to be striven toward. These are political statements that are 
to be made in the utilization context of investigations. For this reason, 
decisions regarding the recommendations submitted by an evaluation 
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and their implementation are no longer part of evaluation, but part of 
politics, administration and management. 

 As called for by Max Weber (1968: 229–277), findings from science 
are used to achieve political, social, economic and other aims, not 
within the research context but outside it, i.e. in the  utilization context  
(cf. Table 2.3). This also applies to evaluation. Like scientists, evaluators 
do not determine the realization of social objectives. With their evalu-
ations they merely provide options for action and assess them with 
regard to criteria that have previously been stipulated and rendered 
transparent by applying the method of systematic comparison with 
the help of empirically gathered data. These assessments are intersub-
jectively verifiable and anyone, applying different criteria, can arrive 
at different assessments. 

 Up to this point, no value judgements are involved, because the 
programme is only being assessed with regard to the  instrumental achieve-
ment of targets , i.e. whether or not it makes a contribution to achieving 
a social target that has been selected on the basis of certain value posi-
tions. The value position on which that is based (for example: should 
society create equality of opportunities at all?), on the other hand, is 
not assessed by evaluation. This is a decision to be made outside the 
research process in the utilization context. According to this model it 
is neither necessary to link the act of evaluating (in the true sense) to 
anything outside the evaluation, nor to make value judgements in the 
research process.      

 This line-up is similar to the position of the ‘value-sensitive evalu-
ator’ described by Karlsson and Conner (2006: 232ff.), according to 
which it is possible and desirable to separate politics and science: ‘in 
the operational, information-finding aspects, however, the evaluator 
can and should stay separate from the political component’ (2006: 
233). The research model developed here goes beyond that, as it sees 
 instrumental assessment  as  part of the research process  too, and only allo-
cates the  value-related judgement  of socially desirable circumstances and 
the decisions to be taken in making that judgement to the  utilization 
context .   

 Table 2.3     Roles of politics and science in the research process 

context of discovery politics/society

research context Science
utilization context politics / society
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  2.2 Fundamental principles 

  2.2.1 Definitions 

 The time has now come to define the term evaluation  4   more closely. 
It was pointed out at the beginning that evaluation goes a long way 
back in human history, that it is used for an enormous variety of 
purposes and can involve some very different procedures. Against this 
backdrop, it is hardly surprising to hear it said that ‘evaluation’ is an 
‘elastic word’ which ‘stretches to cover judgements of many kinds’ 
(Weiss 1974: 19). 

 A review of the previous remarks about evaluation shows that the use 
of the term always includes an  assessment or judgement of a circumstance 
or object on the basis of information . This meaning does indeed correspond 
to its Latin origin, which is put together from the word  valor  (value) and 
the prefix  e  or  ex  (from). This gives us ‘to draw a value from something’, 
in other words to carry out a valuation.  5   But there is also a third element: 
evaluations are conducted in a purposeful way. Information is gathered 
and assessed in order to make a contribution to decision-making. 

 It could thus be noted that evaluation is an  instrument for the empirical 
generation of knowledge , which is  linked to an assessment  so that  purposeful 
decisions  can be made. These three aspects of evaluation are reflected in 
most popular attempts at definition, which render this basic paradigm 
more precisely. Donna Mertens (1998: 219), for example, suggests that 
‘evaluation is the systematic investigation of the merit or worth of an 
object (program) for the purpose of reducing uncertainty in decision 
making’. 

 This aspect of the assessment of the ‘merit or worth’ of an object (also 
generally referred to as an ‘evaluand’) is to be found in many defini-
tions of evaluation, for example in Scriven (1991: 139), who defines it 
as follows: ‘Evaluation refers to the process of determining the merit, 
worth, or value of something, or the product of that process’. Sometimes 
a distinction is made between ‘merit’ and ‘worth’, with the term ‘merit’ 
being used to denote the context-free qualities immanent to the evaluand 
(intrinsic). For example the value of a curriculum in itself, independent 
of its context-related application. ‘Worth’, on the other hand, is used 
to refer to the context-determined value, which duly varies depending 
on that context; for example the worth of a curriculum for teaching 
a certain child in a certain environment. On the basis of this distinc-
tion, Lincoln and Guba (1986a: 550) offer the following definition: an 
evaluation is ‘a type of disciplined inquiry undertaken to determine the 
value (merit and / or worth) of some entity – the evaluand – such as 
a treatment, program, facility, performance, and the like – in order to 
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improve or refine the evaluand (formative evaluation) or to assess its 
impact (summative evaluation)’. 

 In definitions of evaluation the purposes the evaluation is to serve 
are sometimes also specified. As for example the definition by Mertens 
(1998: 219) already quoted here, in which the purpose of reducing 
uncertainty in decision-making is cited. Patton’s (1991: 139) definition 
contains a large number of possible functions for evaluation. ‘Program 
evaluation is the systematic collection of information about the activi-
ties, characteristics, and outcomes of programs to make judgements 
about the program, improve program effectiveness, and / or inform 
decisions about future programming’. 

 Some definitions refer to the procedures to be used, as for example 
in Scriven (1991: 139): ‘the evaluation process normally involves some 
identification of relevant standards of merit, worth, or value; some 
investigation of the performance of the evaluands on these standards; 
and some integration or synthesis of the results to achieve an overall 
evaluation or set of associated evaluations’. 

 Rossi, Freeman and Lipsey’s (1999: 4) definition cites not only the 
methodological procedure but also a precise purpose:

  Program evaluation is the use of social research procedures to 
systematically investigate the effectiveness of social intervention 
programs. More specifically, evaluation researchers (evaluators) use 
social research methods to study, appraise, and help improve social 
programs in all their important aspects, including the diagnosis of 
the social problems they address, their conceptualization and design, 
their implementation and administration, their outcomes, and their 
efficiency.   

 As stated at the beginning, the term evaluation is in widespread use. 
Thus there are, apart from these scientific definitions, a large number of 
other meanings of the word in everyday life that can cause confusion if 
they are not clearly defined  6  . In its least specific form, evaluation means 
nothing more than that something is assessed by someone applying 
some criteria in some way (cf. Kromrey 2001: 106). In a procedure of this 
kind, neither intersubjectively verifiable nor uniform findings are to be 
expected. Depending on who gathers and assesses the information and 
what criteria and methods are used, different assessments will be arrived 
at for the same evaluand or circumstance. 

 It is true that in a political context considerably more specific defi-
nitions of evaluation are used, but it should be noted that some very 
diverse procedures are denoted by the same term. The measurement of 
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efficiency in economic contexts, for example, is referred to as evaluation 
just as much as the analysis of the efficiency of organizations carried 
out by experts (e.g. the evaluation of scientific institutions), or even the 
involvement of evaluators in the process of developing or optimizing 
action programmes in a deliberative and moderating capacity. These 
days, people seem happy to refer to almost any form of report as an 
evaluation. 

 What with this inflationary use of the term, even ‘common or garden 
variety’ survey research appears to be dressed up as evaluation. The 
recording and analysis of assessive (i.e. ‘evaluating’) statements from 
respondents who have a calculable relationship to the evaluand such as 
customers, clients, affected parties, participants etc. is presented as eval-
uation. Although no specific evaluation design exists, subjective value 
judgements and assessments, utterances of satisfaction or information 
relating to acceptance are recorded. The only difference between this and 
popular opinion research is that it aims to record not opinions but assess-
ments or estimates of people’s satisfaction (cf. Kromrey 2001: 106f.). 

 If this use of the term is contrasted with the scientific understanding 
of evaluation presented above, it becomes clear in spite of the heteroge-
neity noted that  scientifically conducted evaluations  distinguish themselves 
by the facts that (1) they relate to a clearly defined object (e.g. political 
intervention measures, projects, programmes, policies etc.), (2) objecti-
fying empirical data gathering methods are used to generate informa-
tion and (3) the assessment is carried out explicitly on the circumstance 
to be evaluated and applying criteria that are precisely stipulated and 
disclosed (4) with the aid of systematically comparative procedures. The 
evaluation is (5) as a rule conducted by persons with appropriate special 
skills (evaluators) (6) with the aim of making decisions relating to the 
evaluand. 

 From the above remarks, it is clear that in an evaluation it is very 
much a question of  what is being evaluated, for what purpose, by whom 
and applying what criteria.  This fact is, however, often neglected in public 
discussion, when evaluation findings are brought to bear in all kinds 
of different explanation context and all kinds of different objective are 
thus pursued with them. If evaluations are not conducted professionally 
by suitably qualified people, applying scientific criteria and adhering to 
professional standards – in other words when they are  everyday evalua-
tions  – they are encumbered with considerable  risk . Circumstances can 
for example be presented one-sidedly or even ‘falsely’; certain stake-
holders’ interests may be over- or undervalued; the criteria applied may 
not be uniform. It may also be the case that unsuitable designs or survey 
methods were used in asking the questions, that the real target groups 
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were not the ones actually examined or even that the ‘wrong’ questions 
were answered. In such cases evaluations represent a  source of risk , for 
the basis on which assessments or decisions are made only seems to 
be rational. In addition to that, evaluations conducted unprofessionally 
can more easily be abused for manipulative purposes than their profes-
sional counterparts, though of course the latter are not immune to abuse 
either. 

 To minimise this risk and exploit the utilization potential of evalua-
tion in the best possible way, each professionally conducted evaluation 
should tackle the following  questions:   

    (1)     What  (which object) is being evaluated?  
   (2)     For what purpose?   
   (3)     Applying what criteria?   
   (4)     By whom?   
   (5)     How  (i.e. with what methods)?    

 Since the way in which these questions are answered has a very deci-
sive influence on the respective evaluation result, they will be examined 
more closely in the section that follows.  

  2.2.2 What is to be evaluated? Evaluands 

 In principle, there are hardly any restrictions that apply to the selec-
tion of an evaluand.  Objects of assessment  can be laws, products, serv-
ices, organizations, people, processes, social states of affairs of any kind 
whatsoever, or even other evaluations. Often, however, the objects 
investigated and assessed in evaluations are reform measures, projects, 
programmes or policies. 

 A  ‘policy’  can be defined as a self-contained strategy for action relating 
to a specific topic or problem (cf. Bank & Lames 2000: 6).  7   These strate-
gies are sometimes rather nebulously worded and, looking far ahead, 
represent visions, though they do sometimes specify concrete opera-
tions. What they have in common is that they postulate objectives 
defined as being desirable, whatever their nature (cf. Bussmann et al. 
1997: 66f., 83). In order to be able to achieve these objectives, detailed 
implementation plans are necessary, which are as a rule operationalized 
in coordinated programmes, projects and individual measures. An  inter-
vention measure  is the smallest action unit.  Projects  consist of a group of 
individual measures, and  programmes,  in turn, of a series of interrelated 
projects. Together, they form the primary means with which govern-
ments and their administrations channel resources in order to realize 
their political strategies. 
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 According to Hellstern and Wollmann (1984: 7), programmes are 
complex action models, ‘which are geared to the achievement of certain 
objectives and based on certain strategies for action which seem appro-
priate to those objectives, and for the carrying out of which finan-
cial, human and other resources are made available’. Scriven (2002: 
285) understands by a programme ‘the general effort that marshals staff 
and projects toward some (often poorly) defined and funded goals’. 
Royse et al. (2001: 5) define a programme as ‘an organized collection of 
activities designed to reach certain objectives’. Projects are referred to as 
‘the primary means through which governments ( ... ) attempt to trans-
late their plans and policies into programs of action’ (Rondinelli 1983: 
3). Regardless of how comprehensive or detailed development plans and 
strategies for action are, ‘they are of little value unless they can be trans-
lated into projects or programs that can be carried out’ (ibid.). 

 Viewed  instrumentally,  programmes and projects are groups of meas-
ures for achieving fixed planned objectives, by which the intention 
is to introduce innovations within social systems. From an  organiza-
tional  point of view, they are units equipped with material and human 
resources and embedded in an organization (the provider), which in 
turn is a component in a wider systemic context. Via programme/project 
interventions impacts can be triggered in the provider or its environ-
ment (e.g. the target groups, recipients of benefits [impactees] or enti-
tled parties [awardees]). 

 According to Royse et al. (2001: 5ff.) the  characteristics of good 
programmes  include:

   •     qualified personnel  
  •     a budget of their own  
  •     stable allocation of funds  
  •     an identity of their own  
  •     an estimate of requirements based on empirical findings  
  •     a ‘programme theory’ about the causal action of the programme  
  •     a service philosophy and  
  •     an empirically based evaluation system for the examination of 

programme results.    

 While the support of programmes is time-limited, institutional funding 
is not. This is obviously the most important difference between both 
kinds of support (cf. Kuhlmann & Holland 1995: 14). 

 When programmes are the subject of evaluations, the client is mostly 
interested in the question of whether the targets striven toward in 
the programme are achievable (preformative/formative) or have been 
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achieved (summative). The target specifications are compared with the 
actual status, measured at the point in time when the evaluation is 
conducted. The more the actual value corresponds to the target speci-
fications (or perhaps even surpasses them), the better the assessment 
of the result. There is however a number of problems associated with 
 objectives-oriented evaluations,  which can make it far more difficult to 
conduct them. This is particularly the case if programme objectives 
have not been clearly worded or are lacking altogether; if there are 
other, competing (informal) target specifications alongside the officially 
declared objectives; if not all the actors (for example in an organization 
which is implementing a programme) are pursuing the same aims or if 
the objectives turn out to have undergone major change over time. 

 Conversely, the evaluation itself can influence the  target formulation 
process . If it is assumed in a programme that its success will be measured 
mainly in terms of how far it has achieved its targets, there is a great 
temptation either to formulate the targets loosely so that there is plenty 
of room for interpretation, or to set the thresholds for achievement of 
those targets very low so that they will be met whatever happens. Those 
responsible for the programme will tend to avoid demanding target 
formulations in order not to court failure. In such situations, evalua-
tions based on mere comparisons of targets and achievements run the 
risk of serving as nothing more than a way of announcing that the eval-
uation has been conducted. Evaluations which stay at this level can thus 
cannot make very much of a contribution to solving implementation 
and development problems or increasing the effectiveness of projects 
and programmes, since they hardly have any capacity to bring about 
change (cf. also Section 3.4.1). 

 Regardless of these problems, objectives-oriented evaluations also 
carry a risk that unintended impacts may be systematically obscured 
from view (tunnel vision). Yet these impacts are just the ones which can 
prove interesting and important and thus vital to the assessment of the 
success, effectiveness or sustainability of a programme. 

 As a way of getting round these problems,  impact-oriented evaluation  
may be a good  alternative .  Impact-oriented evaluation  does not prima-
rily investigate the objectives of a programme, but attempts, guided by 
hypotheses, to track down potential impacts. The evaluation approach 
developed by the CEval, for example, through which the search for 
intended and unintended impacts can be directed and structured, is 
suitable for this (cf. Section 2.3). 

 Although the term ‘impacts’ is a key factor in evaluation, it is not 
always clear what it actually means. It is often confused with the term 
‘output’.  Outputs  are the products or services made or rendered by an 
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organization, such as the number of meals distributed, the number of 
patients treated, the number of consultations undertaken etc.  Impacts  
are the changes which are consequences of those outputs – for example 
people who are no longer hungry, the improved state of health of those 
treated, or people who, having been advised, now know what to do. 

 When taking stock of the impacts of a programme, any  unintended 
consequences  must not be neglected, for the quality of a programme 
cannot be contemplated in isolation, but only in the whole of its 
complexity. This therefore also includes unexpected and undesired 
impacts. Impacts can then be categorized according to whether they are 
 intended (planned)  and in accord with the objectives of the programme 
or range of services, or  unintended (unplanned) . Intended impacts will, as 
a rule, be assessed positively with regard to the achievement of targets, 
whilst unintended impacts can turn out to be both positive – when they 
support the achievement of the targets – or negative when they go against 
it. Intended negative impacts are certainly also possible – for example 
if certain anticipated disadvantages connected with a programme are 
consciously tolerated. Whether an impact is assessed as intended or 
unintended, positive or negative, of course depends on the objectives of 
the programme, and not least also on the point of view of the observer. 

 There would, for example, be positive intended impacts if an injec-
tion of funds into the school system led not only to more teachers being 
engaged, but also to smaller classes, so that the pupils could learn more. 
An undesired effect might be that fewer qualified teachers were engaged 
because not enough of them were available, so that the quality of educa-
tion at the schools actually dropped instead of rising as intended. 

  Impacts  can manifest themselves in the changing of  structures, processes  
or  individual behavioural patterns . There would for example be a change 
in structure if the Education Act or the curricula were changed in order 
to increase the amount of practical work done in class. Process impacts 
would be brought about if, for example, the syllabus were imparted 
more interactively and less didactically. For this to happen, the indi-
vidual behavioural patterns of the teachers would also have to change – 
for example by their adapting the style of their lessons and teaching 
according to the new curricula. 

 According to this concept, impacts can be classified analytically in 
three dimensions (cf.  Table 2.4 ): 

  1st dimension: structure – process – behaviour  
 Impacts can relate to structures (e.g. of organizations or social subsys-
tems), processes and/or individual behavioural patterns. 
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  2nd dimension: planned – unplanned  
 Impacts can occur as planned (intended) or unplanned (unintended). 

  3rd dimension: positive – negative  
 Impacts which occur as planned or unplanned can either support the 
objectives of the programme or output (+) or go against them (−).        

 As the  aim of impact-oriented evaluations  is to ascertain with the greatest 
possible degree of reliability whether or not an intervention is having 
the intended impacts, the influences of other factors that might also 
be responsible for the changes measured need to be eliminated. Causes 
thus need to be attributed very carefully in the network of observed 
impacts. This is one of the greatest challenges that an evaluation faces. 
The main reason is that the social world is highly complex, which is to 
say that most social phenomena have many different causes. In addi-
tion, interventions as a rule have only a rather limited area in which 
to operate and a low potential for bringing about change. Often, the 
outcomes of programmes or outputs are only poorly developed and 
there is a risk, even if the analyses are carried out professionally, that 
they may, in the general hubbub, not even be recognized at all (cf. 
Section 5.4). 

 A distinction needs to be made, in the identification of outcomes 
and their causal factors, between  ‘gross outcome’,  which comprises all 
outcomes, and  ‘net effects’  such as are to be attributed to the interven-
tion alone: ‘Net effects are the changes on outcome measures that can be 
reasonably attributed to the intervention, free and clear of the influence 
of any other causal factors that may also influence outcomes’ (Rossi, 
Freeman & Lipsey 1999: 240ff.). 

 There are also  effects  that are caused by  other factors  (‘extraneous 
confounding factors’). These include all the outcomes which have come 
about in addition to and independently of the intervention. Apart from 
these there are also  design effects , i.e. measurement errors and artefacts 
which can be attributed to the investigation process itself. This circum-
stance can be illustrated as follows (cf.  Figure 2.1 ).    

 Table 2.4     Impact dimensions 

Impact dimension Planned Unplanned

Structure + − + −
Process + − + −
Behaviour + − + −
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 The objective of an evaluation consists in cleansing the gross outcome 
of these extraneous confounding factors and design effects so that the 
net effects and their causes can be isolated. In this way, erroneous rival 
explanations of the outcomes observed can be excluded. 

 These may also be the results of endogenous and/or exogenous change 
or the occurrence of ‘historical events’. There will be an  endogenous  
explanation when a critical status which was to be remedied by means 
of certain intervention measures disappears of its own accord. Many 
people recover from acute illness without being treated by a doctor, for 
example. This endogenous change is referred to in medicine as ‘sponta-
neous remission’. If new medication is tested in pharmacological experi-
ments, the self-healing powers of the human body are therefore taken 
into account – as part of the ‘gross outcome’. 

 In a road-building project the intended aim might be to increase the 
welfare of certain farmers by enabling them to get into town more easily 
using the new road, thus increasing their sales market and bringing 
about an improvement in their welfare. However, an endogenous 
process of change could also be responsible for the increase in welfare 
observed, –for example if the farmers planted crops that yielded more or 
were more marketable, developed new sales markets for themselves or 
found new sales channels. 

 The increase in welfare among the farmers’ families could further-
more be the consequence of an  exogenous  change. General structural 
trends such as an overall economic upturn may have led to an increased 
demand for agricultural produce and thus be responsible for the boost to 
the farmers’ welfare. Or a prolonged period of favourable climatic condi-
tions may have brought better harvests. 

 Finally, a  sudden event  may also render the outcomes of an interven-
tion stronger or weaker. The construction of another road, for example, 
might simultaneously make it easier for people from another region to 
make their way to the market and thus bring about a surplus, causing 

Gross outcome

Net outcomes

= + +

Effects of
intervention

Net effects

Extraneous
confounding

factors

Design effects

 Figure 2.1      Impact formula  
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prices to fall. Or a storm might damage the road, rendering it impass-
able. A positive scenario is equally conceivable: if for example after a 
change of government, some privilege is granted to the farmers in the 
region concerned on account of their political allegiance or for family or 
ethnic reasons, and their earning capacities improve for that reason. 

 It should be noted here that some very diverse objects and circum-
stances can be objects of evaluation (evaluands). Often, it is programmes 
and other politically ordained measures, in the evaluation of which the 
achievement of targets is mainly to the fore. Having said that, a number 
of problems can occur, so that it may well be a good alternative to orient 
the evaluation toward the impacts brought about by the evaluand. 
Whatever happens, it is necessary to come to terms with the meaning of 
the term ‘impacts’. Here the suggestion has been made that impacts be 
determined analytically in three dimensions and that a distinction be 
made between gross outcome and net effects.  

  2.2.3 For what purpose is the evaluation being conducted? 
Objectives and tasks 

 As explained in Chapter 1, evaluation can serve three superordinate 
purposes:

   •      social enlightenment,  in order to examine the relevance of policies 
applying generally accepted standards and values  

  •     the  procurement of legitimacy for democratic regimes , in order to put the 
credibility and acceptance of political decisions on a rational, verifi-
able basis  

  •     the  optimization of programme management  in order to increase the effec-
tiveness, efficiency and sustainability of projects and programmes.    

 In the section that follows, it is mainly  programme evaluation  which is 
highlighted. Its main task is to procure and assess information for deci-
sions in control and management processes. 

 In this context, evaluations can fulfil four functions, which can be kept 
apart analytically although they are closely connected. Having said that, 
it does make sense to distinguish between them, because depending on 
the topic or topics selected different approaches and concepts may be 
used. The four functions referred to are as follows:

    (1)    the gaining of insights  
   (2)    the exercising of control  
   (3)    the initiation of development and learning processes  
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   (4)     the legitimation of the measures, projects or programmes 
implemented.         

 In detail:

    a)    Evaluations are intended to supply  insights , for example in order to put 
management decisions on a rational basis. Someone may for example 
be interested in knowing whether or not the programme is developing 
smoothly, what the requirements of the target group are, whether the 
measures are actually reaching the target group, how things are going 
with regard to the acceptance of the programme, whether the imple-
menting organizations are in a position to implement the programme 
effectively and efficiently, how the framework conditions have changed, 
what effect this has had on the development of the programme or 
the achievement of targets and the programme impacts, what contri-
butions the programme has made to solving the problem concerned, 
what degree of sustainability the programme has achieved, whether or 
not the changes observed really can be attributed to the programme 
or to other factors etc. The information is gathered with the purpose 
of gaining insights, so that these can be judged by applying the agreed 
assessment criteria, or the assessment criteria already prescribed in 
the programme and management decisions derived from them. The 
insights presented by the evaluators and their assessments do not 
necessarily have to be in harmony with the assessments made by the 
entities implementing the programme or the target groups, and the 
latter may, in turn, also differ from one another. 

Insight Control

Development Legitimation

Evaluation

 Figure 2.2      Main functions of evaluation  
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   It is true that evaluations are often – but not always – commis-
sioned by sponsoring or implementing entities. Scientific evaluations 
distinguish themselves mainly by having a cognitive interest. It is 
then not primarily a matter of gaining information in order to ration-
alize a decision or decisions, but of analysing internal structures and 
processes in the politico-administrative system. Such insights, gained 
in the immediate social field, feature a degree of external validity that 
can hardly be achieved in any other way (cf. Kromrey 2001: 114).    

   b)    Without gaining insights, in other words knowledge about the devel-
opment of structures and processes, no evaluation would be able to 
create benefit. Yet it is not always the decision-making that is to the 
fore in the utilization of the insights, but the  control . In this case it is 
above all a matter of ascertaining whether or not the objectives stipu-
lated in the planning phase have been achieved. ‘Success’ criteria such 
as effectiveness, efficiency, acceptance or sustainability can be used 
for this. Alongside legitimacy control (courts), political control (poli-
tics) and efficiency control (courts of auditors), ‘control’ evaluations 
are a further way of examining administrative action (cf. Kromrey 
2001: 115). Even if evaluations are not primarily intended to serve 
the purpose of control, they do as a rule reveal whether or not all 
those involved in a programme are fulfilling their tasks, meeting the 
obligations to which they have committed themselves, and whether 
or not their qualifications and competence are sufficient etc. In other 
words, directly or indirectly, some form of control is associated with 
every evaluation.  

   c)    Both insight-oriented and control-oriented evaluations provide find-
ings that can be used for the  development  of a programme. When find-
ings are disclosed, a  dialogue  between various different stakeholders 
(sponsors, the implementing organization, target groups, other stake-
holders) becomes possible. On the basis of the findings, for example, 
a summary can be made, jointly and in a way that is transparent 
for all, of how successfully the cooperation is going, in what areas 
the greatest successes can be recorded and where deficiencies have 
occurred, so that conclusions can be drawn as to how to proceed. In 
this function of evaluation,  learning processes  are to the fore, and these 
are intended to be used for the further development of programmes. 
As will be shown later, this function plays a pivotal role in formative 
(programme-shaping) evaluations.  

   d)    Another function of evaluation consists in  legitimizing  programmes 
or measures that have already been implemented. The data obtained 
with the aid of an evaluation make it possible to prove in a verifi-
able way what outputs and impacts have been achieved over time, 
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and with what inputs. This makes it possible for funding and imple-
menting organizations to demonstrate how efficiently they have 
handled funds and what degree of efficiency their projects and 
programmes have achieved. With ex-post evaluations, statements 
can also be made about the sustainability of programme impacts. 
Particularly when funds are scarce, this function of evaluation 
becomes more important, since programmes often compete with one 
another and policymakers have to set priorities and make choices. 
Applying evaluation criteria (e.g. effectiveness, efficiency, relevance, 
sustainability etc.), the legitimation of programmes or measures can 
be demonstrated and communicated. However, it is often the case 
that evaluation findings are put to internal use only, i.e. not made 
transparent to the general public and not used for legitimizing the 
work of clients or policymakers.  

   e)    Very often, evaluations are also attributed with  ‘tactical’ functions . 
This is said to be the case if their findings are only to be used to legiti-
mize certain political decisions (sometimes even after the event), for 
example because a programme is to be continued or discontinued. 
Meanwhile, it has also become ‘chic’ for politicians ‘to use evaluations 
as baubles or as bolsters’ (Pollitt 1998: 223), as decorative symbols of 
modern politics, without actually intending to put their findings to 
any use. This kind of ‘tactical’ function can however hardly be recon-
ciled with the real purpose of evaluations. It would be nearer the 
mark to say that it represented their pathological side.    

 Specifying a priority function governs the approach and determines 
how evaluations are designed and conducted. Evaluations may not only 
perform different functions, but they may also, in the individual phases 
of programme development, pursue different analysis perspectives and 
cognitive interests (cf.  Table 2.5 ). They can be used to  

    (1)     improve the planning of a programme or measure (ex-ante evalua-
tion) (cf. Rossi, Lipsey & Freeman 2004: 336ff.)  

   (2)     observe implementation processes (ongoing evaluation) or  
   (3)     determine the effectiveness and sustainability of interventions ex-post 

(ex-post evaluation) (cf. Rossi, Lipsey & Freeman 2004: 360ff.).          

    (1)     If an evaluation is oriented toward the  programme development 
phase , including its conceptualization and planning, its main task 
is to examine ‘the material, human, institutional, financial, theo-
retical framework conditions of a programme’, in order to make a 
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contribution to the programme design (cf. Brandtstädter 1990: 217). 
Estimates should be made as early as possible regarding the nega-
tive effects of the programme and its chances for sustainability, in 
order to find out whether or not it is sustainable in the long term 
and will continue to have the desired impacts after the end of the 
funding period. Such investigations are referred to as  ‘ex-ante’, ‘input’  
or  ‘preformative evaluations’  (Scriven 1991: 169).  

   (2)     During the  implementation phase  the evaluation primarily supports 
the programme managers in management. As information about 
the way the programme is going and the programme results is 
collected, systematized and assessed, the intention is to provide aids 
to decision-making for implementation and enable corrections to 
be made to the programme design (cf. Rossi et al. 1988: 12, 31, 63; 
Wottawa & Thierau 1990: 54). Such evaluations with the pressing 
aim of providing management with information relevant to control 
by monitoring programme development and the implementation 
of the planning specifications and verifying the achievement of 
targets, are referred to as  ‘ongoing ’ or  ‘formative evaluations’  (Scriven 
1991: 169) or as ‘accompanying research’ (Rossi et al. 1988: 11). They 
concern themselves with the same phase of the political process as 
implementation research and pursue similar aims.  

   (3)      After the conclusion of the implementation  of a programme, the evalu-
ation has the task of recording and assessing the full scope of the 
impacts triggered by the programme, discovering correlations, and 
minutely investigating the causes of the impacts observed (causality 

 Table 2.5     Dimensions of evaluation research 

 Phases of programme 
process 

 Analysis 
perspective 

 Cognitive 
interest 

 Evaluation 
concepts 

programme draft/
planning phase

ex-ante  ‘analysis for policy’ 
 ‘science for 

action’ 

preformative/
formative: 
actively shaping, 
process-oriented, 
constructive

implementation phase ongoing both possible formative/
summative: both 
possible

impact phase ex-post   8    ‘analysis of policy’ 
 ‘science for 

knowledge’ 

summative: 
summarizing, 
recapitulating, 
results-oriented
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issue) (cf. Scriven 1991: 340). Such  ‘ex-post evaluations’  also have the 
important task of investigating the sustainability of projects and 
programmes.    

 Evaluations can thus be more  formative , i.e. actively shaping, process-
oriented, constructive and communication-promoting, or more  summa-
tive , i.e. recapitulating, summarizing and results-oriented. 

 As there are hardly any opportunities for a summative evaluation in 
the planning and design phase of a programme, any evaluation at this 
stage can only be of a formative character. In the implementing phase 
both formative and summative evaluations are possible. Ex-post anal-
yses are as a rule summative, there being no shaping aspect. With the 
appropriate information feedback loops for follow-up projects they can 
however also take on formative significance. 

 This observation is also a good indication of the  benefit  the evaluation 
of projects and programmes can create:

    (1)     Evaluations can (preformatively) serve to examine the  prerequisites for 
implementing a programme  and then (formatively) to observe the  work 
processes . This is a question of identifying problems in the imple-
mentation of a programme and of whether or not schedules can be 
adhered to. In this context it is also necessary to find out whether 
or not the measures are accepted by the various stakeholders, what 
conflicts of interest arise, whether or not qualified staff are available 
in sufficient numbers to implement the measures, how the commu-
nication and coordination of the executive entities with one another 
and with the target groups of the programme functions, whether 
or not the technical and financial equipment is sufficient for the 
achievement of the targets, whether or not the innovations intro-
duced with the programme are likely to lead to the right results etc.  

   (2)     One prominent task of evaluations, as has already been explained, 
consists in drawing up an  overall balance sheet of the impacts . This 
balance sheet comprises an examination of the extent to which the 
 targets have been achieved,  by means of a  ‘comparison of targets and 
actual achievements’  involving the target values stipulated in the plan-
ning phase, and actually goes far beyond this by recording as many 
as possible (ideally all) of the impacts triggered by the programme 
interventions. It is not until an  overall balance sheet of the impacts  
has been drawn up that it becomes clear whether it is the positive or 
negative effects of a programme that predominate.  
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   (3)     Evaluations are not only supposed to ascertain whether or not one 
is ‘on the right road’  (process observation),  in other words whether or 
not one might expect that the targets can be achieved to the extent 
planned, with the material and human resources envisaged, in the 
prescribed period of time, but also whether or not one is ‘doing 
the right things’. That is to say that evaluations question the very 
objectives of a programme or measure. It is a matter of investigating 
whether or not  relevant development or innovation outputs  can be 
generated with the programme at all, or if it would be better to set 
off in a completely different direction.  

   (4)     It is of course not sufficient to register impacts and assess their 
contribution to development; the question of whether or not the 
intended and unintended impacts observed are to be attributed 
to the programme at all  (attribution problem)  or to external factors 
( causality problem ) is also of vital significance.     

  2.2.4 What assessment criteria are to be applied? 

 Before circumstances or objects are assessed by one or more people, 
the criteria according to which the assessment should be carried out 
need to be determined. The fact that the  assessment criteria  selected 
can of course vary greatly is already one reason to expect a great 
variety of evaluation results. If for example someone gets his friends 
(‘evaluators’) to assess a film (‘evaluand’) so that he, as the ‘user of the 
evaluation results’, can make a decision on whether he wishes to see it 
or not, the assessments will be dependent on the criteria applied to a 
crucial extent; for example on whether the ‘evaluators’ apply criteria 
which involve the dramaturgy, the most impressive action sequences, 
how convincing the respective actors were, the principal gags, the 
logic of the plot etc., or indeed a combination of all or any of these. 

 Unlike  series  of standards such as those posted by the ISO  9   and the 
parameters laid down in quality management models such as those of 
the EFQM,  10   evaluation cannot have recourse to a fixed canon of assess-
ment criteria (cf. Stockmann 2008: 21ff.). Indeed, in view of the great 
variety of tasks evaluation faces and objects it investigates, this would 
not make much sense. Very often, however, the assessment criteria 
are oriented toward the benefit of an object, circumstance or develop-
ment process for certain people or groups. For example, the following 
criteria might be suitable for the assessment of a funding programme 
to improve equality of opportunities in the education sector:
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  ●      an increase in the proportion of children from lower social strata or 
with an immigrant background who succeed in passing from primary 
to secondary school (e.g. middle school, grammar school etc.)  

  ●     a reduction in the number of those children who have to repeat a 
school year  

  ●     an improvement in the performance of those children in school 
performance tests in the various different types of school  

  ●     an increase in the proportion of those children who have middle 
school or grammar school leaving qualifications  

  ●     an increase in the proportion of those children who begin and 
complete studies at a university  

  ●     an increase in the proportion of girls in the group who make the 
transition to a middle or grammar school etc., obtain leaving qualifi-
cations there and enrol for and complete studies at a university.    

 After Dror (1968: 28); Vedung (2000: 224) cites the following points of 
reference for assessments in evaluations:

    (1)      Historical comparison:  how does the output achieved compare with 
that achieved in the past?  

   (2)      Intranational comparison:  how does the output achieved measure 
up to that of similar institutions in the same regional or national 
area?  

   (3)      International comparison:  how does the output achieved measure up 
to that of similar institutions in other countries?  

   (4)      Standard values:  how does the output observed stand as compared 
with the best empirical practice?  

   (5)      Targets:  does the output measured meet the formulated target 
dimensions?  

   (6)      Target group expectations:  does the output achieved fulfil the expec-
tations of the target groups (audiences)?  

   (7)      Stakeholders’ expectations:  does the output achieved come up to the 
expectations of other stakeholders?  

   (8)      Professional standards:  do the outputs correspond to widely accepted 
professional standards?  

   (9)      Minimum:  is the output achieved high enough to meet minimum 
requirements?  

   (10)      Optimum:  is the output achieved as high as it could be when 
compared with an optimum model?    

 Binding evaluation criteria have been established in individual 
policy fields. This applies particularly to development cooperation, 
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which is among the best evaluated areas. Of particular importance here 
is the Development Assistant Committee (DAC) of the Organization 
for Economic Cooperation and Development (OECD), toward which 
many national organizations orient themselves. The DAC applies 
the following criteria for the evaluation of development cooperation 
programmes:  11     

 Relevance: The extent to which the aid activity is suited to the priorities 
and policies of the target group, recipient and donor. 

 Effectiveness: A measure of the extent to which an aid activity attains 
its objectives. 

 Efficiency: Efficiency measures the outputs – qualitative and quantita-
tive – in relation to the inputs. It is an economic term that signifies 
that the aid uses the least costly resources possible in order to achieve 
the desired results. This generally requires comparing alternative 
approaches to achieving the same outputs, to see whether the most 
efficient process has been adopted. 

 Impact: The positive and negative changes produced by a development 
intervention, directly or indirectly, intended or unintended. This 
involves the main impacts and effects resulting from the activity on 
the local social, economic, environmental and other development 
indicators. The examination should be concerned with both intended 
and unintended results and must also include the positive and nega-
tive impact of external factors, such as changes in terms of trade and 
financial conditions. 

 Sustainability: Sustainability is concerned with measuring whether the 
benefits of an activity are likely to continue after donor funding has 
been withdrawn. Projects need to be environmentally as well as finan-
cially sustainable.   

 The criteria to be applied for the assessment of information in an evalu-
ation can be stipulated in different ways. If there are standards such 
as those of the DAC, they are often stipulated  directively  by the client. 
Sometimes, however, it is left to the evaluator to determine them, as 
he or she is considered to be an expert who ought to know best what 
criteria need to be applied to judge a given programme. This selec-
tion of criteria could be referred to as  knowledge or experience-based . 
It is relatively rare for the assessment criteria to be stipulated by the 
target group, in other words those who are supposed to benefit from 
a programme. In such an – emancipatory – procedure, the interests of 
the target group (which may be disadvantaged) are brought right to the 
fore. The subjective view of those affected in the selection of the criteria 
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is intended to ensure that their needs and requirements receive priority 
in the assessment of evaluation findings. A procedure could be referred 
to as  participant-oriented  in which the clients, evaluators, representatives 
of the target groups and other stakeholders stipulate the assessment 
criteria for the evaluation jointly, in order to cater to as many perspec-
tives as possible.  

  2.2.5 Who is to conduct the evaluation? 

 Evaluations can in principle be conducted by internal or external experts. 
Evaluations are referred to as  internal  when they are conducted by the 
same organization that is implementing the programme or project. If 
this internal evaluation is conducted by members of the department 
who are at the same time entrusted with the operative implementation 
of the programme, the evaluation is a  ‘self-evaluation’.  If members of a 
different department in the organization (e.g. an evaluation or quality 
assurance department) conduct the evaluation, it is an internal evalua-
tion but not a self-evaluation.  12   

  ‘In-house’ evaluations  have the advantages that they can be conducted 
quickly and at low cost, that the evaluators as a rule have plenty of 
relevant know-how, and that the findings can be implemented immedi-
ately. The main weaknesses of internal evaluation are considered to be 
that the evaluators mostly lack sufficient methodological competence, 
independence and detachment and that they may be so wrapped up in 
their programme that they fail to recognize more promising alternatives 
(cf.  Figure 2.3 ).      

  External evaluations  are conducted by people who do not belong to the 
funding or the implementing organization. As a rule external evaluators 
thus have a greater degree of independence, profound methodological 
competence and professional evaluation knowledge, and are familiar 
with the area to which the programme or project belongs. External eval-
uations can also endow the reformatory forces within an organization 
with the extra legitimacy and strength of influence they need to set 
processes of change in motion (cf. Pollitt 2000: 72). 

 On the other hand, external evaluations sometimes have to face the 
problem that they trigger feelings of apprehension among the evaluees 
and lead to defensive reactions. During the subsequent implementation 
of evaluation findings too, problems may crop up if those findings are 
not accepted by the affected parties. It is true to say that external evalu-
ations cause extra costs, but this does not necessarily mean that they 
are always more expensive than internal ones. If the calculation also 
includes the costs incurred by those internally occupied with the evalu-
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ation in the context of their activities, the financial difference between 
external and internal evaluation can in fact be relatively slight. 

 On the contrary, for smaller organizations in particular, it is often far 
more economical in financial terms to count exclusively on external 
evaluation expertise. Instead of setting up and maintaining expensive 
in-house evaluation teams or departments, organizations can outsource 
this task in its entirety. In this way, smaller organizations can purchase 
evaluation services from qualified professionals. This means that tasks 
such as monitoring and controlling, which entities prefer to organize 
internally, can also be carried out at reasonable cost and always in a way 
that is right up to date from a professional point of view. So far, this 
practice of outsourcing tasks in order not to have to maintain expen-
sive capacities themselves, common practice in many private-sector 
enterprises, has hardly been used at all by non-profit organizations, 
which avail themselves of the instrument of evaluation more often than 
companies. On the other hand, internal and external evaluations are 
often seen  combined , so that the two views can be brought together and 
the advantages of both procedures exploited (Figure 2.4). 

 This depiction is of course a  general typification , which means that the 
advantages and disadvantages of internal and external evaluation do not 
always have to apply like that. Especially when independent evaluation 
departments have been set up in organizations and qualified experts 

Internal External
Conducted by the same organisation as
is implementing the programme

Advantages: Advantages:

Disadvantages:
Disadvantages:

✓ ✓
✓ ✓
✓ ✓

✓

✓
✓
✓

✓

✓
✓

quick, low cost

plenty of relevant know-how

immediate implementation

low degree of methodological
competence

lack of independence and detachment

blinkered view

Conducted by people who do not belong
to the funding or the implementing
organisation

high independence

profound methodological competence
assists reformatory forces

high degree of credibility

low degree of relevant know-how
defence reactions

implementation problem

Combined monitoring and evaluation system

 Figure 2.3      Internal and external evaluation  
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work in those departments, it should not be assumed that the disad-
vantages of internal evaluations as mentioned above will still manifest 
themselves with the same intensity. Depending on the degree of their 
internal independence, they usually have not only a high degree of 
methodological competence, but also more credibility, a greater degree 
of professional detachment and a greater potential for reform. At the 
same time, the disadvantages mentioned in respect of external evalua-
tions can also occur, – for example defensive reactions, implementation 
problems etc. 

 Conversely, external evaluations do not automatically guarantee a 
high degree of independence and credibility. Especially when external 
experts work repeatedly for the same client and are dependent on only 
a few clients, their credibility may suffer. For this reason, the typifica-
tion chosen here is not so much of a dichotomy as a continuum, with 
external, independent evaluation at one end of the spectrum and 
internal self-evaluation at the other. Somewhere in between, depending 
on the degree of organizational independence, is  internal ‘independent’ 
evaluation .      

 With reference to the objectives of the evaluation it should be noted 
that evaluations in which the development function (learning) is mainly 
to the fore are often conducted internally. Insight and control-oriented 
evaluations are conducted both internally and externally. Evaluations 
mainly intended to serve the purpose of legitimation are almost exclu-
sively commissioned as external evaluations, so that the greatest possible 
degree of objectivity and credibility can be attained. Sustainability eval-
uations, in which the legitimation aspect is very often central, are also 
mostly external. 

Internal evaluation External evaluation

Self-evaluation ‘Independent’
internal evaluation

 Figure 2.4      Evaluation spectrum  
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  Monitoring  is closely connected with the instrument of evaluation. In 
fact, it can be viewed as a special form of internal evaluation, though 
not every internal evaluation is a form of monitoring. It is true that 
monitoring tasks are sometimes outsourced or undertaken by external 
actors (often at national level), but monitoring programmes and 
projects is mostly an internal activity. Monitoring can start at the level 
of the system as a whole, or at the level of a policy field, a programme, 
a project or individual intervention measures. Input, output and impact 
data can be gathered. A well-known example of a monitoring system at 
 policy-field level  is environmental monitoring, which supplies measure-
ment data describing the status of our environment. At the whole-so-
ciety level, for example, a social indicator system provides information 
on the development of living-conditions in Germany, complementing 
the official statistics. 

 At  project and programme level,  a monitoring system has the task of 
providing management continually with data on progress and the 
achievement of targets. Rossi, Freeman and Lipsey (1999: 231) duly 
define it as follows: ‘Program monitoring is a form of evaluation designed 
to describe how a program is operating and assess how well it performs 
its intended functions’ (cf. also Rossi, Lipsey & Freeman 2004: 171). 
Unlike evaluations, which are conducted singly at a given point in time, 
monitoring is an ongoing task, a progressive, routine activity aimed at 
keeping an eye on whether or not the planning specifications and objec-
tives being striven toward are being achieved as efficiently as possible, 
using the available resources and within the prescribed period of time. 
Monitoring thus verifies scheduled performance. The programme or 
project plan and the development hypotheses on which it is based are 
not questioned. This and the analysis of impact relationships are the task 
of evaluations. In monitoring, the causal allocation of changes observed 
plays but a subordinate role. Monitoring is a largely descriptive activity, 
with which the most reliable data possible are to be collected periodi-
cally, continually producing time series from which development trends 
can be recognized (cf. Kissling-Näf & Knoepfel 1997: 147). This is often 
either difficult or impossible with individual evaluations. 

 The difference between monitoring and evaluation consists primarily 
in the fact that monitoring looks more into routine questions and serves 
more as a kind of stock-take. Evaluations mainly investigate the impacts 
of a programme and attempt to get to the bottom of their causes. As well 
as a stock-take and an assessment, an evaluation will as a rule include an 
analysis of causes and consequences; monitoring will not. Evaluations 
are broader and deeper and have other points of emphasis. Unlike 
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monitoring, evaluations also query the concept as a whole; they are of 
a fundamental nature.  

  2.2.6 How is the evaluation to be conducted? 

 The selection of the research paradigm is fundamental to the question of 
how the evaluation is to be conducted. Broadly speaking, there are  two 
main tendencies .  13   Some see evaluation as an  empirical-scientific procedure  
which follows critical-rational research logic and in principle considers 
all the known empirical research methods deployable. Evaluation is thus 
to be understood as applied social research, which must take account of 
special research conditions and has a specific cognitive interest in insights 
and their utilization, in which the use of the findings for praxis is the 
primary consideration (cf. Vedung 2000: 103ff.; Kromrey 2001: 113). 

 The second main tendency ascribes a different aspiration to evaluation 
and starts from different assumptions. The existence of a world which 
really exists, one which can be recognized as a matter of principle and 
‘objectively’ recorded with the aid of empirical-scientific procedures, even 
if such instruments may be incomplete and partly defective, is contested. 
Instead, the assumption is made that  ‘reality’  is  socially constructed  from 
various different perspectives that may conflict. For this reason, the disci-
ples of this approach call for ‘qualitative’ thinking, in order to able to 
record the various views and interpretations of ‘reality’. According to the 
epistemological position of constructivism, it is as a matter of basic prin-
ciple not possible to make any statements about the actual nature of the 
world; ‘ ... they merely show whether an insight is compatible with the 
nature of the world, whether or not it ‘fits in’ – but not that it is ‘true’ 
(in the sense of being the ‘only correct version’)’ (Meinefeld 1995: 100). 
In evaluations too, therefore, this attitude necessitates a scientific proce-
dure that differs from that used in analytically-nomologically oriented 
empirical science (cf. in particular Guba & Lincoln 1989; Patton 1987; 
Stake 1983; see Chapter 3 for a detailed explanation). 

 Even if the ‘cold war of the paradigms’ is no longer fought no holds 
barred, and even if in recent years it is more the similarities between 
them that have been stressed than the differences, these two tenden-
cies are still not compatible. The premises on which they are based 
differ too markedly for that. This is a point that should be discussed in 
somewhat more detail. 

 On the basis of epistemological realism, the aim of empirical science 
is to recognize the ‘true’ structures and laws of reality and document 
them in theories. Starting from central ex-ante hypotheses, empirical 
knowledge is gathered systematically, so that (objective) reality can 
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be confronted with (subjective) perception data. An attempt is made 
to control the subjectivity implied by this procedure by applying strict 
methodological rules in order to eliminate conditions that would influ-
ence perception in the empirical gaining of insights as thoroughly as 
possible (‘objectification of procedures’), so that said insights can be veri-
fied intersubjectively. The separation of descriptive – and thus ‘objectifi-
able’ – statements from normative ones takes on a special significance 
here, the subjective character of the latter being irrevocable in meth-
odological terms, so that their intersubjective validity cannot be estab-
lished by empirical means. Resolving this dilemma consists in dividing 
the normative elements of the gaining of insights into those which form 
the normative basis of the research (i.e. the values which are immanent 
to science and upstream of the research) and the non-scientific inter-
ests and values, which are shifted to outside the scientific explanation 
context and relegated to the discovery and utilization context of the 
research project (cf. Kromrey 2007: 116). 

 This strategy for dealing with the problem of value judgements used 
in fundamental research is precisely where the (re)solution of the assess-
ment dilemma in evaluation research is also seen. Kromrey, for example, 
(2007: 116) comes to the conclusion that the research logic of a science 

 Figure 2.5      Correlations in programme evaluation  
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which commits the researcher to freedom from values can be applied to 
evaluation research seamlessly, as long as the evaluand is a programme 
that has been elaborated.      

 In a programme, objectives are laid down and resources made avail-
able in order to carry out certain measures (i.e. generate outputs) that are 
aimed at producing certain impacts. This impact structure is influenced 
by ‘confounding variables’ in the programme environment. 

 In evaluation research, the Hempel-and-Oppenheim deductive-
nomological explanation model (1948) can be applied analogously (cf. 
 Table  2.6). According to Hempel-and-Oppenheim, the single event to 
be explained (the  explanandum ) is given (3), whilst the  explanans  needs 
to be found (1 and 2). In this kind of explanation, the  explanandum  (3) 
must follow deductively logically from the  explanans  (1 and 2), whereby 
(2) is derived from the if component and (3) from the then component 
of the nomological law (cf. Kromrey 2007: 114f.).      

  Table  2.7 shows a simple example. The circumstance to be explained 
(3) is why pupils show increased motivation to perform well. The expla-
nation avails itself of a ‘law’ (1) of motivation theory, which states that 
rewards can lead to increased motivation to perform under certain condi-
tions. Sentence 2 of the explanation model shows that these conditions 
have been fulfilled. 

 Table 2.6     Deductive–nomological explanation model 

  Hempel-and-Oppenheim 
deductive-nomological 
explanation model (1948) 

 Deductive-nomological 
programme evaluation 
model 

 Explanans (1)  There is (at least) one 
nomological law (e.g. if A 
and B, then C)

(1)  The manner in which 
the intervention is to 
be carried out is based 
on cause-and-effect 
hypotheses (theoretical 
basis) (e.g. if A and B are 
carried out, C will ensue)

(2)  The framework conditions 
cited in the then component 
are empirically fulfilled 
(e.g. A and B are fulfilled)

(2)  Interventions in the 
current framework 
conditions (measures) (e.g. 
A and B have been carried 
out)

 Explanandum  (3)  Single sentence which 
describes the circumstance 
to be explained (e.g. C is 
fulfilled)

(3)  Programme objective 
describes future situation 
(e.g. objective C has been 
achieved)
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 In the explanation model of the evaluation which follows this (cf. 
 Table  2.6), the  explanandum  (3) is not given, but is the status being 
striven toward (i.e. the programme objective). In the conception of the 
programme, consideration must be given to the question of how this 
status can be achieved. The way in which the interventions are to be 
carried out under certain conditions, in other words which measures are 
to be implemented for the achievement of the targets (2), is based on 
cause-and-effect hypotheses (1). 

 In the example in  Table 2.7 , this means that the objective of getting 
unemployed persons to go into business for themselves (3) is achieved 
by their taking part in a programme aimed at people who wish to set 
up a business (2), since it is assumed that said programme (1) empowers 
people to go into business for themselves. As empirical experience shows, 
this is in fact seldom the case, even if the programme does prepare the 
unemployed persons excellently for future independence, since many 
factors in the environment of the programme (confounding variables), 
such as the lack of a market for their business idea, no financing on 
account of poor creditworthiness etc. may impede the achievement of 
the programme objective.      

 From this alone, it becomes clear that the explanation of programme 
impacts, in particular that of unintended ones, calls not for one of these 
deductive-nomological derivations, but several. The complexity of social 

 Table 2.7     Example of a deductive–nomological explanation 

  Explanation model for 
the power of rewards in 
motivating pupils to better 
performance 

 Explanation model for 
the effectiveness of a 
programme aimed at people 
wishing to set up a business 

 Explanans (1)  If a pupil performs well 
(A) and is rewarded for 
it (B), this increases his 
motivation to perform 
well (C)

(1)  If unemployed persons (A) 
take part in a programme 
aimed at people wishing 
to set up a business (B), 
they subsequently go into 
business for themselves (C)

(2)  The pupil has performed 
well (A) and been 
rewarded for it (B)

(2)  Unemployed (A) 
have participated in a 
programme aimed at 
people wishing to set up a 
business (B)

 Explanandum (3)  Pupil shows increased 
motivation to perform 
well (C)

(3)  Unemployed persons 
have gone into business 
for themselves (C)
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circumstances is one of the very characteristics of applied social research 
and thus also of evaluation. Whilst fundamental research, with objectives 
such as theory test and theory development, attempts to solve the problem 
of complexity by systematically simplifying the investigation situation – 
going so far as to design laboratory situations which are far removed from 
reality – in order to isolate the influence of individual impact factors, such a 
procedure is hardly an option in applied research:  ‘Real social circumstances  
are not a field of experimentation which can be simplified; they are, and 
continue to be, complex reality. In this framework, a  reasonable description 
and diagnosis  can  only ever be complex  – either that, or it must be wrong and 
must equally lead to wrong conclusions’ (Kromrey 2003: 97).  14   

 As shown in Chapter 1, it is true that the object to be assessed in the 
evaluation is neither neutral nor ‘pure’ as an object. Quite the oppo-
site: the programme explicitly aims to bring about change in order to 
achieve a defined objective. But the value problem associated with that is 
solved by being transferred to the context of discovery, so that the actual 
research phase takes on a neutral character (cf. Kromrey 2007: 117). 

 The assessments made in evaluations – despite what Kromrey (2007: 
113) says – are not regarded as violations of neutrality, since no value 
judgements are made, but rather as instrumental assessments relating 
to criteria laid down in the discovery context of the evaluation (cf. 
Chapter 1). 

 In spite of its stringency – or indeed perhaps just because of it – this 
research model can often only be realized for evaluations with great 
difficulty, because a number of conditions associated with it cannot 
be complied with. A programme, for example, is not a static forma-
tion with immutable objectives; the evaluand evolves over time. With 
ex-post evaluations, this is not a major problem, as a certain baseline can 
be stipulated retrospectively, serving as a starting-point for the impact 
research to be undertaken. With formative evaluations, which aim 
directly to change the evaluand, the reference points for the analysis 
vary. Moreover, criticism might also be levelled at the research model to 
the effect that it concentrates closely on the impact path ‘programme 
objectives → measures for their implementation → impacts’, neglecting 
those involved and central environmental factors by declaring them 
to be ‘confounding variables’ that can be controlled statistically. Those 
involved are only given a shaping role in this research model in the 
discovery context and then once again in the utilization context. That 
may not be a problem with summative (or in particular with ex-post) 
evaluations, but in formative evaluations the research model quickly 
reaches its limitations. 
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 From the criticism of this model and under the postulate that evalu-
ations ought mainly to serve the interests of those affected, a research 
position has developed that sees evaluation more as a political process 
than a scientific one ... one which in extreme cases resembles an ‘art’ 
(Cronbach 1982) more than a science. 

  Action research  takes up this idea and postulates that evaluation must 
not only include quality control with regard to innovations, ‘but at the 
same time the design, optimization and legitimation of the model meas-
ures’ (Lange 1983: 256). Methodologically, the procedure is that the 
programme development is evaluated in an iterative, loop like procedure. 
Each of these ‘loops’ is divided into three main phases: identification of 
the evaluand, gathering of information, dissemination of findings. With 
as many stakeholders as possible being involved, this process of ques-
tioning and querying, answering, assessing, informing and negotiating 
is repeated again and again while the programme develops, with the aim 
of achieving the greatest possible benefit for those affected or targeted 
by the programme (cf. Kromrey 2001: 129). 

 In this concept, evaluators take on the role of moderators, becoming 
active in the discourse of the groups involved in the project as gath-
erers and managers of information, enlighteners regarding correlations, 
imparters of specialist knowledge, conflict managers, coordinators and 
consultants (cf. Cronbach et al. 1981; Cronbach 1982; Wottawa & 
Thierau 1998: 33). Kromrey (2001: 129) thus refers to this form of evalu-
ation as the  ‘helper and advisor model’.  He points out that this form of 
evaluation, as accompanying consultancy, is certainly not to be regarded 
as a ‘softer’ or less demanding variant than the concept of programme 
research. Evaluators in the function of moderators and consultants, says 
Kromrey, first of all require all the knowledge and skills usually imparted 
in social science study courses (especially the empirical quantitative and 
qualitative survey methods and the various different data analysis proce-
dures), and over and above that also other qualifications, only some of 
which can be learnt, the others having instead to be gained by experi-
ence, such as interdisciplinary orientation, the ability to communicate, 
force of persuasion, scientifically precise and politically comprehensible 
usage, empathy, moderation, and techniques for presentation and public 
speaking. Having said that, these are all qualifications that evaluators 
must have at their disposal anyway if they are proceeding according to 
critical-rational research logic. 

 The following methodological consequences follow from the evalua-
tion model borrowed from action research, and they run counter to the 
conventional social science research paradigm:
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   ●     It is not the falsification of theories or hypotheses that is the primary 
scientific objective, but the indication of alternative actions for 
solving problems that may arise.  

  ●     The detachment between evaluators and their evaluands is revoked. 
The scientists abandon their detached position with regard to the eval-
uand and become equal-footing partners of those directly involved 
in the evaluation and those affected by it (evaluation research with 
strongly participant-oriented components, in extreme cases action 
research).  

  ●     It is not the research questions of the evaluator on which the interest 
is focused, but the information requirements of the target groups.  

  ●     It is not neutrality which is striven toward in the statements; on 
the contrary, judgements are called for which are prepared to take a 
stance.  

  ●     The quality criteria of the evaluation are no longer primarily validity, 
reliability and objectivity, but communication, intervention, trans-
parency and relevance. (Cf. Gruschka 1976: 142–151; Weiss 1972: 
6f.; Rein 1984: 179; Lachenmann 1987: 320; Staudt et al. 1988: 27f.; 
Gagel 1990: 45ff.; Schneider-Barthold 1992: 379ff).    

 The participant-oriented approaches, as represented for example by 
Stake (1967); Guba and Lincoln (1989); Patton (1994); Cousins and Earl 
(1995) and House and Howe (1999), to name but a few protagonists, 
attempt systematically to put these positions into practice in evalua-
tion (see Chapter 3 for more detail). They do not seek merely to ensure 
that the stakeholders are involved but actually ‘assist in conducting 
the evaluation’ (Fitzpatrick, Sanders & Worthen 2012: 189). Assuring 
stakeholder involvement is one thing that other evaluation approaches 
can also do. It is much more a question of bringing about a complete 
change of perspective. In order to ensure ‘that all relevant interests are 
represented in the evaluation and given full expression’, the advocates 
of participant-oriented approaches suggest that one should proceed 
in a certain way: ‘representation of views and interests should not be 
dominated or distorted by power imbalances, such as powerful interests 
curtailing the less powerful in the evaluation ( ... ) evaluative conclusions 
should emerge from deliberation, from careful reasoning, reflection, 
and debate’ (House & Howe 2000: 409). In order to achieve the eval-
uator must abandon his position, which was as objective and neutral 
as possible, and become part of a team ‘whose members collaborate to 
conceptualize, design, and test new approaches in a long-term, ongoing 
process of continuing improvement, adaption, and intentional change. 
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The evaluator’s primary function in the team is to elucidate team discus-
sions with evaluative data and logic, and to facilitate data-based deci-
sion making in the development process’ (Patton 1994: 317). 

 In its most radical form, evaluation turns into a constructivist combina-
tion of negotiations, organizational development and group therapy which 
by no means searches for superordinate scientific explanations, but serves 
to emancipate and empower deprived stakeholders (cf. Pollitt 2000: 71). 

 Starting from the various different ‘science philosophies’ and the concepts 
of the role of evaluation in society and the purposes for which it ought to 
be used, a large number of evaluation theories, models and approaches 
have developed. They will be dealt with in detail in Chapter 3.   

  2.3 The CEval evaluation approach after Stockmann 

 From among the diversity of the various evaluation approaches, the 
CEval approach, basically oriented toward critical-rational research 
logic, will now be introduced. This approach has been used in the past 
fifteen years in numerous policy fields and for all kinds of evaluation 
purposes. It has proved very versatile, having been used for formative, 
summative and in particular ex-post evaluations. 

 In order to be able to deal with the two main tasks of every single 
evaluation, namely (1) recording as many as possible (ideally all) of the 
(intended and unintended) impacts and (2) clearing up their causality, 
an evaluation approach through which the most important relationships 
between programmes and their impacts can be shown and investigation 
parameters derived is useful. It is assumed that programmes, looked at in 
terms of time, follow a phase pattern which resembles the life-course of 
an individual. Thus (1) the conceptual assumptions of  life-course research  
can be applied to clarify programme development. It is also assumed that 
projects and programmes are as a rule carried out by organizations. Thus 
(2)  theory-of-organization approaches  are a good idea for analysing rela-
tionships between programmes and their areas of impact and developing 
goals central to the investigation. As on the other hand programmes are 
often instruments for the introduction of innovations, (3)  theory-of-inno-
vation  and  theory-of-diffusion approaches  can also be utilized. 

  2.3.1 Life-course model 

 Programmes are, as has already been emphasized, ideally derived from a 
political strategy, planned and implemented in individual stages, and as 
a rule funded for a limited period of time in order to bring about certain 
desired impacts. The  time axis  connects the various individual phases 
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with one another, in each of which the implementation of specific plans 
and operations ensures that resources are accumulated successively. In 
addition to that, programme courses are a multi-dimensional process; 
they are made up of different programme areas (e.g. development of 
programme strategy, organizational development, financing etc.), 
which are interrelated and influence one another mutually. As in the 
life-course of an individual, the various individual ‘areas’ are more or 
less significant, depending on the different ‘life situations’ and the indi-
vidual’s age. 

 Moreover, the course of a programme is embedded in sophisticated 
social multi-level processes. A programme is not developed independ-
ently of other existing or planned programmes. Different actors will 
often pursue different aims with the same programme. Programmes 
are developed depending on existing social, institutional and organi-
zational framework conditions; social and regional contexts need to be 
taken into account and they have to adapt to economic, social, political, 
legal and cultural changes. 

 Having said that, programmes can of course also have a shaping effect 
on structures and processes, and as they themselves are, in turn, exposed 
to external influences, the way they will develop is not always predict-
able. However, they are  planned  and attempts are made to control them 
in such a way that the programme objectives are achieved, if possible, 
within the prescribed periods of time. Programme courses thus differ 
from life-courses in as much as they are often planned rationally right 
through from the very beginning in all their individual implementation 
phases – sometimes in the ‘ivory tower’ of a planning institution, and 
sometimes in a participant-oriented way, together with those affected. 

 Once the programme conception has been developed and the funds 
made available, the  implementation  can begin. Those responsible for the 
programme – like an individual in his or her own personal life-course – 
make sure that their ‘life’ (i.e. the programme) – is organized in the best 
possible way. Monitoring and evaluation instruments are used for this, in 
order to obtain data for ‘replanning’ and (re-)directing the programme. 
The programme does not always follow a linear course. On the contrary, 
sudden events and altered framework conditions not only call for the 
occasional change of course, but also sometimes even make it necessary 
to question the intended programme objectives themselves. 

 With increasing age, i.e. as the programme continues, the desired 
impacts as regards achievement of the objectives should come about 
increasingly, so that the programme – if it is designed to run for a limited 
period of time – can be brought to a  conclusion . If a programme is designed 
to be sustainable, the intended impacts should continue beyond the end 
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of the funding period. Very often, funding programmes have been initi-
ated specially for the purpose of bringing about long-term change in 
structures or behavioural changes in certain target groups. For example, 
an energy-saving programme should persuade people to carry on using 
energy frugally after the end of the funding period; a programme for 
the integration of handicapped persons in the work process should offer 
entrepreneurs the chance to gain positive experience with the handi-
capped, so that they alter their employment behaviour in the long-term; a 
programme for increasing efficiency in fiscal administration should alter 
the existing administrative structures and sequences in such a way that 
the objective continues to be achieved after the end of the programme.      

 To sum up, the  life course  of a programme can be divided roughly 
into  three main phases  (cf.  Figure 2.6 ): the (1)  planning  and (2)  imple-
mentation phases  during the course of the actual programme, and (3) 
the period following termination of the funding  (sustainability phase).  
The beginning of the life-course of a programme can be character-
ized by the formulation of a programme idea (t1). The various ‘life’ 
phases – such as the programme check, the development of concepts, 
the individual phases of implementation (t4–tn), the preparation for 
the end of the funding phase (tF) and the period following funding 
(tNF) – to name but a few – are each characterized by typical problems. 
They can be delimited from one another and lend themselves well to 
analysis using a large quantity of process-produced data available, for 
example, from applications, tenders, programme descriptions, opera-
tional plans, progress reports, monitoring documents, evaluation and 
final reports etc. 

 The heuristic advantage of the life-course perspective has two main 
aspects:

    (1)     On the one hand, the life-course working hypothesis makes it possible 
to recognize the phase that comes after the end of the funding period, 
in which the sustainability of a programme is revealed, as an integral 
component in the life course of a programme. Like the sequences in 
the life course of an individual, the individual programme phases 
are built on one another and arranged in such a way as to imple-
ment the aims of the programme successively over time.  

   (2)     On the other hand, the life-course perspective emphasizes the 
causal interconnection of the individual phases. It becomes clear 
that the sustainability of a programme is already influenced by the 
programme selection and that the material and immaterial struc-
tures created during the period of funding form the foundation of 
the long-term programme effects.     
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  2.3.2 Organizational model 

 Innovations introduced by a programme can be aimed at producing 
 internal changes  both in the organizations implementing the programme 
and in other (external) social systems (e.g. other organizations or social 
subsystems). The more extensively this works, in other words the more 
the innovations introduced by a programme are adopted by others, the 
greater the  diffusion  and the more successful the programme. 

 A concrete example can be used to illustrate this view: the chambers 
of industry, trade and commerce (providers) decide to run an environ-
mental consultancy programme. Its aim is on the one hand to establish 
sustainable consultancy structures in the chambers, and on the other to 
advise companies effectively on environmental issues so that they alter 
their procedures and structures. 

 To implement the programme, special organizational units (the cham-
bers’ environmental consultancy units) are formed, which carry out 
consultations in the companies. In this way, the aim is to introduce 
innovations in the companies advised (e.g. energy-saving production 
methods, the use of environmentally sound building materials etc.). The 
more companies introduce these innovations, the greater the diffusion 
effects. Additional diffusion effects (multiplying effects) would come 
about if these innovations were also adopted by companies which had 
not been advised (for example because they proved to be profitable or 
cost-saving for those that had). 

 Since it is  organizations  that implement programmes or provide serv-
ices intended to produce impacts, they and their relationships with 

 Figure 2.6      Life-course model  
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other organizations or social subsystems are of special importance in 
impact evaluations. This interdependence is illustrated in  Figure 2.7 . At 
the centre of the ‘model’ is the programme, which – perhaps as part of 
an organizational unit – is embedded in a provider. Within the frame-
work of the programme’s objectives, the aim is to introduce innovations 
both inside and outside the provider with the aid of coordinated groups 
of measures. The impact possibilities of the programme are influenced 
on the one hand by the provider – the internal environment – and on 
the other by the systems which surround the provider and thus also 
the programme – the external environment. The external environment 
areas can have a supportive effect on the objective or act as ‘counter-
forces’, hindering or preventing the achievement of the aims.      

 From among the host of theory-of-organization approaches, an explan-
atory model presents itself here that understands  organizations as open 
social systems , which are,  in terms of their intention, rationally  organized  in 
order to achieve specific aims  (cf. Thompson 1967: 66ff.; Kieser & Kubicek 
1992: 4ff.; Kieser 2002: 169ff.; 1993: 161ff.; Kieser & Walgenbach 2003: 
6ff.; Müller-Jentsch 2003: 20ff. Scott 2003: 33ff., 82ff., 141ff.). They 
have a  formal structure  and use a certain  technology  to gear the activities 
of their  members  to the  aims  being pursued.  16   The popular sociological 
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organization concepts do not cover the  financial resources  available to an 
organization. However, since this dimension is of central importance 
in ensuring that an organization fulfils its tasks and thus continues to 
survive, it will be included in the analysis here. From it, the elements 
which constitute an organization can be derived. They are: its aims, its 
members (i.e. those involved), its formal (i.e. organizational) structure, 
its technology and its financial resources.  17   

 The impact model, as part of the evaluation conception being 
presented here, admits of  various different causal ways of looking at the situ-
ation . Two analysis perspectives can be taken up, one after the other: first, 
the programme interventions are viewed as independent variables (IV) 
and the organizational elements as dependent variables (DV), in order to 
verify whether or not the interventions (inputs) – under given framework 
conditions – have brought about any changes in the various different 
dimensions of the implementing organization. For example, the creation 
of acceptance of the aims of the programme within the organization, the 
basic and advanced training of staff for the achievement of those aims, 
the improvement of communication structures, the optimization of the 
coordination or division of labour (organizational structure), the provi-
sion of technical instruments and the ensuring of financial resources 
may be prerequisites for achieving the aims of the programme. 

 If the individual organizational elements could be designed effec-
tively by the programme interventions, this result is also an internal 
programme output that relates to the implementing organization. 

 In the ensuing analytical perspective, the internal programme outputs 
(i.e. the organizational dimensions changed by the programme inputs) 
become independent variables via which the aim is to bring about 
changes in areas outside the provider. These external areas (e.g. the 
employment or education system, the ecological system, the legal system) 
now assume the role of dependent variables. The diffusion effects of the 
implementing organization in these specified (external) areas, which 
can be measured with the aid of indicators, then become a yardstick 
for the effectiveness of the implementing organization. This would, for 
example, be the case if an educational institution were successful in 
supplying the employment system with qualified employees in a quali-
fication programme.  

  2.3.3 Innovation/diffusion model 

 According to the theory-of-organization concept developed here, 
programmes diffuse  innovations  in and through organizations.  Diffusion 
research  concerns itself with the conditions under which diffusion proc-
esses take place. 
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 An  innovation  is understood here to mean any form of new devel-
opment, described by Schumpeter (1947: 151) in a much quoted and 
succinctly worded definition as ‘the doing of new things or the doing of 
things that are already being done in a new way’. 

  Diffusion research   18   concerns itself with the conditions in which the 
diffusion of innovations takes place. According to Rogers (1995: 5), 
diffusion is ‘the process by which an innovation is communicated 
through certain channels over time among the members of a social 
system’. Mohr (1977) developed a basic model for the factors that 
may influence the diffusion process positively or negatively. He differ-
entiated between four groups of variables: (1) The first group refers 
to the specific properties of the innovation itself. (2) The second is 
composed of environmental variables. (3) The third group occupies 
itself with those who latch on to an innovation idea, make the deci-
sion to introduce it and, if appropriate, enforce its implementation. 
(4) The elements of the formal structure of the organization which 
introduces the innovation make up the fourth group of variables (cf. 
Mohr 1977, 19ff.). 

 In accordance with the organizational concept used here, those who 
latch on to an innovation, enforce it and work on its implementation 
are treated as members of organizations. For this reason – after Mohr 
(1977: 43) – we differentiate here between  three groups of variables  only 
(cf.  Figure 2.8 ):  19         

 Figure 2.8      Diffusion model 
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    (1)     The first group of variables relates to the  specific properties of the 
innovation  itself (e.g. an environmental consultancy programme). 
Numerous investigations have meanwhile been able to show that 
an innovation is more likely to adopted ‘the more relatively advan-
tageous, the more compatible with existing production conditions, 
the less complex, the more trialable and observable the innovation 
appeared to the user’ (Mohr 1977: 60).  20    

   (2)     As organizations are regarded in diffusion research as dynamic-com-
plex constructions which exist in a symbiotic relationship with their 
environments, (cf. Mohr 1977: 64), which in turn consists of other 
organizations, networks and social constructions and systems, the 
 variables external to the organization  are of special importance in the 
diffusion of innovations. Depending on the evaluand (programme), 
various different systems may be of importance (in the case of an 
environmental consultancy programme, for example, companies, 
environmental legislation, the waste disposal system etc.).  

   (3)     The  elements of an organization  that introduces an innovation make 
up the third group of variables and have already been determined 
and described in the organizational model.    

  Guidelines for the evaluation of programmes  can be developed from 
theory-of-organization considerations and considerations that relate to 
the theory of innovations and their diffusion. The various individual 
fields of investigation depend on the variables used in these theoretical 
considerations. The identified organizational parameters are applied for 
the investigation of the  ‘internal areas of impact’  (i.e. the changes in the 
organization in charge of the programme) (cf.  Figure 2.2 ). For the ‘meas-
urement’ of the impacts in the  ‘external areas of impact’,  the changes in 
the target systems (policy fields) and target groups (e.g. people or other 
organizations) are investigated in which changes were supposed to be 
brought about. From the life-course perspective presented in Section 
2.1.3, furthermore, it follows that the individual  phases of a programme  
need to be observed in order for it to be possible to assess the planning 
and implementation process. These analytical chapters are preceded by 
a section in which the programme to be evaluated and its contextual 
conditions are described (cf. Stockmann 2008: 116ff. for more detail).  

  2.3.4 Sustainability 

 The CEval evaluation approach, suitable for preformative, formative and 
summative evaluations, is supplemented by a  sustainability model , which 
distinguishes between sustainability at the macro level and sustainability 
at the programme level. 
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 At the  macro level,  the evaluation approach follows on from the 
concept of sustainable development, which is based on the insight that 
economic, social and ecological development processes are inseparably 
connected with one another and must be balanced in such a way that 
the natural foundations for the existence of subsequent generations are 
not destroyed.  21   There are, meanwhile, a great variety of concepts for 
the operationalization of these three target dimensions. Here, a simpli-
fied, easy-to-use operationalization has been selected. Mainly suitable 
for the evaluation of programmes (cf. Stockmann 2008: 122ff., 142ff. for 
more detail), it is shown in an overview in  Table  2.8.      

 These criteria, which are kept abstract consciously, need to be operation-
alized further in their respective contexts of course, so that it then becomes 
possible to gather measurable (quantitative and/or qualitative) data. 

 In order for it to be possible to realize the future vision of a society in 
which economic, social and ecological objectives are in accord with one 
another, political strategies and programmes are called for that contribute 
to the implementation of sustainable development. The question arises 
as to whether measures are only effective for as long as they are funded, 
or whether structures can be created and behavioural changes brought 
about which will effect long-term change in a given problem situation. 
Sustainability is achieved when these new organizational structures and 
behavioural changes continue after the end of the period in which the 
measures were funded. Four dimensions are identified here with which 
the  sustainability of programmes  can be determined:    

 The  first dimension  contains the element common to all definitions of 
sustainability – that of  durability . The effect can be described as durable 
when the target group and/or the provider  perpetuates  the innovations 
achieved with the project/programme  in the long term  without any 
outside assistance. This dimension of sustainability follows the project/
programme closely, and denotes the ‘long-term impacts’ which continue 
after the end of the programme or the end of the funding period and can 
thus be referred to as  project/programme-oriented sustainability . 

 The  second dimension  takes into account the  range  of the impacts or 
the benefits of a project or programme. The  output  is considered to be 
an indicator for this, i.e. the number of users (recipients of benefits or 
‘impactees’) or the type of user group. The crucial question is whether 
people other than those in the original target group have adopted the 
innovations introduced by the programme in the long-term in their 
own interest and for their own benefit or not. This dimension can be 
referred to as  output-oriented sustainability . 

 The  third dimension  comprises the change in the system in which the 
innovation was introduced (e.g. in organizations in the health-care, 
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education or economic system). The central thrust of this dimension is 
thus not merely the expansion of the user group, but the  evolution  of the 
 entire system . This means that there is not only regional diffusion – not 
only the provider that was once funded and other organizations use the 
innovations – but that the entire system to which the target groups and 
providers belong is affected by them. That being so,  sustainability  can 
be referred to as being  system-oriented  when innovations introduced by 
a programme lead to an improvement in the performance of an entire 
system via diffusion processes. 

 The  fourth dimension  of sustainability takes account of the fact that 
outputs are not simply reproduced in the same way, but that a target 
group, a provider or even a system can  adapt  to changing environ-
mental conditions in a  flexible and appropriate  way. Sustainability does 
not consist in perpetuating that which has been created or introduced, 
but in the ability to continue to develop innovations further. In other 
words the provider or target group must have a potential for innovation 
in order to be able to bring about adjustments and changes consciously. 
If outputs are reproduced again and again in the same way although the 
environmental conditions have changed, they will soon cease to meet 
the needs of the target groups. If there is no longer any demand for the 
outputs or products, then sustainability is in jeopardy. 

 To sum up, it should be noted that the evaluation approach presented 
here adopts various different theoretical perspectives one after the 

 Table 2.8     Dimensions of sustainability at macro level 

Target dimension Operationalization Criterion fulfilled if

Economic efficiency an optimum of output and 
if possible all the intended 
impacts (outcomes) are achieved 
with the least possible input.

Social socio-political 
relevance

the (intended and unintended) 
impacts of the outputs can on 
the whole be classified as socio-
politically relevant and useful.

Ecological low environmental 
impact

the resources for providing 
the outputs are handled in 
an environmentally sound 
way, and if the outputs 
and their (intended and 
unintended) impacts have a low 
environmental impact.
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other, each of which concerns itself with different aspects of projects 
and programmes. The starting-point is a  life-course model , which focuses 
on the time perspective and the process character of a project or 
programme. According to this model, the time perspective and process 
character of these consist in a series of successive, discrete phases, in 
each of which the carrying out of specific planning and implemen-
tation stages is intended to lead to successful implementation of the 
programme, i.e. so that the targets can be achieved. The individual 
phases are connected up along the time axis and placed in causal 
connection with one another. This facilitates hypothesis-guided cause-
and-effect analyses. 

 As programmes are as a rule carried out by organizations, which are 
interdependent on their environment as open social systems, a  theory-
of-organization concept  is used to analyse these relationships between 
programme, organization and environment. Programme interventions 
are regarded as innovations that are introduced into organizational 
or specific environmental systems (e.g. the education, health or job-
market system). An attempt will now be made to explain the extent to 
which these innovations are adapted and implemented and the extent 
to which they diffuse across an organization and, beyond that, in the 
(external) systems that surround it, with the aid of  theory-of-diffusion 
considerations . 

 Table 2.9     Dimensions of sustainability at programme level 

Dimension Type Feature

I Project-/programme-
oriented

The target group and/or provider 
perpetuates the innovations in its own 
interest and for its own benefit.

II Output-oriented Other groups/organizations have 
permanently adopted the innovations 
in their own interest and for their own 
benefit.

III System-oriented By processes of diffusion, the innovations 
lead to an improvement in the 
performance of the system as a whole 
(e.g. the health-care or education 
system).

IV Innovation-oriented The target group/provider has a potential 
for innovation with which it can react 
to altered environmental conditions in a 
flexible and appropriate way.
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 If it is an ex-post evaluation, the  sustainability  of a programme can also be 
investigated. To this end, a model geared to the macro and micro (programme) 
level has been developed, in which the three theoretical perspectives (life-
course, organizational and diffusion model) are combined. 

 The structure of the evaluation guide in terms of its content follows 
these theoretical considerations because  

Table 2.10 Structure of guidelines for the evaluation of programmes 

1. Programme and environment
1.1  Programme description (including programme data and conception, 

innovation conception, resources)
1.2  Environmental/contextual conditions (incl. description of the area of 

practice/policy field or of the social subsystem, target groups)

2. Course of programme
2.1  Planning
2.2  Control
2.3 End of financial support
2.4 Post-funding support

3. Internal areas of impact
3.1  Acceptability of aims to the implementing organization and/or 

politically superordinate organizations (e.g. sponsors)
3.2  Personnel (especially qualification)
3.3 Organizational structure (especially functionality and operability)
3.4 Availability of financial resources
3.5 Technology: technical infrastructure (particularly equipment)
3.6 Technology: organizational programme/conception

4. External areas of impact
4.1 Acceptability of aims to the target groups
4.2 Ability to reach target groups
4.3 Benefit for target groups
4.4 Impacts affecting more than one target group
4.5 Impacts in the policy field of the programme
4.6 Impacts affecting more than one policy field

5. Sustainability
At macro level
5.1 Efficiency
5.2 Social relevance
5.3 Ecological soundness (low environmental impact)
5.4 At programme level

– project/programme-oriented
– output-oriented
– system-oriented
– innovation-oriented
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    (1)     questions are first asked about the programme (evaluand) and its 
situative environment  

   (2)     as in the life-course model, the chronological sequence of the indi-
vidual programme stages and their causal interconnections are 
investigated  

   (3)     in accordance with the parameters developed in the organizational 
model, questions are asked about the structures, processes and changes 
within the organization in charge of implementing the programme  

   (4)     the status and the changes in selected policy fields and in the target 
groups intended to benefit from the programme interventions are 
investigated, and finally  

   (5)     sustainability at macro and micro (programme) level is determined 
applying the developed set of criteria or system of categories.    

 The structure of the guide is shown in  Table   2.10. A sample guide and a 
comprehensive explanation of the individual evaluation fields, the use of 
the guide and the assessment procedure are given in Stockmann (2008).   

    Notes 

  1  .   Translator’s note: German Technical Inspection Agency ( T echnischer 
 Ü berwachungs v erein)  

  2  .   A working-group was organized under the keyword ‘experiments in politics’ at 
the 1979 annual conference of the German Organization of Political Science 
(GVPW). This group endeavoured to achieve some conceptual clarification 
of the terms ‘pilot project’, ‘pilot test’ and ‘experimental politics’, the use of 
which was expanding at the time in a positively inflationary manner.  

  3  .   Translator’s note: this refers to a programme named  Soziale Stadt,  run by the 
Federal Ministry of Transport, Building and Housing (BMVBW). See www.
bmvbs.de  

  4  .   The terms ‘evaluation’ and ‘evaluation research’ are used here synonymously.  
  5  .   In the ‘forum-evaluation’, the central Internet forum of the German evalu-

ation community, there has been some very intense argument in the past 
years about whether the word ‘evaluation’ is to considered as derived from 
Latin or from English. It is certain that today’s evaluations cannot be derived 
directly from activities in ancient Rome. Instead, there is no doubt that the 
specialist term ‘evaluation’ found its way into German usage via the USA. 
However, this does not make it an ‘essentially American’ word; it is, in its 
English root ‘value’, related to the Latin word  valor . Neither is it a scientific 
novelty created to demarcate items in conventional usage (such as Luhmann’s 
term ‘autopoiesis’ – which is of course by no means ‘essentially German’ 
either), but a word which has simply been adopted from everyday language. 
Whether the term ‘evaluation’ in German should be pronounced more like a 
Latin or more like an English word, or should even perhaps be ‘germanized’, 
is a matter that each of its users should decide for him- or herself.  
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  6  .   Just how much the term evaluation has already diffused into everyday usage 
is shown for example in a series of articles in  Stern  magazine entitled ‘How 
the world loves’  (‘So liebt die Welt’),  in one of which it was asserted that 
‘ ... women tend to  evaluate  more and more precisely who they are getting 
involved with’ ( Stern  32/2007: 102).  

  7  .   After the English-language usage of the term  politik,  distinctions are as a 
rule made between three dimensions: (1) policy, (2) politics and (3) polity. 
(1)  Policy  circumscribes the dimension of the term  politik  as regards its 
content. This primarily concerns all interactions between government and 
society, for example how problems are perceived by the politico-adminis-
trative system and dealt with, and which purposive or purposeful activities 
the state intends to use to implement solutions. Policy studies and policy 
field analyses investigate such questions. (2) The term  politics  refers to the 
procedural aspect of  politik . In political research it is a question of which 
rules are applied in solving a conflict, what role institutions play, how 
interests are pushed through etc. (3)  Polity  comprises the formal aspect of 
 politik . This is the form in which  politik  unfolds (cf. Druwe 1987: 393ff.). 
Jann (1994: 308ff.) wrote an excellent introductory article on policy-field 
analysis. Cf. also Dye (1978); Windhoff-Héritier (1983, 1993); Hartwich 
(1985); Feick & Jann (1988); Schmidt (1988); Derlien (1991); Schubert 
(1991, 2003); Dunn (2004) and others.  

  8  .   Final evaluations ought also to be included in this category. They are 
conducted directly after the termination of a project or programme.  

  9  .   URL: http://www.iso.org.  
  10  .   URL: http://www.efqm.org/en.  
  11  .   Http://www.oecd.org/document/22/0,2340,en_2649_34435_2086550_1_1_1

_1,00.html (last viewed February 2012). See also OECD (1991). Very similar 
criteria are proposed by Bussmann, Klöti and Knoepfel (1997: 100ff.); Posavac 
and Carey (1997: 42ff.); Vedung (1999: 223).  

  12  .   Cf. Vedung (1999: 104ff.); Scriven (1991: 159f., 197f.); Widmer (2000: 79f.); 
Caspari (2004: 32).  

  13  .   Cf. Campbell (1969); Cronbach et al. (1981); Cronbach (1982) on these 
origins; cf. Mertens (2006) for a summary.  

  14  .   Italics by Kromrey.  
  15  .   A selection has been made of the subsystems. Which ones are important 

in a given organizational model depends on the kind of programme being 
carried out.  

  16  .   Cf. Barnard (1938: 4); March and Simon (1958: 4); Blau and Scott (1963: 5); 
Etzioni (1964: 3); Hage and Aiken (1969: 366ff.); Mayntz and Ziegler (1976: 
11); Mayntz (1977: 36, 40); Scott (2003: 19ff.); Kieser and Kubicek (1992: 4); 
Bea and Göbel (2002: 2); Abraham and Büschges (2004: 109ff.) and others.  

  17  .   Each of these elements in turn has been identified by individual authors in 
organizational research as the most significant feature, to the neglect of the 
others (cf. Scott 2003: 24).  

  18  .   Cf. Tews (2004); Rogers (1995, 38ff.); Kortmann (1995, 33ff.); Mohr (1977, 
33ff.) and others on the various directions taken by diffusion research. Cf. 
for example Rogers & Kim 1985 on the diffusion of innovations in non-profit 
organizations.  
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  19  .   Cf. Rogers (1995: 11, 20ff.) on the development of the diffusion process over 
time and the various types of adoption.  

  20  .   Rogers (1995: 15f.) cites the following as criteria which explain the various 
different adoption rates of innovations: relative advantage, compatibility, 
complexity, trial ability and observability.  

  21  .   For the facets of the sustainability concept cf. Meyer (2000); Meyer (2002a, 
b); Meyer et al. (2003); Caspari (2004) and others.  
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   3.1 Introduction 

 The science-based evaluation concept presented in the previous chapter 
and the CEval approach built upon it are procedures that, in terms of their 
theoretical foundations, have a number of things in common with other 
concepts and approaches, but also some aspects in which they differ from 
them quite markedly. Although evaluation research, as compared with 
most scientific disciplines, has a relatively short history, various develop-
ment tendencies have already formed. These will be presented briefly in 
the section that follows, so that the approach developed here can find a 
place in the theory-of-evaluation discussion. 

 In order to be able to structure the immense diversity of funda-
mental evaluation approaches, three different systems are selected 
here, each applying dissimilar criteria for its attempts at classification. 
Whilst the  generation approach  of Guba and Lincoln (Section 3.2) is 
oriented toward a linear historical sequence and clearly sees the gener-
ations of evaluation it identifies as a developmental sequence, this 
only applies to Alkin’s  tree model  (Section 3.3) with certain restrictions. 
It is true that here too, the ‘growth’ of the tree suggests a development 
tendency, but the way the individual approaches are ordered by no 
means follows the historical sequence, relating instead much more 
to conceptual similarities and differences than to chronology. Finally, 
the systematization of Fitzpatrick, Sanders and Worthen (Section 3.4) 
breaks completely with the historical view of things and applies a 
uniform classification criterion, that of the  purpose of the evaluation  
and its utilization. 

 The authors’ own systematization, covered after these (see Section 3.5), 
attempts on the one hand to synthesize the classification systems proposed 
by the authors cited, and on the other to look beyond that at the  social 

     3 
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function  of evaluation presented in Section 2.2.3, and to use this criterion 
as a principle for classification.  

  3.2 Systematization according to Guba and Lincoln: the 
generational model 

 For a long time, the diverse disciplinary origins of evaluation were a 
tough obstacle to the classification and systematization of evalua-
tion approaches. Within the various social science disciplines (espe-
cially the educational sciences, psychology, sociology and economics), 
evaluation studies were understood exclusively as applications of the 
researchers’ own theories and methods and duly allocated to existing 
systematizations. 

 Having said that, several systems of categories were proposed in the 
1970s and early 1980s, and they provided an overview of the various 
approaches from the point of view of interdisciplinary evaluation 
research (see for example Glass & Ellett 1980; House 1978; Popham 
1975; Worthen & Sanders 1973). These early attempts also include the 
 generation model  of Guba and Lincoln (1989). The use of the term genera-
tions suggests progressive development, although the individual genera-
tions, built upon one another, are characterized by new developmental 
phases, which differ fundamentally from the progress made within any 
one generation. The emergence of a new generation does not necessarily 
mean that the existing one is replaced  1   – the sequence being non-linear 
and overlapping – but the latter does at least surrender its pacemaker’s 
role and the new generation absorbs it (or at least the main insights it 
has yielded). However, this picture of the generations has been selected 
rather illustratively and does not see itself as a further development 
of existing generation concepts.  2   There is no systematic distinction of 
generations applying specified and verifiable criteria; on the contrary, 
the grouping together of certain approaches as a ‘generation’ and their 
allocation to it would seem more or less arbitrary. 

 Neither do Guba and Lincoln attempt to allocate all the known evalu-
ation approaches meaningfully to the various individual generations 
or to distinguish the procedures classified as evaluations systematically 
from other scientific procedures. On the contrary, there is a noticeable 
‘bias’ with regard to educational science papers, which ignores other 
research directions and evaluation studies in other areas of work. 

 In spite of that, the generation model is presented here as a first attempt 
at systematization, since it did have some indisputable advantages and 
attained a certain degree of popularity because of them. The first advantage 
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of this classification system lies in its simplicity and thus in its clearness. 
It is easy to see the rationale for the division of the complex world of 
evaluation into four successive generations with easily comprehensible 
labels (measurement, description, assessment and negotiation). The 
distinctions, made with the aid of certain activities that are necessary to 
all evaluations, have considerable appeal, particularly with a view to the 
universal applicability of such a system of categories. Drawing boundary 
lines between these four activities, however, is not particularly selective for 
all approaches, and regrettably Guba and Lincoln did not even attempt 
to classify them all. Nevertheless, certain core features of the evaluation 
concepts introduced below can be recognized with regard to the activities 
of measuring, describing, assessing and negotiating. 

 This will be looked at still more closely later on (cf. Section 3.5). In the 
section that follows now, the model proposed by Guba and Lincoln will 
first be depicted and a brief description given of the generations using 
their examples. 

  3.2.1 The first evaluation generation – measurement 

 The  first generation  of evaluation was identified to by Guba and Lincoln 
in terms of ‘measurement’; they asserted that in the early phase of evalu-
ation it was exclusively a matter of gathering (quantitative) data. The 
examples given to illustrate this relate to the first empirical research 
work in educational science in the 19th century and the attempts 
made by researchers such as Wilhelm Wundt and Francis Galton to use 
psychometric testing procedures for the  measurement of pupils’ perform-
ance . The authors did not query whether or not these measurement 
procedures really were evaluations or why they were different to other 
measurements, quite usual at the time, in the social sciences. None 
of the authors named (Rice, Binet, Otis, Hildreth) actually referred to 
his / her own work as ‘evaluation’, and for this reason alone it may be 
doubted whether classifying these works as ‘evaluation approaches’ is 
justified. Having said that, there is no question but that the empirical 
educational science that had begun to emerge by the end of the 19th 
century – following on from the scientific school of educationalism 
founded by Johann Friedrich Herbart – had, and continues to have, a 
marked influence on today’s school evaluation. 

 This applies especially to the works of  Joseph Mayer Rice,  cited by Guba 
and Lincoln as their first example. Rice was an American of German 
origin and (especially during his studies in Leipzig and Jena) the more 
recent developments at the Herbart school (among others by Wilhelm 
Wundt and Wilhelm Thierry Preyer), which were particularly strongly 
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influenced by psychology, most certainly left their mark on him. In the 
spirit of this science-oriented, positivist educationalism, Rice carried out 
several investigations of the American school system in the 1890s (of 
which a summary is to be found in Rice 1893), and these contained the 
first comparisons of learning performance carried out by independent 
researchers involving more than one school. However, these early works 
still relied exclusively on participatory observations of class teaching and 
not on performance tests. Rice did not become the ‘father of school eval-
uation’ (cf. for example Albjerg 1966; Stanley 1966; Oelkers 2008) until 
he had carried out a further study in the year 1895, in which the first 
comparative spelling tests at schools in the USA were used in a survey of 
more than 30,000 pupils (Rice 1897). 

 In allocating Rice to the first generation, Guba and Lincoln refer to 
this study only. Yet in this work Rice was by no means aiming to  develop 
a (measurement) procedure for school evaluation , but to reveal deficiencies 
in the American school system and make a plea for the establishment of 
progressive educationalism. His life was not distinguished either before 
or after by methodological research work on evaluation. In spite of all the 
significance this study had, and still has, for the development of school 
evaluation, Rice was not a pioneer of evaluation research and he certainly 
did not develop a methodologically oriented evaluation concept. 

 Even if it is difficult to place the research work of Joseph Mayer Rice 
among the evaluation conceptions, it is beyond doubt that right up to 
the present day  empirical performance tests  have been an important part of 
evaluations at schools, universities, vocational schools and extracurric-
ular and advanced training courses. The best example of this is undoubt-
edly the comparative education studies initiated by the OECD in the 
 ‘Program for International Student Assessment’  (PISA). The performance 
tests in the PISA programme – like the test procedures Rice used – relate to 
basic skills and not to knowledge of facts. The focus is on measuring and 
drawing up a balance sheet of central competences that are necessary for 
participating in life in modern societies. (See for example OECD 2010, 
2009, 2006; Prenzel et al. 2012; Kunter et al. 2002; Stanat et al. 2002; 
Baumert et al. 2001; for the UK see Bradshaw et al. 2010a, b, c and the 
National Foundation for Educational Research (NFER) for actual results; 
for the USA see Fleischmann et al. 2010 and the National Center for 
Educational Statistics (NCES) for actual results; for Germany see Klieme 
et al. 2010; PISA consortium Germany 2008, 2007, 2006, 2000 and the 
newly founded Zentrum für Internationale Bildungsvergleichsstudien 
(ZIB) at the TU Munich on the methodological conception of the PISA 
evaluations, the survey instruments and the German extensions.) 
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 It should be noted that the psychometric procedures for performance 
measurement introduced by Rice are still used (and in recent years consid-
erably more so, thanks to international efforts). The procedures referred 
to by Guba and Lincoln as the ‘first evaluation generation’ of school 
performance measurement have by no means been ‘superseded’, but are 
in fact currently enjoying considerable public attention: no other scien-
tific (evaluation) project in recent years has given rise to such an intense 
political debate as the PISA programme, which, for example, in Germany 
triggered off nothing short of a ‘PISA shock’ and duly intense efforts to 
improve national education results. Having said that, measurements of 
school performance are more part of regular educational monitoring, 
which only affords a limited amount of information about the impacts of 
educational measures and hardly provides any assistance for the concrete 
further development of the performance of individual schools. These are 
functions assumed more by parallel procedures of school evaluation (cf. 
Section 3.5.2), though these do not represent a ‘further development’ of 
performance measurement. It is far rather the case that a certain paral-
lelism in the development of monitoring AND evaluation can be recog-
nized. Even Rice, cited by Guba and Lincoln as (unquestionably) the most 
important author for the development of the measurement of school 
performance, by no means had a fixation about the establishment of 
quantitative test procedures, but actually made earlier use of qualitative 
observation methods and methods that involved more intensive subjec-
tive reconstruction. In the case of Rice, in fact, the causal connection is 
quite clearly reversed: on account of criticism of his methods, he tried to 
support his findings objectively by means of newer test procedures.  

  3.2.2 The second evaluation generation – description 

 There must furthermore definitely be some doubt as to whether or not 
‘measurement’ is really to be placed historically before ‘description’, 
as the  second generation  of evaluations is labelled, and whether or not 
description really does represent a significant ‘further development’ of 
measurement. The sole example of this second generation as cited by 
Guba and Lincoln also comes from school educationalist research; only 
 Ralph W. Tyler  is cited as a representative, on the basis of his work in 
the ‘eight-year study’ (begun in 1933). Guba and Lincoln argue that his 
approach is characterized by the  ‘description  of patterns of strengths and 
weaknesses with respect to certain stated objectives’ (Guba & Lincoln 
1989: 28; original italics), and that description were thus allocated to the 
evaluator as the latter’s main task. ‘Measurement was no longer treated 
as the equivalent of evaluation but was redefined as  one of several tools  
that might be used in its service’ (ibid.) 
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 Without doubt, Tyler’s works on education evaluation in the 1930s and 
1940s (Tyler 1935, 1938, 1942, 1950; Smith & Tyler 1942) were impor-
tant milestones in school evaluation. His aim was to make a  comparison  
between clearly formulated (educational) objectives and (education) 
results that could be measured as exactly as possible: the success of the 
(educational) measures implemented could then at the same time be 
measured in terms of the  difference between performance and the objectives 
that were originally set . The description of the strengths and weaknesses 
of a project is certainly an important element and result of this compar-
ison, but it does seem rather too much of a curtailment if Tyler’s works 
are reduced exclusively to this aspect of description. 

 His methodological contribution consisted on the one hand in devel-
oping classification procedures for education results, and on the other 
in occupying himself with the problem of ‘outcome measurement’. He 
availed himself of a procedure that even today can still be described as 
fundamental to the  evaluation of the achievement of Objectives  (see Section 
3.4.1 for more detail on these objectives-oriented approaches). In this 
respect, his work goes far beyond the purely descriptive aspirations 
attributed to it by Guba and Lincoln. It also seems somewhat exagger-
ated to insinuate that Rice, unlike Tyler, understood measurement not 
so much as a tool of evaluation but more as an end in itself.  

  Unlike Rice’ school performance measurement, which is to be allo-
cated primarily to educational monitoring at international and national 
level, the comparison between objectives and results relates more to 
the actual implementation level in the individual schools and was thus 
mostly implemented as an element of self-evaluation (cf. Section 3.5.2). 
There is however certainly no indication that the ‘second’ generation 
of evaluation superseded, displaced or subsumed the ‘first’ in any way. 
Furthermore, it would be necessary to prove that Tyler’s work was ‘more 
informed and sophisticated’ than that of Rice. The reasons given for 

Procedure for evaluation of the achievement of objectives after Tyler

(1) Establish broad goals or objectives
(2) Classify the goals or objectives
(3) Defi ne objectives in behavioural terms
(4) Find situations in which achievement of objectives can be shown
(5) Develop or select measurement techniques
(6) Collect performance data
(7) Compare performance data with behaviourally stated objectives

Source: Fitzpatrick, Sanders & Worthen (2012: 155)
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putting Tyler in a class of his own are therefore less than convincing; the 
use of the term ‘generation’ is surely inapt for this individual example 
alone. 

 What is more, the  chronological order  – as already mentioned at the 
beginning – is also rather questionable, the more so if one breaks with 
the purely school-related perspective and takes into account the  economic 
basis  of the perspective of achieving objectives and the comparison of 
targets and achievements (cf. Section 3.5.3 for more detail). The latter 
term – which Tyler did not use – comes from  bookkeeping , and can be 
traced back to the Mesopotamia of 9000 B.C. Today’s ‘double-entry 
bookkeeping’, a comparison between debit and credit (and double-
sided booking of all entries), was already common practice in the 14th 
century. The comparison between targets and achievements emerged 
as an important element in  deviation analysis , which put the planned 
target costs and the calculated actual costs into proportion, enabling 
statements to be made on deviations in consumption and thus also on 
the (current) efficiency of the measures. This is done in a similar way in 
the works of Tyler, though he does break away from a purely economic, 
cost-oriented view and focus more on the target dimensions. 

 This comparison between outputs and objectives as an element 
of evaluation is one of the very things that would be most likely to 
justify allocating Tyler to a category of his own. Once again, it is not 
appropriate to speak of the ‘outdatedness’ or ‘supersession’ of a ‘second 
evaluation generation’ but, on the contrary, of the introduction of an 
important new element that has clearly made its mark on today’s evalu-
ation activities.  

  3.2.3 The third evaluation generation – assessment 

 Guba and Lincoln see the next development stage in the transition from 
description to ‘assessment’, which in their view characterizes the  third 
generation  of evaluation. ‘Assessment’ is indeed the central basic element 
of evaluation, distinguishing it from scientific fundamental research (cf. 
Section 2.1.2). The special significance of some of the authors named 
by Guba and Lincoln and their approaches (Stufflebeam, Provus and 
in particular Scriven, see Section 3.3.3) will be dealt with later on. The 
remarks that follow here are limited to  Robert Stake  as one of the cited 
examples of this generation, and once again their primary aim is to list 
the special features of his approach and classify them with regard to the 
aspect of assessment which Guba and Lincoln considered essential. 

 Robert Stake was among the first evaluation researchers to be seri-
ously troubled by the ‘dominance of program evaluation by what he 
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saw as parochial, objectivist, and mechanistic conceptions and methods’ 
(Fitzpatrick et al. 2012: 191). In his influential essay ‘The countenance 
of educational evaluation’ (1967), he dissociated himself from the scien-
tific view of evaluation that had prevailed until then. First, he developed 
a simple schema, which compares the two behavioural components 
(‘countenances’) which are in his opinion essential to each and every 
evaluation: description and assessment. It was, he said, the task of the 
evaluator (1) to provide a  description of the logic on which a programme was 
based  and of the identified needs (‘background, justification and program 
description of the program rationale’), (2) to list the  intended programme 
structure and programme conditions  (antecedents: inputs, resources, existing 
conditions,  programme activities and processes  (transactions) and  record  the 
(intended and unintended)  outcomes  (3)  empirically . Once (4) the  stand-
ards or criteria used for the  assessment have been  explicitly named , then 
(5) the  programme structure / conditions, activities / processes and impacts  
can be assessed. Using the matrix developed by Stake (cf.  Figure 3.1 ), the 
expected values (intents) are compared with the ones actually observed 
(observations) in the  ‘description matrix’  for congruence, and the corre-
lations with the programme conditions, processes and impacts traced 
(contingencies). The judgements are then recorded in the  ‘judgement 
matrix’.     

 This early work by Stake thus displays a certain parallelism with the 
LogFrame approach explained below, even if no direct connection can 
be made between the two (cf. Section 3.5.3). There can be no doubt that 
the introduction of the judgement aspect was an important contribu-
tion, which does indeed differ greatly from the approaches of Rice and 
Tyler as emphasized by Guba and Lincoln. By introducing the compar-
ison with external criteria and standards that were established outside 
the evaluand as a central element of evaluation, Stake does indeed 
go beyond the work of Rice and Tyler. True, it is not the case that the 
latter did not make any judgements, but the judgement criteria are not 
stipulated so systematically or explicitly. In spite of that, it does seem 
questionable whether this development stage – at least in the case of 
Stake – suffices to justify talking about a new ‘evaluation generation’. 

 In his subsequent works (Stake 1972, 1975, 1980), Stake himself provides 
a good argument for this critical view of things by introducing a further, 
considerably more significant innovation into his evaluation concept 
and placing the focus more heavily on  paying heed directly to the problems 
and interests of those involved . The aim is responsively to devote time and 
attention to the reactions of those involved in the programme while the 
evaluation is being conducted. Accordingly, Stake (1975: 11) defines an 
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Intents Observations Standards Judgements

Rationale
Antecedence

Transactions

Outcomes

Description matrix Judgement matrix

 Figure 3.1      Stake’s description and judgement matrices 

  Source : cf. Stake (1967: 529).  
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 Figure 3.2      Evaluation clock after Stake (1975) 

  Source : Quoted from Fitzpatrick et al. (2012: 194).  
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 evaluation  as  responsive  ‘if it orients more directly to program activities 
than to program intents; responds to audience requirements for infor-
mation; and if the different value perspectives present are referred to in 
reporting the success and failure of the program’. Responsive evaluation 
aims on the one hand to promote  insights into the programme contexts 
among those involved  and on the other to  improve communication with 
them . For this, the evaluator has to enter into a continual exchange with 
the various stakeholder groups. Stake (1975: 20) arranged the individual 
functional stages in a responsive evaluation clockwise (cf.  Figure 3.2 ).     

  With the concept of ‘responsive evaluation’, Stake added another 
important feature, apart from highlighting the judgement process 
explicitly, and it presumably represented the greater change for evalu-
ation conceptions. It is true that Rice and Tyler also took the groups of 
people involved seriously and made use of them as resource subjects; but 
they certainly did not place this group anywhere near so near the centre 
of their evaluation approaches. The significance of these participant-
oriented components of evaluation will be looked at more closely later 
on (cf. Section 3.4.4).  

  3.2.4 The fourth-evaluation generation – negotiation 

 First, however, tribute is to be paid to the approach of Guba and Lincoln 
as self-appointed representatives of a ‘fourth-evaluation generation’. The 
first thing noticeable here is that Stake’s participant-oriented perspective 
and so-called  ‘responsive constructivist evaluation’  have more in common 
than a ‘difference between generations’ would suggest. In their various 

Advantages of responsive evaluation after Stake

(1)  ‘It helps target groups of evaluation to understand the programme if eval-
uators try to accommodate the natural ways in which those target groups 
understand things and communicate them to one another.

(2)  Knowledge gained by experience (tacit knowledge), facilitates human un-
derstanding and expands human experience.

(3)  Naturalistic generalizations, on which we agree by recognizing the simi-
larities between objects and interests inside and outside the context, have 
developed through experience. They help people to obtain an extended 
view of things and to understand the programmes.

(4)  In studying individual objects, people gather experience, which can be 
used in recognizing similarities with other objects. Individuals contribute 
to existing experience and human understanding’.

Source: adapted from Stake (1978: 4ff.)
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studies and theoretical discussions, Guba and Lincoln (1981, 1989, 
2000); Lincoln and Guba (1985, 2004) associated the central ideas of 
responsive evaluation after Stake with so-called  ‘naturalistic’ data gath-
ering methods  (cf. House 1983, quoted from Fitzpatrick et al. 2012: 197), 
which are rooted in ethnological tradition. The essential role of a ‘fourth-
generation evaluation’ consists in devoting time and attention to the 
information requirements of the potential audiences of the evaluation 
and also taking into account the various different value perspectives of 
those involved. 

 Fitzpatrick, Sanders and Worthen (2012: 198) sum up this approach as 
follows: ‘By taking a naturalistic approach to evaluation, the evaluator is 
studying the program activity in situ, or as it occurs naturally, without 
constraining, manipulating, or controlling it’. According to the ideas 
of Guba and Lincoln, the evaluator becomes a learner and the evaluees 
advance to take on the role of teachers. ‘The dominant perspective is 
that of the informant, because the evaluators learn their perspectives, 
learn the concepts they use to describe their world, use their definitions 

Step 1
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Organizing

Step 7
Prioritizing

Step 10
Negotiation

Step 11
Reporting

Step 6
Sorting out

Step 3
Identifying

stakeholders

Step 4
Developing joint

constructions

Step 5
Enlarging joint
constructions

Step 12
Recycling

Step 8
Collecting
information

Step 9
Preparing

negotiation

 Figure 3.3      Implementation plan of ‘fourth-generation evaluation’ 

  Source : Guba & Lincoln (1989: 186f.; abridged version by Stockmann/Meyer).  



Evaluation Approaches and Their Fundamental Theoretical Principles 119

of these concepts, learn the ‘folk theory’ explanations, and translate 
their world so the evaluator and others can understand it’ (ibid.). 

  Guba and Lincoln  presented the procedure of ‘fourth-generation evalu-
ation’ in a detailed flow diagram with a total of twelve steps ( Figure 3.3 ).  3   
Some of these steps (1 and 2, 8, 11) are not necessarily specific to a 
certain form of evaluation and can also be found in other approaches. 
The following depiction concentrates solely on the main elements of 
this approach.    

 The starting-point of ‘naturalistic evaluation’ is the  identification of 
all the potential stakeholders  (step 3) whose perspectives are to be taken 
into account. The main questions are elaborated together with the 
stakeholders in hermeneutic circles  4   (step 4) and then enlarged and / or 
substantiated by means of qualitative interviews, observations and litera-
ture studies (steps 5 to 7). The following kinds of information (step 8) are 
adduced in answering the questions (cf. Fitzpatrick et al. 2012: 197f.):

   descriptive information on the evaluand and its context   ●

  information which caters to interests (matters concerning docu- ●

ments, the search for reasons and consequences and the identifica-
tion of possible sequences of events)  
  information on elucidating problems and identifying potential ways  ●

of overcoming them  
  information on impacts (clarifying impacts, finding out their causes,  ●

degree of persuasion)  
  information on standards used for the evaluation (identification of  ●

criteria, expectations and requirements).    

 Qualitative instruments (interviews, observation, document analysis 
and non-reactive procedures) are used principally for data gathering. One 
main contrast to other evaluations is the way in which the information 
gained is processed. True, in ‘fourth-generation evaluation’ too, the find-
ings are summarized in reports geared to the information requirements 
of the respective audiences (step 11), but the oral presentation is made in 
a joint negotiation process with the stakeholders and is not exclusively 
an interpretation on the part of the evaluators (step 10). Through this 
joint ‘reconstruction’ of the view elaborated jointly at the beginning, the 
perspectives of the stakeholders can be picked up again and integrated in 
the report. The evaluation process is not then considered to have been 
completed, but should now instead start again from the beginning in 
order to be able to arrive at a sharper interpretation (step 12). 

 With regard to the  quality criteria  of such an evaluation, Guba and 
Lincoln point out that it is not – as in the classical scientific approach – the 
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quest for ‘objective’ truths (internal validity) which primary, but cred-
ibility. To improve this, data cross-checks and triangulation are used. If 
it is a question of the transposability of evaluation findings into other 
contexts, it is, accordingly, not their external validity that is decisive, 
but their accuracy. 

 The special reason for Guba and Lincoln’s regarding their approach as 
a new evaluation generation in its own right is (1989: 8) is its emphasis 
on  negotiation  with the stakeholders: ‘We have called this new approach 
fourth-generation evaluation to signal our construction that this form 
moves beyond previously existing generations, characterizable as meas-
urement-oriented, description-oriented, and judgement-oriented, to a 
new level whose key dynamic is negotiation’. It thus centres around the 
consensually elaborated joint ‘construction’ of an assessment of the eval-
uand by the evaluators and all the stakeholders, i.e. an  assessment  which 
is not only ascribable to the subjective opinion of the former. From this 
point of view in particular, Guba and Lincoln – see Section 3.2.3 – are not 
all that far removed from Stake. As emphasized here, the introduction of 
naturalistic methods seems much more typical, though it hardly justifies 
allocation to a ‘fourth-evaluation generation’ in its own right.  

  3.2.5 Summary and assessment 

 Summing up, it can be said that the choice of the term generations for 
the categorization of evaluation approaches by Guba and Lincoln is at the 
very least unfortunate, and inadequately justified by the examples they 
give. It would certainly have been meritorious to present a comprehen-
sive history of evaluation approaches and the individual stages of devel-
opment and arrange their main elements in historical order (cf. Madaus 
and Stufflebeam 2000 for a good example of this; see also the presenta-
tion by Rossi et al. 1999: 9ff.). Guba and Lincoln do this, at best, rudi-
mentarily in relation to school-oriented educational science research. 

 On the other hand, Guba and Lincoln were not primarily concerned 
with writing a treatise on evaluation theories or the presentation of as 
perfect a classification schema as possible, but above all with the presen-
tation of their own approach. Their claim of being able to present that 
approach as the forerunner of a new ‘evaluation generation’ is certainly 
exaggerated. However, the merit of their systematization consists in their 
emphasizing four different central activities which are to be pursued in 
an evaluation and which are indeed reflected in the individual evalu-
ation approaches in various forms. Whether or not the measurement, 
description and assessment of the evaluands and negotiation with the 
stakeholder groups on the evaluation findings really did come into being 
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in that order (thus justifying the choice of the term generation) is less 
relevant. This is shown not least by the next example of a systematiza-
tion of evaluation approaches, which picks up on at least two of the terms 
(measurement and description) and places the focus much more strongly 
on the various lines of development and the distinctions between them.   

  3.3 Systematization according to Alkin: the tree model 

 The ‘tree model’ of Marvin C. Alkin and Christina A. Christie for the 
systematization of evaluation theories has received much attention in 
recent years (Alkin & Christie 2004, cf.  Figure 3.4 ).  5   Unlike Guba and 
Lincoln, Alkin and Christie do not follow a chronological principle of 
classification, emphasizing instead the kinship of the approaches in 
terms of their content, which they accordingly place on a primary or 
secondary branch. This vivid depiction in the form of a tree suggests 
a process of growth from ‘bottom’ – the roots of ‘accountability’ and 
empirical social inquiry, which at the same time represent the ‘trunk’ 
of the tree – to ‘top’, which suggests a progressive diversification of 

Figure 3.4      Tree model of Alkin and Christie 

Source : Alkin & Christie (2004: 13).  
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approaches, with more and more branches giving a visual representa-
tion of individual theory lines.    

 Unlike Guba and Lincoln, Alkin and Christie thus emphasize the 
importance of the accounting tradition (as in Section 3.2.2) and the 
various different social inquiry activities as important starting-points for 
evaluation development (without restricting themselves to any particular 
disciplines or objects). They see the first major stage in terms of the diversi-
fication of evaluation approaches into three ‘primary branches’: those that 
concern themselves mainly with ‘methods’, ‘use’ or the valuing process 
respectively, which differ fundamentally from one another in accord-
ance with that image and subsequently form ‘schools’ of their own with 
further ramifications. These primary branches and their ramifications will 
be looked at somewhat more closely in the section that follows. 

  3.3.1 The ‘methods’ branch 

 Alkin and Christie (2004) allocate a ‘progenitor’ to each of the three 
primary branches, which they have identified as being central to the 
further development of the related evaluation approaches. In the case 
of the  primary branch of methods development,  which has proceeded 
mainly from empirical social inquiry, that progenitor is Ralph W. Tyler, 
whose work – as already mentioned (Section 3.2.2) – was cited by Guba 
and Lincoln as characterizing the second, more descriptive genera-
tion of evaluations. Alkin and Christie, by contrast, acknowledge this 
work as the theoretical foundation of objectives-oriented evaluation. 
Without wishing to detract from Tyler’s undoubtedly great merit in 
the development of theory, especially in the field of educational evalu-
ation, the role allocated to him by Alkin and Christie, namely that of 
the key figure in methods-oriented evaluation theory, must be given a 
critical look. 

 For this assessment, Alkin and Christie put forward the methodological 
innovations of the ‘eight-year study’ – significant and formative for the 
further development of evaluation research as they were (Alkin & Christie 
2004: 18; cf. also Madaus & Stufflebeam 1989: xiii) – particularly Tyler’s 
article on ‘outcome measurement’ and his pioneering thoughts on objec-
tives-oriented evaluation. The latter in particular were further developed 
by a number of authors (Alkin and Christie name in particular Bloom, 
Hammond, Metfessel and Popham), who are assigned to a secondary 
arm of the methods branch under the heading ‘other objectives-oriented 
theorists’. In general, however, it is noticeable that although a number 
of evaluation theorists – above all Stufflebeam – discuss the theoretical 
deliberations of Tyler and use them in the development of their own theo-
ries, these do not include Campbell, Suchman or Rossi, who are placed on 
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Alkin’s methods branch. Unlike the textbooks of Fitzgerald or Stufflebeam, 
the work of Rossi, Freeman and Lipsey does not feature the name Tyler at 
all, other studies being cited there as pioneering for the 1930s and 1940s 
(Dodd on the public health system, Stephan on the evaluation of the ‘New 
Deal’, the Hawthorne study and the work of Lewin, Lippitt and White; see 
Rossi et al. 1999: 10f.). 

 Let us assume that this placement of Tyler is correct as regards 
content; the tree model and the central position allocated neverthe-
less suggest that Tyler played a role in the development of a certain 
line of evaluation theory, and that is a role he never actually played. 
This already applies with reference to the psychologist D. T. Campbell, 
who is classified as a direct ‘successor’ of Tyler on the main arm of 
the methods branch. Some authors would even argue with citing 
Campbell as an evaluation theorist at all – presumably even Campbell 
himself. There is no doubt about the fact that Campbell’s pioneering 
article on field research and the development of ‘quasi-experimental 
designs’, written together with J. C. Stanley (Campbell & Stanley 
1963), represented an important basis for the development of evalu-
ation methodology, and that it also had a certain influence on the 
development of theory. However, neither that article nor the other 
writings of Campbell are to be judged as  contributions to evaluation 
theory in their own right . Neither are they by any means to be seen as 
sequels to the studies of Tyler, to which no heed is paid, at least not in 
Campbell’s main writings on evaluation (Campbell 1969, 1975, 1991; 
Campbell & Boruch 1975). 

 The same applies to the works of Edward Suchman, whose principal 
work ‘Evaluative Research’ (Suchman 1967) was an initial attempt at the 
theoretical integration of the evaluation field. It is from Suchman that the 
important distinction originated between  evaluation in general usage  as a 
social process for the judgement of the value of an object and the  scien-
tific understanding of ‘evaluation research’,  which distinguishes itself by the 
use of scientific research methods and techniques. Accordingly, Suchman 
occupies himself in great detail with the scientific procedure and design 
questions in which Campbell was interested at the same time. Thus it was 
Suchman who rendered Campbell’s works utilizable for evaluation and 
integrated them into a theoretical concept for conducting evaluations. 
Apart from that, since he also had a definite influence on the works of 
Peter Rossi (cf. Alkin & Christie 2004: 22), it would certainly have been 
more apt to give Edward Suchman the central position in the methods 
branch of the tree of evaluation theories. 

 The existence of a common, methodologically oriented tradition of 
theories of evaluation can certainly not be derived from the virtually 
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independent works of Tyler and Campbell, but rather from the upper third 
of that branch and the constellation of the authors Suchman, Rossi, Chen 
and Weiss. In particular, the introductory book ‘Evaluation: A Systematic 
Approach’, written by  Peter Rossi  together with Howard Freeman at the 
end of the 1970s, attained a high degree of popularity and is still available 
today in its seventh edition (Rossi, Lipsey & Freeman 2004). It can at the 
same time be regarded as a seminal work of ‘theory-driven evaluation’, 
even if that term was primarily coined in the cooperation of Rossi with 
Huey-Tsyh Chen in a number of other publications (Chen 1990; Chen & 
Rossi 1980, 1983, 1987). 

 The central idea in  theory-driven evaluation  is the design of a programme 
theory, with the help of which the evaluation can then be driven. The 
reasoning is as follows: ‘Every program embodies a conception of the 
structure, functions, and procedures appropriate to attain its goals. This 
conception constitutes the ‘logic’ or plan of the program, which we have 
called program theory. The program theory explains why the program 
does what it does and provides the rationale for expecting that doing 
things that way will achieve the desired results’ (Rossi et al. 1999: 156). 
In accordance with these remarks, a  ‘programme theory’  does not by any 
means have to meet the scientific requirements imposed on theories, 
neither does it have to correspond to the current state of research. In 
most cases, it will be an implicit theory of the actors (especially of the 
programme client), which has not been taken to its logical conclusion 
or put on a detailed logical basis in the form of hypothetical statements 
and causal chains. In a more elaborate form this is a ‘logical model’ 
not based on sound scientific results, designed during a planning work-
shop and for example put down on paper in the context of a ‘LogFrame 
approach’ as the consensual result of that workshop (cf. Section 3.5.3). 

 The first task of evaluation is thus to conceptualize this  programme 
theory in accordance with scientific standards , making it accessible to scien-
tific investigation. Unlike fundamental research, in an evaluation the 
guiding theory is thus not developed from the scientific standards but 
from the basic assumptions of the programme actors, and the concrete 
investigation design is derived from it (cf. Section 5.2).  

Processing and evaluation of programme theory after Rossi et al.

 (1)  ‘Every program embodies a program theory, a set of assumptions and 
expectations that constitute the logic or plan of the program ... .

 (2)  Program theory is an aspect of a program that can be evaluated in its 
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  An important step is taken with the integration of methodological 
procedures into a basic theoretical concept, and it is one which goes 
beyond the purely methodological considerations of Campbell and 
the highly application-oriented works of Tyler. With the call for the 
formulation of a programme theory as a basis for evaluations, which 
postulates the methods to be deployed not as ends in themselves – as 
the label in Alkin and Christie’s classification would suggest – but as 
a strict derivation from that theory, evaluation research approaches 
the principles of fundamental research more closely, liberating itself 
at the same time from the corset of integration into various different 
fundamental research disciplines. Tied to the thought patterns of 
individual social science subjects is just what the programme theory 
fundamental to evaluation is not; on the contrary, it must present 
itself in the service of the evaluation task as interdisciplinary, and 
must be able to substantiate the various different aspects of the 

own right. Such assessment is important because a program based on 
weak or faulty conceptualization has little prospect of achieving the 
intended results.

 (3)   ... evaluability assessment [is] a preevaluation appraisal of whether a pro-
gram’s performance can be evaluated and, if so, whether it should be.

 (4)  Evaluability assessment involves describing program goals and objec-
tives, assessing whether the program is well enough conceptualized to be 
evaluable, and identifying stakeholder interest in evaluation fi ndings ... .

 (5)  To assess program theory, it is necessary for the evaluator to articulate 
the theory, that is, state it in a clear, explicit form acceptable to stake-
holders. The aim of this effort is to describe the ‘program as intended’ 
and its rationale, not the program as it actually is ... 

 (6)  The evaluator describes program theory by collating and integrating in-
formation from program documents, interviews with program person-
nel and other stakeholders, and observations of program activities ... .

 (7)  The most important assessment of program theory the evaluator can 
make is based on a comparison of the intervention specifi ed in the 
program theory with the social needs the program is expected to ad-
dress ... .

 (8)  A complementary approach to assessing program theory uses stakehold-
ers and other informants to appraise the clarity, plausibility, feasibility, 
and appropriateness of the program theory as formulated ... .

 (9)  Program theory also can be assessed in relation to the support for its 
critical assumptions found in research or documented program practice 
elsewhere ... .

(10)  Assessment of program theory yields fi ndings that can help improve the 
conceptualization of a program or, possibly, affi rm its basic design ... ’.

Source: Rossi, Freeman & Lipsey (1999: 187f.); abridged version
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explicit and implicit assumptions of a programme. More so than the 
authors described thus far, Chen and Rossi therefore contributed to 
the establishment of evaluation as a research discipline in its own 
right, even if most subsequent authors followed a different under-
standing of theory and science. 

 Few authors have attempted to develop a programme theory that goes 
beyond the form of specific theory formulation oriented toward the 
respective programme intentions envisaged by Chen and Rossi and that 
is generally applicable. One such, however, has been provided by  Reinhard 
Stockmann , who has translated solid insights from fundamental research 
into a connecting overall concept and uses that concept to derive evalu-
ation criteria (Stockmann 1996, 2008). This general programme theory 
and its use in evaluations have already been covered (cf. Section 2.3). 
At this point let it simply be said that these evaluation approaches can 
hardly be dealt with under the heading of ‘methods’, but have taken up 
the very cause of the theoretical integration of the various branches and 
ramifications of the ‘evaluation tree’. Regrettably, no tribute is paid to 
this integrative counter-movement in the tree model, which is oriented 
toward progressive diversification (see Section 3.4 for more detail).  

  3.3.2 The ‘use’ branch 

 The second primary branch of Alkin and Christie’s evaluation tree 
embodies the  use-oriented theories . Here,  Daniel L. Stufflebeam  is cited as 
the key figure. Unlike the authors referred to in the previous section, 
Stufflebeam focuses his theory on the  decision-makers  and sees evalu-
ations as a procedure for gaining information on their behalf. In his 
CIPP model (Stufflebeam 1983), he differentiates between four types of 
evaluation – context, input, process and product evaluation. Judging 
the  context  helps the decision-makers to design realistic objectives 
and objectives systems. Examining the  input  is intended to underpin 
decisions on strategies and programme designs. In  process evaluation,  
the strengths and weaknesses of existing programmes are weighed 
up, so that the implementation of the measures can be improved. 
And in  product evaluation,  finally, the impacts of the measures are 
investigated and an improvement of effectiveness and efficiency duly 
striven toward. This model has been further developed in various 
different stages and meanwhile has ten elements instead of four. The 
contractual component (at the beginning) and the meta-evaluation 
and reporting components (at the end) have been added, and product 
evaluation has been split up into impacts, effectiveness, sustainability 
and transportability see the brief presentation in the box below). 
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 In this early work, Stufflebeam describes evaluation as a process and 
understands evaluation design not primarily as a product of theoret-
ical considerations but as the result of an interactive process with the 
decision-makers. Evaluation is understood here as a  service  which needs 
to adapt itself to changing requirements and decision-making situa-
tions. The evaluation must ensure that it can satisfy the information 
requirements of a programme’s decision-makers, and it must continue 
to verify during the data gathering phase what those requirements actu-
ally are. In this respect, evaluation differs strikingly from fundamental 
research, the interests of third parties being among the very things the 
latter will not take into account; ideal-typically, the latter also pursues 
only its own research interest, completely independent of the clients 
of a study, and aims to test the hypotheses derived from theories as 
exactly as possible. 

Stufflebeam’s CIPP model

 (1)  Contractual agreements: CIPP evaluations should be grounded in explicit 
advance agreements with the client, and these should be updated as 
needed throughout the evaluation.

 (2)  Context evaluation: Context evaluation assesses needs, assets and prob-
lems within a defi ned environment.

 (3)  Input evaluation: Input evaluation assesses competing strategies and the 
work plans and budgets of the selected approach.

 (4)  Process evaluation: Process evaluations monitor, document and assess pro-
gramme activities.

 (5)  Impact evaluation: Impact evaluation assesses a program’s reach to the 
target audience.

 (6)  Effectiveness evaluation: Effectiveness evaluation documents and assesses 
the quality and signifi cance of outcomes.

 (7)  Sustainability evaluation: Sustainability evaluation assesses the extent to 
which a programme’s contributions are institutionalized successfully 
and continued over time.

 (8)  Transportability evaluation: Transportability evaluation assesses the ex-
tent to which a programme has (or could be) (sic) successfully adapted 
and applied elsewhere.

 (9)  Meta-evaluation: Meta-evaluation is an assessment of an evaluation, es-
pecially its adherence to pertinent standards of sound evaluation.

(10)   The fi nal synthesis report: Final synthesis reports pull together evalua-
tion fi ndings to inform the full range of audiences about what was at-
tempted, done and accomplished; what lessons were learned; and the 
bottom-line assessment of the programme.

Source: CIPP Evaluation Model Checklist (Stuffl ebeam 2007) found at http://www.
wmich.edu/evalctr/archive_checklists/cippchecklist_mar07.pdf
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 This view of things does not however mean that Stufflebeam rigor-
ously rejects the use of programme theories or abandons the scientifically 
exact use of research methods in favour of a dialogue-oriented process. 
Particularly in his most recent work, Stufflebeam deals very extensively 
with programme evaluation theories and acknowledges their importance 
both for the consolidation of evaluation as a scientific research field in its 
own right and for the practical conducting and utility of evaluation for 
decision-makers (Stufflebeam & Shinkfield 2007: 57ff.). As in the distinc-
tion introduced above, Stufflebeam and Shinkfield differentiate between  a 
general and a specific form of programme evaluation theory:   

  A general theory of program evaluation would characterize the nature 
of program evaluations, regardless of subject matter, time and space. 
Such a general theory would cover a wide range of program evaluations, 
denote their modal characteristics – including logic and processes of 
evaluative discourse – and describe in general how program evaluations 
should be assessed and justified. Specific theories of program evaluation 
would have many of the same characteristics as a general theory but 
be delimited to account for program evaluations that are restricted to 
particular substantive areas, locations, or time periods. (Stufflebeam & 
Shinkfield 2007: 58)   

 It becomes clear that Stufflebeam and Shinkfield strive to develop a 
general theory of programme evaluation, but that they then understand 
that theory as only one element of a general evaluation theory. They see 
the exchange with praxis as the cornerstone of the development of such 
a theory, the aim of which should be ‘to produce a science of program 
evaluation – one that is grounded in ongoing conceptualization and 
rigorous testing of theory-based propositions and continually improves’ 
(Stufflebeam & Shinkfield 2007: 59). This aspiration is certainly shared 
by Chen, Rossi, Suchman and Weiss, who were allocated to the methods 
branch of the evaluation tree. 

 With regard to their aspirations, Stufflebeam and Shinkfield are even more 
radical and call for more scientifically formulated  theories  which contrast 
more clearly with the  models  that have dominated so far. Whilst each 
idealized conceptualization formulated by the evaluators for conducting 
a programme evaluation is classed as a model, the demands they make 
on a programme evaluation theory are considerably higher: ‘A program 
evaluation theory is a coherent set of conceptual, hypothetical, pragmatic, 
and ethical principles forming a general framework to guide the study 
and practice of program evaluation’ (Stufflebeam & Shinkfield 2007: 63). 
Accordingly, they would like to see the  quality of evaluation theories  judged 
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by applying six central criteria: ‘overall coherence, core concepts, tested 
hypotheses on how evaluation procedures produce desired outcomes, 
workable procedures, ethical requirements and a general framework for 
guiding program evaluations practice and conducting research on program 
evaluation’. 

 At this point it should be noted that Stufflebeam, in his theoretical 
thought processes, by no means differs fundamentally from the authors 
of the ‘methods branch’. As mentioned above, he gets to grips much more 
intensively with the works of Tyler than, for example, Rossi does. Moreover, 
he does not fundamentally reject a theory-driven procedure, but considers 
it an important element in the further development of evaluation research 
as a discipline in its own right. Nevertheless, it should be noted that 
Stufflebeam does indeed occupy himself much more intensively than the 
theorists cited on the methods branch with the question of the utilization 
of evaluation findings for decision-makers. Whether this is enough for him 
to be able to lay claim to the outstanding position of the ‘progenitor’ of a 
theory development branch in its own right is another matter. 

 Much is to be said for preferring to allocate this role to  Michael Patton , 
whose  ‘utilization-focused evaluation’  model is in much stronger contrast 
to the ideas of theory-driven evaluation research (Patton 1978, 1997, 
2003, 2012).  6   The procedure in a ‘utilization-focused evaluation’ consists 
ideal-typically of five different phases:

    (a)     the identification of the intended users (target groups) of the 
programme to be evaluated  

   (b)     the attitude of those users to the objective of the evaluation being 
striven toward and to the utilization of the insights gained  

   (c)     the involvement of the users in methods, design and measurements  
   (d)     their commitment with regard to the active and direct interpreta-

tion of the findings and their assessment  
   (e)    the making of decisions on future dissemination measures.    

 Thus the  ‘stakeholders’ of the evaluation  are in the centre of the proce-
dure, and the evaluators’ first important task is to identify them. 
Patton emphasizes the personal role of the evaluators, who should, 
according to his dictum, behave ‘actively – reactively – adaptively’. 
The evaluators need to act to identify the users and focus the goals. 
Reactive behaviour calls for a continuous learning process relating to 
the social situation of the evaluation. After all, the aspiration of adapt-
ability is derived from the continual adaptation of the evaluation goals 
and the evaluation design to the changing situation or, as the case 
may be, the continuously expanding understanding of that situation. 
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By introducing the term  ‘developmental evaluation’  Patton even goes a 
step further: ‘The evaluator becomes part of the program design team 
or an organization’s management team, not apart from the team ... but 
fully participating in decisions and facilitating discussion about how 
to evaluate whatever happens’ (Patton 1997: 106). The most important 
features of Patton’s approach are shown in the overview below.  

  Finally, it remains to be noted that the notion of a ‘use’ branch makes 
considerably more sense than that of a ‘methods’ branch. The latter features, 
on the one hand, empirical social researchers who are interested in methods 
development and do not see themselves as evaluators or, if they do, only to 
a certain extent. On the other hand, the (programme) theory-driven authors 
are subsumed here, who were not primarily concerned with the develop-
ment of methods (or at least no more than the authors in other parts of 
the tree). Their allocation here would rather seem to be due to a common 
theory-of-science understanding. So this is where the links with the ‘meth-
odologists’ on this branch would be found: all the authors placed here by 
Alkin and Christie share an understanding of evaluation which seeks to test 

Features of Patton’s utilization-focused evaluation approach

(1)  Stakeholder orientation: evaluation is a service for ‘stakeholders’. A careful 
‘stakeholder analysis’ which takes due account of the varied and different 
interests of those involved in the programme is the starting-point of an 
evaluation.

(2)  Use orientation: evaluation must focus on its use. This is a task which 
continues from the beginning to the end, and it must adapt to the re-
quirements which may change depending on the situation. Standardized 
approaches do not have the necessary fl exibility.

(3)  User involvement: the users of an evaluation are to be involved in the im-
portant decisions. It is not the frequency but the quality of the participa-
tion which is paramount. Personal contact plays a key role.

(4)  Shaping function of the evaluators: conducting an evaluation is the respon-
sibility of the evaluators, whose credibility and integrity depend on the 
quality with which they cope with this task. They must behave actively, 
reactively and adaptively and contribute to the assessment of the merit 
of a programme (summative evaluation), to its improvement (instrumen-
tal use) and to the generation of knowledge (conceptional aspect). They 
must support the stakeholders in utilizing the evaluation fi ndings.

(5)  Dissemination of evaluation fi ndings: the utilization of the evaluation is 
not necessarily to be equated with the reporting and dissemination of 
its fi ndings. This task is to be separated from those of decision-making, 
programme improvement and generation of knowledge.

Source: After Stuffl ebeam and Shinkfi eld (2007); Patton (2003)
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theories by means of empirical procedures. (See Donaldson & Lipsey 2006 
on the various attitudes to the role of theories in evaluation approaches). 

 The authors on the ‘use’ branch do indeed differ from this, placing 
prime emphasis on service for the client and preferring not so much a 
scientific view as a pragmatic one. In Michael Patton – and also in Daniel 
L. Stufflebeam – the most important protagonists are indeed allocated to 
the primary branch, whereby Patton in particular can be distinguished 
from authors such as Chen, Rossi or Suchman.  

  3.3.3 The valuing branch 

 Finally, there remains the third primary branch of Alkin and Christie’s 
evaluation theory tree, which centres around  valuing procedures .  Michael 
Scriven  (1967, 1974, 1980, 1983, 1994, 1997, 2003) is cited as the main 
protagonist of this line. Scriven is – also in the opinion of Shadish et al. 
(1991: 94) – the sole leading evaluation theorist to have an explicitly 
worded and general  theory of valuing  at his command (similarly also 
Mark et al. 2000: 3f.; Stufflebeam & Shinkfield 2007: 369f.). 

 This already becomes clear in Scriven’s much quoted definition of evalu-
ation: ‘Evaluation is the process of determining the merit, worth and value 
of things, and evaluations are the products of that process’ (Scriven 1991: 
1). For Scriven, therefore, the principal task of the evaluator consists in 
carrying out assessments and stating clearly what is ‘good’ and what is ‘bad’ 
about a programme (or other evaluand). In so doing, he acts and judges 
in the public interest and his task cannot be reduced to that of obtaining 
and processing information for decision-makers. Scriven dissociates himself 
expressly from the orientation of an evaluation toward the objectives of a 
programme and calls for  ‘goal-free evaluation’  (see in particular Scriven 1974; 
cf. Section 3.4.1). It is, he says, the task of evaluation to seek out all the 
effects caused by the activities and then to assess them. A restriction to or 
even just a priority orientation toward the programme objectives carries the 
risk that side effects, unintended consequences of action and side impacts 
may be overlooked or underrated. 

Features of Michael Scriven’s ‘goal-free evaluation’

(1)  In ‘goal-free evaluation’ the evaluators are completely blind to the objec-
tives of a project.

(2)  The evaluators have the task of fi nding and investigating all the impacts 
a programme has (intended and unintended) – regardless of the planned 
objectives.

(3)  The impacts detected are compared with the needs of the target groups 
and assessed on that basis.
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 The  advantages of goal-free evaluation  are said to be that  

   there is no longer any need for the costly, time-consuming and diffi- ●

cult determination and weighting of programme objectives  
  it interferes less with the ongoing implementation of the programme,  ●

because the actors are not accountable for the objectives  
  the evaluators are less likely to be influenced socially, perceptually  ●

and cognitively since they have less contact with the programme 
managers and the staff  
  it is reversible, in other words it can subsequently lead into an  ●

objectives-oriented evaluation, though the converse is not possible 
(cf. Scriven 1991: 180).    

 However, since  all programmes  always have a certain  relationship with 
values and objectives  (cf. Brandtstädter 1990b: 221), even if it is not always 
explicitly worded, the concept of completely goal-free programmes, not 
to mention goal-free evaluations, would be a very naive one indeed 
(cf. Weiss 1974: 22). Owen and Rogers (1999: 269) also point this out: 
‘Practically, the notion of deliberately ignoring the intentions of a 
programmatic intervention borders on the bizarre. Commissioners and 
clients are almost always interested in whether program objectives have 
been met, and the evaluator would need to go to extremes to ignore 
information about how the program is meant to operate’. 

 Following the theoretical style of contemplating the evaluand 
in a way completely detached from the objectives of programme 
managers, Scriven concentrated on the  analysis of the requirements 
of the target groups  and occupied himself in particular with various 
 forms of assessment procedure . The effects of an intervention, having 
been ascertained, must be assessed by comparing them with the 
needs of the beneficiaries of those intervention effects, for which 
reason the investigation of those needs should be a cornerstone of 
the evaluation. For comparative assessment, four different methods 

(4)  The use of a programme is assessed exclusively on the basis of the empiri-
cal data on the impacts of the programme intervention.

(5)  During the phase in which the evaluation questions are worded, the ‘goal-
free evaluator’ avoids contact with the programme managers, as they 
could have a tendentious infl uence on his point of view.

(6)  An investigation of the objectives has nothing meaningful to say about 
the social use of a programme and should not therefore be carried out. 
The evaluator’s gaze must be directed beyond the objectives so as also to 
include the unexpected impacts.

Source: After Scriven (1976: 137)
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are available: ‘scoring’, ‘ranking’, ‘grading’ and ‘apportioning’. In the 
 scoring procedure  numerical values are allocated to the evaluand (or 
one of its sub-dimensions); these are intended to depict the quality of 
the effects and thus of the ‘value’ of the intervention on a predeter-
mined scale. The object of the  ranking procedure  is to make possible a 
comparison between different options or evaluands. It is not strictly 
necessary to award values on a scale. The  grading procedure  forms 
classes or groups from existing numerical values or other informa-
tion features, by which means certain similarities and differences can 
be emphasized. With the  apportionment procedure,  the distribution of 
existing resources or effects over different evaluands or alternative 
actions is investigated. 

 Scriven’s allocation to the ‘valuing branch’ of Alkin and Christie’s evalu-
ation tree is indisputable and can be justified relatively simply and conclu-
sively. As compared with the other authors cited (Stake; Eisner; Wolf & 
Owens, Guba & Lincoln; MacDonald; House), Scriven’s outstanding 
significance for this line of theory can certainly be understood clearly, 
also in comparison with Stake, whose approach was presented in Section 
3.2.3. Tribute is paid to the great significance of the assessment aspect for 
the development of evaluation approaches in practically all attempts at 
systematization, the generic term ‘valuing’ selected by Alkin and Christie 
appearing more apt for covering the various aspects than the term ‘judge-
ment’ as used by Guba and Lincoln. 

 On the other hand, it should be noted that Scriven not only made 
a major contribution to the valuing discussion, but also provided 
many stimuli for the ‘use branch’ (cf. the remarks in Section 3.4.3). 
The efforts he made toward customer orientation are reflected, among 
other things, in a series of evaluation check-lists and the publication 
of an evaluation thesaurus (Scriven 1991). So let the question at least 
be asked here whether the ‘bifurcation’ between valuing and use as a 
development tendency in evaluation approaches came about because 
of Scriven.  

  3.3.4 Summary and assessment 

 In general this classification model has some indisputable advantages, 
above all, of course, its visual comprehensibility and the  clear principle of 
classification  on which it is based, by means of which the most important 
evaluation theorists can be classified very conclusively. The identification 
of three main lines by the central topics of ‘use’, ‘methods’ and ‘valuing’ 
and their basis in the area of accountability and empirical social inquiry 
is decidedly valuable. Unlike Guba and Lincoln, Alkin and Christie refrain 
from introducing a separate branch for ‘description’, which seems justified 
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in view of the former’s weak evidence in support of such a ‘generation’. 
On the other hand, the term ‘use’ of evaluation approaches points to an 
important line of thought, which is not appreciated in that way in the 
generation model. 

 However, when it comes to  classifying individual names , there are at least 
a few points of criticism to be raised. This applies particularly to the ques-
tion of who is to be referred to as an evaluation theorist and duly featured 
in a tree of evaluation research – or, as Alkin and Christie would have 
it, even specifically of ‘evaluation theories’. When all is said and done, 
such classification would be tenable if it were adhered to systematically 
on all branches. But this is not the case: in Michael Scriven, for example, 
the beginning of the assessment branch undisputedly features a leading 
evaluation theorist who has made a major contribution to the develop-
ment of this line of thought. On the other hand, the important works of 
Scriven’s forerunners, which cannot necessarily be allocated to evaluation 
theory, such as the value judgement dispute led by Alkin and Christie (cf. 
Albert & Topitsch 1990 for an overview) and all the economic research on 
problems in decision-making, which led after all to several procedures – 
very much in use today – such as multi-criteria analysis (cf. Section 5.5), 
are neglected. In the methods branch the procedure is the reverse: in 
Campbell’s case at least, allocation to the ‘evaluation theorists’ is debat-
able, whilst – conversely – in the case of the authors who occupied them-
selves more with theory of evaluation in that branch (such as Rossi) the 
question needs to be asked what exceptional contribution they made to 
methods development which distinguishes them clearly from others such 
as Patton or Scriven. 

 Things become particularly difficult when the principle of classifica-
tion designed primarily for the evaluation theories developed in the USA 
(or at least in those parts of the world where English language and culture 
hold or held sway)  is applied to developments in Europe and is supposed to 
depict not only the theories but the entire evaluation landscape . In view of the 
many diverse national, sectoral and discipline-related backgrounds and 
developments which were for a long time largely independent of one 
another, it is hardly fitting to refer to a common tree of development, 
the image of an impenetrable ‘thicket’ or jungle seeming much more 
appropriate (cf. Meyer & Stockmann 2007 on this; see also the other 
contributions in the documentation of Peterson and Vestman 2007 
on the overall discussion of the transferability of Alkin and Christie’s 
schema to Europe within the European Evaluation Society). 

 It is not only because of these problems that the  tree metaphor as a 
whole  – striking though it is – can be cast into doubt. As made clear in 
the preceding section, taking Scriven as an example, it is certainly not 
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the case that the branches split early on and that further ramifications are 
now taking place inside the various schools. On the contrary, the various 
authors pick up on impulses from other authors and attempt to integrate 
them into their approaches. There are for example parallels, not only 
between Scriven and Stake (within the valuing branch) but also between 
Scriven and Patton (who are a very long way apart in the tree model). A 
similar situation has already been shown to exist for Stufflebeam and the 
methods branch, and one might certainly argue similarly for a number of 
other authors. 

 Of course it is not easy to find a simple and convincing principle of 
classification for the diversity of evaluation approaches which have 
meanwhile been developed. It is further evidence of the increasing 
importance of evaluation that, especially in recent years, there have 
been considerably more attempts at such classification and some very 
different criteria have been applied in their making (cf. Donaldson & 
Lipsey 2006; Lee 2006; Madaus & Kellaghan 2000; Owen & Rogers 1999: 
39ff.; Cook 1997; Shadish et al. 1991 as a selection). For this reason, a 
further attempt at systematization will now be presented in the section 
that follows. It is in clear contrast to the two systems introduced above: 
systematization according to Fitzpatrick, Sanders and Worthen.   

  3.4 Systematization according to Fitzpatrick et al.: 
the use model 

 In recent years an attitude mainly characterized by pragmatism has estab-
lished itself in evaluation research, according to which the focus is not so 
much on the theory-of-science roots, the theoretical approaches or the 
methods deployed but rather on the usefulness of the evaluation findings 
for the individual stakeholders. Chelimsky (1995: 6) describes this more 
recent development thus: ‘We think less today about the absolute merits 
of one method versus another, and more about whether and how using 
them in concert could result in more conclusive findings’. The real evalua-
tion questions come more to the fore: ‘We have learned that the choice of 
methods (and measures and instruments and data) depends much more 
on the type of question being asked than on the qualities of any particular 
method’ (ibid.). Over and above all theoretical and methodological issues, 
there is more and more agreement on the fact that it depends mainly on 
evaluation findings being put to use by the stakeholders. For this, it is 
necessary for evaluations to do justice to their functions. 

 This aspect of the  practical orientation  of evaluation is used by 
Fitzpatrick, Sanders and Worthen (2012) as a structuring criterion for 
the classification of evaluation approaches:
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‘Our classification is based on what we see as the driving force behind 
doing the evaluation: the factors that influence the choice of what to 
study and the ways in which the study is conducted’ (Fitzpatrick, Sanders 
& Worthen 2012: 124). Applying this yardstick, the authors differentiate 
between four different forms of evaluation, these being shown in the 
box here and discussed in more detail in the section that follows. 

  3.4.1 Approaches oriented to program characteristics 

  Example: Objectives-oriented evaluation approaches 

 The main emphasis in objectives-oriented approaches is – as their label 
indicates – on answering the question of whether and to what extent 
the specific objectives of a programme, project or measure have been 
achieved. Objectives-oriented approaches thus serve mainly purposes of 
control by examining whether or not the proclaimed target status is 
matched by an appropriate actual status. The findings from the evalua-
tion can then be used to modify either the objectives or the processes. 

 Ralph W. Tyler, already presented in detail in Section 3.2.2, who carried 
out studies on the improvement of the educational success of students at 
the end of the 1930s, is regarded as an early champion of this approach. 
 Sanders and Cunningham  (1973, 1974) enriched the objectives-oriented 
approach by adding the insight that not just the achievement of targets 

Systematization after Fitzpatrick, Sanders and Worthen

(1)  Approaches oriented to characteristics of the programme, including Objectives-
based approaches, in which the focus is on identifying programme objec-
tives and judgement, Standards-based approaches, using generally agreed 
standards and benchmarks for evaluation, and theory-based approaches, in 
which programme theories are tested.

(2)  Approaches oriented to decisions to be made about the programme, in which 
the focus is on providing information to improve the quality of decisions 
made by stakeholders or organizations (Management-oriented approaches).

(3)  Approaches oriented to comprehensive judgements of the quality of the pro-
gramme or product, including Expertise-oriented approaches, in which the 
evaluation is carried out by selected experts from a given area of practice, 
and Consumer-oriented approaches, the main task of which consists in pro-
viding product-related information and assessments, for example in the 
form of product check-lists.

(4)  Approaches oriented to participation of stakeholders (Participant-oriented ap-
proaches), characterized by particular emphasis on the integration of the 
various interest groups involved in or affected by an evaluation (stake-
holders) in the planning and conducting of that evaluation

Source: Fitzpatrick, Sanders and Worthen (2012:123)
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can be empirically investigated; the objectives can also be assessed 
with regard to their logical structure and their compatibility with one 
another. Thus the coherence of the arguments on which an objective is 
based can be verified, or the conformity of objectives with superordi-
nate values. The consequences which ensue from the achievement of an 
objective can also be derived logically and compared with the potential 
consequences of competing objectives. The ‘logical models’ explained in 
more detail in Section 3.5.3, and planning procedures built upon them 
such as the ‘LogFrame approach’ (cf. NORAD 1999) or the ‘objectives-
oriented project planning’ (ZOPP) of the German Society for Technical 
Cooperation (GTZ) (cf. GTZ 1988) follow a similar design principle. 

 In Tyler’s tradition, Malcolm Provus (1971) developed a ‘discrepancy 
evaluation model’ (DEM), which focuses on the differences between the 
programme objectives being striven toward and the actual achievement of 
targets. Starting with the assumption that a programme has four phases, 
to which Provus adds a fifth, appropriate tasks are allocated to evaluation:

Evaluation tasks in the discrepancy evaluation model after Provus

(1)  During the defi nition or development phase, the main work is on defi ning 
objectives, processes and activities and identifying the necessary resources 
and actors. Target dimensions (standards) are to be developed for each of 
these components, and these standards must be able to be verifi ed during 
the evaluation. The task of the evaluator in this phase consists in taking 
care that a complete set of design specifi cations is produced, said specifi ca-
tions then forming the basis of the evaluation.

(2)  During the implementation phase the defi ned target dimensions (standards) 
or design specifi cations are used as yardsticks for assessing the develop-
ment of the programme. The main task of evaluation consists in carrying 
out a series of congruency tests, in order to identify any discrepancies 
between the implementation of the programme as striven toward and the 
implementation as actually achieved.

(3)  During the process phase, the evaluation concentrates on gathering data 
about the progress of the programme participants in order to fi nd out 
whether or not their performance has improved or, as the case may be, 
whether their behavioural patterns have changed as desired.

(4)  In the product or production phase the evaluation aims to investigate wheth-
er or not the long-term programme objectives (terminal objectives) have 
been achieved. For this, a distinction is made between intermediate and 
long-term outcomes, which are recorded in follow-up studies.

(5)  In an optional fi fth phase, cost-benefi t analyses and a comparison of the 
fi ndings with those from cost-benefi t analyses of similar programmes can 
be carried out.

Source: After Provus (1971)
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  Provus’ evaluation model could also be referred to as an early form 
of the management-oriented approach, since it aims to ensure effec-
tive programme development. The intention is that any discrepancies 
found should be used by the programme managers together with the 
evaluators to research the causes, so as to be able to make corrections. 
Many elements of the discrepancy model are also to be found in current 
models – especially programme logic models – (e.g. the ‘LogFrame 
approach’, see Section 3.5.3). 

 Orientation toward the objectives of a programme has been leaving its 
mark on evaluation since the 1930s and is thus  considerably older  than 
the approaches of Tyler and Provus. The procedure of turning prede-
fined objectives into a yardstick for determining the success or failure of 
a programme and for the improvement, continuation or termination of 
programme measures has proven particularly attractive. 

 The particular  strengths of the approach  include its (alleged) simplicity: 
‘It is easily understood, easy to follow and implement, and produces 
information that program directors generally agree is relevant to their 
mission’ (Fitzpatrick et al. 2012: 166). Apart from that, the approach has 
provided impulses for a large number of technological and methodo-
logical developments that have contributed to the better specification of 
objectives, and the adequate development of indicators and methods for 
their measurement. It is said in favour of the objectives-oriented approach 
that it admonishes programme managers and programme participants to 
reflect on their real intentions and specify their programme objectives 
explicitly. Finally, the evaluation of a programme with regard to its previ-
ously specified objectives also provides a basis for assessment in which 
the rationale can easily be seen. 

 Having said that, this is one of the very features that might be perceived 
as a  weakness of the approach , as there is no real assessive component 
(going beyond the objectives of the programme themselves), using 
which the general merit of a programme might be determined. Besides, 
it is often not all that easy to determine the programme objectives – 
the starting-point of all objectives-oriented approaches – since these are 
often only nebulously worded and of a very general nature. Note should 
also be taken of the fact that the official objectives – for example those 
mentioned in the programme documents – and the objectives actually 
being pursued may be a very long way apart. Target specifications are 
often only part of a political and sometimes nebulous legitimation rhet-
oric, and have but little to do with actual programme developments. 

 Another problem of which mostly  no account is taken  is that objectives 
tend to change in the course of time, so that there is a risk of judging 
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achievement in terms of objectives that are actually no longer relevant at all. 
As numerous actors are involved in the implementation of a programme, 
and in view of the fact that they may all be pursuing different, sometimes 
even contradictory aims, the question arises against whose objectives the 
achievement of the outputs is to be measured. If target dimensions are 
focused on, there is a risk that information about the merit of a programme 
that does not reflect its objectives and unintended impacts may be system-
atically neglected. This constraint may lead to a ‘tunnel-vision evaluation’, 
in which the real potential is not exploited (cf. Weiss 1974; Lange 1983; 
Brandtstädter 1990b; Vedung 1999; Fitzpatrick et al. 2012).   

  3.4.2 Approaches oriented to decision-making  

  Example: Management-oriented evaluation approaches 

 The management-oriented evaluation approaches are related to 
the objectives-oriented approaches in as much as the programme 
managers have an interest in achieving the planned programme objec-
tives in order to be able to intervene in an appropriate way. Having 
said that, the management-oriented approaches do not exhaust 
their potential in answering these questions. In particular, the ques-
tion ‘why?’ is much more to the fore; in other words the question of 
which internal (programme-inherent or organizational) and external 
reasons are responsible for the achievement or, as the case may be, 
non-achievement of targets. Moreover, in these approaches the evalu-
ation may also come to focus on other issues, for example work proc-
esses, personnel or resource problems, organizational structures etc. 
Put in general terms, management-oriented evaluation approaches 
are characterized by the fact that they provide decision-makers with 
information so that the latter can make decisions on a rational basis. 
Evaluations of this kind are duly oriented toward the information 
requirements of management and thus become an important compo-
nent of decision-making processes in organizations. 

 Major contributions to the management-oriented approaches have 
been made by such as Daniel Stufflebeam (1971, 1973, 2000), whose 
CIPP model has already been discussed in Section 3.3.2 above, and 
Marvin Alkin (1969, 2004). Alkin (1969: 2) defines evaluation as ‘the 
process of ascertaining the decision areas of concern, selecting appro-
priate information and collecting and analysing information in order 
to report summary data useful to decision-makers in selecting among 
alternatives’. When Alkin was director of the Center for the Study of 
Evaluation at the University of California, Los Angeles (UCLA), he 
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developed an approach that closely followed Stufflebeam’s CIPP model. 
It involves five evaluation goals:

   (1)       system assessment , in order to obtain information about the whole 
system to be evaluated (comparable with context analysis in the 
CIPP model)  

  (2)       programme planning , to enable specific programmes to be selected 
with a view to their effectiveness in satisfying certain needs (compa-
rable with input analysis in the CIPP model)  

  (3)       programme implementation , to obtain information as to whether a 
programme has been implemented in accordance with the planning 
specifications (comparable with process analysis in the CIPP model)  

  (4)       programme improvement , to generate information on how a programme 
is functioning, whether or not interim targets have been met and 
whether or not any unanticipated impacts have come about (also 
comparable with process analysis in the CIPP model)  

  (5)       programme certification , to obtain information about the merit 
(use) of a programme and about the potential for deploying that 
programme in other contexts (comparable with product analysis in 
the CIPP model).    

 Even if it might look as though these operations should follow one 
another sequentially, both Stufflebeam (CIPP model) and Alkin (UCLA 
model) go to some trouble to point out that this need not be the case by 
any means. For example, an evaluation designed to examine programme 
improvement can manage without a prior assessment of the system, 
planning or implementation, and vice versa. According to these models, 
the procedure and the question of which operations are integrated into 
an evaluation depends solely on the information requirements of the 
decision-makers.  

Basic assumptions of the UCLA model after Alkin

(1)  Evaluations are a process for obtaining information.
(2)  The information obtained with the aid of an evaluation is used mainly 

to assist in making decisions on possible alternative procedures in the 
further shaping of the programme.

(3)  This information should be oriented toward the information require-
ments of the decision-makers and presented in a form they can actively 
use.

(4) Different decision-making problems require different forms of evalua-
tion.

Source: After Alkin (1991: 4)
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  The operations and principles proposed in the CIPP model, and very 
similarly in the UCLA model (named after the university), are also to be 
found in the same or comparable form in other (more recent) manage-
ment-oriented evaluation approaches. 

 The other evaluation models that Fitzpatrick, Sanders and Worthen 
(2012: 172ff.) classify as ‘decision-oriented’ include the ‘utilization-fo-
cused evaluation’ approach of Michael Patton (see Section 3.3.2) and 
the works of  Joseph Wholey  (1983, 1994), which concentrated on the 
practical use of evaluation in the field of public administration. 

 One main  strength  of the decision-oriented evaluation approaches 
is seen in the clear orientation of evaluation toward the information 
requirements of the decision-makers. However, this a mixed blessing: 
‘the focus on managers and their informational needs could restrict the 
information that evaluators seek, the types of data they collect, and the 
dissemination of the results’ (Fitzpatrick et al. 2012: 185). 

 The management-oriented approaches emphasize the utility aspect 
of evaluations by linking decision-making requirements explicitly with 
information requirements. Furthermore, these approaches already made 
it clear early on that programme managers do not have to wait until a 
programme shows impacts to conduct evaluations, but that it makes 
sense to evaluate in any phase of a programme. This in particular has 
strengthened the formative function of evaluations (cf. Section 2.2.3). 

 To that extent, these approaches also represent an extension of the 
objectives-oriented approaches, since they can focus not only on the 
achievement of targets, but also on questions of programme planning, 
implementation and development. Moreover, the management-oriented 
evaluation approaches emphasize the special importance of taking infor-
mation into account in good time in order to render a prompt reaction 
on the part of the decision-makers possible at all. 

 Having said that, the management-oriented evaluation approaches 
also have a number of  weaknesses:  it is true that on the one hand focusing 
on the information requirements of the decision-makers is a strength, 
since in this way the evaluation is shown clearly what direction it needs 
to go in, yet disadvantages also arise from this. It may for example be the 
case that critical aspects of the topic are consciously neglected, impor-
tant perspectives are not taken into account and stakeholders’ interests 
are neglected or even deliberately suppressed. There is a risk that the 
evaluators may be taken in by the client to such an extent that they 
see only the client’s point of view, with the result that “the evaluator 
can become the ‘hired gun’ of the manager and program establishment” 
(Fitzpatrick et al. 2012: 185). A narrowing of angle, to say nothing of 
a unilateral client perspective, can lead not only to the ‘falsification’ 
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of evaluation findings and the suppression of important opinions and 
perspectives, but also from the outset to severe curtailment of the evalu-
ation goals. The assumption on which the approach is based – that those 
responsible for the programme would already know in advance exactly 
what information they required to make their decisions – is empirically 
untenable and fails to do justice to the complexity of programmes and 
their environment. In addition, this concept can lead to evaluations that 
are equipped with only very modest financial budgets and a rather short 
period of time to carry them out. This can lead to considerable deficien-
cies that seriously impair their quality. For this reason, management-
oriented evaluations should also make sure that other stakeholders are 
factored into the evaluation plan, that the evaluation goals are not too 
narrow, that various different perspectives are admissible and that time-
and-resources arguments are not used to prevent evaluations that are 
thorough from a conceptual and methodological point of view.  

  3.4.3 Approaches oriented to comprehensive judgements  

  Example: Consumer-oriented evaluation approaches 

 What the management and consumer-oriented evaluation approaches 
do have in common is that both of them are mainly intended to serve 
certain stakeholder groups. Whilst the one provides solid information 
and assessments for management decisions, the other serves to render 
purchasing decisions easier for consumers. Both approaches thus achieve 
their focus mainly by being oriented toward the information require-
ments of individual – different – groups of evaluation audiences. 

 The  consumer-oriented evaluation approach  is a reaction to the increasing 
diversity of competing products and services, which are now such that 
an individual can hardly hope to keep track of them. It aims to support 
consumers in judging the merits of products and services offered. As 
a rule, wide-ranging ‘evaluation check-lists’ are provided for this, with 
which products and services can be compared. The best known in 
Germany are probably the product tests of  Stiftung Warentest ,  7   in which 
comparative assessments are made applying open criteria. 

 In the USA, consumer-oriented evaluation approaches were mainly 
developed for the classification of educational services. Michael Scriven 
(1967, 1974, 1991, 2004), who has made some significant contributions 
to this approach and concerned himself particularly with the assess-
ment of educational products, developed an appropriate  check-list   8   in 
1974 and later extended it. This evaluation grid comprises 15 generally 
worded checkpoints. Scriven points out explicitly that these criteria do 
not represent a maximum-requirements list that can be shortened at 
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will, but ‘indispensable’ test criteria. In the USA the consumer-oriented 
evaluation approach is mainly used by government institutions and 
independent consumer-oriented institutions (particularly in the field of 
education, for example the Educational Products Information Exchange 
(EPIE), www.epie.org).  

  One of the main  strengths  of the consumer-oriented approaches 
is that they structure and comparatively assess the plethora of prod-
ucts and services offered, of which individual consumers can hardly 
keep track, according to selected criteria. The consumers are provided 
both with assessment criteria for their own analysis and the findings 
of the product evaluations. This creates market transparency. On the 
one hand the purchasing decisions of the consumers are thus put on a 
sound information basis, and on the other the findings can be used for 
quality improvement on the part of suppliers and manufacturers. The 
evaluation check-lists are thus useful, easy-to-use instruments for both 
provider and consumer. 

 Having said that, the criteria are developed without any involvement 
whatsoever on the part of the stakeholders (providers or consumers), 
so that too much or too little importance may be attached to certain 
criteria, whilst others may even be lacking altogether. Moreover, there is 
 criticism  to the effect that carrying out product tests can lead to increased 
product costs. Once stipulated, the criteria (standards) may also have an 
inhibiting effect on the development of production innovations. It is 

  Key evaluation check-list after Scriven  

   •     background and context of a programme  
  •     descriptions and defi nitions  
  •     consumers of the product (‘impactees’)  
  •     resources of the programme (‘strengths assessment’)  
  •     values to which the programme refers  
  •     process  
  •     outcomes  
  •     costs  
  •     comparisons  
  •     generalisability  
  •     synthesis  
  •     (possible) recommendations and explanations  
  •     (possible) responsibility and justifi cation  
  •     report and support  
  •     meta-evaluation    

 Source: www.wmich.edu/evalctr/checklists/kec_feb07.pdf  
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also pointed out that there is a risk that local products – which cannot 
all be tested on account of the cost – may be ousted by products tested 
over a wider area (cf. Fitzpatrick et al. 2012: 148f.). 

 All in all, it should be noted that the consumer-oriented evaluation 
approach is a very special case which covers only a very narrow group 
of functions. True, its evaluands are mostly products or services, yet it 
can – at least in an adapted form (cf. Scriven’s checklist) – also be used 
for the evaluation of programmes and policies and for meta-evaluations. 
As it is based on a fixed catalogue of assessment criteria, this approach 
is mainly summative. However, if the criteria are already applied in the 
planning and implementation phase, they can also take on a formative 
character.  

  Example: Expertise-oriented evaluation approaches 

 Another group of evaluation approaches classified by Fitzpatrick, Sanders 
and Worthen (2012: 127ff.) differs in terms of its logic from the rest of 
their system. As shown at the beginning, the authors determined ‘the 
driving force behind doing the evaluation’ (2004: 124) as a classification 
feature. However, this feature does not apply to this type of approach. 
 Expertise-oriented evaluations  are not an evaluation purpose like those 
discussed previously, but a survey method. Indeed, one might strictly 
speaking doubt whether review procedures like those described below 
are evaluations at all. 

 Expertise-oriented evaluation approaches use the professional assess-
ments of experts for judging institutions, programmes, products or 
activities. Even if the other evaluation approaches outlined above 
cannot manage without professional expertise, this approach relies 
primarily on the assessment of circumstances by experts. Since as a rule 
a single person will not possess all the skills necessary for a comprehen-
sive assessment, teams with complementary qualifications are usually 
deployed for reviews. 

 Fitzpatrick, Sanders and Worthen (2012: 128) point out that there is a 
variety of such evaluation processes, comprising such diverse procedures 
or facilities as a doctoral colloquium conducted by several professors, an 
expert commission on a certain subject, accreditation units of profes-
sional organizations, governmental supervisory institutions for compli-
ance with certain standards or peer reviews in the selection of articles 
submitted to a journal. 

 In order to reclassify these various processes, the authors differen-
tiate between  four types of expert-oriented evaluation , which can be distin-
guished in accordance with five dimensions ( Table 3.1 ):      
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 1st Is there a formal structure for the review procedure? 

 2nd Are there any published standards for the procedure? 

 3rd Are reviews carried out at specified intervals? 

 4th Does the review procedure include the assessment of several 
experts? 

 5th Do the results of the review procedure affect the status of the 
evaluated circumstance?   

 Formal, professional review processes come nearest to the procedures 
and intentions of evaluations, which is why the presentation below is 
restricted to this sector. For this kind of review procedure certain features 
can be determined and a clear trend toward standardization recognized.  

  The best known form of this type of expert-aided evaluation is 
the  accreditation procedure , which is defined as a process ‘whereby an 

Characteristics of formal professional review procedures

(1) Existence of a structure or organization that carries out periodic reviews
(2) Published standards (and possibly instruments) used to that end
(3) A set rhythm for regular reviews (e.g. every fi ve years)
(4) The combining of several expert opinions to reach an overall assessment
(5)  The results of the review procedure have an effect on the circumstance 

evaluated.

Source: Fitzpatrick, Sanders & Worthen (2004: 114)

 Table 3.1     Types of expert-oriented evaluation approach 

 Type of expert-
oriented 
evaluation 
approach 

 Existing 
structures 

 Published 
standards 

 Set 
rhythm 

 Opinion 
of several 
experts 

 Canbe 
influenced 
by 
findings? 

Formal review 
procedures

yes yes yes yes usually

Informal review 
procedures

yes rarely sometimes yes usually

Ad hoc panels no no no yes sometimes
Ad hoc review no no no no sometimes

   Source : Fitzpatrick, Sanders and Worthen (2012: 128).  
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organization grants approval of institutions such as schools, universi-
ties, and hospitals’ (ibid.). In the education sector particularly, accredi-
tation procedures in many states have been recording a tremendous 
boom. In Germany, for example, in 1998, following a resolution 
passed by the German Rectors’ Conference and the Conference of 
German Cultural Ministers, an  accreditation council for the higher educa-
tion area  was set up, the task of which is ‘to make a contribution to the 
development of the quality of studies and teaching in Germany and 
to contribute accordingly to the realization of the European Higher 
Education Area’ (see www.akkreditierungsrat.de).  9   The statutorily regu-
lated German higher education accreditation system is depicted sche-
matically in  Figure 3.5 .    

 According to its resolution of 29 February 2008, the German accredi-
tation agency applies the following  criteria  for the accreditation of study 
courses:

   (1)      Systems management of the university (incl. quality assurance 
concept and drafting of quality objectives)  

  (2)      Qualification objectives of the study course concept (incl. empower-
ment to take up a qualified occupation)  

  (3)      Conceptual placement of the study course in the study system (incl. 
the standards for structural specifications common to the  länder)   

Study
courses

Study
courses

Study
courses

Study
courses Study

courses

Study
courses

Study
courses

Study
courses

Accredit

accredited accredited

Accredit

Agency 1 Agency 2 Agency n

Foundation for the accreditation of study courses in Germany

Accteditation council Office Foundation council

Appoint Appoint

Conference of German Cultutal Ministers and German Rectors’ Conference

 Figure 3.5      The German accreditation system 

  Source : www.akkreditierungsrat.de/fileadmin/Seiteninhalte/Akkreditierungssystem /
Organigramm/Schaubild_Akkreditierungssystem.pdf  
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  (4)      The study course concept (incl. whether or not it can be studied 
within the normal period of time)  

  (5)     Implementation of the study course (incl. staffing and equipment)  
  (6)     Examination system  
  (7)     Transparency and documentation  
  (8)     Quality assurance.    

 Accreditation is carried out by accreditation agencies such as the  Hanover 
Central Evaluation and Accreditation Agency  (ZEvA). The ZEvA was set up in 
1995 by the State Universities Conference of the Federal State of Lower 
Saxony as a joint institution for the universities of that state and developed 
a concept of its own for the implementation of the accreditation proce-
dure in 1998. Since February 2000, the ZEvA, the first agency to be certified 
by the German Accreditation Council, has been carrying out accredita-
tions throughout the Federal Republic in accordance with that procedure, 
though the latter does frequently need to be amended to fit in with the 
changing statutory background and the resolutions of the Conference 
of German Cultural Ministers, the German Rectors’ Conference and the 
Accreditation Council.  

  Some public  criticism  of this accreditation procedure has been quite 
severe. The accreditation of jurists, for example, is castigated as an 
‘unlawful parallel administration’ (Lege 2006) and described even by 
auditors as ‘bureaucratically puffed up’. On account of the ‘dispropor-
tionately high cost’ and not very reliable results occasioned by the fact 

Accreditation procedure of the ZEvA

1st phase: application
(a) Application made by the university to the ZEvA
(b) Counselling and contract
(c) Preliminary examination

2nd phase: external peer review
(a) Appointment of experts
(b) Peer review
(c)  Assessment report by experts to the ZEvA

3rd phase: deliberation and decision by the SAK1

(a) Assessment report to the SAK
(b) Adoption of resolution
(c) Announcement of resolution

1 SAK = Foundation for the Accreditation of Study Courses in Germany

Source: www.zeva.org/akkred/verfahren/ablauf.htm
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that the discretionary powers of the agencies are rather wide-ranging, 
the Thuringian Court of Auditors (2008) adjudged that the accredita-
tion procedure was ‘no longer acceptable or practicable’. However, the 
Bologna Process involving the introduction of accreditation procedures 
at universities throughout Europe is progressing, even if the concepts 
actually used do still differ greatly in spite of the laws on which they are 
based  10   becoming more and more uniform. 

 Having said that, some  basic structures  have formed. These were 
summarized by Scriven (as early as 1984) as follows:

   published standards   ●

  a self-evaluation of the institution being investigated   ●

  a team of external evaluators   ●

  a site visit   ●

  a report based on that visit, as a rule with recommendations   ●

  a review of said report by a specially qualified panel   ●

  a concluding report and accreditation by the accreditation agency.     ●

 Formal accreditation systems are moreover based on the shared 
assumption that ‘experts are in the best position to make the judge-
ments and provide the advice institutions need, because they know what 
can be accomplished in the environment of such an institution – and 
how to accomplish it’ (Fitzpatrick et al. 2012: 135). For this reason, the 
external reviewers who for each evaluation carry out the site visit and 
the review panel which assesses the report are selected from among the 
members of the profession whose work they are supposed to be judging. 
Moreover, the standards and assessment criteria for the reviews are also 
determined by members of this group – without any contribution from 
the other stakeholders. 

 With regard to the  examination criteria,  the main issues are adequate 
equipment, qualification of the staff and the appropriateness of the 
organizational processes. Whilst there are already a number of attempts 
to record the achievement of targets too (for example in the scientific 
sector using indicators such as the number of publications or citations, 
the number of occasions on which external funds have successfully been 
raised etc.), the measurement of impacts is still in its early stages. If, 
finally, the  strengths and weaknesses  of this approach are again compared, 
it must be said that the outputs of expert-aided evaluation procedures 
are to be seen mainly in the development of standards and assessment 
criteria. The conducting of self-assessments, as a rule permitted in accred-
itation procedures, makes it necessary for those assessing themselves to 
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look closely at their own structures and processes, and can thus also 
serve to expose their own strengths and weaknesses, which in turn 
offers opportunities for improvement. Furthermore, the external angle 
of the reviewers makes an independent perspective possible, which can 
be compared with the results of the self-assessment thereby facilitating 
learning. 

 At the same time, however, the expert-aided assessment approach 
also features a number of striking weaknesses. As mentioned above, 
the experts who set the criteria for the reviews, the experts for the site 
visits and the experts for the assessment of the reports which have been 
drawn up all come from the same professional pool, so that there is 
not only a risk of one-sided assessments (as in ‘birds of a feather flock 
together’), but also a risk that the external perspective that is supposed 
to produce new ideas is not actually as external as it was thought to 
be (as in ‘everyone is stewing in the same juice’). Moreover, accredita-
tions often cover only a very limited range of questions. Unintended 
impacts are almost completely neglected. Not only that, there is also 
a strong predilection towards quantitative indicators because they are 
easier to measure. Qualitative indicators are thus often neglected. In 
addition, the standards on which the accreditation is based are as a rule 
not weighted, so that factors which are about to become very significant 
may not stand out among trivial ones. 

 Furthermore, the implicit assumption on which every review proce-
dure is based, namely that the experts consulted for carrying out a review 
actually possess the professional and other skills necessary to enable 
them make a judgement, is difficult to verify using objective yardsticks. 
To make matters worse, it cannot be ruled out that in spite of published 
standards the assessments of the individual experts may lead to distor-
tions on account of their personal preferences and subjective horizons 
of experience. 

 For these reasons, the review process is also  criticized  because ‘the 
closeness of the experts to those being judged and possible competition 
between institutions or departments present serious conflicts of interest 
that can lead to biased judgements’ (Fitzpatrick et al. 2012: 135). Scriven 
(1984: 73) pulls no punches with his criticism of these review proce-
dures either, calling accreditations ‘an excellent example of what one 
might with only slight cynicism call a pseudo-evaluative process, set 
up to give the appearance of self-regulation without having to suffer 
the inconvenience’. Last but not least it should also be borne in mind 
that accreditation processes are associated with considerable burdens of 
budget and time, which can lead to institutions’ not being able to afford 
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the costs. This can then automatically lead to devaluations, although the 
quality of the non-accredited institutions or their products is of course 
not necessarily poorer than those of accredited ones.  

  3.4.4 Approaches oriented to participation of stakeholders  

  Example: Participant-oriented evaluation approaches 

 As shown at the beginning, the early years of evaluation research were 
marked by a  methodological rigour determined by positivism . Evaluators 
were concerned not only about identifying the impacts of programmes 
but also above all about discovering the ‘true relationships’ between 
causal forces (cf. Cook & Matt 1990: 20), so that programme decisions 
would not be made on the basis of ‘false’ assertions. Against the current 
practice of applying social science methods to evaluation goals, there 
was criticism to be heard as early as the mid-1960s, criticism which 
according to Fitzpatrick, Sanders and Worthen (2012: 190f.) related in 
particular to the evaluators’ predominant occupation with explicating 
programme objectives, developing elaborate evaluation systems and 
sophisticated instruments and writing lengthy reports. This, they said, 
sidetracked them from recognizing what was really going on in the 
programmes they were supposed to be evaluating. Not only the experi-
mental methods used at the beginning, but also the conventional use of 
surveys began to be criticized more and more: ‘with long questionnaires 
tended to be drawn-out, tedious, a headache to administer, a nightmare 
to process and write up, inaccurate and unreliable in data obtained, 
leading to reports, if any, which were long, late, boring, misleading, 
difficult to use, and anyway ignored’ (Chambers 1994: 956). It was even 
claimed that many large-scale evaluation studies had been conducted 
without the evaluators’ actually being present! This criticism culmi-
nated in the accusation that the ‘human’ component was lacking in the 
conventional investigation designs that had been adopted from science, 
and that it was therefore necessary to integrate those involved in the 
programme more intensively in the evaluations. From this call for the 
greater  participation of affected parties,  an abundance of approaches devel-
oped, leading to one of the most extensive discussions in the history of 
evaluation research.  11   

 Some aspects of this aspiration to involve stakeholders in general 
and affected parties in particular have already been covered in other 
parts of this book (see Sections 3.2.3, 3.2.4 and 3.3.2). A number of 
the authors cited by Fitzpatrick, Sanders and Worthen (Stake; Guba & 
Lincoln; Patton) and their evaluation conceptions have also already 
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been presented. The  empowerment evaluation  approach goes beyond the 
call for the involvement of the stakeholders in an evaluation, which is 
inherent in all these  participant-oriented approaches . Like the  participatory 
evaluation approaches  – not covered here  12   – this concept is rooted in 
action research and requires “that evaluators should not only facilitate 
citizen participation in evaluation, but also become advocates for soci-
eties’ disenfranchized and voiceless minorities”. The evaluator, as the 
advocate of the disadvantaged, helps the latter to acquire more skills 
(not only with regard to evaluation), so that they can gain more self-
determination and self-responsibility. 

 The empowerment approach, in the development of which David 
Fetterman (Fetterman et al. 1995; Fetterman 2000; Fetterman & 
Wandersman 2005) played a decisive role, consciously throws the clas-
sical quality criteria such as objectivity, validity and reliability over-
board, saying that science in general and evaluation in particular have 
never been ‘neutral’ and that there is no such thing as a scientific truth 
anyway. Instead, it says, evaluation should be used to strengthen the 
skills of those involved in such a way that they are in a position to 
improve their situation themselves.  

  Of course, by no means all evaluators agree with this redefinition of 
their role and the concept of evaluation based upon it. Stufflebeam, for 
example, (1994: 323) points out that ‘helping people help themselves’ is 
a lofty enough goal, but that it is not the task of evaluation. 

 A useful feature for the internal distinction of participant-oriented 
approaches is the understanding of participation on which they are 
based. The questions of  who is to be involved in what and to what extent  
receive very different answers in the various individual approaches; the 
range includes consultation with those involved (responsive evaluation), 

  Strengths of the empowerment approach after Fetterman  

   (1)      After suitable training from the evaluators, the stakeholders can conduct 
evaluations themselves (training).  

  (2)     The evaluator thus takes on the role of a helper (facilitation).  
  (3)     He also functions as an advocate of the disadvantaged (advocacy).  
  (4)      Those involved gain a better understanding of the programme (illumi-

nation).  
  (5)      Empowerment evaluation contributes to the liberation of those involved 

from their traditional roles and the expectations associated with them.    

  Source : After Fetterman (1994: 3ff.)  
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active participation (naturalistic approaches) and even scenarios in 
which the participants conduct the evaluation themselves (empower-
ment approaches). Their understanding of participation can be seen to 
change, from the question ‘whose reality counts?’ to the question ‘who 
counts reality?’ (cf. Caspari 2004: 102). The plea for explicitly taking 
into account the perspectives and values of the individual stakeholders 
turned into a call for the extensive involvement of the stakeholders, all 
the way to their taking over responsibility for the evaluation. 

 An alternative to this understanding of participation is provided for 
example by the evaluation concept of Melvin M. Mark, Gary T. Henry 
and George Julnes (Mark et al. 2000, 1999; Henry et al. 1998; Henry 1996; 
Julnes et al. 1998; Julnes 2012; Chen et al. 2011).  13   The key concept of 
these authors is  ‘social betterment’,  and they set it against the aspiration 
of usefulness and thus against the stakeholder-based approaches (above 
all those of Patton and Weiss): ‘social betterment, rather than the more 
popular and pervasive goal of utilization, should motivate evaluation’ 
(Mark et al. 2000: 19). In contrast to the situation in the participatory 
approaches, the decision-makers are clearly the intended targets for the 
‘social betterment’goals and not the affected parties themselves. It is 
a matter of designing programmes which help people get over emer-
gency situations, and it is the aim of evaluation to provide information 
for improving them. This is the task of experts and not of the affected 
parties themselves. 

 On the other side, these three authors do not in principle oppose a 
participatory evaluation approach, though they would like it to be inte-
grated into an overriding concept:

  Evaluation success should not be defined solely in terms of method, 
theory, direct utilization, or staff or client empowerment. ... The alterna-
tive we present might be called betterment-driven evaluation. That is, 
decisions about an evaluation and the definition of its success should 
be driven by an analysis of the potential contribution that the evalua-
tion can make, in the particular circumstances, to the democratic proc-
esses that define and seek social betterment. (Mark et al. 2000: 11f.).   

 In other words, Mark, Henry and Julnes are searching for an integra-
tive concept, which combines the components introduced here and 
deploys them in such a way as to correspond to social needs. At the same 
time, they oppose the idea that only a participant-oriented approach 
that trains the affected parties as well as possible to themselves become 
the evaluators could be useful for this. They make it clear that evaluation 



Evaluation Approaches and Their Fundamental Theoretical Principles 153

not only acts on behalf of the target groups but also has a social func-
tion – and therefore also a social responsibility – toward political bodies, 
taxpayers and people who are not integrated into the programme or 
cannot benefit from it.  

  Those in favour of participant-oriented approaches emphasize as 
 advantages  above all the explicit consideration of the ‘human’ compo-
nent in planning and conducting evaluations and the clear focus on 
the needs of those who are, when all is said and done, supposed to 
benefit from them. Their conceptual amplitude that can encompass 
the diversity of the various interest perspectives is said to be another 
strength of these approaches, since it could enable novel insights into 
the programme contexts. Apart from that, they say, it also makes it 
easier to identify possible unintended impacts. The use of multiple 
methods, the great flexibility of the approach in conducting evalua-
tions and especially the training aspect in the context of accumulating 
skills (empowerment approach) for conducting evaluations oneself are 
cited as further advantages (cf. Fitzpatrick et al. 2012: 223ff.). 

 Having said that, there is also plenty of  criticism  of this kind of evalua-
tion. The objection that that the participant-oriented approaches fail to 
meet scientific quality criteria such as objectivity, validity and reliability 
on account of their political component (especially the empowerment 
approach), and that they are for that reason not scientific approaches 
at all is the one that must be regarded as the most fundamental. And 
the transfer of the assessment component from the evaluator to those 
involved in the programme – as envisaged in some participant-oriented 
models – is also seen by some evaluation researchers as a kind of estrange-
ment from the true concept of evaluation. 

  Tasks of betterment-driven evaluation after Mark et al.  

   (1)       Assessment of merit and worth:  the development of warranted judgments, at 
the individual and societal level, of the value of a policy or a program.  

  (2)       Program and organizational improvement:  the effort to use information to 
directly modify and enhance program operations.  

  (3)       Oversight and compliance:  the assessment of the extent to which a 
program follows the directives of statutes, regulations, rules, mandated 
standards or any other formal expectations.  

  (4)       Knowledge development:  the discovery or testing of general theories, 
propositions, and hypotheses in the context of policies and programs.    

  Source : Mark et al. (2000: 13)  
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 In view of the fact that the approaches are, from the point of view of 
their basic theoretical understanding, fairly complex, they are difficult 
to implement in practice, so that there is a risk of their being used in an 
over-simplified, unconsidered way. The introduction of principles such 
as that of ‘optimal ignorance’ (unnecessary accuracy should be avoided), 
‘good enough’ (adequate accuracy is sufficient) or ‘reasonable inaccuracy’ 
(cf. Laderchi 2001: 5) in some participant-oriented approaches, and the 
view (at least in the empowerment approaches) that anyone involved 
can quickly learn about the development and application of the neces-
sary evaluation instruments themselves, support this tendency. 

 A further problem is posed by the  lack of representativeness  of findings 
and their low generalizability, since the participant-oriented approaches 
are heavily oriented toward the individual case and representativeness 
does not seem so important to them: ‘Participatory approaches are more 
relaxed about sampling, assuming that if there is enough consultation 
and good will, the right voices will be heard. ( ... ) But here is where the 
participatory practice falls short, and for a simple reason. Being relaxed 
about sampling often means falling back on the judgement of local 
groups, village governing bodies and user committees about who should 
and should not be consulted, and this is risky’ (Freedman 1997: 776). 

 The question of the extent to which the participants in an evaluation 
are representative of those involved or the groups for whom they speak 
is addressed surprisingly little in the participant-oriented approaches. 
However, since it is clear that there are hardly likely to be any evalu-
ation projects in which all conceivable interest perspectives are taken 
into account or all stakeholders integrated in the process, there is a 
risk that predominantly non-organized interests, as often the case with 
disadvantaged sections of the population, may not be represented suffi-
ciently. Questions may be asked about who those involved actually 
represent and whether or not they are legitimized to speak for others. It 
will not always be the case that representatives can be found at all. In 
such cases, the suggestion – which comes from empowerment evalua-
tion – that the evaluators should act in the interest of the disadvantaged, 
does not help much either. Such a procedure would require the evalua-
tors to be familiar with the actual needs of the disadvantaged sections 
of the population who were not represented. But such an assumption 
could hardly be made with any seriousness (cf. Mertens 2004: 45ff.; Lee 
2004: 135ff.). 

 In spite of all this justified criticism of participant-oriented evaluation 
approaches it should not be forgotten that they have enriched evalua-
tion research enormously, not only by the development of a new form 
of evaluation form, but also particularly by the  change of perspective  it 
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has brought about in evaluation research as a whole. The involvement 
of stakeholders in planning and conducting evaluations, the consider-
ation of their assessment criteria and interests, the recording of their 
various perspectives, estimates and assessments have – to different 
extents – become part and parcel of most evaluations. Basically, there 
is only serious dissent with regard to the scope of the participants’ 
involvement.  

  3.4.5 Summary and assessment 

 In contrast to the other systems for classifying evaluation approaches 
presented here, Fitzpatrick, Sanders and Worthen look more at the prac-
tical orientation of the evaluation than the activities of the evaluators. 
They identify four different categories with two clear-cut principles for 
selecting the studies. They do not succeed in classifying the approaches 
with good selectivity either. In other words there are at least some indi-
vidual authors / concepts that could justifiably be allocated to two or 
more categories because they contain aspects of both. 

 By refraining from metaphor, Fitzpatrick, Sanders and Worthen avoid 
implying a development tendency: it is just as conceivable that a new, 
fifth category might be formed on the basis of evaluation praxis as it is 
that two of them might merge into a single class.  14   Whilst the tree model 
suggests a continuous process of differentiation from a common trunk 
and two roots, ramifying out into ever finer branches, and the genera-
tion model postulates a linear growth process which transcends previous 
development stages, the utilization model of Fitzpatrick, Sanders and 
Worthen remains neutral on this point. 

 There is a broad consensus on the conceptions and authors who and 
which are to be included in such a classification schema: the central 
conceptual contributions of authors such as Tyler, Scriven, Stake, 
Stufflebeam, Rossi, Chen, Patton, Guba and Lincoln, Fetterman and 
several others besides are not disputed within the evaluation commu-
nity as regards their importance. Nevertheless, there does seem to be a 
‘bias’ here, both in favour of educational science research and psycho-
logical research and in favour of the North American subcontinent: heed 
is not paid to European, Asian or African evaluation research – small 
and insignificant as their contribution may be – and just as little as to 
developments in economics, political science and even – with some 
reservations – sociology. 

 In spite of the change of perspective, the concept of Fitzpatrick, 
Sanders and Worthen does still have something in common with the 
other classification systems introduced here: this classification principle 
assumes that it is possible to allocate each approach to exactly one of 
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the predetermined classes and thus implies that the classes are optimally 
distinguished from one another. For example, there is said not to be 
a ‘decision-oriented’ approach that is at the same time also ‘expertise-
oriented’. On account of the fact that there are hardly any evaluation 
approaches that do not take into account both perspectives to at least 
some extent, the classification schema loses some of its selectivity and 
must therefore accordingly accept accusations of a certain arbitrariness. 

 In the section that follows, an attempt will be made to avoid these 
fixed positions, and classify the evaluation approaches solely in rela-
tion to their social functions. Thus this principle of classification is actu-
ally not all that far removed from the ideas of Fitzpatrick, Sanders and 
Worthen – there too, it is a matter of the objectives and tasks of evalua-
tion – but it follows a predetermined theoretical framework concept. As 
stated in Section 2.2.3, evaluations fulfil four different main functions, 
namely the gaining of insights, the exercising of control, the initiation 
of development and learning processes and the legitimation of imple-
mented measures, projects or programmes. 

 This implies that the different approaches are variously suitable for 
the fulfilment of individual evaluation purposes. In the section that 
follows these four functional dimensions are used to structure existing 
evaluation approaches.   

  3.5 Systematization according to Stockmann and Meyer: 
the function model 

 The starting-point of the function model is the question of why there are 
evaluations at all. As shown at the beginning of this book, evaluations are a 
‘child’ of modern societies, inextricably tied to their emergence and further 
development. They are the result of a certain management consciousness, 
which carries, as important elements within itself, basic principles such 
as rationality, justice, transparency and participation. Feudal society, for 
example, did not have to legitimize itself to its citizens; not until after the 
age of enlightenment was there an increased interest in gaining insights. 

 Only modern societies endeavour to achieve transparency and 
are prepared to allow the relevance of their policies to be verified by 
applying generally accepted standards and values. Only democratic 
regimes require legitimization of political decisions for their citizens, 
whose interests they represent for limited periods of time. And it is not 
until that legitimation has been undertaken that there is a need to opti-
mize programme control, in order to be able to make an actively shaping 
contribution to social improvements as effectively as possible. 
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 It was pointed out in Section 2.2.3 that the four main functions of 
evaluation are by no means independent target dimensions that are 
separable from one another. However, it was asserted – and demon-
strated with at least a few examples – that the topics involved suggest 
different approaches, which are then reflected in various evaluation 
concepts. Accordingly, the aim of the section that follows is to show 
how the conceptions introduced here can be classified to with regard to 
these four functions. 

 The borders between the four functions are not viewed as fixed or insur-
mountable; on the contrary, the individual functions are understood as 
overlapping dimensions. For exact allocation, they would need to be posi-
tioned four-dimensionally with the help of interval scales. Since there has 
been no such operationalization, the two-dimensional graphic illustra-
tion below is only to be understood as such and not as scientifically sound 
findings. The graphic is structured as follows: the four different functions 
of evaluation are to be found in the respective corners, and allocation of 
an evaluation conception to one of those corners means that the func-
tion in that corner is strongly highlighted in that approach, the other 
three being of little or no importance. If all four functions are emphasized 
approximately equally, the allocation is central. The stronger the orienta-
tion toward one of the four functions, the more marked the placement 
towards the respective corner, and vice versa. 

 Another problem consists in defining what is to be classified in this 
schema. In some individual cases it was certainly difficult to determine 
with good selectivity what the function of an evaluation conception is, 
or when the investigation concerned even becomes an evaluation or 
to what extent it is still fundamental research. Alkin and Christie even 
talk of theories of evaluation, which – if scientific standards were to be 
applied to ‘theories’ – would dramatically reduce the number of allo-
catable contributions. When all is said and done, all the classification 
systems covered here have primarily allocated  people,  keeping quiet to a 
greater or lesser extent about the development processes of the various 
different authors with regard to their concepts, or at least placing these 
background. 

 If in a first step the same logic is pursued here, this is mainly to ensure 
that this classification system is comparable with those already intro-
duced and to demonstrate the effectiveness of our own principle of 
classification. However, our proposal for systematization, introduced in 
the next section, does not escape the basic problem of failing to take 
account of subsequent developments in their individual conceptions of 
the people we classify. 
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  3.5.1 People-related systematization 

 The systematization according to the four functions presented below 
relates to the authors referred to in this chapter and thus lays no claim 
to being a complete presentation of all evaluation concepts. On the 
other hand, it should be noted that there is a broad consensus about the 
importance of the authors and concepts listed here for the development 
of evaluation, and an introductory book ought of course to concentrate 
primarily on this. In principle, however, it is possible to classify any 
other author (or concept) on the basis of the four functions without 
any problems, and this does not require any changes to be made to the 
principle of classification. So universal applicability is postulated, which 
cannot be said of the other classification systems covered here. 

 A first glance at the graphic illustration ( Figure 3.6 ) should be aimed 
at the insight function in the upper left-hand corner, i.e. those authors/
concepts that are clearly identifiable as research-oriented and hardly have 
any significance for the other functions. Of the authors introduced here, 
Campbell is certainly the one most firmly anchored in  fundamental research  
and the one whose conceptions were primarily oriented toward (his own) 
 cognitive interest . Of course, a large number of other authors could also 
be cited here, authors who did not commit themselves to evaluation, 
but to  applied field research  in their respective disciplines. Depending on 
where the line is drawn, for example, the Chicago School of Sociology, the 
Hawthorne study or authors such as Paul Lazarsfeld could be counted as 
evaluators here. For all their differences, the authors in this group do have 
in common that their scientific cognitive interest dominates and that 
they did not see themselves as service providers in the sense of assigned 
or commissioned research.    

 From this ‘pole’ of classical empirical fundamental research, applied 
and carried out in the field, especially after Suchman, a kind of evaluation 
research that was oriented toward  programme theories  developed, and it 
was one which increasingly integrated not only insights, but also partic-
ipatory and legitimizing elements in its conceptions. Whilst the earlier 
authors (Suchman, Rossi, Chen) felt even more strongly committed to 
a positivist scientific ideal and to the use of quantitative survey proce-
dures, the more recent approaches (Stockmann, Mark et al.) endeavour 
to pick up on the contributions to the evaluation discussion which start 
from a ‘counterpole’ and incorporate them into their concepts. 

 Fetterman, whose empowerment approach clearly focuses on  learning 
(on the part of those affected)  and would thus probably be more prepared 
to drop down a gear or two as regards the gaining of insights, can be 
seen as the ‘counterpole’ here. Having said that, the empowerment 
approach does not see itself as a ‘service’ for clients either, but rather 
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as an advocate for affected parties. Any form of self-evaluation that is 
for exclusively internal utilization is to be placed at this pole. Then 
again, there are problems of distinction, for example from approaches 
involving organizational development or learning in groups in general, 
if the protagonists no longer see themselves as ‘evaluators’. 

 A different attitude is held by the group of evaluators centred around 
Michael Scriven (House and Wholey), who emphasize primarily the 
aspect of assigned or commissioned research and define themselves 
more or less emphatically as  service providers for the client (who is mostly 
governmental) . Unlike the attitudes of the two groups already referred 
to at the upper and lower ends of the scale, this attitude definitely 
does greater service to the legitimation function of evaluations – in 
other words the ambition of public budgets to justify the expenditures 
connected with measures in the light of the results achieved. They 
are thus in contrast to a further group of authors (Stufflebeam, Alkin, 
Bamberger et al.), who see the outputs they generate as being related 
to the  programme or project management of the implementing organizations  
rather than to the government authorities, which mostly only provide 
the funds. 

Figure 3.6      People-related systematization of evaluation approaches *  

  *  All the authors and concepts listed here have at least been referred to in this chapter. 
Exceptions are Bamberger et al., whose approach will not be introduced until Section 5.2, 
and our own approach, which has already been described in the previous chapter. The 
bubbles illustrate the groups of authors mentioned in the text. The grouping is – to say the 
least – arbitrary and not based on any systematic clustering procedure.  
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 Contrasting with these again are those authors (Guba and Lincoln, 
Patton, Stake) who focus their approaches primarily on  those involved 
in a programme or project  (in other words not only clients and manage-
ment, but also employees, target groups, beneficiaries and people barred 
from the outputs). Their ambition involving the active integration of 
the clients of a programme or project does not however go as far as that 
of the participatory and empowerment approaches, which concentrate 
exclusively on this group. (Alongside Fetterman, Cousins and Whitmore 
have been listed as representatives of the latter). 

 Beyond this ‘mainstream’ in the current evaluation debate, the older 
 objectives-oriented approaches  (Tyler, Provus, Sanders and Cunningham) 
remain. These are alone in placing the emphasis on the control function 
of evaluations (in the sense of monitoring the achievement of targets). 
They thus resemble more closely the evaluation concepts that predom-
inate on the right-hand side, which are initiated and implemented by 
government institutions. It is noticeable that here in the meantime there 
are practically no individual evaluation researchers to be found, but rather 
mainly development teams and committees acting on behalf of the public 
authorities in order to fulfil the control and legitimation functions. 

 Another problem of the previous systematizations thus comes into 
view: with all this concentration on those authors who publish on eval-
uation in scientific journals or books (and in addition to that, exclu-
sively in the English-language areas), sight tends to be lost of all the 
evaluation approaches that do not avail themselves of these media. This 
may, in view of the advanced institutionalization of evaluation, be less 
of a problem in the USA than it is in Europe, where in many  policy fields  
the term evaluation is also used outside the relatively young evalua-
tion community and the state sees itself more as an actor and motor of 
social change in its own right. The accreditation approach introduced in 
Section 3.4.3 cannot be allocated to an individual person or institution, 
yet it is among the most influential evaluation concepts of recent years. 
Furthermore, the intensive exchange between the different accreditation 
agencies at home and abroad leads to a harmonization of the various 
alternative concepts and promotes a dialogue beyond the existing evalu-
ation societies. 

 In spite of all the links of accreditation with evaluation elements 
(as shown in the example of the ZEvA), it is definitely the concept of 
control which dominates in accreditation. For example, in the law 
on the establishment of a ‘foundation for the accreditation of study 
courses in Germany’, the mission of the foundation very clearly empha-
sizes  control functions,  which centre in particular around ‘monitoring 
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the accreditations carried out by the agencies’ (§2, para. 1, no. 4). The 
accreditation department of the ZEvA also brings the concept of control 
to the fore in seeking to ‘ascertain and verify minimum professional 
standards and standards of content by judging the concepts submitted 
for bachelor, masters and further education programmes’ (quoted from 
www.zeva.org/uploads/media/Leitfaden_Systemakkreditierung.pdf). 

 On the other hand, however, the accreditation system for the univer-
sities is by no means typical of the implementation of evaluation in the 
various different policy fields. On the contrary, the differences in scope 
and form and in the degree of institutionalization of the evaluation 
vary a great deal. Special committees assigned with the accreditation 
of institutions by law have only been formed for the universities, and 
that already represents a striking difference to the procedure with regard 
to other education institutions such as schools. Having said that, there 
are examinations of the outputs of implementing organizations that 
work on behalf of the (federal) ministries in all the policy fields. These 
are carried out by the ministry itself (e.g. by implementing an evalua-
tion department as in development policy), by subordinate authorities 
(e.g. the Federal Environment Agency [UBA]), by scientific institu-
tions attached to those authorities (e.g. the Institute for Employment 
Research [IAB]) and by suitably empowered private organizations (e.g. 
the German Technical Service Corporation).  15   The section that follows 
outlines the classification of approaches within one policy field using 
the example of school evaluation. The function model, unlike the other 
classification systems, can be used here without any problems as a 
framework for orientation and thus makes it possible to draw compari-
sons between various different policy fields. As an example of this, the 
special emphasis on the legitimation function of school evaluation (in 
contrast to that of the universities) will now be looked at.  

  3.5.2 Policy-field-related systematization 

 Viewed historically, the start of the development of evaluation in the 
 policy field  of schools worldwide lies in the  supervision of schools by the 
education authority,  which in its early form served exclusively  bureau-
cratic control  and was designed to ensure that education authorities 
had access to the schools. The aim of this was to guarantee a certain 
degree of uniformity in the implementation of the teaching and educa-
tional assignments in the individual schools, which was supposed to be 
carried out as intended by the superordinate agencies. This form, clearly 
oriented toward control, was the starting-point of development in this 
policy field (top right in  Figure 3.7 ).    



162 Wolfgang Meyer and Reinhard Stockmann

 Criticism of the education authority’s supervision of schools, which 
found expression in lively public debate as early as the 19th century, 
related to its lack of ability to ensure the necessary improvements with 
a view to imparting skills. In the USA, it was the work of Joseph Mayer 
Rice on the  measurement of pupils’ performance  that underpinned this 
criticism with empirical data (cf. Section 3.2.1, top left in  Figure 3.7 ). 
This scientifically based criticism, primarily oriented toward  cognitive 
interest , increasingly divested the existing school system and its control-
ling authority, the education authority, of their  legitimation.  

 To this day, this legitimation deficit has been the bedrock for the 
establishment of school evaluation (bottom right in  Figure 3.7 ), which 
is intended to serve mainly a quality assurance communicable to the 
outside world, by involving external experts and scientific procedures. 
With reference to the PISA debate, an effect similar to that in the 
19th century can also be observed today: following the international 
comparison of pupils’ performance and the relatively poor score of 
German pupils in the first round of data gathering, the quality of 
the German school system was questioned fundamentally. One of 
the reactions was to try harder to establish a  school evaluation scheme  
that went beyond the measurement of performance in the various 
schools. 

Preformance
measurement

School
supervision

Insight Control

PISA etc.A

Education
monitoring

Modern school
evaluation

(integrative concepts)
Classical school
evaluation

Development Legitimation

 Figure 3.7      Policy-field-related systematization (taking schools as an example)  
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 Whilst many researchers on school topics may be familiar with the 
systems in use in the USA, the UK, Germany (and perhaps other major 
players in the arena of world politics), the most recent developments in 
(the German-speaking areas of)  Switzerland  (see Ruep & Keller 2007 on the 
introduction of school evaluation in Germany), used here as an example, 
are presumed to be little known. Yet efforts made towards a comprehen-
sive reform of school supervision (by the education authority) are in 
fact even greater in Switzerland than in Germany, the intention being 
particularly to redefine completely the roles of the inspectors, authorities 
and schools (cf. Brägger, Kramis & Teuteberg 2007). More so than in the 
previous forms of school supervision and school evaluation, the aim is to 
implement a closed system, which is intended to serve the  ongoing further 
development  of each individual school (bottom left in  Figure 3.7 ). 

 At the centre of the reforms in Switzerland, there is a  two-tier evaluation 
concept  at three levels of investigation ( Table 3.2 ), which – in accordance 
with the official objectives – is intended to enhance accountability for 
public legitimation and build confidence in the institution on the one 
hand, and quality development in order to optimize school perform-
ance on the other. Just like education monitoring (including perform-
ance measurements in the PISA studies), external school evaluation is 
thus part of a comprehensive quality assurance concept that comple-
ments internal quality management at the schools.    

 The  overall concept  also includes the implementation of an inter-can-
tonal ‘working-group for the external evaluation of schools’ (ARGEV), 

 Table 3.2     Basic quality assurance model of the Canton of Zürich 

 Quality management  Self-evaluation  External evaluation 

Teacher level Individual self-
assessment (forms of 
individual feedback)

Individual external 
assessment (forms of 
staff assessment)

School level Self-assessment of the 
school (systematic, 
criteria-guided self-
evaluation)

External assessment of 
the school (systematic, 
criteria and standards-
guided external 
evaluation)

Whole  volksschule    16   system 
level 

Self-assessment by 
cantonal teaching 
and educational 
directorates 
(educational statistics)

Education monitoring 
(independent scientific 
system evaluation)

   Source : Educational Directorate of the Canton of Zürich (2001); quoted after Brägger et al. 
(2007).  
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which has been ensuring an exchange of experiences on the utilization 
of external evaluations among the Swiss cantons since 2002. Education 
monitoring was institutionalized as a federal task under the responsibility 
of the State Secretariat for Education and Research, the Federal Statistics 
Office, the Federal Office for Professional Education and Technology and 
the Swiss Conference of Cantonal Ministers of Education (EDK), and led 
in 2006 to Switzerland’s first education report, drawn up by the Swiss 
Coordination Department for Educational Research (SKBF) in Aarau. 
Furthermore, independent specialist departments for school evaluation 
were set up in the departments of the education authority responsible 
for school supervision, and these were designed to assist the schools in 
conducting self-evaluations. 

  External school evaluation  contracts are as a rule not awarded to freelance 
experts, but to independent evaluation agencies or university institu-
tions via an invitation to tender and conducted by them using their own 
methods. Mostly, the cantonal offices responsible have put in place appro-
priate evaluation agencies, which prepare, organize, implement, analyse 
and publish school evaluations independent of the schools and authorities 
(and in particular independent of the education authority). An example of 
this is the Department of School Evaluation (FSE) of the Canton Lucerne, 
which externally evaluates some 50 of the approximately 200 school units 
in the canton once a year. The assignment of this department is not to 
supervise the schools (which continues to be the responsibility of the 
education authority), but to support them in their own quality develop-
ment. Apart from external evaluation, the department thus also offers 
advice on self-evaluation and, on the basis of the accumulated expertise, 
recommendations for measures for the further development of school and 
teaching quality (for further details see Brägger et al. 2007). School evalu-
ation has also been implemented in similar forms in other cantons (cf. 
Oelkers 2008; Landwehr & Steiner 2007; Schönig 2007; Abs et al. 2006). 

 Particularly in Europe, the initiative to establish school evaluation 
came to a very great extent from the state, and the state has continued to 
view this primarily as a task of its own until the present day. In contrast 
to other policy fields, an institutional solution in its own right is sought 
for the evaluation of schools instead of contracts being awarded to the 
freelance expert market. This difference can be explained by the special 
(self-)commitment of the state with regard to the school education 
assignment and the particular pressure on the state to justify itself to 
the public that results from that commitment. For this reason, today’s 
school evaluation concepts (as shown in the Swiss example) also refer 
explicitly to the legitimation of the school system in the public eye as 
one of the main aims of the evaluations. 
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 By contrast, the  control ambition  of school evaluation is less well devel-
oped, since the education authority was and still is responsible for it. The 
education authority resembles the accreditation agencies, which govern 
the awarding of titles using predetermined check-lists and also act rela-
tively independently of the university evaluation authorities. Unlike 
the accreditation agencies at the universities, however, the education 
authority came into being very early on and is not a product of the most 
recent developments. Accordingly, school supervision and evaluation 
are, in institutional and conceptual terms, less strongly linked to each 
other than university evaluation and accreditation (see the example of 
the ZEvA in Section 3.4.3); indeed, efforts are being made to separate 
them largely in institutional terms. 

 As well as school supervision and evaluation, education statistics 
have existed for a long time as a basis for regular  educational reporting  
and continuous  education monitoring  on the basis of performance tests. 
(See Böttcher et al. 2008; Weinert 2001 on education monitoring and 
performance measurement in schools in general. See for example Bos 
et al. 2008a, b, 2007, 2005, 2003; Bos, Gröhlich & Pietsch 2007; Bos 
& Pietsch 2006; Mullis et al. 2003 on other current school perform-
ance tests such as IGLU and TIMSS). Unlike institutionalized school 
evaluation in this sector, university educational research is much more 
heavily involved and the initiative comes more from international 
organizations than from national ones (as for example in the PISA 
programme).  17   

 The most recent developments include the recording of impacts at 
individual school level. These can be supplemented by disaggregate data 
from educational statistics and thus also used in a  quality management 
system at school level . By the transposition of these concepts, which origi-
nated in industry, the  development and learning component  of evaluation at 
school level is emphasized for the first time. Whilst school supervision 
(and the accreditation model) are based on a clear ‘top-down’ approach 
to quality assurance, school evaluation is developing increasingly towards 
‘bottom-up’ management for the production of quality. This is accom-
panied by a greater degree of autonomy for the school administrations, 
which is in turn expressed in the integration of  self-evaluations  in the 
overall conception. The newly institutionalized systems for the evalua-
tion of schools mostly involve a combination of school supervision (as the 
governmental control authority), external school evaluation (as the inde-
pendent specialist authority for the legitimation of the school system), 
internal school evaluation (for quality assurance and further development 
of the school organization by the school itself) and education monitoring 
(as a regular feedback of new insights into the skills imparted to the pupils 
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and the framework conditions of curricular work in scientific research 
papers) in a comprehensive quality management concept. 

 This is of course only one example of how, in a given policy field, 
evaluation has gained a toehold in the area of tension between the four 
functions of insight, control, legitimation and development. In other 
important social areas such as that of social politics, job-market policy, 
environmental policy, regional politics and development policy, separate 
evaluation philosophies and conceptions have been generated largely 
independently of one another (and independently of the discussions 
in school education), and established themselves more or less firmly 
in different forms. Having said that, the example of school evaluation 
shows two different things: firstly, the four function dimensions are 
very suitable for classifying historical developments, and they can thus 
contribute to a better understanding of the differences in the various 
evaluation cultures in the individual policy fields. Secondly, however, 
the development in school evaluation also underpins the theory that the 
way these international activities are interwoven within a given policy 
field has a greater influence on the development of practical evaluation 
than national effects, which span more than one policy field. 

 It is however not only the distinctions between the various policy fields 
and departments that have contributed to the emergence of different 
evaluation concepts because of diverse aspirations and functions. 
Another important influence emanated (and continues to emanate) 
from the  disciplinary origin  of the authors, who have access to the topics 
that fit in with their discipline and feel committed, consciously or 
unconsciously, to certain traditions of content in the way they think. 
However, thanks to the increasing interdisciplinary exchange in evalu-
ation research, these models diffuse over time into other specialist areas 
and policy fields. Since with quality management reference has already 
been made to one aspect, it would seem logical to deal somewhat more 
closely in the next section with the development of economic concepts 
for evaluation and the philosophies behind them.  

  3.5.3 Scientific-field-related systematization 

 Most of the authors introduced in this chapter – for all their differences 
as regards content – have one thing in common: they were trained 
as social scientists, mostly as educationalists, psychologists and soci-
ologists. Having said that, there are within these scientific fields some 
considerable differences with regard to the establishment of evaluation 
as a sub-discipline in its own right (cf. Meyer 2003a, b for an overview). 
In the evaluation organizations and journals that exist, meanwhile, 
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only some of the researchers who conduct evaluations have committed 
themselves to this, whilst many focus more on the institutions of their 
own discipline. On account of the still very limited opportunities for 
studying evaluation at universities, there are hardly any scientists with 
appropriate training so far. For these reasons, there is as yet no clearly 
distinguishable, recognized evaluation research tradition that unites all 
the main scientific works on their topic under a single umbrella. 

 This means that there have, also aside from the mainstream of the 
evaluation debate, been contributions that were or are more or less 
influential and significant for the development of the theory and 
methodology of evaluation. In accordance with the remarks made by 
Alkin and Christie (2004: 14f.),  accounting  can be shown to have had a 
significant  influence  on the development of practical evaluation. These 
 economically  oriented connecting lines include bookkeeping, social and 
economic reporting, project and programme planning tools and quality 
management instruments, all of which have made a significant contri-
bution to the integration of monitoring and evaluation in the imple-
mentation of major (government) projects. This remark is of course 
not intended to advocate dominance on the part of economics; on the 
contrary, its purpose is to indicate that the history of evaluation cannot 
be described from the point of view of a single discipline. Nonetheless, 
these economic connecting lines can also be depicted with the aid of the 
function model ( Figure 3.8 ).    

 The  comparison between targets and achievements,  which originated 
in accounting (see Section 3.2.2; cf. Gölz 2002; Löffelholz 1993 for 
an introduction to the economic procedures of comparing targets 
with achievements) broke with a purely cost-oriented view of things, 
which was geared to improving efficiency, by extending its perspec-
tive to include the results (or the benefit) of measures (for example 
in cost-benefit analyses, cf. for example as an introduction Brent 
2008; Mühlenkamp 2008; Drummond et al. 2007; Florio 2007; Lewin 
& McEwan 2007; Mishan & Quah 2007). Tried and tested economic 
procedures were thus available to verify the achievement of targets. 
This is done by observing the target values set at the beginning of a 
given period for the end of that period with the values (‘results’) actu-
ally achieved at the end of said period. In many policy fields, such 
comparisons of targets and achievements were, very early on – espe-
cially in project and programme planning – an important  element of 
investigation  and thus also the starting-point of practical evaluation. 
Within evaluation research this procedure was mainly made known by 
Ralph W. Tyler (cf. Section 3.2.2). 
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 In comparing targets and achievements – just as in bookkeeping as a 
whole – the  concept of control  is to the fore: the aim of such comparisons 
is to investigate whether certain objectives have been achieved or not. 
No direct contribution is made to explaining the reasons for the result 
observed or improving it. The contribution made by the investigation 
to legitimation is also only indirect, (which is why it is placed at the top 
right in  Figure 3.8 ). 

 Nevertheless, the spectrum of  comparing,  which has developed from 
this economic tradition and from the planning sector, has become 
considerably broader and more versatile over time. For target values to 
be compared with results, it is generally necessary to specify indicators 
and use measuring procedures, allowing reliable measurements to be 
made at two different points in time (see Meyer 2011 for more detail; cf. 
also Section 5.3). If this difficulty is still fairly easy to overcome when the 
perspective is purely one of cost (as in accounting), mostly on account 
of the common monetary calculation base, the contemplation of benefit 
particularly in  ‘performance measurement’  makes very high demands on 
the standardized description of the object to be investigated, to allow 
not only a comparison between different investigation units (e.g. two 
schools) but also between different points in time (e.g. the beginning 
and end of a planning period). At the same time, the standardized 

Insight Control

Incestigation of efficiency Balance sheet
(accounting)

Complex
comparison

systems Comparison of
targets and

achievements

Cost-benefit
analises

Rating
systems

Controlling

‘Logical models’
(planning)

Bench-
marking

Auditing
certification

(ISO standards)

Development Legitimation

 Figure 3.8      Scientific-field-related system (as relating to economics)  



Evaluation Approaches and Their Fundamental Theoretical Principles 169

descriptions, classifications, indicators and measuring instruments 
cannot be transposed to other areas of application as simply as one 
might think, and that is the reason why various different conceptual 
solutions have been developed for carrying out the comparison between 
targets and results. 

 It is no longer (financial) control on which these observations focus, 
but increasingly the  gaining of insights  as regards the efficiency and effec-
tiveness of measures, which is made possible by comprehensive  reporting 
systems  (above all national income accounting) with complex indices, 
comparative figures, time series and suchlike being recorded continually 
and comparably. This in turn is not so much an evaluation system as a 
(social) monitoring system, and it is meanwhile regularly submitted in 
various different forms (e.g. social reporting, family reporting, health 
reporting, environmental reporting). In spite of all the differences 
between them, these reporting systems have in common that they 
primarily make available to the public data and numerical measurement 
values on certain social aspects in a comparable way. Accordingly, these 
complex comparison systems have been allocated to the ‘insight’ pole 
in  Figure 3.8 . 

 Following this economic tradition, there are also attempts to integrate 
evaluation in internal organizational  controlling  or to utilize controlling 
instruments for evaluations (or in the area of monitoring). Among other 
things, – staying with school evaluation for the moment – approaches 
have been proposed for the development of education control.  18   Unlike 
accounting (and unlike accreditation too), the audit and certification 
procedures resulting from this development tendency (for example in 
accordance with ISO standards) put more emphasis on the  legitimation 
character:  by participating voluntarily in a test scheme that prescribes 
the implementation of certain management practices, organizations 
demonstrate their readiness and ability to assure quality to the outside 
world.  19   Auditing and certification procedures therefore make up the 
‘legitimation’ pole in  Figure 3.8 . 

 Finally, the  learning and development perspective  has also become 
increasingly important in this economic tradition of thought. This 
relates on the one hand to  benchmarking approaches,  which enable a 
comparison to be drawn with the ‘best-practice’ competitor and are thus 
intended to lead to a continuous improvement in quality. Particularly 
important for evaluation, however, was the development of modern 
planning procedures, which envisage the integration of monitoring and 
evaluation systems for monitoring project progress in ‘logical models’. 
These efforts to generate innovative and very sophisticated programmes 
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and projects (mainly in development cooperation) centred very much 
around the (further) development aspect. There are various different 
kinds of  ‘logical model’,  though they cannot necessarily be traced back 
to a common origin. They are applied in such diverse areas as corporate 
work organization and information science. Mostly they are an element 
of  project planning management  and provide information about how the 
individual elements (measures, investments, resources etc.) are, theoret-
ically, to contribute to the achievement of targets. Especially in complex 
programmes or projects, they serve to systematize the deployment of 
resources and interim steps or interim results that are supposed to be 
achieved during implementation.  20   As the development perspective 
dominates in ‘logical models’, they have been allocated to that dimen-
sion in  Figure 3.8 . 

 In a  ‘LogFrame’ model  such as has been used for the planning of devel-
opment projects by the World Bank since 1997, monitoring and evalua-
tion are a central element ( Table 3.3 ).    

 The systematic monitoring of the planned project development is part 
of the LogFrame model. By means of a measuring system of  ‘performance 
indicators’,  the aim is to keep an eye on the way pace is kept with the 
planned project progress and measure it with a  monitoring and evalua-
tion system . The World Bank gets to the heart of the difference between 
monitoring and evaluation with a simple variation on the central ques-
tion: whilst monitoring aims to follow up the control-oriented question 
 ‘Are we doing the project right?’,  evaluation is concerned with the ques-
tion of its meaningfulness:  ‘Are we doing the right project? ’ (World Bank, 

 Table 3.3     World Bank LogFrame model 

Cause and effect 
(causal logic)

Performance 
indicators

Monitoring and 
evaluation Assumptions

Program goal Measurement system 
of performance 
indicators

Monitoring and 
evaluation 
system 
(supervision)

Program to 
development 
goal

Project impacts Project impact to 
program goal

Project output 
(deliverables)

Project output to 
project impacts

Project input 
(activities)

Required resources  Project input to 
project output

   Source : World Bank (publication date unknown: 15; slightly modified).  
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publication date unknown: 49). Accordingly, evaluation is assigned with 
the central  development task,  which can, on the basis of the experience 
gained during the course of the project, lead to modifications to the 
basic assumptions developed in the planning phase, and thus also to 
changes with regard to the resources, activities and results required to 
achieve the targets. 

 Certainly not all the economic procedures that have had an influence 
on the development of evaluation have been cited here. And of course 
concepts from other specialist areas have also attained some signifi-
cance – a fact of which sight should not be lost when concentrating on 
economic development.  

  3.5.4 Summary and assessment 

 Summing up, it should first be noted that a systematization of evaluation 
approaches must not – unlike fundamental research – be restricted exclu-
sively to theories within a single discipline, but must much rather keep an 
eye on the different threads of development within various areas of science 
and the internal dynamics of individual policy fields. Here too, the special 
association of politics  and  science with evaluation is seen again, and this 
itself has an effect on the way that the conceptions are presented. 

 It is also necessary to find a principle of classification that can be 
used universally for these various areas and that is oriented toward 
criteria which are clearly distinguishable from one another. Our own 
systematization design is the first attempt in this direction. All the 
other classification systems covered here restrict themselves to a large 
extent to the allocation of authors and theoretical concepts, in other 
words to the scientific perspective. Moreover, with regard to their 
sorting criteria, the systems are not stringent, and suggest to some 
degree, by the forms of their presentation (and the metaphors associ-
ated with them), a certain developmental tendency. The generation 
model suggests that there has been a continuous improvement in the 
approaches, though this assumption does not actually hold water. 
The ‘old’ approaches were not absorbed by the ‘younger’ ones and 
further developed; the latter in fact rather represent new, independent 
threads. This picture corresponds with the implicit assumptions of 
the tree model, which postulates an increasing ramification of evalu-
ation approaches. But this model too has two obvious weaknesses, 
saying nothing about the opposite process – i.e. the attempt by mainly 
younger authors to integrate the various aspirations and concepts – 
and postulating a common ‘trunk’ as a starting-point. 
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 Here, rather the opposite assumption is made, namely that evalua-
tion first grows together in the course of the professionalization process, 
so that some very different evaluation traditions (distinct according to 
disciplines and policy fields) gradually begin to come together. With 
these integrated concepts an attempt is made to combine the aspira-
tions of evaluations, which in some cases are diametrically opposed, 
thus building bridges not only between individual theory-of-science 
lines of thought (see Section 2.2.6), disciplinary traditions of thinking 
and fundamental methodological positions (see Section 5.2) but also 
between different participatory ambitions (for example as regards the 
connection between ‘top-down’ and ‘bottom-up’ management), and 
between aspirations and possibilities for utilization. 

 Meanwhile, especially in the procedure and methods deployed – apart 
from a few radical positions – it is the things the evaluation approaches 
have in common which predominate. Neither the evaluators’ orienta-
tion toward programme theories, nor the involvement of the stake-
holders in the evaluation process, nor the orientation of the evaluation 
toward its utilization context are fundamentally questioned any more. 
The discussions are more about weighting these factors and the question 
of how much science is possible and necessary, how much influence 
politics should be allowed to have and, above all, for whom evalua-
tion must generate outputs and to what extent. It is true to say that 
the area of tension between science and politics has not been resolved 
in the more recent evaluation approaches, but there are at least some 
approaches that aim to balance it out in design-technical terms and in 
so doing cater to all the aspirations as far as possible. 

 To a notable extent, the trend is towards standardization for the devel-
opment of evaluations, which are being harmonized more and more on 
account of the experience gained and coming closer together thanks to the 
increasing exchange between evaluation communities. The next two chap-
ters aim to clarify these statements on the general development of evalua-
tions and on the procedures of gathering and assessing information.   

    Notes 

  1  .   Donna Mertens (2000: 44) claims that Guba and Lincoln viewed the sequence 
of generations as exclusive. There is no proof of this, and it cannot be inferred 
in that form from the original. Having said that, Guba and Lincoln (1989: 
22) do stake the claim that each successive generation, on account of the 
historical framework conditions, its emergence and continuous social change, 
has been was ‘more informed and sophisticated’ than the one before.  
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  2  .   For example, the works of Karl Mannheim, who emphasized the experi-
ences that we share and which form us as characteristics of a generation; see 
Mannheim (1964). See also Parnes et al. (2008) on the popularity and history 
of the term ‘generations’.  

  3  .   Guidelines and check-lists that facilitate the implementation of the proce-
dures of Guba and Lincoln are also available on the Internet. See Guba E. G. 
and Lincoln Y. S.: Guidelines and Checklist for Constructivist (a.k.a. Fourth 
Generation) Evaluation: www.wmich.edu/evalctr/checklists.  

  4  .   Cf. Section 5.5 on hermeneutic methods.  
  5  .   We refer here to the original version from 2004. There are three revisited 

versions available that slightly differ from the first issue (Alkin & Christie 
2013; Carden & Alkin 2012; Christie & Alkin 2008). The value branch received 
the most substantial revisions both in ordering and in adding new authors. 
The reason for doing revisions is quite simple: “As theorists modify their 
views over time, we propose changes to the evaluation theory tree ... , which 
reflect some substantive changes in our thinking” (Christie & Alkin 2008). 
One may doubt these changes being as substantial as the authors think: the 
basic structure and the ordering of key authors have not been changed and 
the new ordering is not more convincing than the earlier one.  

  6  .   Stufflebeam too appears to share this assessment, devoting a chapter all 
its own to Michael Patton’s utilization-focused evaluation concept in his 
most recent book and dissociating himself in the foreword from Alkin and 
Christie’s allocation of himself as the ‘progenitor’ of this line of thought 
(Stufflebeam & Shinkfield 2007: 431ff.).  

  7  .   Translator’s note: a neutral German consumer check magazine similar to the 
British  Which?  or the American publication  Consumer Reports.   

  8  .   Downloadable with all its details at: www.wmich.edu/evalctr/checklists. 
Apart from those developed by Michael Scriven the site also has other check-
lists from the evaluation center at Western Michigan University.  

  9  .   Nowadays accreditation systems for universities can be found in almost all 
Western countries and they vary significantly. For a short introduction to the 
US system see Eaton (2011). For the UK system see the informative website 
http://www.accreditedcolleges.co.uk/accreditation-system.php  

  10  .   See for example the French variant of accreditation as compared with the 
German one, cf. the description of the procedures followed by the Comité 
National d’Evaluation (CNE) (www.cne-evaluation.fr).  

  11  .   Particularly in the evaluation of development cooperation, participatory 
approaches have enjoyed tremendous popularity, though here particularly 
the boundaries between project planning approaches, implementation 
approaches and evaluation approaches become blurred. Cf. Caspari (2004: 
101ff.) for a summarizing appreciation.  

  12  .   Cousins & Earl (1995, Cousins 2004); Whitmore (1998) are regarded as the 
main proponents of the participatory evaluation approaches. Not to be 
confused with the generic term ‘participant-oriented evaluation approaches’ 
used here.  

  13  .   The pragmatic ‘RealWorld’ approach of Bamberger et al. introduced in 
Section 5.2 is another variant. There, ‘empowerment’ relates exclusively to 
the project managers and not to the target groups.  
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  14  .   This is precisely what the authors did by updating the book in the fourth 
edition in 2012: the third edition used five classes that have now been 
reduced to four. Consumer-oriented and expertise-oriented evaluations were 
merged to a single class.  

  15  .   Translator’s note: TÜV ( T echnischer  Ü berwachungs v erein)  
  16  .   Translator’s note: a  volksschule  in Switzerland is a combination of primary and 

secondary schools encompassing the first nine compulsory school years.  
  17  .   The Federal Republic of Germany did not, for example, participate in these 

international performance tests for many years. It has indeed only very 
recently become active in that respect, albeit on a remarkable scale.  

  18  .   Cf. for example Brauwer & Rumpel (2008) for general information on the 
educational controlling approach based on human resources management. 
See Lehmann et al. (1997) particularly on schools and the connection with 
school evaluation.  

  19  .   Cf. Stockmann (2006, 2002) for a detailed account of the difference between 
auditing, accreditation, certification, quality management and evaluation.  

  20  .   Cf. AUSAID (2005); World Bank (publication date unknown); GTZ (1997) on 
the planning procedures in development policy which have been taken as 
examples here.  
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   4.1 Introduction 

 The way the planning and implementation process in evaluations 
is structured depends primarily on the type of evaluation and not so 
much on the evaluand or on clients or contractors. As already shown 
in Chapter 2, every evaluation must come to terms with the basic ques-
tions of  ‘who is to evaluate what, how, and applying what criteria?’  What is 
essential is that the evaluand be limited from the beginning, with the 
objectives of the evaluation clearly defined and the circle of those who 
are to be involved stipulated (cf. Alkin 2011 on most essential ques-
tions to be answered during the evaluation process). What purpose the 
evaluation is to serve is of central importance along with which phase 
of the programme process it is to refer to and therefore which analysis 
perspective is to be adopted. Once these questions have been resolved, 
investigation goals and assessment criteria must be laid down and the 
questions answered as to who is to conduct the evaluation and how, in 
other words using which investigation design. 

 Once the planning issues have been settled, a start can be made on 
gathering and analysing the data, this being followed by the assessment 
of the results and, if appropriate, the derivation of recommendations for 
action. Since the uppermost aim of every evaluation is to create benefit, 
of whatever kind, the utilization and implementation of the findings in 
the course of the evaluation should also be taken into account and the 
process as a whole organized in such a way that conditions conducive 
to this are created. 

 Ideal-typically, evaluations (like other research projects) can be divided 
into three work phases, which follow one another logically and are caus-
ally connected:

     4 
 The Evaluation Process   
    Reinhard   Stockmann    
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   (1) Planning phase  
  (2) Implementation phase  
  (3) Utilization phase.    

 It must however be borne in mind that the planning and implemen-
tation of every evaluation are connected with its specific context and 
that there may be considerable overlaps between these three individual 

 Figure 4.1      Evaluation course  

Phase TaskTT Operations

Planning Determination and
delimitation of
evaluation project

Stipulation of evaluand

Stipulation of evaluation objectives and
principle goals

Stipulation of how the evaluation is to be
conducted, internally or externally

Identification and involvement of
stakeholders

Stipulation of assessment criteria

Verification of available resources

Development of
evaluation conception
and schedule

Description of evaluation project

Development of investigation design

Selection of data gathering methods

Drawing-up of evaluation work plan

Drawing-up of schedule and personnel
and budget plan

Implementation Development of
instruments

Data gathering,
data dtructuring,
data analysis

Utilization
Presentation and

utilization of findings
and recommendations

Writing of evaluation report

Presentation of findings and
recommendations

Support in writing management response
and implementation monitoring

Stipulation of statistical population

Gathering of data

Data analysis

Assessment of results and derivation of
recommendations

Development of evaluation guide

Drawing-up of survey plan

Development of survey instruments and
pretest
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phases. This is particularly the case when the evaluation is a formative 
one in which planning, implementation and utilization are arranged 
in iterative loops, so that the individual phases merge and are mutually 
interdependent.  Figure 4.1  shows an ideal-typical evaluation course. It is 
intended to serve in the section that follows as a basis for elucidating the 
three evaluation phases and the individual evaluation stages.       

  4.2 Planning phase 

  4.2.1 Determination and delimitation of the evaluation project 

 Every evaluation begins with a goal. Sponsors, those who have commis-
sioned the evaluation, along with scientists or other actors want to use 
the instrument of evaluation to analyse and assess an evaluand. For 
this reason, at the beginning of each and every evaluation, the ques-
tions about how this evaluand is defined and for what purpose it is to 
be investigated need to be answered. These two questions are closely 
connected. 

 As already explained in Chapter 2, there are hardly any restrictions 
on the  selection of the evaluand . Often, however, it will be a project, 
programme or other measure. In such cases, the question first needs to be 
asked as to what aspects, phases and situative conditions of a programme 
are to be covered by the evaluation. This of course is directly related to 
its  objectives . If its purpose is to procure information about the efficiency, 
effectiveness, sustainability and socio-political relevance of a programme, 
the evaluand needs to be defined more broadly than if the goal covers 
only the work processes in a programme or only the cost-benefit ratio. 

 The selection of the evaluand and the investigative goals associated 
with it depend on the benefit that those responsible for the evaluation 
expect to obtain from the findings about the evaluand. In accordance 
with the four functions of an evaluation, this benefit may consist in (1) 
gaining insights into structures, processes and changes and the corre-
lations between them, (2) initiating learning processes which can be 
used for the further development of the area being investigated (e.g. 
programmes), (3) exercising control, for example in order to ascer-
tain whether or not the objectives stipulated in the planning phase 
have been achieved and whether or not all those involved have met 
the commitments they made, and (4) legitimizing the work done, for 
example by showing that the funds spent have been deployed effec-
tively and efficiently. 

 At the beginning of every single evaluation, the initiators must investi-
gate whether it should be conducted internally or externally. Depending 
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on the purpose it is to serve, the pros and cons of these two procedures 
(listed in Section 2.2.5) are to be weighed up: if the learning aspect is 
central, the advantages of an internal evaluation, namely that the imple-
mented programmes and the objectives, problems and situative condi-
tions associated with them are well known and recommendations can 
be implemented directly by those responsible, outweigh the disadvan-
tages. If however an evaluation is to be conducted more for purposes of 
control and legitimation, the disadvantages of internal evaluation mean 
that an external procedure should probably be recommended. This may 
make it possible to escape the potential risk that internal evaluators, 
on account of their propinquity to the actors and the organizational 
structures into which they are integrated, may lose their detachment 
with regard to the evaluand, may not be sufficiently open to alterna-
tive explanations, models and procedures, may be afraid to make critical 
utterances (lest their careers be damaged), and may thus take insuffi-
cient account of stakeholders’ interests, etc. 

 The first operations in the planning phase of an evaluation – the 
stipulation of the evaluand, targets and principal goals and the form of 
implementation (internal or external) – may be carried out in a highly 
formal way, or they may be organized quite openly. 

 In the  formalized procedure,  the clients of an evaluation decide the 
issues mentioned above. In an external evaluation, as a rule, an invita-
tion to tender is issued, which is either public (i.e. in principle open 
to anyone) or restricted to a certain group of applicants. An important 
element of any invitation to tender is the concrete tasks, known among 
other things as the ‘terms of reference’, which are to be carried through 
in the context of the evaluation. They describe the expectations of the 
client, state objectives and goals and sometimes even contain informa-
tion on methods and on the feedback of findings and communication. 
Not only that; invitations to tender often include deadlines by which 
the findings are expected and, less often, about what budget framework 
will be available (cf. Silvestrini 2011: 108ff. for more detail). 

 However, evaluation can also – especially if it is formative – run along 
less strictly formalized lines, that is to say in  open processes , in which the 
most important parameters are successively determined in such a way as 
to involve as many as possible of those affected and involved, so-called 
stakeholders. 

 A  participant-oriented procedure  – either prior to the invitation to 
tender, in order to develop a goal that will be appropriate to the various 
stakeholders’ interests, or once the contract has been awarded – can 
make a major contribution to increasing the worth and the benefit of 
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an evaluation. If the various stakeholders participate in formulating 
the objectives and investigation goals of the evaluation and later on in 
selecting the assessment criteria etc., the chance increases that they will 
actively support the evaluation and be more likely, when the findings 
and recommendations have been submitted, to accept and implement 
them. Furthermore, this ensures that the valuable bodies of knowledge 
of the various actors can be put to good use. What such a participant-
oriented model can look like is shown in this chapter. 

 Before it can be decided who (apart from the immediate client) is to 
be involved in planning an evaluation, a  stakeholder analysis  needs to be 
carried out. This can – if it is an internal evaluation or if this operation is 
carried out prior to an invitation to tender – either be done by the entity 
that is implementing the programme itself or defined as a function of 
the external evaluation. 

 Regardless of the above, it needs to be determined, by means of an 
analysis of the programme to be evaluated, who is involved in the 
programme or affected by it (even if indirectly). This list of stakeholders 
can soon become quite lengthy. 

 Those  responsible for the programme  can be identified quickly, i.e. those 
who manage the programme and make decisions (e.g. managers, members 
of the board, members of advisory committees etc.) and the programme 
staff, who carry out the planned activities. Mostly, these people form a 
sub-unit in a larger organization, which is referred to as the (programme) 
provider or implementing organization (cf.  Figure 2.7  in Section 2.3). 
Other departments, which are not involved directly with the programme, 
though they may be affected by it, are more difficult to identify. Yet they 
must not be neglected, for there is a risk that they may jeopardize the 
successful implementation of a programme and its evaluation as well if 
they do not feel that sufficient heed has been paid to their interests. 

 Those responsible for the implementation and the implementing 
organization itself do not work in isolation, but in the context of other 
organizations, so there is a need to investigate which of them should 
be involved, either because important contributions are expected from 
them, or simply to keep them informed so that they do not torpedo the 
evaluation project. 

 Last but not least, of course, the so-called  target groups  need to be taken 
into account, i.e. those whom the programme activities are supposed to 
benefit directly. Here too, however, it may be very important to inte-
grate groups of people who will have to bear the indirect consequences 
of the programme activities, especially if there is a risk that those conse-
quences will be negative. 
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 Which of the stakeholders are actively involved depends not only 
on their importance for programme development and the evaluation 
process, but also on quite practical considerations such as  

   their being available in terms of time   ●

  their being interested in making a contribution to the evaluation and  ●

getting involved  
  their having the right to represent a given stakeholder group   ●

  the size of the planning committee in terms of its members and   ●

  agreement on the part of the client that certain stakeholders should  ●

be integrated.    

 Once the question of who is to be involved in the clarification of objec-
tives and assignments has been answered, the  function  this  ‘committee’  is 
to have should be stipulated. It may for example simply meet once and 
hold a ‘clarification workshop’, or it may be constituted as an  ‘advisory 
committee’  that is to be consulted before any important evaluation deci-
sion is made. 

 One of the main functions of an initial meeting is to disclose and 
discuss the various interests associated with the evaluation. It will 
become clear at the meeting whether or not the participants’ individual 
expectations are compatible. Often, diffuse ideas that are not capable 
of being realized in the context of a limited evaluation are rife among 
the stakeholders. Often enough it is also necessary to dispel unfounded 
fears and anxieties with regard to the planned evaluation. In order to 
prevent disappointments, it is also important to adapt the aspirations of 
the clients and/or other stakeholders to what is actually feasible under 
the given constraints of time and budget. 

 This is all the more important in as much as in some policy fields fairly 
unrealistic  expectations  hold sway  as to the possibilities evaluations offer –  
for example if an evaluation is expected to be able to ‘provide informa-
tion across the board, soundly and without delay as to the success of a 
certain programme, measure or even a policy’ (Widmer 2001: 9f.). As an 
important indicator of this, Widmer (2001: 10) cites the texts of invita-
tions to tender for evaluations, which, he says, often feature a scope 
statement that is much too extensive, i.e. one which could not possibly 
be covered properly with the means available. The periods of time 
allowed for conducting the evaluation are, he adds, also often much too 
short. Not only that, but invitations to tender sometimes include ‘speci-
fications for the implementation of the evaluation [ ... ], which can only 
be described as methodologically absurd’ (ibid.). 
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 These observations agree with the findings from a survey of evalua-
tion contractors carried out at the European level. On the one hand they 
reported unrealistic expectations and ideas on the part of clients, but on 
the other they also admitted that they themselves made promises that 
they were not, against the backdrop of the resources available, in a posi-
tion to keep at all (Leeuw et al. 1999: 493; cf. also Leeuw 2004: 65–69). 
However,  unreasonable evaluation agreements  lead inexorably to quality 
problems and, in the worst case, to major conflicts in the conducting of 
the evaluation and the acceptance of the job by the client (cf. Widmer 
2002: 11; Summa & Toulemonde 2002: 422). 

  Limiting the goals  often proves particularly difficult: ‘It is quite common 
for clients such as a steering committee, a school council or a middle-
level manager to put forward a long list of issues which they would like 
addressed. The evaluator may need to work with the client to reduce this 
list’ (Owen & Rogers 1999: 69). In order to do this, the goals essential to 
the evaluation need to be separated from those that are less important. 
Against the backdrop of the objectives and tasks of the evaluation and 
the information requirements of the client and other stakeholders, the 
questions  ‘Who wants to know what and for what purpose?’  may help to 
make the selection easier. 

 If important questions are erroneously discarded, this may detract 
considerably from the benefit of an evaluation. By contrast, a large 
number of ‘unimportant’ questions puts undue strain on time and budget 
resources, which are as a rule scant. In both cases, the credibility of the 
evaluation findings (and thus also that of the evaluator) may suffer. In 
the worst case, the evaluation may produce misleading findings. 

 Stipulating the evaluation goals becomes a particularly difficult 
undertaking if the stakeholder groups involved in the planning process 
are unable to reach agreement because of their divergent interests, or 
if sponsors and/or clients refuse to take into account those interests of 
other stakeholders that run counter to their own. In these cases, the 
evaluation is mostly exclusively conducted from the perspective of the 
sponsors or clients, which confronts the evaluators, especially at the 
beginning, with the problem of creating sufficient acceptance among 
the other stakeholders. 

 Because there are so many diverse questions at the beginning of 
an evaluation, it is a good idea to hold a  ‘clarification workshop’,  at 
which the expectation structures of the various stakeholders should be 
discussed and the main goals of the evaluation elaborated. Furthermore, 
attempts should be made to achieve agreement about the assessment 
criteria to be applied, the methodological approaches, the question of 
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resources and the schedules. The tasks of the client (for example enlight-
enment of those affected by the evaluation as to its objectives, logistical 
support), those of the individual stakeholders (for example informa-
tion procurement) and those of the evaluators can also be laid down in 
such workshops. Often, however, not all these questions can be dealt 
with in a single workshop, so that during the course of the evaluation 
project further conferences or coordination meetings, for example in 
the context of design development, may be necessary. 

 Right at the beginning of an evaluation process, however, it is abso-
lutely necessary to obtain a clear picture of the  resources  available. 
Important aspects to be taken into account here are the scope of the 
funds envisaged, the timeframe allowed, the availability of staff and the 
existence of data material (e.g. documents, statistics, monitoring data 
etc.) that which can be used in the evaluation. 

 It is the task of the evaluator to put the available resources in relation 
to the objectives and goals in order to be able to judge whether, and to 
what extent, the evaluation is actually feasible. 

 Particularly clients with little experience often lack clear ideas of what 
resources are necessary for dealing with certain questions. Sometimes it 
is not clear to the clients or stakeholders involved either what output 
potential an evaluation realistically has. For this reason it is the task of 
the evaluators to advise clients and/or stakeholders and enlighten them 
as to alternative procedures and investigative approaches. If clients and/
or stakeholders have already had bad experiences with evaluations, it 
will surely be difficult to persuade them otherwise. It is thus all the more 
important for evaluations to be well thought out in the planning phase 
and conducted professionally while adhering to qualified standards. 

 Often, however, the evaluation is not planned in this kind of open 
and participant-oriented way; instead, the clients issue very restrictive 
specifications for the available financial resources, time-frame condi-
tions, general objectives and tasks of the evaluation. Sometimes, indeed, 
entire lists of questions will have been drawn up, stipulating the nature 
and scope of the stakeholders’ involvement and the survey methods 
to be used. In such cases, there is of course only very little room for 
negotiation of the planning issues outlined above between the sponsor/
client, the other stakeholders and the evaluators. 

 Yet in these cases too it is advisable to hold a joint evaluation work-
shop at the beginning, in order to sensitize all those involved to the 
evaluation, explain to them the objectives and tasks, promote accept-
ance and active involvement and exploit the possibilities for coopera-
tion which still exist. 



The Evaluation Process 183

 The results of the  clarification of the assignment,  negotiated either in a 
dialogue with the client or in a participant-oriented workshop with all 
the important stakeholders, are in any case to be recorded in writing, 
for they not only represent the foundation on which the evaluation is 
planned, but also safeguard the evaluators against any ‘new’ expecta-
tions that may crop up later on. 

 In clarifying the assignment, the evaluators must not only investi-
gate whether or not the evaluation can be conducted at all adhering 
to professional standards (cf. Section 4.4.3) and within the framework 
of the time and budget resources estimated by the client and the given 
situative conditions. 

 It would be  inadvisable to conduct an evaluation  if  

   it looked likely to produce only trivial information, for example  ●

because an evaluation had just taken place and no new findings were 
to be expected  
  it could be foreseen that the findings were not actually going to  ●

be utilized, for example because the decision-makers rejected the 
evaluation  
  the available financial resources and/or the time frame allowed were  ●

not reconcilable with conducting an evaluation in accordance with 
the requirements and expectations of the client, for example because 
comprehensive analyses were called for although the requisite budget 
and time resources had not been provided  
  no valid or useful findings were to be expected, for example because  ●

the situative conditions had changed so much (e.g. as a result of 
natural disaster or war) that it were no longer possible to ascertain any 
programme impacts, or because a programme was so badly delayed 
that a given development phase which was supposed to be evaluated 
had not even been reached yet  
  the evaluation approach requested by the client were unsuitable with  ●

regard to the programme or measured against professional standards, 
for example if a request were made in an impact-oriented evaluation 
that the target group be allowed to gather their own data, or if other 
professional rules were violated  
  the way the evaluation was to be conducted were determined by polit- ●

ical considerations alone (tactical evaluation), so that proper imple-
mentation and subsequent adequate utilization of the findings could 
not be expected, for example if the decision on the continuation or 
termination of a programme had already been made and were now 
merely to be legitimized in retrospect with the help of the evaluation.    
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 In cases like the above it is better to refrain from conducting the eval-
uation altogether, because either the expectations of the client will be 
disappointed or professional standards will not be able to be adhered to. 

 To sum up, it should be noted that in the planning phase the evaluand 
is fixed and the objectives and principal goals of the evaluation stipu-
lated. This needs to be done not only in internal but also in external 
evaluations. This process can be participant-oriented, the most impor-
tant stakeholders first being identified and then involved in the process 
to an appropriate degree. Alternatively it can be directive, with the client 
alone calling the tune. In external evaluations the evaluators may be 
involved in this process, or they may not, if for example for the purposes 
of an invitation to tender, the decisions on the evaluand and evalua-
tion objectives have already been made beforehand. In any case it is 
the task of the evaluators to judge whether or not an evaluation can be 
conducted under the prescribed time, budget and situative conditions. 
If an evaluation is to be able to develop the greatest possible benefit, it 
is necessary for the available resources to be sufficient for processing the 
tasks in hand.  

  4.2.2 Evaluation conception and implementation planning 

 Once the specifications for an evaluation have been settled and fixed 
in a written document, work can commence on the elaboration of the 
evaluation conception and the investigative design. Furthermore, an 
 implementation plan  must be developed. This should contain the chron-
ological sequence, the deployment of human resources and the cost 
calculation. 

 The  evaluation conception  presents the implementation of the objec-
tives and the principal goals. In detail, it should contain the following:

   a description of the evaluand   ●

  the objectives and tasks of the evaluation   ●

  the form of implementation (internal or external or a combination  ●

of the two)  
  the names of the principal stakeholders to be taken into account   ●

  the audiences for the findings   ●

  a clear statement of the individual evaluation goals (and assessment  ●

criteria)  
  an investigative design from which it becomes clear how the ques- ●

tions are to be processed empirically  
  a selection of the methods with which the required data will be gath- ●

ered and  
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  a description of how the evaluation process will be organized (direc- ●

tive vs. participant-oriented procedure).    

 This is complemented by a schedule and a plan for human and financial 
resources. 

 Starting from the basic design elaborated early on, in the first stage 
of planning, it is now a matter of developing an  investigation design  
with which the identified questions can be processed empirically, and 
selecting the  data gathering methods  with which the information required 
can be collected (cf. Section 5.2 for more detail on this). 

 Heed needs to be paid in the evaluation work plan to how the  evalua-
tion process  is to be organized: more participant-oriented (i.e. involving 
all the important stakeholders if possible) or more directively (i.e. as a 
rule determined by the client). If the evaluation is to be conducted in a 
participant-oriented way, attention needs to be paid to taking suitable 
measures to inform and involve the stakeholders. For example, these 
may consist in (1) setting up an advisory committee for the evalua-
tion which meets on a regular basis, (2) holding workshops about the 
involvement of the stakeholders in decisive phases of the evaluation 
(e.g. kick-off meetings, workshops on the clarification of the evaluation 
conception and design, interim workshops at which initial findings are 
presented, a final workshop for the assessment of the findings and the 
derivation of recommendations for action), (3) creating an evaluation 
website, on which all the important planning documents, agreements, 
survey instruments, findings etc. are posted and information is provided 
about current and forthcoming events. 

 The evaluation conception is supplemented by a  schedule and a plan 
for the deployment of human and financial resources,  in order to clarify 
which outputs are to have been generated by whom and by when, and 
what amount of funding has been planned for this. 

 The  schedule  can easily be presented with the aid of bar charts or using 
network planning techniques (cf. Wottawa & Thierau 2003: 114ff.). 
Estimating realistically how much time will be required for certain 
operations is more difficult. Often, various different activities need to be 
organized parallel to one another. Care should then be taken to ensure 
that they mesh together and are compatible. For example, while a stand-
ardized written questionnaire is out in the field, i.e. while its return is 
being awaited, oral guided interviews can take place. With postal, e-mail 
or on-line surveys two or three waves of ‘reminders’ need to be included 
in the plan. Overall, the challenge consists on the one hand in devel-
oping a work plan which takes into account the constraints of time 
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imposed by the clients, i.e. the deadlines by which the initial findings, 
interim and final reports are to be submitted, and on the other hand 
incorporating as many time-in-hand phases (‘buffers’) as possible, so 
that problems which crop up unexpectedly can still be overcome within 
the time agreed. 

 In  planning the deployment of human resources  the question of who is 
to carry out which tasks needs to be answered. It is true that first and 
foremost this involves the allocation of tasks among the evaluators, but 
it should also take into account whether and to what extent staffing 
inputs may be necessary: on the part of the client (e.g. for meetings and 
workshops), on the part of the programme provider, the target groups 
and other stakeholders (e.g. for the collation of material and data, 
procurement of addresses for surveys, logistical support in conducting 
interviews, answering questions etc.). 

 To draw up the  evaluation budget  it is also necessary for the various 
types of cost to be recorded precisely and for the amounts incurred to be 
estimated as accurately as possible. The following types of cost should be 
taken into account (cf. Sanders 1983):

   personnel costs for the evaluation team   ●

  costs of any consultants who may need to be called in (e.g. experts,  ●

specialists on particular subjects)  
  costs of carrying out quantitative surveys (e.g. telephone costs,  ●

computer specialists, methods laboratory)  
  travel and accommodation costs   ●

  costs of communication media (postage, telephone, EDP etc.)   ●

  printing costs (e.g. for reports, written surveys)   ●

  costs of procuring necessary material (technical equipment, litera- ●

ture, computers etc.)  
  costs of possible subcontracts (e.g. for conducting interviews, case  ●

studies, procuring material) and  
  overheads (office costs etc.)     ●

 To sum up, it should be noted that the evaluation conception comprises 
the objectives and tasks of the evaluation project, the presentation of its 
implementation in methodological terms and the actual sequence of the 
individual operations. If a contract is to be awarded for the evaluation 
project to be carried out, the evaluation conception is, as it were, the 
tender, forming the basis for the awarding of the contract (cf. Silvestrini 
2011: 108ff. on drawing up tenders in detail).   
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  4.3 Implementation phase 

 Before the implementation of an evaluation can be commenced, the 
instruments with which the investigative design can be implemented 
need to be developed (cf.  Figure 4.1  in Section 4.1). First, it is advisable 
to structure the individual evaluation goals. For this, the  guide  devel-
oped in Section 2.3 with the aid of various theories for the evaluation of 
programmes can be used. Furthermore, a  survey plan  needs to be drawn 
up which documents the procedure of how the information is to be 
procured for each individual goal, and with which survey instrument 
(cf. Section 5.2). Then, before the data can be gathered and analysed, 
the  instruments  need to be developed and tested and the  study population  
identified. 

 The analysis guide serves not only to sort the individual evaluation 
goals in advance from systematic points of view, but also to structure 
the data gathered with the aid of the various collection methods. With 
the aid of the guide introduced in Section 2.3, and others besides, the 
existing programme structures and contextual conditions, and the 
changes of mode in the course of the funding, can be recorded and 
assessed in detail. 

 To this end, not only the programme, its environment and the 
intervention process itself (especially planning and implementation), 
but also the programme provider and the external areas of impact are 
investigated. Distinctions are made between impacts caused by the 
programme interventions, planned or unplanned, impacts which occur 
in the provider (internal impacts) and impacts which go beyond the 
provider (external impacts). If it is an ex-post evaluation, sustainability 
can also be determined. 

 The description and analysis of a programme and of the positive 
and negative, intended and unintended impacts brought about by it 
under certain situative conditions pose some major challenges for an 
evaluation. 

 Looking at the objectives of a programme, one is – as shown in Section 
3.4.1 – confronted with a series of problems that have led some evalua-
tion researchers (cf. Cronbach et al. 1981: 5; Scriven 1991: 180) to make 
a plea in favour of goal-free evaluations. As goal-free evaluations are – at 
least in the context of assigned or commissioned research – considered 
by most evaluators to be a very naive concept (cf. Weiss 1974: 22; Owen 
& Rogers 1999: 269) and are very unlikely to be practicable, a hypoth-
esis-guided evaluation offers itself as an alternative, seeking to record 
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empirically as many intended and unintended impacts as possible, and 
then proceeding to clarify the cause-and-effect relationships. 

 For this, it is necessary to reconstruct the implicit or explicit  programme 
theory,  in other words the hypotheses on which the network of impacts 
is based.  1   In order to achieve certain objectives, for example to reduce 
child mortality, cut unemployment or provide the people in a village 
with clean drinking-water, various measures are taken, for example a 
vaccination programme is implemented, an employment programme 
set up or wells drilled. All these different measures are based on the 
assumption that their being properly implemented will lead to the 
desired impacts, i.e. that there is a connection between the objective and 
the means used to achieve it. As a rule this is not merely a simple cause-
and-effect relationship, but an  impact chain . In an education programme 
aimed at increasing the knowledge of the pupils, the chain might look 
something like the following. 

 In other words, the  hypotheses  behind this impact chain might be as 
follows:

   (1) If teachers are given methodological and didactic training,     
then they will change their teaching methods.    

  (2) If the teaching methods change, 
    then the pupils will learn better.    

Measure 1: Training given to teachers

Impact 1:

Impact 2:

Impact 3:

Teachers have learned new methodsTT
and put them to use

The pupils learn better

The pupils Know more
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  (3) If the pupils learn better, 
   then they will get to know more.      

 This sequence of if-then relationships describes the programme-theory 
concepts, which are intended to lead to the achievement of targets. 
Another component of the education programme might be that the 
teachers taking part in the ‘model project’ are offered more attractive 
working conditions (e.g. smaller classes, opportunities for advanced 
training etc.). If that were the case, the hypothesis chain might look 
like this:

   (1)  If the teachers are offered better working conditions, 
   then they will be more strongly motivated.    

  (2)  If they are more strongly motivated, 
   then they will give better lessons.    

  (3)  If the lessons improve, 
   then the pupils will learn more.    

  (4)  If the pupils learn more, 
   then they will know more.      

 Furthermore, impact chains can also be derived for unintended conse-
quences of intervention. Comprehensive knowledge of the programme 
context is required for this, for example from other studies or evalua-
tions. In relation to an education programme offered in one region only 
on account of scarcity of funds, the following might occur:

   (1)      If the programme offers teachers more attractive working conditions, 
   then teachers from other regions will migrate.    

  (2)      If teachers from other regions migrate, 
   then the educational care in those regions will no longer be 
assured.    

  (3)      If the educational care declines, 
   then the quality of the teaching will also decline.    

  (4)      If the quality of the teaching declines, 
   then the pupils there will know less.      

 Such a hypothesis-guided search for impacts can be managed with the 
aid of the guide presented in Section 2.3. Furthermore, the central ques-
tions used there for the individual fields of investigation lend themselves 
to the derivation of assessment criteria. An example of an assessment 
tableau of this kind is shown in  Table 4.1 . 
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 It is not sufficient to determine only assessment criteria such as ‘accept-
ability of the aims to the target groups’ or ‘qualification of the staff in 
implementation’.  Indicators  must also be developed by which the criteria 
are to be measured. Indicators are necessary when the circumstance to 
be recorded cannot be observed directly. For example, an indicator is not 
as a rule needed for the ‘measurement’ of a person’s income, age, sex etc. 
But for the examples given above, indicators are absolutely necessary. 

 Table 4.1     Assessment criteria 

1. Programme and environment

1.1 Logic of programme conception
1.2 Conformity of programme innovation
1.3 Availability of resources
1.4 Situative contextual conditions for programme implementation
1.5 Relevance of programme to target groups

2. Course of programme
2.1 Quality of programme preparation/planning
2.2 Quality of programme control
2.3 Quality of preparation for end of funding period
2.4 Quality of post-funding support

3. Internal areas of impact (provider)
3.1 Acceptability of aims to implementing org. and if appropriate in 

superordinate provider
3.2 Qualification level of provider’s staff
3.3 Performance ability of organizational structure of provider
3.4 Financial performance ability of provider
3.5 Technical level and status of provider’s equipment
3.6 Innovation potential of provider
3.7 Internal impact balance sheet

4. External areas of impact (audiences, policy fields/fields of practice)
4.1 Acceptance of aims in target groups
4.2 Degree of diffusion within target groups
4.3 Benefit for target groups
4.4 Diffusion impacts spanning more than one target group
4.5 Diffusion impacts within policy field
4.6 Diffusion impacts in neighbouring policy fields
4.7 External impact balance sheet

5. Sustainability
At macro level:
5.1 Efficiency
5.2 Socio-political relevance
5.3 Ecological soundness
At programme level:
5.4 Programme/output/system/innovation-oriented sustainability
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The acceptance of the programme objective among the members of the 
target groups can for example be recorded by finding out what indi-
vidual members of the target groups are saying about the programme, to 
what extent they are prepared to stand up for the objectives actively, to 
what extent they make contributions of their own etc. (cf. Meyer 2011 
for a detailed explanation of indicators).      

 For assessment applying criteria, as well as indicators for ‘measure-
ment’, it is also necessary to set  threshold values.  This means that target 
dimensions are stated: dimensions from which the targets will be 
assumed to have been achieved or for example a positive or negative 
assessment is to be made. For the criterion ‘full employment’ one could 
for example stipulate that it has already been fulfilled if 95 per cent and 
not 100 per cent are employed, since there will always be a ‘statistical 
base’ of job-seekers for reasons which have to do with the job market 
and the way job-seekers are placed. 

 For the criterion ‘acceptance of aims’, measured on a ten-point scale 
from 0 (no acceptance) to 10 (very high acceptance), the definition might 
be that a target dimension of 8 would already represent the optimum, 
since it will never be possible to convince all the people within a given 
target group without exception etc. 

 There is no room here for an explanation of how individual assess-
ments can be made and how they can be used to design programme 
profiles with the aid of which these changes over time can be detected 
(cf. on this point Stockmann 2008: 186ff.). 

 In order to examine the investigation questions documented in the 
evaluation guide and the impact chains developed from them, various 
different data sources and survey methods need to be used depending 
on the investigative design of the evaluation, and these are listed in the 
survey plan. 

 First, a check needs to be made to see which of the  documents and 
data  required are actually already on hand. As a rule, project/programme 
files and statistics exist, and these need to be analysed with regard to 
the goals. Some programmes also have a monitoring system with which 
data on the development of the programme are collected continuously, 
and these are a valuable data source for an evaluation. 

 In the next step, consideration should be given to the way in which the 
information still lacking for answering the analysis questions grouped 
together in the guide can be procured. Here, some thought needs to be 
given to the question of who might be in possession of such data or 
competent to provide information on these questions. Then a decision 
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has to be taken on which data gathering methods are to be used for 
which test group. 

 Once a selection has been made, the respective  study populations  are to 
be stipulated, i.e. whether data should be gathered from the respective 
statistical population as a whole or from a sample drawn from it. If the 
decision is made in favour of a sample, the selection procedure and the 
degree of representativeness desired need to be determined (e.g. random 
selection, conscious or arbitrary selection etc.). 

 Finally, the issues of who is to gather what data, when, and under 
what framework conditions need to be resolved. The problems and risks 
that could occur (e.g. reachability of respondents, their readiness to 
participate etc.) must be anticipated as early as possible (cf. Section 5.3 
on problems in data gathering). 

 Before actual field work can begin, the selected  instruments  (e.g. ques-
tionnaires, guides, observation schemata etc.) still need to be developed 
and tried out in a  pretest . Following the participant-oriented model, it 
is a good idea to discuss difficulties that may occur in data gathering 
(such as logistical problems, availability of interviewees, their readiness 
to participate in the evaluation) with the client and if appropriate also 
with individual stakeholders in order to spot ways of solving these prob-
lems or alternatives. 

 Unlike research work in pure science, the analysis of the data once 
collected with regard to the issues being investigated is followed by an 
 assessment  of the results applying the selected assessment criteria (cf. 
Section 5.5 on data interpretation). 

 Summing up, it should be noted that in the implementation phase 
of the evaluation the development of instruments and the procurement 
and analysis of information are mainly to the fore. This phase often takes 
up the most time in evaluations (cf. Chapter 5 for more details). To struc-
ture the data with regard to the evaluation questions, it is a good idea to 
develop a guide, which can also be used to derive assessment criteria.  

  4.4 Utilization phase 

  4.4.1 Presentation and utilization of findings 

 Whether or not the findings from an evaluation will be utilized by 
the various stakeholders, and if so how, depends to a large extent on 
whether or not the evaluators succeed in getting those findings across 
convincingly in the communication process. The most important media 
in this process are the  evaluation report  and the  presentation  of the find-
ings. Great attention must therefore be paid to how the evaluation 
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report is written. It should be preceded by an ‘executive summary’ that 
contains the most important insights and recommendations. The main 
section can be oriented toward the structure of the evaluation guide 
(cf.  Table 2.10  in Section 2.3). It contains all the important findings, 
interpretations and assessments. The report can be made more inter-
esting and more readable by means of graphics and tables, quotations 
which are either embedded in the text or highlighted by being placed 
in small ‘boxes’, and brief interim summaries. As a rule it ends with 
concrete recommendations for action for the further development of 
the programme. 

 The findings and the data on which they are based need to be presented 
in a clear and unmistakable way. The assessments built upon them should 
be such that the rationale can be seen in them intersubjectively, and the 
recommendations made should follow ‘logically’ from the analysis and 
interpretation of those findings. The linguistic style and phraseology 
should be adapted to suit the audiences. For this reason, by the time they 
begin to write the evaluation report at the latest, the evaluators should 
make sure they are quite clear about whom they are actually addressing. 
The group of audiences is usually closely related to the evaluation objec-
tives: if it is primarily a question of gaining insights, the main audiences 
might for example be scientists who wish to discover new correlations, 
or sponsors searching for new, successful strategies with which to imple-
ment their political ideas. If the control or legitimation aspect is primary, 
the findings should be aimed mainly at the sponsor and/or client or at a 
wider public. If on the other hand the evaluation has aimed to improve 
programme activities, not only the client but also the organization imple-
menting the programme, the target groups and other stakeholders will be 
the right audiences for the findings (cf. Rossi et al. 1999: 48; Rossi, Lipsey 
& Freeman 2004: 42; Fitzpatrick et al. 2012: 458). 

 Having said that, a well-written evaluation report is no guarantee that 
the findings will actually be used by the clients and stakeholders: ‘In 
the past decade, evaluators have realized that it isn’t enough to draft 
a good evaluation report. Indeed, evaluators have become increasingly 
aware that one can work hard to maximize the quality of their report 
and still find that the impact and influence it has on its stakeholders, 
programs, or policies is at best negligible and at worst, zero’ (Fitzpatrick 
et al. 2012: 453). For this reason, the evaluation findings should not 
only be conveyed in written form, but should also definitely include 
an  oral presentation.  Presentations provide the opportunity to put across 
the principal findings and recommendations in condensed form and to 
underline important messages again. Advantage should also be taken 
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of the opportunity to discuss the findings in detail and explain them. 
Care should however be taken to ensure that the discussion does not get 
caught up in side issues (such as punctuation or spelling etc.), or minor 
factual ‘errors’ or misunderstandings – notes can be made about these in 
writing – but centres around the essential questions and findings of the 
evaluation and the recommendations derived from them. 

 A  ‘final workshop’  of this kind is at its most effective when the evalu-
ation report has already been distributed in advance and the findings 
have thus already been made known to all those involved, so that the 
discussion can be embarked upon without much ado. It is a good idea to 
structure the discussion according to topics and to draw up a schedule. 
An atmosphere should be assured in which open communication can 
take place and all those involved can make comments and give their 
opinions freely. This is not always easy, for example if the client or 
sponsor has incisive rights to impose sanctions, i.e. if they can cut or 
boost funds, or if individual stakeholders (or groups of stakeholders) 
are economically dependent on the sponsor or client. In such cases it 
may be a useful idea to hold separate workshops (with the sponsors and 
clients attending the one and the other stakeholders the other). 

 In general, final workshops in which the most important stakeholders 
take part encourage greater acceptance of the evaluation findings and 
recommendations and thus also (presumably) have a better chance of 
being implemented than workshops from which the stakeholders are 
excluded (cf. the ‘CEval participant-oriented evaluation approach’, 
developed in the next chapter). 

 Since the tasks of evaluations include exposing deficiencies and 
mistakes and rendering them transparent, even if doing so means 
casting doubt on the strategies and political positions of the stake-
holders, especially those of the client, it cannot be assumed – even if all 
the stakeholders are integrated in the best possible way – that everyone 
will always be thrilled about the  evaluation’s findings:    

 This means that sponsors of evaluation and other stakeholders may 
turn on the evaluator and harshly criticise the evaluation if the results 
contradict the policies and perspectives they advocate. Thus, even 
those evaluators who do a superb job of working with stakeholders 
and incorporating their views and concerns in the evaluation plan 
should not expect to be acclaimed as heroes when the results are in. 
The multiplicity of stakeholder perspectives makes it likely that no 
matter how the results come out, someone will be unhappy. 

 (Rossi, Lipsey & Freeman 2004: 43)   
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 It thus happens that stakeholders react negatively to findings that 
contradict their own positions and expectations. For this reason evalu-
ators ought not to be particularly surprised if their study or they them-
selves get caught in the crossfire of  criticism . The following  typical 
patterns of criticism  have become identifiable in many years of evalua-
tion practice:

   (1)  So what’s new?     

 It sometimes happens that the evaluation clients, evaluees or other 
stakeholders claim that the findings were already common knowledge 
before the evaluation and therefore that no one is surprised by them. It 
is indeed often true that those affected are familiar with deficiencies and 
problems or have at least developed a feeling for them. However, the 
task of evaluation goes beyond this, being concerned with delivering 
empirically sound evidence and robust findings. Regardless of this, an 
explanation needs to be found in such a case for why, in spite of their 
knowledge of the existing problems, those responsible have not taken 
any action and why the ‘known’ shortcomings were not rectified before 
the evaluation. 

 In evaluation research, as in social science as a whole, the observation 
may also be made that findings that are counter-intuitive, i.e. do not 
correspond to that which is generally expected, attract the most atten-
tion. Having said that, empirically based insights in accord with the 
mainstream of implicit or explicit suppositions and assumptions are no 
less significant.  

   (2)  Methodological deficiencies     

 A particularly popular way of casting doubt on the findings of an evalu-
ation is to criticize the investigation design and the methods employed. 
Time and again, it is astonishing just how many (supposed) ‘methodo-
logical experts’ there are! In view of the fact that there really are many 
different ways of approaching a problem that needs to be investigated, 
only the selection of a suitable investigation design and practicable 
methods can guard against unjustified criticism. For this reason, evalu-
ators must make it clear in a convincing manner that their methodo-
logical procedures correspond to the ‘state of the art’. 

 A problem may arise if the client fails to provide the necessary 
funding to finance an investigation design that is really suitable for 
the task on hand. That is just where the art of evaluation often lies: in 
obtaining  an optimum of robust information with a minimum of funding . 
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Often, ‘second-best’ approaches have to be accepted, as the evaluation 
cannot otherwise be conducted because of a lack of financial resources 
or time. Nevertheless, there are clients who go ahead and make avail-
able low-level funding for an evaluation, magnanimously accepting a 
‘second-best’ solution, only to turn round and criticize the latter’s meth-
odological shortcomings at the end of the study. In order to be able to 
prove that during the preparation of an evaluation attention was drawn 
to the methodological difficulties and their consequences for the quality 
of the evaluation, evaluators are advised to document all procedural 
steps and to agree all reports, records and minutes with the client. 

 When all is said and done, however, the  quality  of an evaluation is 
the  responsibility of the evaluators.  For this reason, if they recognize that 
the conditions for conducting the evaluation in a manner appropriate 
to the task in hand are not going to be fulfilled and that it will not 
be possible to meet the appropriate evaluation standards, they should 
decline the job. 

 Assessing the feasibility of evaluations is part of the competence of 
professional evaluators alone and they should make that assessment with 
all due diligence. (See above all of Section 4.2 on assessment criteria.) 

 The methodological quality of evaluations is furthermore influenced 
by the selection procedure used (cf. Section 5.2). For this reason  the inter-
viewees should be selected  with the greatest circumspection. Since repre-
sentative (random) selections are often not possible, this should be done 
in a purposeful manner. Care should be taken that, as far as possible, all 
the relevant perspectives and interests are represented. It is also advis-
able to agree on the selection with the stakeholders (or at least with the 
client). Otherwise there is a risk that the evaluators may have to face 
accusations along the lines of having questioned the ‘wrong’ people and 
thus obtained ‘wrong’ or distorted results; if they had interviewed the 
‘right people’, the accusers will say, the assessment would have turned 
out completely differently, that is to say more positively.  

   (3)  What mustn’t be true can’t be true     

 Now and again it happens that findings are plainly denied. If these are 
facts and circumstances that can be proved beyond doubt with data, 
the situation can be cleared up quickly. If it is a matter of opinions 
which have been expressed (e.g. satisfaction with various aspects of a 
programme), evidence needs to be provided in the form of a number of 
respondents that is statistically sufficient. The data then ‘speak for them-
selves’. If the findings are interpretations on the part of the evaluator, 
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strict attention must be paid to a logical chain of argument. The more 
one can avoid making statements that cannot be sufficiently substanti-
ated by existing data, the less an evaluation is open to attack. No evalu-
ation should indulge in speculation. 

 Especially in the case of very complex evaluands, it may often not 
be possible to eliminate factual errors completely despite the greatest 
of care. If these are criticized by those responsible for the programme 
or those affected by it, who as a rule have much more comprehen-
sive situational knowledge than the evaluators, they are, of course, 
after having been scrutinized in detail, to be corrected. With substanti-
ated assessment it is quite a different matter. Evaluators have not only 
the right but also a professional duty to stand by assessments that are 
adequately backed up by facts, and to resist all possible attempts to 
influence them.  

   (4)  Painstaking search for errors     

 When the results comprised in the evaluation report are presented, the 
criticism made by the client or evaluees can sometimes be seen to branch 
out into innumerable minor details. As the client and the evaluees are 
always in possession of superior concrete situational knowledge, it is 
almost always possible for them to discover some mistakes in the pres-
entation, even if they are only marginal. Even grammatical errors or 
incorrect punctuation in the final report can spark off a debate. In such 
cases, care should be taken that the main messages and insights of the 
study are not overshadowed, for there may be method in such actions; 
those behind them may be attempting not to have to face up to the 
study’s unwelcome conclusions.  

   (5)  Implementation deficiencies     

 Not all evaluations go as planned. If a situation arises in which the 
client does not provide the support that was agreed – if for example the 
address data necessary for a survey are not made available, interviewees 
who have already been nominated can never be found, processes and 
decisions are subject to delay etc. – these problems are to be documented 
precisely by the evaluator. It is only in this way that evaluators can defend 
themselves against later accusations, for example that the number of 
interviewees was too low or that the report was not completed within 
the agreed time. It is hardly worth mentioning that the evaluator must 
draw the attention of the client to problems of this kind before it is too 
late, and assist – if possible – in solving them. It goes without saying that 
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the inversion of this also applies and it may be necessary for the evalu-
ators to actively demand the support of the clients (or certain stake-
holder groups) while the evaluation is being conducted in order to avoid 
discussions at the end. 

 This list is certainly not intended to give the impression that criticism 
of evaluation studies or evaluators is always unfounded, or that errors are 
always to be sought in omissions on the part of clients, evaluees or other 
stakeholders or their inability to take criticism and reluctance to learn. 
 This is a long way from the truth! Studies and evaluators, of course, do give 
cause for justified criticism, and not all that rarely!  Neither was the section 
above intended to give the impression that evaluations are always as 
conflict-laden as that. On the contrary, in most evaluations clients and 
evaluators probably work together constructively and the clients and 
evaluees greet the findings with an open mind. Experience also shows 
that findings and recommendations (provided that the evaluation was 
sound) have a better chance of being accepted and implemented in 
organizations in which criticism is generally dealt with in a constructive 
manner, quality discussions are held openly and an ‘evaluation culture’ 
exists, than in organizations in which this is not the case. 

 Evaluators are best protected against unjustified criticism if  

   they have done their work with scientific accuracy, so that their find- ●

ings will withstand methodological criticism  
  professional standards have been taken into account   ●

  optimally the stakeholders were actively integrated in planning and  ●

if possible also in conducting the evaluation, and  
  the various different interests of the stakeholders were sufficiently  ●

taken into account in gathering and analysing the data and inter-
preting the results.    

 Having said that, the extensive  integration of the stakeholders  in all the 
phases of the evaluation process does involve some  risks.  The readiness 
of an organization or individual stakeholders to learn cannot always be 
presumed. If an evaluation meets with only low acceptance, for example 
because it was forced upon those involved, the participant-oriented 
approach favoured here can lead to massive conflicts that can severely 
impede its planning and implementation. If the most important stake-
holders are already integrated into the design phase of the evaluation but 
are not interested in working together with the evaluators constructively, 
it will be difficult to formulate joint evaluation objectives and assessment 
criteria or come to a consensus on the procedure and the deployment of 
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selected methods. Often enough it is a matter of allaying fears among 
the evaluees, especially when they are afraid that an institution may be 
closed or a programme discontinued. In these cases, the evaluators must 
develop a special empathy for those affected and a high degree of skill in 
negotiation and persuasiveness. But however much understanding the 
evaluators may show the stakeholders, it should never be forgotten that 
the  evaluators bear the responsibility for conducting the evaluation profession-
ally . They must do justice both to the requirements of the clients and the 
needs of those affected (e.g. the evaluees) and must comply with scien-
tific standards ... an undertaking that can sometimes prove difficult. 

 The implementation of the evaluation findings is no longer the imme-
diate responsibility of the evaluators. For that reason, they are not as a 
rule involved in drafting a  ‘management response’.  In such a document 
the client and if appropriate also the principal stakeholders stipulate 
which of the evaluation recommendations they intend to implement, 
in what periods of time, and who is to be responsible for that implemen-
tation. For this purpose, some organizations have even established an 
 implementation monitoring department  in its own right, which scrutinizes 
follow-up activities. It is also customary in follow-up evaluations to 
investigate the extent to which prior evaluation recommendations have 
been implemented and how they have influenced programme events.  

  4.4.2 Use of evaluations 

 As already mentioned at the beginning, the worth of an evaluation is 
determined according to how useful it is: ‘In the end, the worth of 
evaluations must be judged by their utility’ (Rossi, Lipsey & Freeman 
2004: 411). According to Beywl (2001: 160) the utility of an evaluation 
manifests itself in insights, information and conclusions being utilized 
and having an influence on the actions of the audiences in their praxis. 
In the utility standards of the German Evaluation Society (DeGEval 
2002) it is assumed that findings are only used if ‘the evaluation is 
guided by the clarified purposes of the evaluation and the information 
needs of its intended users’. Special care must therefore already be taken 
when planning and conducting an evaluation that conditions condu-
cive to the best possible use of the findings are created. This is one of 
the things the participation model introduced in Section 4.5 aims to 
assure. 

 The extent to which evaluations actually create benefit is a matter for 
debate. In particular, studies carried out in the 1970s and 1980s came 
to the conclusion that insufficient heed was paid to evaluation find-
ings and recommendations. Later investigations however (cf. Fitzpatrick 
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et al. 2012: 480; Stamm 2003: 183ff.) show that this result can only be 
confirmed to a certain extent. 

 There is not only a serious paucity of such studies, so that representa-
tive statements can hardly be made for all policy fields, but there is also, 
in most cases, no differentiated operationalization of use. It therefore 
makes sense to differentiate between at least three types of use:

   (1)  Direct (instrumental) use     

 This refers to the direct use of evaluation findings by the management 
of the client and other stakeholders. For example, this is the case when 
findings are put to use in decision-making, programmes reorganized 
in accordance with the evaluation recommendations, or strategies, 
communication relationships etc. altered.  

   (2)  Conceptual use     

 Conceptual use comes about when evaluation findings influence the 
general way those involved think about problems. For example, this 
is the case if it can be shown that the sustainability of programmes is 
only measurable with the aid of ex-post evaluations and this insight 
causes an organization to use ex-post evaluations in the future as an 
additional procedure.  

   (3)  Persuasive use     

 Persuasive use occurs if evaluation findings serve to endorse or refute 
‘political’ positions. This is the case, for example, if they are able to refute 
positions that were firmly anchored and no longer queried. For example, 
the evaluation of the sustainability of development projects shows that 
the participation of the target groups in the planning phase is not – as is 
often claimed – a decisive variable in the success of the project, but that 
other variables (such as acceptance of aims, efficiency of the provider 
etc.) are in fact much more important (cf. Stockmann 1992, 1996). 

 On the basis of the above distinctions, it becomes clear that the heavy 
focus on the direct effects of evaluation findings in the early user studies 
was too narrow. If the term ‘use’ is defined more broadly, we see that 
evaluations often have indirect impacts on further-reaching decision-
making processes by promoting learning processes (conceptual use) or 
causing fundamental attitudes and convictions to change in the long 
term – as in ‘constant dripping wears away a stone’. 

 The following  factors  have been identified in studies of use as decisive 
 for the practical implementation of evaluation findings  (cf. Fitzpatrick et al. 
2012: 485; Rossi, Lipsey & Freeman 2004: 414):
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   the relevance of the evaluation for the decision-makers and/or other  ●

stakeholders  
  the integration of stakeholders into the planning and reporting  ●

phases of the evaluation  
  the reputation or credibility of the evaluator   ●

  the quality of the communication of the findings (promptness,  ●

frequency, methods) and  
  the development of back-up procedures for the use of the findings or  ●

the making of recommendations for action.    

 Some organizations attempt to institutionalize the use of evaluation 
findings. The major German development cooperation implementing 
organizations (such as the German Society for Technical Cooperation 
(GTZ) or the Reconstruction Loan Corporation [KfW]) have devel-
oped sophisticated knowledge management systems for this, in order 
to ensure both direct and conceptual use of evaluations (cf. Borrmann 
& Stockmann 2009). Compliance with the abovementioned factors is 
intended to ensure instrumental use in particular. 

 In order to bring about use that persists beyond the individual 
programme or project, the findings from evaluations are added into 
knowledge management systems and systematized. Foundations for 
institutional learning that cover different programmes are thus laid, and 
such learning can relate to certain programme types, sectors or regions. 
To ensure this, some organizations even go as far, when new programmes 
are being planned, as to insist that proof be provided of which evalua-
tion findings have been taken into account. 

 It must also be noted that many evaluations generate use simply 
by taking place. Such so-called  process use  comes about when the 
programme managers and other stakeholders occupy themselves with 
the programme. For example, workshops that were actually intended 
to clarify the evaluation objectives and select the indicators with which 
those objectives can be measured are often seen to mutate into discus-
sions on the programme objectives in general. 

 In this way, evaluation can already lead to new insights, perspectives 
and programme corrections while it is being planned and conducted. 
This form of use is neglected completely in most studies on the subject, 
as they focus principally on the ‘results use’ that is concomitant with the 
findings and recommendations of an evaluation.  

  4.4.3 Quality of evaluation 

 The usefulness of an evaluation depends to a large extent on its quality. 
To ensure that quality, there are – as in other professional and vocational 
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fields –  standards  and  ethical guidelines  that provide a basis for the assess-
ment and orientation of professional behaviour and work. Standards 
not only define basic quality levels to which the ‘experts’ in the respec-
tive professional or vocational field are supposed to adhere, but also aim 
to protect customers and the general public against sharp practices and 
incompetence. 

 Apart from that, standards offer a basis for control and judgement for 
providers and their outputs; they can be taken as a basis for decision-
making in potential disputes between customers and providers and they 
promote orientation toward the recognized ‘best practices’ in a given 
field of activity (cf. DeGEval 2002; Owen & Rogers 1999; Stufflebeam 
2000a; Rossi, Lipsey & Freeman 2004 and others). 

 The  professionalization of evaluation research  led in the USA of the 
1980s to the first attempts to develop evaluation standards. In 1981 
the ‘Joint Committee on Standards for Educational Evaluation’ (JCS 
2006) published standards for the educational science sector, which 
began to be used over the years in more and more sectors (cf. Widmer 
2004). In 1994, the so-called ‘Joint Committee’, meanwhile comple-
mented by the addition of organizations that were not only active in 
the education sector, presented a revised version entitled ‘The Program 
Evaluation Standards’ (cf. Beywl & Widmer 2000: 250). In the German-
language areas standards received but little attention for a long time.  2   It 
was not until the  German Evaluation Society (DeGEval)  had been founded 
in 1997 that German standards were developed, first being published in 
2001. 

 These standards call for validity for various evaluation approaches, 
different evaluation purposes and a large number of evaluation fields 
(DeGEval 2002). They are aimed at ‘evaluators as well as individuals and 
organizations who commission evaluations and evaluand stakeholders’ 
(DeGEval 2002: 12). The DeGEval (2002) sees the  objectives of the stand-
ards  as  

   helping to assure and promote evaluation quality   ●

  fostering dialogue and providing a specific frame of reference for  ●

discussing the quality of professional evaluations  
  offering orientation for evaluation planning and implementation   ●

  forming a basis for initial and continuing training in the evaluation  ●

field  
  forming a basis for the evaluation of evaluations (meta-evaluation)  ●

and  
  making professional practice more transparent for a wider public.     ●
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 According to the DeGEval, ‘good’ evaluations should feature four basic 
attributes: utility, feasibility, propriety and accuracy. That is to say that  

   the   ● utility standards  are intended to ensure that an evaluation is guided 
by both the clarified purposes of the evaluation and the information 
needs of its intended users  
  the   ● feasibility standards  are intended to ensure that an evaluation is 
planned and conducted in a realistic, thoughtful, diplomatic and 
cost-effective manner  
  the   ● propriety standards  are intended to ensure that in the course of an 
evaluation all stakeholders are treated with respect and fairness  
  the   ● accuracy standards  are intended to ensure that an evaluation 
produces and discloses valid and useful information and findings 
pertaining to the evaluation questions.    

 In order to make these four rather abstract concepts clearer, a total of 
25 individual standards were formulated. These are allocated to the four 
superordinate ‘guiding standards’. See  Table 4.2  for an overview (and 
www.degeval.de for more detail).      

 The DeGEval standards are to a large extent a translation of the American 
ones (cf. DeGEval 2002: 42). As far as their practical applicability goes, 
it should be noted that they are not of an absolutely binding nature. 
They rather form a basic orientation framework for determining quality 
aspects in the planning and conducting of evaluations, by formulating 
 maximum requirements . There is no difference in weighting or priority 
between the four groups or between the various individual standards. 
Instead, the group headings compete with one another, as do the indi-
vidual ones. For example, the scientific aspiration expressed in the accu-
racy standards can easily come into conflict with the requirement of 
producing useful findings (utility standards) under what are very often 
severe time and budget constraints (feasibility standards). At the level 
of individual standards for example, the standards (P2) ‘Protection of 
individual rights’ and (P5) ‘Disclosure of findings’ contradict each other 
if making the evaluation findings accessible jeopardizes the protection 
of individual rights (cf. Widmer 2004). In the situative context of any 
evaluation, the evaluator must therefore once again answer the question 
of which standards he is going to give priority to, and must, if necessary, 
document that priority. The relevance and importance of a standard can 
only be determined in the actual individual case. 

 As well as these standards, which are intended to ensure the quality 
of evaluations as a whole, there are guidelines that refer directly to the 
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behaviour of evaluators. In 1994, for example, the American Evaluation 
Association (AEA) issued so-called  ‘Guiding Principles for Evaluators’,  
which are as it were a code of behaviour and comprise five guiding prin-
ciples (Beywl & Widmer 2000: 282f.):

     ● Systematic inquiry:  evaluators conduct systematic, data-based 
inquiries  
    ● Competence:  evaluators provide competent performance to 
stakeholders  
    ● Integrity/honesty:  evaluators display honesty and integrity in their 
own behaviour, and attempt to ensure the honesty and integrity of 
the entire evaluation process  
    ● Respect for people:  evaluators respect the security, dignity and self-
worth of respondents, program participants, clients and other evalu-
ation stakeholders  

 Table 4.2     DeGEval standards 

Utility U1 Stakeholder identification
U2 Clarification of the purposes of the evaluation
U3 Evaluator credibility and competence
U4 Information scope and selection
U5 Transparency of values
U6 Report comprehensiveness and clarity
U7 Evaluation timeliness
U8 Evaluation utilization and use

Feasibility F1 Appropriate procedures
F2 Diplomatic conduct
F3 Evaluation efficiency

Propriety P1 Formal agreement
P2 Protection of individual rights
P3 Complete and fair investigation
P4 Unbiased conduct and reporting
P5 Disclosure of findings

Accuracy A1 Description of the evaluand
A2 Context analysis
A3 Described purposes and procedures
A4 Disclosure of information sources
A5 Valid and reliable information
A6 Systematic data review
A7  Analysis of qualitative and quantitative 

information
A8 Justified conclusions

 A9 Meta-evaluation
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    ● Responsibility for general and public welfare:  evaluators articulate and 
take into account the diversity of general and public interests and 
values that may be related to the evaluation.    

 There are, moreover, standards that refer to certain policy fields. An 
example is the OECD’s ‘DAC Principles for Evaluation of Development 
Assistance’ (1998), which have attained a high degree of importance 
in the area of development cooperation (cf. http://www.oecd.org/
dataoecd/63/50/2065863.pdf). These standards were drawn up by the 
‘expert group on aid evaluation’ of the OECD’S ‘Development Assistance 
Committee’, founded in 1988, and first issued in 1991. The DAC princi-
ples draw attention to eight main points:

   impartiality and independence   ●

  credibility   ●

  usefulness   ●

  participation of donors and recipients   ●

  donor cooperation   ●

  evaluation programming   ●

  design and implementation of evaluations   ●

  reporting, dissemination and feedback.     ●

 All the DAC member states have committed themselves to adhering to 
these principles, which were reviewed in 1998 (cf. OECD 1998).  3   

 It is obvious that the existence of standards is at best a necessary but 
by no means sufficient requirement for ensuring evaluation quality. For 
this, it would not only be necessary for the standards to be known to 
all the actors (or at least the clients and contractors) and evaluations to 
be aligned and assessed in accordance with those standards, but also 
for the standards to be of a binding nature anyway. Yet so far, these 
conditions are hardly fulfilled in the German-speaking areas. A current 
investigation of the standard of professionalization of evaluation in 
Germany comes to the conclusion that the standards in the German-
speaking areas have a degree of utilization which can be assumed to 
be rather low (cf. Brandt 2008: 120). Moreover, the DeGEval (2004: 
12) points out expressly that the standards it has issued avoid ‘laying 
any binding foundations for accrediting and certifying individuals and 
organizations offering or conducting evaluations, or for further training 
in this sphere’. 

 The standards of the JCS (2006) are much more binding than the 
German ones. This can in significant measure be explained by the fact 
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that the American standards came about as the result of a lengthy devel-
opment process supported by a broad base of institutional actors, whilst 
the DeGEval standards are the result of a working-group within the 
DeGEval – a result moreover which, when all is said and done, amounted 
to little more than a translation of the American standards.  4   

 Also in contrast to the American evaluation scene, there is in the 
German-language areas hardly any empirical information in the form of 
meta-evaluations or other studies from which sound statements could 
be made about the quality of evaluations (cf. Brandt 2008: 89). Apart 
from the pioneering work on the subject of meta-evaluation by Thomas 
Widmer (1996), few fields of practice have been investigated so far (cf. 
for example Stockmann & Caspari 1998 on the field of development 
cooperation, and Becher & Kuhlmann 1995 on that of research and 
technology policy). 

 It should thus be noted that the usefulness of evaluations depends to 
a large extent on their quality. All the more astonishing that there have 
so far been so few meta-evaluations in the German-language areas that 
investigate this. Efforts to define and develop the quality of evaluation 
by means of standards are only in their early stages in the German-
language areas. The standards issued by the German Evaluation Society 
(DeGEval) are neither binding to any great extent nor widely circulated 
(cf. Brandt 2009: 172).   

  4.5 The CEval participant-oriented evaluation approach 

 To increase the quality, utility and feasibility of evaluations and ensure 
a fair investigation (cf. the DeGEval standards in  Figure 4.2 ), a partic-
ipant-oriented procedure offers numerous advantages. This will be 
demonstrated by taking the example of the CEval participant-oriented 
evaluation approach, which has continued to develop systematically 
in the past 15 years and has proved itself in dozens of studies. 

 This approach starts from the premise that the involvement of the 
various stakeholders already leads in the planning phase to a higher 
degree of acceptance and greater support. This not only ensures that 
different perspectives and points of view are incorporated in the 
conception of the evaluation, but also that valuable accumulated 
knowledge of the various actors can be put to use – for example infor-
mation on which of the actors are to be interviewed, possibilities for 
forming control groups, availability of addresses and data etc. 

 If evaluation is organized as an  interactive process , which leads to an 
intensive  dialogue  between the evaluators and the people and institutions 
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involved in it, it is not simply that the various different interests, values 
and needs of the stakeholders be determined and their knowledge and 
experience used in the development of the design: acceptance of the 
evaluation can also be increased as a ‘climate of trust’ is created. The 
chance also increases that the evaluation’s findings will subsequently 
be ploughed into development processes, since the stakeholders do not 
perceive the evaluators as external ‘inspectors’, but as partners with 
complementary functions. While the evaluators contribute their  expert 
knowledge,  the stakeholders provide their  specialized concrete knowledge of 
the actual situation . 

 In view of the fact that a valid assessment of measures and events by 
the evaluators is often only possible on the basis of the voluntary, proac-
tive cooperation of all those involved, the validity of evaluation findings 
can be improved by a participant-oriented design. 

 The  CEval participant-oriented evaluation approach  presented here 
is oriented toward the critical-rational research model first intro-
duced in Chapter 2 and follows the development schema shown in 
Figure 4.1. Having said that, it should be noted that the so-called 
‘research phases’ (cf.  Figure 4.2 ) are not identical to the work phases 
of an evaluation. 

 The  (I) discovery context  comprises the identification of the evaluand 
(what is to be evaluated?), the stipulation of the evaluation objectives 
(what purpose is the evaluation to serve?) and assessment criteria, and 
the decision as to who (internal or external) is to conduct the evalu-
ation. This process is as a rule determined to a significant extent by 
the client. In a participant-oriented procedure, however, it is not only 
the evaluators who are actively involved, but also the evaluees and the 
various other stakeholders (target groups, participants etc.). Not only 
are these questions cleared up jointly in such an interaction process; it 
is also possible to make sure that the views of disadvantaged stakeholder 
groups receive due attention. 

 The elaboration of the investigation’s hypotheses, the investigative 
design and the survey methods are part of the research context (II) and 
are primarily the tasks of the evaluators. Nevertheless, it is important to 
incorporate the situational knowledge of the evaluees and other stake-
holders actively, in order to develop instruments appropriate to the situ-
ative context. This applies especially when evaluations are conducted in 
other socio-cultural contexts. Moreover, a procedure of this kind, agreed 
with the stakeholders, is open to continual adaptation of the evalua-
tion instruments used, making it possible to react flexibly to changes in 
contextual conditions in the evaluation process. 
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 If evaluators and stakeholders work together closely, this increases 
their chances of developing hypotheses that are suitable for explaining 
‘reality’ and developing the best possible design and adequate survey 
methods for the empirical recording of that ‘reality’. Having said that, 
it is the evaluator assigned to conduct the evaluation who bears final 
responsibility for this. 

Research
phases

TasksTT Actors

I Discovery
context

• Determination of the
  evaluand
• Stipulation of the
  evaluation objectives
• Assessment criteria and
  Evaluators

Clients

Evaluees

Other
stakeholder

Evaluators

Specialist
knowledge

Situative
knowledge

• Development of
 investigation hypotheses
 (impact model)
• Investigation design and
  Data gathering methods

II Research
context

Data gathering and analysis

Assessment of findings and
recommendations by the
evaluators

Presentation of findings

Assessment of findings and
drawing-up of recommendations
by the stakeholders

Decisions

Implementation

Clients

Evaluees

Other
stakeholders

III Utilization
context

Evaluators

 Figure 4.2      The CEval participant-oriented evaluation approach  
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 In  data gathering and analysis  the evaluees above all are important as 
bearers of information who represent different perspectives and points of 
view, and these need to be collated in an evaluation in order to obtain as 
‘objective’ a picture as possible of the processes, structures and impacts. 
For this, as broad a mixture of methods as possible is used for data gath-
ering, whilst the range of procedures familiar from the field of social 
inquiry is used for data analysis (cf. Sections 5.3 and 5.4 for more details). 
With information on the progress of the evaluation being disseminated 
continually, and by means of ‘interim’ workshops, the integration of the 
stakeholders can be ensured. But gathering and analysing the data are 
the tasks of the evaluators, who have the appropriate expert knowledge. 
Writing the evaluation report and presenting the findings are also the 
duties of the professional experts. 

 However, the transition to the  utilization context  (III) of the evalua-
tion can also be organized differently, with the findings being assessed 
and the recommendations elaborated jointly by the stakeholders 
depending on the degree of participation desired. In this case, the 
findings, conclusions and the recommendations derived from them 
are not merely presented to the client and, if appropriate, to other 
stakeholders in a workshop, but jointly elaborated first. Now the eval-
uator limits his role to that of a moderator, presenting the findings 
from the evaluation and leaving their assessment to the clients and/
or stakeholders. 

 Whatever the case, the  decision  as to which recommendations are to 
be implemented finally lies with the client who, in turn, – depending 
on the degree of participation – can either integrate the affected parties 
in that decision or not. The management and the affected parties are 
usually responsible for the  implementation . The evaluators play only a 
subordinate role in the  utilization context . They are as a rule not involved 
in decisions or their implementation. At most, they may be given the 
task of observing the progress made in implementation by establishing 
a monitoring and evaluation system and passing on the information 
obtained, assessments and recommendations to the management for 
forthcoming management decisions. 

 In the approached developed here,  participant-oriented involvement  in 
an evaluation is concentrated mainly on the  discovery and utilization 
contexts . The objectives of an evaluation, the assessment criteria and 
to a certain degree (as long as the scientific nature of the design is not 
impaired) the procedure can be determined in a participant-oriented 
way and then form the specifications for the evaluation. The collection 
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and analysis of information in an empirical-scientific procedure, 
by contrast, are the tasks of the evaluators alone. The findings can – 
depending on the degree of participation desired – be  assessed  together 
with the clients and the various stakeholders. In external evaluations, 
the  utilization  of the findings and their implementation into activities 
is exclusively the responsibility of the clients and/or other stakeholders. 
Other than in quality management systems, the evaluator is, especially 
if he or she has been recruited externally, not part of the implementa-
tion process. 

 However, it must be emphasized that it is hardly likely to be possible 
in an evaluation project to do justice to all conceivable interest perspec-
tives or involve all the stakeholders in the process. Particularly  non-or-
ganized interests,  such as are often the case with disadvantaged sections of 
the population, are at risk of not being sufficiently represented. Apropos 
representation, there is also the problem of who is legitimized to repre-
sent the interests of certain groups or at least entitled to articulate the 
majority opinion of those affected. Such representatives cannot always 
be found. In this case the suggestion – which comes from ‘empower-
ment evaluation’ and ‘emancipatory evaluation’ – that evaluator 
sshould represent the interests of disadvantaged parties themseleves, 
does not help much either. Such a procedure would require evaluators to 
be familiar with the actual needs and requirements of the disadvantaged 
sections of the population who were not represented (cf. Mertens 2004: 
45ff.; Lee 2004: 135ff.). 

 To sum up, it should be noted that the  participant-oriented model  devel-
oped here is intended to contribute to  

   taking into account the interests and perspectives of the various  ●

different stakeholders when stipulating the evaluation objectives and 
assessment criteria  
  using their situational knowledge and experience for the develop- ●

ment of evaluation design and the selection of the survey methods, 
in order to develop a set of instruments which does as much justice 
to the context as possible  
  increasing acceptance for the evaluation and its findings among the  ●

various stakeholders and  
  ensuring the usefulness of the evaluation by having those affected  ●

implement the recommendations derived from the insights gained 
in action.          
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    Notes 

  1  .   The Logical Framework approach can be used to structure the programme 
objectives (intended impacts) and the measures taken to achieve them (inter-
ventions) (cf. Section 3.5.3).  

  2  .   Beywl (1988: 112ff.) was an early exception.  
  3  .   Another set of rules has for example been posted by the United Nations 

Evaluation Group (UNEG). The ‘Standards for Evaluation in the UN System’ 
(2005) are divided into four overriding categories: (1) Institutional Framework 
and Management of the Evaluation Function, (2) Competencies and Ethics, 
(3) Conducting Evaluations, (4) Evaluation Reports. At European level, the EU 
has set standards in the area of structural policy. Cf. for example Evaluation 
Standards and Good Practice (2003). The current version can be found at 
http://ec.europa.eu/budget/sound_fin_mgt /eval_framework_En.htm (March 
2009). A comparison with the ‘standards for quality assurance in market 
research and social inquiry’ (www.adm-ev.de) is also of interest.  

  4  .   Comparison with the transformation table in the DeGEval standards booklet 
(2004: 42) makes this abundantly clear.  
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   5.1 Introduction 

 The quality of an evaluation depends to a great extent on the provision 
of information that is exact and adequate for answering the evaluation 
question. More than a third of the DeGEval standards relate to accuracy 
and call for adherence to general scientific standards for empirical data 
collections and analyses.  1   

 This underlines the fact that the scientific ambition of evaluations 
is revealed most clearly in gathering and assessing information. As 
already explained in Chapter 2, it is primarily the survey and analysis 
methods used that distinguish a scientific evaluation from an everyday 
assessment. 

 First, it should be noted that with regard to the designs and procedures 
used for procuring and analysing information, scientifically conducted 
evaluations resemble fundamental social science research to a consider-
able degree and, as applied social research, have recourse to the proce-
dures recognized in that field and the methodological insights gained in 
their application. 

 There are however restrictions that have to do with the special features 
of evaluation research. An attempt will be made in the section that 
follows to illustrate the difference between fundamental research and 
evaluation in terms of gathering and assessing information. 

 This is done in four chronological steps, which generally reconstruct 
the process of gathering and assessing information and have already 
been referred to in Chapter 4. In the  preparatory phase  (Section 5.2), the 
investigation design and the survey design, both necessary to high-
quality information acquisition, are stipulated on the basis of field 
explorations. Here, procedures, sets of instruments, analysis procedures 
and the steps necessary for communicating the findings are selected 

     5 
 Gathering and Assessing 
Information   
    Wolfgang   Meyer    
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ahead of the evaluation. Unlike purely scientific investigation designs, 
evaluation must come to terms to a much greater extent with existing 
framework conditions and take into account the wishes of clients in its 
conception. For these reasons, it is often necessary to come to an agree-
ment with the client at this early stage. 

 The actual  data gathering phase  (Section 5.3), by contrast, largely 
resembles the procedure in fundamental social science research and can 
fall back on experience and sets of instruments that have proved useful 
there too. The interference factors associated with the respective survey 
procedures need to be taken into account and controlled by means of 
suitable measures. The special features of evaluation in the development 
of instruments and data collection are rather to be seen in the demands 
made on their flexibility as regards the adaptation of the design and the 
methods deployed. 

 The  analysis of the data gathered  (Section 5.4) depends to a very consid-
erable extent on the measurement instruments used and above all on 
the degree of their standardization. The aim is to carry out compara-
tive analyses, in particular on the causal impacts of interventions, by 
condensing and standardizing, and to draw generalizing conclusions 
from the individual cases investigated. If it is not so much a matter 
of evaluation questions as of questions relating to the monitoring of 
projects, the data analysis can come to focus more on the regular inves-
tigation of processes of change. 

 The mere presentation of empirical findings alone does not enable 
insights to be gained; it does not become useful to third parties until the 
 data  have been  interpreted  (Section 5.5). Even if there is a considerable differ-
ence here between fundamental and evaluation research on account of the 
need for data interpretation for target groups, it is necessary to weigh up 
the findings, critically reflect on one’s own procedures, anticipate possible 
objections and weigh up the pros and cons of chosen procedures in terms 
of their effects on the quality of the findings in both cases. Furthermore, 
evaluations involve assessments – that is to say that an assessment of the 
quality of the evaluand must be carried out by applying rational criteria 
and adhering strictly to procedural rules, and the assessment must be as 
independent as possible of the subjective attitudes of the evaluator, the 
clients and the stakeholders. Here, interpretation techniques from qualita-
tive social research or statistical investigation procedures can provide valu-
able assistance and at least offer some support in pondering alternative 
actions with regard to their impacts and impact potential. This scientific 
foundation of decisions – as has already been explained on several occa-
sions – ultimately helps evaluation to redeem its utility value.  
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  5.2 Preparation for data gathering – from investigation 
design to survey design 

 The  design of an evaluation  corresponds largely to the general  design of a 
research project.  It describes the evaluand, formulates the objectives and 
tasks, stipulates the manner in which the evaluation is to be conducted, 
names the people and interest groups who are to participate and deter-
mines the audiences for the presentation of the results (cf. Section 
4.2.2). The special features of evaluation arise from the orientation of 
the evaluation process toward its application and in particular from the 
fact that evaluations are as a rule conducted on behalf of third parties. 
To a greater or lesser extent, this cut down the freedom of the researchers 
to make decisions and act on them, and the clients have at least a say in 
the main planning stages. Furthermore, communication with the clients 
and the exchange of information with the ‘stakeholders’ already need to 
be incorporated into the evaluation design. 

 A central element in the preparation phase of an evaluation is the 
drawing-up of the  investigative design  (cf. also Section 4.2.2). Its aim is to 
plan the empirical procedure by which the identified goal of the evalu-
ation can be pursued. In impact-oriented evaluations it is particularly 
a matter of realizing the ambition introduced in Section 2.2.2, filtering 
out the effects of other factors (including interference factors, design 
effects and measurement errors) from the ‘gross outcomes’ observed and 
thus extracting ‘net effects’ that were actually caused by the interven-
tions (cf.  Figure 2.1 ). 

 The investigative design governs the necessary steps in data gathering, 
data processing, data analysis and data interpretation, the deployment 
of survey and analysis instruments, the selection criteria and modes of 
drawing samples, the definition of control and / or comparison groups, 
the creation of framework conditions for obtaining and analysing infor-
mation, communication of the findings from the evaluators to the clients, 
target groups, involved parties and other interest groups and deployment 
of resources during the entire course of the empirical investigation. 

 Such an investigative design includes a  survey design  of its own for each 
process of obtaining information that is to be carried out during the 
evaluation. This data gathering design depends on the survey methods 
and instruments selected, the methodological problems directly associ-
ated with those procedures and instruments, and various different situ-
ative factors that come about because of how the group of information 
bearers is made up, their relationship to the clients of the evaluation and 
to the evaluators, their availability, the place of implementation and 
other framework conditions which influence the survey process. 
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 The evaluation and investigative design and the various data gath-
ering procedures are  closely linked to one another in an evaluation process  
(see  Figure 5.1 ). The quality of the individual findings is ensured by 
the survey design, and those findings are then brought together in 
an investigative design, in order to compensate for the weaknesses of 
individual methods and instruments, shed light on the evaluand from 
various different angles and answer the evaluation questions as precisely 
as possible. Finally, the evaluation design incorporates this empirical 
process into the overall context and also governs communication with 
the client, the deployment of resources for the various evaluation tasks, 
the chronological sequence of the evaluation measures, the quality 
management of the evaluation process, the steps toward the dissemina-
tion and utilization of the evaluation findings and all the other tasks of 
the evaluation that are not directly associated with gaining information 
(cf. Chapter 4 for more detail).    

 Because of the central significance of the empirical findings in an 
evaluation, the survey design is of special importance. With the aid of 
the findings the intention is to enable rational decisions to be made on 
the awarding of funding, the core areas of the programme to be assessed 
or programme control in general. One important prerequisite is thus 
the  accuracy of the findings (validity) , which should be as independent 

Evaluation design

Planning Implementation Utilization

Investigation design

Data
gathering

Data
processing

Data
analysis

Data
interpre-

tation

Survey design

Survey method A

Survey method B

Survey method C

 Figure 5.1      Association of various different design forms  
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as possible of the individual opinions of those involved and those of 
the evaluators and must not be falsified by special framework condi-
tions either. This applies especially to  impact-oriented evaluations , which 
concern themselves with investigating the effects of a social interven-
tion (see for example Caspari & Barbu 2008; CDG 2006; Egger & Lenz 
2006; World Bank 2006; Stockmann 2000 on the term ‘impact-oriented 
evaluation’; see also Section 2.2.2). 

 Evaluation research can have recourse to a number of alternatives 
for shaping the survey process, and these have proved themselves in 
fundamental research applications. What these  research designs  have 
in common is the attempt to eliminate confounding variables, i.e. 
conscious or unconscious manipulation and influences of framework 
conditions by means of technical procedures, or at least control of 
their effects. At this juncture, a systematic list of all the alternatives (cf. 
the overview in Stockmann 2008: 210) will be forgone; instead, just 
three central procedures relating to impact investigations and their 
applicability in evaluation research will be looked at more closely.  2   

 As perceived by the public, it is certainly the procedure of experi-
mental intervention research that is most strongly associated with the 
idea of a scientific research design. These are primarily  laboratory exper-
iments,  which were developed from the natural sciences, but also from 
social psychology and other sub-fields of social science, and still domi-
nate research practice in these areas (see for example Zimmermann 
2006; Kleppmann 2006; Huber 2005; Klauer 2005; Diamond 2001; 
Graßhoff et al. 2000 on experimental research in the social sciences.) 
The basic principles of the  field experiments  that are more relevant to 
evaluation research and that use real action situations instead of an 
artificially created laboratory environment, will now be explained, 
taking the example of the most sophisticated experimental design. 
This will be challenged with regard to its use in the context of evalua-
tions (Section 5.2.1). 

 The two other research designs came about following criticism of 
the classical experimental procedure. These are the pragmatic form of 
‘quasi-experimental designs’ (Section 5.2.2), and ‘qualitative designs’, 
which follow a different research logic (Section 5.2.3). 

  5.2.1 Experimental procedure 

 In general, the examination of a  causal connection  is central in an experi-
ment, and an  effect hypothesis  is thus required – in other words an assump-
tion about the linking of one or more causes to an effect, which is to be 
tested in the experiment (cf. in particular Graßhoff et al. 2000: 71ff. on 
the concept of tests of causal hypotheses in experiments). The aim is to 
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control the effects of interference factors by means of multiple compara-
tive measurements on different test groups (cf. for example Meyer 2011a: 
136ff.; Bortz & Döring 2002:539f.; Schnell et al. 2008: 224ff. for descrip-
tions of procedures in experiments). The cause-and-effect link in which 
the experimenters are interested is thus isolated and can be assessed 
with regard to its strength. The information obtained during an experi-
ment serves this purpose exclusively, which is to say that the data collec-
tions (and therefore also the survey designs) become subordinate to the 
research objective of examining a causal connection. (See  Table 5.1  as an 
example of the way an experiment is set up.)  3      

 A further characteristic of the experimental procedure is the  control 
of the survey situation  by the researcher, who puts together experimental 
groups according to principles of randomness  (‘randomization’)  and 
creates stimuli in those groups via purposive intervention (or indeed 
non-intervention), with the stimuli being intended to trigger meas-
urable effects in accordance with the effect hypothesis. An essential 
element of the experiment is thus the  random selection  of the subjects. It 
is important that each person have a calculable (and thus predictable) 
probability of being selected for the defined test groups. 
 A further requirement, which is, for example, not normally imposed in 
socio-psychological experiments, is that of  representativeness;  that is to 
say that the persons selected should represent a statistical population 
and thus ensure the transposition of the results to the members of that 
population (see also Section 5.4.3). Again, random selection takes effect 
as the central element, whereby it is not now a matter of allocation to 

 Table 5.1     Experimental procedure (Solomon four-group design)  Experimental 
groups: groups 1 and 3; control groups: groups 2 and 4 

 Point in time t1 Point in time t2 Point in time t3

 Group 1 Measurement prior to 
intervention

Intervention Measurement after 
completion of 
intervention

 Group 2 Measurement prior to 
intervention

Measurement after 
completion of 
intervention

 Group 3 Intervention Measurement after 
completion of 
intervention

 Group 4 Measurement after 
completion of 
intervention

   Source : Meyer (2011a: 138).  



218 Wolfgang Meyer

test groups but of  drawing the sample . Especially in large-scale representa-
tive surveys, multi-layered selection procedures are used, being intended 
not only to simplify the sample-drawing process but also to prevent 
random overemphasis of certain aspects (e.g. regional distribution) (see 
Haarmann et al. 2006; ADM and AGMA 1999; Althoff 1993 on practices 
at the opinion research institutes). The two requirements – random allo-
cation to groups and representative selection from a statistical popula-
tion – can of course also be combined (cf. Gabler & Häder 2006; Merkens 
2003; Böltken 1976 for an overview of selection procedures and the 
drawing of samples). 

 In the context of evaluations, for methodological and ethical reasons, 
the high standards of an experimental design can at best be fulfilled 
to a modest extent, since evaluations, as field studies of socio-political 
interventions, offer only limited opportunities for manipulation (cf. 
Lipsey & Cordrey 2000 on the problems of implementing experimental 
designs in evaluations). One of the first limitations arises from the fact 
that usually  the evaluation team is only involved for a limited period of 
time:  whilst in fundamental research the participation of the research 
team in the entire investigation process is more or less in the nature 
of things, this only applies to evaluations infrequently (for example in 
accompanying research or ‘ongoing’ evaluations). Mostly, the interven-
tions are planned, developed and implemented by third parties without 
the involvement of the evaluators (and often without even taking their 
interests into account even potentially). In the conception of the survey 
design, evaluations are faced with the problem of having to come to 
terms with the existing framework conditions, only being able to gather 
information within a (brief) period of time and at best having baseline 
data at their disposal that are hard to compare. 

 The fact that evaluations have to be carried out within a certain period 
of time prevents comparative  before-and-after measurements  from being 
made that would be of major importance to an experimental design 
and thus also for examining cause-and-effect relationships. Even if it is 
not possible to replicate a baseline study (measurement prior to inter-
vention) carried out in the context of project investigations, feasibility 
studies or ex-ante evaluations, either because there has been no such 
study or for methodological reasons, it is still possible, as a last resort, 
to have recourse to matching procedures  4   (cf. Gangl & DiPrete 2006). 
In ‘propensity score matching’, for example, a similarity index is gener-
ated in an allocation model, and this index reflects a person’s condi-
tional probability of being exposed to the impacts of a causal effect (cf. 
Rosenbaum & Rubin 1983, 1985). Examples of the use of propensity 
score matching in evaluations can mainly be found in econometric 
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studies by major international providers of development policy (e.g. 
Augsburg 2006; Shapiro & Trevino 2004; Chen & Ravallion 2003) and 
in job-market research (e.g. Pessoa e Costa 2007; Bryson et al. 2002; 
Jaenichen 2002; Lechner 2002; Heckman et al. 1997). 

 Even if the team of evaluators is given plenty of room for the design, 
 ethical boundaries  often appear much sooner than in fundamental research 
(see for example Manski 1995 on the general problems of conducting 
experiments in the social sciences; see for example Fitzpatrick & Morris 
1999 on ethical questions in evaluation research; see for example Panter 
& Sterba 2011 on ethical issues by using quantitative methodology). 
In some cases the target groups are legally entitled to the outputs of an 
intervention programme and it is therefore not possible to form experi-
mental and control groups on a random basis. In clinical pharmaco-
logical research, indeed, allocation to an experimental or control group 
in evaluating the impacts of new medication can be a matter of life and 
death! This renders extremely strict requirements and controls necessary 
for investigation and survey designs and these can lead to the premature 
curtailment of the study (cf. the ICH Guidelines on these requirements, 
especially ICH 1997). 

 Generally, the  randomization  of the test groups is the problem in these 
cases, which is to say that even if random allocation to experimental 
and control groups were still technically possible in principle, it is not 
actually feasible on account of social and political constraints. Matching 
procedures only help here to a certain extent, as selection is as a rule made 
systematically or perhaps even because all the members of the target 
group have exercised their right to participate (see Titus 2007; Agodini 
& Dynarski 2004; Heckman et al. 1996 on the effects of ‘propensity score 
matching’ on such a ‘selection bias’). It is only extremely seldom that 
the evaluators have an influence on the decision made during the course 
of the project or programme as to who may participate in a measure and 
who may not. Random variations are mostly excluded in the conception 
of the interventions. At best, in computer simulations or by means of 
role-playing based on certain framework assumptions, the impacts of 
an intervention within the experimental group can be compared with a 
randomly selected control group which simulates the behaviour of that 
experimental group (for examples see De Zeeuw 2008; Sun & Williamson 
2005; De Zeeuw & van der Ploeg 1991; Rohrbach et al. 1987). 

 Only some of the problems in the implementation of experimental 
designs have been addressed here, problems which, mostly for prag-
matic reasons, can lead to reduced forms (e.g. as pretest/post-test 
investigations). As a result, ‘quasi-experimental’ designs have been 
able to establish themselves alongside the experiment as a group of 
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procedures in their own right. They dispense with some of the latter’s 
strict methodological aspirations, though they are in principle oriented 
toward its rules of implementation and are not basically different.  

  5.2.2 Quasi-experimental procedures 

 The borders with ‘quasi-experimental design’ have been crossed, at the 
latest, when instead of there being randomized allocation to control 
groups the subjects are allocated consciously by the researchers (or any 
other person) with reference to selected features (or just by chance during 
a natual development process). (See Greenstone & Gayer 2007; Shadish 
et al. 2002; Porter & Chibucos 1975; Campbell & Stanley 1963 for the 
difference between experimental and quasi-experimental designs.) In 
these cases, the groups are referred to as  ‘comparison groups’  instead of 
‘control groups’ (cf. Caspari & Barbu 2008). The design of comparison 
groups calls for selection criteria that make it possible to allocate the 
subjects unambiguously and avoid self-selection effects.  5   (See Cuppen 
2012; Koeber 2005; Spermann & Strotmann 2005; Agha 2002 for exam-
ples of quasi-experimental designs in evaluations.) 

 Ideal-typically, what is striven toward in the design of comparison 
groups is perfect allocation with the aid of a single, defined dichotomous 
feature in distribution conditions that are as similar as possible in all 
other respects and as random as possible. For example, when a group 
of men is compared with a group of women, this implies the supposi-
tion that the variable ‘sex’ contributes to a differentiation of the effects 
and that all other features that may perhaps be relevant (e.g. educational 
background) are distributed more or less similarly in both groups. Only 
when this is true, and only when the other effects of correlating variables 
are not superimposed on the feature that links the members of the respec-
tive groups (in this case the subjects’ sex), will the comparison between 
the groups provide information about the causal relationship with the 
measured impacts.  6   In accordance with the effect hypotheses, however, it 
is possible to use as many distinguishing features as one likes for forming 
groups (and also for further differentiating between them) and to carry 
out hypothesis tests in this way via cross-tabulation analyses. However, 
this makes it necessary to have a much greater number of subjects. 

 This procedure resembles the (secondary) analysis of cross-sectional 
data obtained for example from (representative) surveys. (See Glynn 
et al. 2012; de Vaus 2005; Groves et al. 2002; Peyrot 1996; Biemer et al. 
1991; Belson 1986 and others on the  survey method  and its problems.) If 
interval control variables can be introduced into a multivariate (regres-
sion) model instead of grouped data, additional information on the 
strength of the effects can be obtained in the analysis (see Section 5.4). 
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Having said that, the necessary statistical prerequisites that need to be 
fulfilled by such a model include a sufficient number of subjects, with 
that number increasing sharply with the number of variables. In spite 
of these constraints, however, the design of causal models on the basis 
of survey data has established itself as the  ‘route du roi’  of social science 
research and, at least in sociology and the political sciences, superseded 
the experiment in the investigation of impacts. 

 Representative surveys are used in evaluations too, though it is rare for 
the population as a whole to be the same as the statistical population. 
More often, they are limited to certain  target groups  who are supposed 
to benefit from the project or programme interventions. These inter-
ventions are intended to trigger certain expected impacts in the target 
groups in the framework of the effect hypothesis. A comparison between 
programme participants and non-participants is intended to provide 
information on the correctness of this assumption, whereby representa-
tive surveys are used for large groups. For example, graduates from a 
study course are questioned in a survey and comparisons made in the 
analyses between beneficiaries of a sponsorship scheme and graduates 
who were not sponsored. 

 Difficulties often arise in determining the  ‘risk population’ , i.e. those 
who may potentially have been exposed to the impacts of a project or 
programme from the beginning or who actually had the chance of partici-
pating anyway. Only if the risk probabilities are known (or can for example 
be estimated via propensity score matching) can a test be carried out on 
the differences between groups by means of statistical analysis procedures 
in a form comparable with experimental design. If it is not possible to 
determine the risk population or probability values, recourse must be had 
to other group-forming criteria to determine the comparison groups. An 
alternative, for example, is to form  extreme groups,  i.e. the results gathered 
from participants in a programme are compared with the findings from 
persons of whom it is certain that they were not able to take part. 

 However, as mentioned above, on account of the lack of randomiza-
tion, the possibility cannot be excluded that systematic factors other 
than participation in the programme might explain the measured effects 
(or non-effects) of the intervention. In methodological terms, a  ‘theory 
of error’  is now required: in other words it is now necessary to set up and 
test alternative effect hypotheses, assuming that it is  not  the interven-
tion that is the cause, but other features unevenly distributed in the 
test groups. These assumptions too require a theoretical foundation and 
must at least provide plausible evidence of the alternative causal connec-
tion asserted. Whilst selection errors are mathematically controllable 
with a random selection based on the central axioms of test statistics 
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(cf. Cuddeback et al. 2004), some additional assumptions about the 
 ‘selection errors’  are required for a conscious selection. One possibility for 
controlling these effects is the parallel use of several comparison groups, 
with different criteria and constructed independently of one another, in 
a  quasi-experimental multi-group design  (cf.  Table 5.2 ).    

 The figure shows an example with several potential comparison groups 
and one experimental group. Funding measures were aimed especially 
at supporting elite pupils, which meant that not all the pupils in the 
class in question were intended to benefit from them. The experimental 
group thus contained part of a school class, whereby its performance 
could now be compared with that of the remainder of the class (compar-
ison group 1). The problem in such a performance comparison is that 
there was already a difference between the two groups before the inter-
vention in terms of the comparative feature of school performance, and 
there is good reason to assume that the further changes in performance 
now observed have in part been influenced strongly by prior perform-
ance. For this reason, a further comparison with elite pupils from 
another class is a good idea, since they, similarly to the experimental 
group, produced above-average performances prior to the beginning 
of the interventions, but have not benefited from the project measures 
(comparison group 2). However, reduction to the comparison of this 
group with the experimental group is fraught, since the two groups 
have been in different classes with different teachers, which means that 
differences in performance development may have come about for this 
reason too. This class effect, and the effect of prior performance, can be 
controlled by combining all three groups. However, if it is also assumed 
that there may be a diffusion effect on the entire school on account 
of the implementation of the measures, a further comparison group is 
required, containing pupils from another school (comparison group 3). 

 In the example in the figure, not only the effects of prior performance 
but also the school and class effects can be controlled and thus excluded 
as explanations of impacts in their own right. With an increasing 

 Table 5.2     Quasi-experimental multi-group design 

Experimental group Pupils with above-average school performance

Comparison group 1 Other pupils from the same class
Comparison group 2 Pupils with above-average school performance from 

a parallel class
Comparison group 3 Pupils with above-average school performance from 

another school

   Source : Meyer (2011a: 141).  
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number of groups, the probability of an evenly distributed distortion 
of the results in all the groups formed decreases; on the other hand, the 
cost and effort involved in the survey increase. (In our example, extra 
data have to be gathered in other classes and other schools.) In prin-
ciple, this procedure – and thus the number of groups – can be extended 
at will, and this is necessary if there are appropriate indications about 
additional interference factors that need to be controlled.  

  5.2.3 Qualitative procedure 

 The survey procedures introduced thus far are all based on the funda-
mental philosophy of ‘quantitative’ social research, which is in turn 
based on the theory-of-science basis of critical rationalism (cf. Popper 
2005; Albert & Topitsch 1990) and the methodologies derived from the 
natural sciences (cf. Hempel 1974) (cf. also Section 2.2.6). For many years, 
however, an alternative understanding of science has been opposed to 
this natural scientific one, one which focuses more strongly on the indi-
vidual case and on verstehen of correlations  7   than on ‘explaining’ them. 
Partly in fierce criticism of the ‘quantitative’ mainstream of social science 
research, a ‘qualitative’ methodology has developed which meanwhile 
comprises an equally broad spectrum of procedures (see Flick 2005 for 
an overview of qualitative social research). 

  Qualitative social research  does not view the experiment as the ideal 
case to be striven toward in a survey design, but rejects it on account of 
its artificiality and estrangement from the real social situation (cf. for 
example Cicourel 1974). The research process is generated as a learning 
loop and intended, via various in-depth individual case analyses, to 
help understand real social processes in their natural environment (cf. 
 Figure 5.2 ). Ideal-typically, this means in qualitative social research 
that the survey procedure is very much oriented toward the circum-
stances of the individual case as found and attempts to minimize inter-
vention on the part of the research process. It is not the control of 
interference factors but the maintenance of ‘naturalness’ which is to 
the fore in methodological quality assurance (cf. Miles & Huberman 
2007; Helffrich 2005; Seale et al. 2000 and others on the methodolog-
ical standards of qualitative social research; see in particular Gschwend 
& Schimmelfennig 2007; Creswell 2012, 2009; Marshall & Rossman 
2006; Maxwell 2005; King et al. 1994 on qualitative research designs).    

 Flick (2002: 68ff.) emphasizes in particular the ‘circularity’ of the 
cognitive process  8   in qualitative social research in a  comparison with 
the procedure of classical quantifying social research . On account of its 
orientation toward the individual case, however, findings from quali-
tative social research can only be replicated with great difficulty. 
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Whilst quantitative social research seeks to underpin the existing body 
of knowledge in this way by failed attempts at refutation, qualitative 
social research seeks to broaden our perspective by integrating as many 
individual findings and different interpretations as possible, which can, 
at the end, be condensed into a generalizable theoretical concept. 

 Evaluation research distinguishes itself notably by requiring  the two 
perspectives  to be  combined . On the one hand, of course, evaluation clients 
want facts that are as ‘hard’ as possible and proof of the way the inter-
ventions they have introduced have taken effect. On the other, these are 
mostly innovations, about the effectiveness of which, at least in the actual 
context of implementation, little is known. Only rarely are there any 
clearly formulated, verifiable ‘programme theories’ that can be empiri-
cally tested by means of evaluation (cf. Sections 3.3.1 and 4.3). On the 
contrary, it is in most cases one of the tasks of evaluation to first identify 
the various potential impact factors by means of exploration, and then, in 
a second step, to prove their relevance by means of test procedures. 

 Logically,  mixed-methods approaches  dominate the investigation designs 
in evaluation; in other words attempts are made to unite the aspirations 
of qualitative social research with those of the quantitative approach. 
This has not only the abovementioned advantage of being able to cater 
to different ambitions that clients might have, but also the methodo-
logically important merit of being able to balance out the weaknesses of 
individual survey procedures.  9   
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 Figure 5.2      Process model of qualitative investigation design 

  Source : Flick (2002: 73), slightly modified.  
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 Nevertheless, the investigative designs of evaluations not only distin-
guish themselves by combining different survey methods and corre-
sponding procedures, but also have special features that primarily serve 
the purpose of  field exploration . In design-technical terms, the aspira-
tions resulting from this have so far been realized most consistently by 
Bamberger et al. (2006). Their ‘RealWorld’ approach sees evaluation as 
a participant-oriented process, whereby the methodological contribu-
tion of experts is primarily made ahead of actual data gathering. The 
evaluation design envisages the exploration of four main constraints on 
information acquisition (cf. Figure 5.3). The data should then actually 
be gathered by the partners independently in situ, i.e. the ‘RealWorld’ 
approach is more of an (evaluation) methods consultancy approach for 
internal evaluations than a procedure for an independently conducted 
external evaluation in its own right.      

 The first of the constraints to be investigated relates to the  financial 
framework conditions  with the aim of ensuring the most efficient acquisi-
tion of information possible and precisely determining the minimum 
necessary survey requirements for an adequate assessment. Often closely 
associated with the finances is the  time budget available , which on the 
one hand depends on the availability of the experts, interviewees and 
assistants necessary for carrying out the survey, but is on the other hand 
pre-structured by external factors such as the dates of important project 
decisions. It is not until the time and budget resources have been taken 
into account that it is possible to begin actually planning the gathering 
of the data. For this, the existing  data situation  must be looked at, as must 
the field conditions that restrict the implementation of individual survey 
procedures. The result of this step is a rough draft of the investigative 
design, which cites various information sources and describes the proce-
dure of how to tap them while taking into account the given budget and 
time resources. The final step attempts to anticipate  possible communica-
tion problems  and in particular to eliminate potential opportunities for 
manipulation by individual stakeholder groups. As well as ensuring that 
the data collection is methodologically sound, the timely participant-ori-
ented involvement of all stakeholder groups on an equal footing in the 
process of obtaining the information is very important (see Section 6.4). 

 To sum up, it should be noted at this point that in social science 
research a large number of different investigative designs and procedures 
have been developed for data gathering, and that for most of them a 
certain amount of experience has now been obtained as regards sources 
of error and interference factors.  10   The possibility of their being applied 
in evaluation studies depends on a number of different factors, which, 
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 Figure 5.3      Evaluation designs of the ‘RealWorld evaluation’ approach  
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even more so than in fundamental research, are beyond the influence of 
the researchers. Typically, there are special constraints with regard to the 
amount of time available, the information and data already available, 
and the requirements of accountability toward third parties (in particular 
as they relate to obtaining information and the utilization context), and 
the financial resources made available for the research process. There are 
also various attempts at manipulation that must be guarded against. The 
investigative designs in evaluation research are thus distinguished on 
the one hand by considerably higher costs of field exploration prior to 
data gathering, and on the other by a more consistent implementation 
of multi-methods approaches to compensate for the methodological 
weaknesses in individual procedures. 

 For this reason, obtaining information in evaluations resembles in many 
respects the work of detectives, who must avail themselves of as broad an 
information base as possible and are – sometimes even in the face of deter-
mined resistance on the part of the evaluees – committed to obtaining an 
objective overall picture. In some cases it is necessary to provide multiple 
support for weak evidence in order not to end up foundering in a marsh 
of speculative statement and supposition. This means that evaluations 
(just like criminological investigations) must under no circumstances lose 
sight of that which is scientific. In contrast to the situation in fundamental 
research, however, weak evidence and suppositions are, to a certain extent, 
certainly useful for the practical utilization of the findings, even if evidence 
underpinned with facts is definitely preferable to a chain of clues, as the 
latter, however logical it may appear, is not proof.   

  5.3 Data gathering – from the planning of methods 
deployment to quality control 

 Even if there are, with regard to the procedure of obtaining information, 
some parallels with detective work, this does certainly not mean that 
evaluations are conducted without a plan and purely intuitively, like the 
investigative work of many TV detectives. On the contrary, data gathering 
not only ahead of the survey phase, but also with regard to deploying 
the various methods, calls for careful planning and – as compared with 
fundamental research – much more flexibility in the implementation 
phase. In view of the special features of field research, which cannot 
without further ado determine its own survey context or change it 
at will, it is certainly easy to understand that a change of methods, a 
change of design at short notice or at least a supplementary deployment 
of methods that was not part of the plan at the outset may become 
necessary more often. Accordingly, the planning of implementation and 
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the selection of the procedures to be deployed are often not completed 
in advance, as they are in fundamental research, but must be adapted 
during implementation to the circumstances, which sometimes undergo 
major change. This applies particularly to obtaining information in 
formative evaluations, which are as a rule in a process of dialogue with 
the project or programme management and therefore have a long-term 
influence on the course of the programme via their own findings – and 
thus also on the framework conditions of the evaluation. 

  5.3.1 Classification of data gathering processes 

 Similarly to the investigative designs – and of course very much 
dependent on them – evaluation can have recourse to a wide  variety of 
different procedures  when it comes to gathering data, but must respect 
the specific survey-technical features and the methodological problems 
associated with them and attempt to control them as far as possible by 
means of appropriate quality assurance measures.  Figure 5.4  is a sche-
matic diagram of these various different data gathering methods. It clas-
sifies methods mainly by looking at the opportunities the informant 
and the evaluator interested in obtaining the information have for influ-
encing the data gathering process.    
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 In an evaluation it is a question of selectively obtaining  precisely that 
information which is necessary to answer the action-guiding questions agreed 
with the client,  by selecting the appropriate survey instruments (cf. Meyer 
2011b: 221). Especially from the point of view of the efficiency of the 
way in which that information is obtained, it is absolutely necessary 
to handle the individual procedures competently and use them purpo-
sively, and to provide the financial means necessary for this. On the 
other hand, too little competence (or too small a budget for gathering 
the data) leads inevitably to losses of information or even falsifications, 
which devalue the information gained in an evaluation as a whole and 
may thus cause the latter to founder. So cutting corners at the expense of 
the quality with which the data are gathered is not a good idea at all. 

 The  quality of data gathering  is inseparably linked to the strengths and 
weaknesses of the survey procedure used, and there is basically no method 
which can guarantee that the information will be gained in an error-free 
way in terms of the procedure itself. The social process of information 
transfer from a person who is in possession of that information to a recip-
ient is ‘filtered’ and consciously or unconsciously ‘distorted’ in one or 
more different directions on both sides by a complex process of perception 
and interpretation (cf. Schützeichel 2004 on the various different socio-
logical communication theories; cf. also Meyer 2000 on mass communi-
cation). It is of no importance whether this  communication  mainly occurs 
openly, ‘qualitatively’, oriented toward the reality of the everyday life of 
the bearer of information, or ‘quantitatively’ via more or less well cali-
brated scales in (quasi-)experimental designs that are controlled as well as 
they possibly can be by the recipient. Errors already come about through 
the conscious participation of both parties in a communication process 
and the opportunities for manipulation afforded by this. 

 Be that as it may, this need not happen openly and manipulatively 
in a certain direction, but may transpire, unnoticed by both sides, as a 
result of  communication problems  such as personal sympathy or antipathy, 
prefabricated cognitive stereotypes or prejudices, different language skills 
or forms of expression, situative influences or distracting environmental 
factors. These effects can occur in one or both of the communication 
partners, distort the results in the same or different directions, and indi-
vidual interference factors can cancel each other out or overlap. 

 Generally,  the more actively the two communication partners are involved 
in the communication process on data gathering and the greater the extent of 
their interaction in the transfer of the information, the greater the risk will be 
that such communication problems will occur and the transfer be flawed . This 
can best be illustrated using an example. If neither the researcher nor 
the guinea pig knew they were participating in an experiment, neither 
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of them would be able to influence that experiment consciously in the 
way they wanted. However, the specific character of an experiment is 
that the researcher controls its course and manipulates the experimental 
conditions. Errors on the part of the researcher in setting up or carrying 
out an experiment therefore lead to distorted results and can, in the 
worst case, even devalue it completely. This also applies to experiments 
on inanimate objects and is thus completely independent of the extent 
of the interaction between the two information partners: on account 
of researchers’ errors, the history of natural science research is to some 
extent one of failed experiments – although those experiments did in 
some cases certainly lead to the gaining of important insights. 

 The subjects participating in an experiment are not in a position to 
have any influence on its course until they have also become aware of 
the fact of their participation and perhaps even guessed the purpose of 
the experiment. Only in the latter case can they actively manipulate 
it in a certain direction by changing their behaviour and thus influ-
encing the results. For this too, direct interaction with the researcher (or 
another person) is not necessary. The  awareness  of one or both partners 
during an exchange of information that they are involved in such an 
exchange thus already represents a significant source of error. 

 The more intensively two people have to communicate directly with 
one another in order to exchange information, the greater the risk of 
misunderstanding or misinterpretation that may be triggered by that 
 interaction  – regardless of the survey design. To the extent that the acqui-
sition of information can manage without interaction (for example in 
the measurement of body temperature), the source of error in gathering 
the data is reduced to the quality of the measuring instrument and its 
functionality  (‘instrument error’).  However, if – as in an intensive inter-
view – there is an extensive face-to-face exchange, the errors associated 
with this process of obtaining information  (‘communication errors’)  are 
significant and mostly have a considerably stronger influence than the 
instrument errors involved (though the latter also still exist). It is not 
until this point that the communication problems outlined above begin 
to take effect as interference factors in the measurement.  11   

 The  three main classes of social science data gathering procedure  (survey, 
observation and non-reactive procedures) differ at first in the  degree to 
which the bearers and recipients of information actively participate  (cf. again 
 Figure 5.4 ). Put more simply, both parties are already actively involved 
in the survey virtually by definition, since answering questions makes 
both the conscious process of wording the questions on the part of the 
recipient and that of formulating the answers on the part of the bearer 
absolutely necessary. This does not apply to observation, as here it is only 
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the (observing) recipients of information who guide the survey process, 
the bearers being supposed to behave as ‘normally’ as possible – in other 
words as in an unobserved situation and thus passively as regards the 
survey process. Non-reactive procedures, finally, distinguish themselves by 
obtaining information in a way that is largely independent of the human 
element. Measurements are made using instruments, whose use is intended 
to elude not only the influence of the bearer, but also that of the recipient 
at the time when the information is obtained, thus delivering ‘objective’ 
results within the scope of the measuring capabilities of the instrument. 

 A second dimension of differentiation relates to the  extent of the interac-
tion between the two information partners  and thus the communicative char-
acter of the survey process. In a  covert  survey the information is transferred 
in a largely independent and anonymous way. In a covert observation, for 
example, the person entrusted with gathering the data notes down exclu-
sively those features that conform to a certain rule and does not commu-
nicate in any way at all with the bearers of information. (Indeed, the latter 
may not even know that they are being observed.) Much the same applies 
to physical or physiological measurements taken by means of complex 
auxiliary equipment without any active involvement on the part of either 
the bearer or the recipient of the information (as in computer tomography, 
for example). Even in surveys the active exchange can be reduced to the 
use of an instrument, if for example in postal surveys questionnaires are 
simply sent out and answered ‘covertly’ (i.e. without any further interac-
tion with the recipients of the information). 

 The other end of the scale features narrative interviews, for example, the 
 ‘openness’  of the communication situation being one of the very things 
which distinguishes them, and which are for that reason based on an 
intensive interaction process between the bearer and the recipient. Even 
if this interaction does not take place directly between the researcher (or 
evaluator) and the subjects (or evaluees) (as for example in the secondary 
analysis of survey data gathered by other researchers in face-to-face inter-
views), the intensity of the interaction represents considerable potential 
for error, and this must be looked at more closely. 

 Even if qualitative social research, on account of its philosophy, does 
tend to rely more on interaction, whilst quantitative social research relies 
more on measurements independent of the human element, this does not 
necessarily mean that the qualitative procedure is more strongly affected by 
interaction problems than the quantitative one (see for example Cropley 
2005; Flick 2006, 2005; Kvale 2001; Wiedemann 1986 on the specific 
advantages of qualitative procedures). For example, an extremely compre-
hensive standardized questionnaire in a personal interview can certainly 
lead to selection and learning processes that are similar to those in an 
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openly conducted narrative interview. The artificiality of the interaction 
may perhaps even make it more susceptible to problems (for example if 
the respondents lose interest in the exchange more quickly, perceiving it as 
unilateral). The methodological problems of interaction as a source of errors 
are  independent of the degree of standardization  of the survey instruments. 

 Particularly in evaluations, compensation is made for the methodological 
disadvantages of manipulability through active participation and inten-
sive communication between bearers and recipients of information by the 
advantages of the greater amount of information that can be obtained, the 
greater ‘commitment’ of the bearers (and thus also the increased accept-
ance of the survey process) and the accelerated learning process among 
the recipients that can be expected to result (and the improved basis for 
assessment this affords). By using several different survey procedures in 
rotation and in such a way that they complement one another (‘triangu-
lation’), it is possible within the investigation design to balance out the 
various strengths and weaknesses of the survey methods (cf. for example 
Flick 2008; Stockmann 2008, 1996). However, this does not exempt the 
evaluator from due diligence in the use of each individual procedure, or to 
design a procedure which will minimize the interference factors.  

  5.3.2 Interference factors and survey errors 

 The interference factors connected with individual survey procedures 
can of course only be touched on here (cf. Meyer 2011b for a more 
generous overview; Bryman 2008 also gives an excellent summary). 
There are also some comprehensive studies available in the methods 
literature, especially on survey methods and the various problems 
and sources of interference in survey techniques (cf. for example 
Nardi 2006; Presser et al. 2004; Groves et al. 2002; Schnell 1997; 
Lessler & Karlsbeek 1992; Groves 1989; Dijkstra & van der Zouwen 
1982). This applies in a much more limited way to observations and 
non-reactive procedures, though here too the focus is on quantitative 
procedures strikingly often (cf. Habermehl 1992: 195ff.). Some more 
recent works, however, approach methods problems specifically from 
the angle of qualitative social research, so that recently the gener-
ally deplored gap by which this branch of methods research is said 
to be lagging behind has decreased considerably (cf. Helffrich 2005; 
Steinke 2003, 1999). 

 The remarks that follow are restricted to a brief overview of the main 
survey procedures and refer the reader to titles for further reading 
on implementation and the practical problems associated with it (cf. 
 Table 5.3 ).    
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 Table 5.3     Overview of the main data gathering procedures 

 Procedure  Description  Literature 

 Surveys 

Expert interviews 
(‘guided interviews’)

Guided personal interviews 
with mainly open 
questions

Bogner et al. (2005); Gläser 
and Laudel (2004)

Surveys (‘face-to-face 
interviews’)

Oral surveys by an 
interviewer with the 
help of a standardized 
questionnaire (mainly 
closed questions)

Nardi (2006); De Vaus 
(2005); Mayer (2004); 
Konrad (2001); Aldrige 
and Levine (2001)

Computer-aided 
telephone 
interviews (‘CATI’)

Telephone surveys by an 
interviewer with the aid 
of a computer-aided 
survey system (mainly 
closed questions)

Groves et al. (2001); Hüfken 
(2000); Gabler et al. (1998)

On-line surveys Surveys via the Internet 
(mostly WWW, mostly 
closed questions) 
without an interviewer

Das et al. (2010); Couper 
and Coutts (2006); Welker 
et al. (2005); Johns et al. 
(2004); Theobald (2000); 
Batinic and Bosnjak (1997)

Mail surveys Surveys by post without 
an interviewer (mostly 
closed questions)

Mayer (2004); Bourque and 
Fielder (2003); Konrad 
(2001)

‘Classroom’ 
interviews

Standardized surveys of a 
group gathered together 
in one room, assisted by 
an interviewer (mostly 
closed questions)

Gronlund (1959)

Group discussions 
(‘focus groups’)

Open but moderated 
discussions of prescribed 
questions (the interviewer 
being more of a 
moderator, the questions 
mainly open)

Loos and Schäffer (2006); 
Lamnek (2005); Stewart 
and William (2005); 
Puchta and Potter (2004); 
Krüger and Casey (2003); 
Bohnsack (2003); Morgan 
(2002, 1993, 1988); Bloor 
(2002)

Multi-loop group 
interviews (‘peer 
review’, ‘Delphi’ 
method)

Mixture of standardized 
and open group interviews 
with feedback loops (with 
and without interviewer)

Shatz (2004); Häder (2002); 
Häder and Häder (2000)

 Observation 
Censuses Quantitative censuses 

of certain features 
recorded using a 
standardized instrument 
by non-participatory 
observation (mainly by 
assistants)

Society for Road and Traffic 
Research (FGSV) (1995); 
Stucke (1985); Reuber and 
Pfaffenbach (2005: 60ff.)

(continued)



234 Wolfgang Meyer

Site visits (‘social 
sphere analyses’)

Visits to site and 
non-standardized 
recordings with the help of 
qualitative features (mainly 
by experts, partly together 
with subjects)

Boettner (2007); Kessl and 
Reutlinger (2007); Kirsch 
(2006, 1999); Urban and 
Weiser (2006); Riege 
and Schubert (2005); 
Orthmann (1999, 1996)

Participating 
observations

Observation of behavioural 
patterns in groups 
by a participant (mainly by 
researchers)

Faßnacht (2006); Joergensen 
(2000); Greve and 
Wentura (1997); Friedrich 
and Lüdtke (1977)

Covert investigations 
(‘video 
observations’, 
‘netnography’)

Observations of behavioural 
patterns (mainly by a 
participating assistant 
or technical monitoring 
devices such as cameras), 
with the subjects not 
being informed about 
the observation and not 
noticing it

Haw and Hadfield 
(2010); Kozinets (2009); 
Ackermann et al. (2007); 
Ludwig (2007); Röwer 
(2007); Martin and 
Wawrinowski (2006); 
Glitza (2005); Ellenbogen 
(2004); Wallraff (1992, 
1977, 1970); Hutt and 
Hutt (1978)

 Non-reactive procedures 
Conversations and 

discourse analyses
Qualitative analyses of 

conversations, their 
development, their 
functions and their 
linguistic details on the 
basis of transcriptions 
(often made during 
observations)

Hutchby and Wooffitt 
(2008); Ten Have (2007); 
Richards and Seedhouse 
(2006); Wooffitt (2006); 
Schiffrin (2005); 
Przyborski (2004); 
Fairclough (2003); Phillips 
and Hardy (2002); 
Wetherell et al. (2001); 
Dijk (1992); Psathas (1995)

Document analyses 
and qualitative 
content 
analyses

Qualitative analyses of text 
material with the 
help of non-standardized 
features for 
recording the meaning 
(mainly by the researchers)

Franzosi (2007); Früh 
(2007); Krippendorf 
(2007); Mayring (2007); 
Mayring and Gläser-
Zikuda (2005); Rössler 
(2005); Glässer and Laudel 
(2004); Lissmann (2001); 
Merten (1995)

Computer-aided 
content analyses

Quantitative analyses of text 
material with 
the help of standardized 
features by 
computer

Kuckartz et al. (2007); 
Kuckartz (2007); Rössler 
(2005); Krippendorff 
(2004); Lissmann (2001); 
West (2001a, b); Bos and 
Tarnai (1998)

Procedure Description Literature

Table 5.3 Continued

(continued)
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 In general, it should be noted that the specific features of the method 
problems of individual survey procedures have to do with the  path of 
the information transfer  and the factors that influence it. The focus in the 
 survey  is accordingly on  question-and-answer  and most methodological 
works relate to the problems of how to word the questions,  12   which can to 
a greater or lesser extent provoke response tendencies. Quantitative and 
qualitative survey forms differ primarily in the pre-structuring of response 
options, which are intended to facilitate both the response behaviour of 
the bearers of information and analysis by the recipients, yet in doing 
so give rise to artificial survey situations  13   and conceivably to response 
manipulation. The survey ideal is a question that would be perfectly 
understood by all the respondents as intended by the researchers, and thus 
correctly answered. Just how difficult this aspiration is to realize can easily 
be understood, not only in data gathering but also in everyday life. 

 The focal point of methodological problems in  observations  is some-
what different. Here the crucial problem is the exact  selection  of the 
aspects to be observed from both a theoretical point of view (i.e. as an 
instruction from the recipient of information to those gathering the 
data) and a practical one (i.e. as a decision-making problem of the data 
gathered in the observation of real objects and their allocation to prede-
termined categories). On account of the infinite amount of information 
which could in principle be perceived visually during the observation 
process – of which it is therefore impossible to keep track – precise speci-
fications and a high degree of concentration are absolutely necessary 
for the observers if they are to achieve an exact recording. (Cf. Bostrom 
2002 for an overview of selection errors in observations and how to deal 

Procedure Description Literature

Table 5.3 Continued

Secondary analyses Mainly quantitative analyses 
of data material which is 
already available (often 
surveys or statistical data)

Bulmer et al. (2009); Dale 
et al. (1988); Kiecolt and 
Nathan (1985)

Process-produced 
data

Automatic recording of data 
during the course 
of the process (e.g. storage 
of visitors’ data 
on websites)

Schröder (2006); Swart and 
Ihle (2005); Bergmann and 
Meier (2003); Schmähl 
and Fachinger (1990); 
Schmähl (1984); Clubb 
and Scheuch (1980)

Technical 
measurements

Automatic recording of data 
by technical measuring 
instruments

Ice and James (2006); Palm 
(1991); Finsterbusch et al. 
(1983); Laszlo and Sudlow 
(1983)
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with them.) The selectivity of perception, for example, leads to survey 
errors via false allocation or wrong interpretation of the situation. Here 
again, there is no fundamental difference between qualitative and quan-
titative forms of observation. 

 The distinction between covert and overt observation, however, is 
more significant, for here  methodological aspects can come into conflict with 
ethical ones . Such a covert observation prevents the results from being 
influenced by the bearer and by the observation process itself – cf. the 
classical study at the Hawthorne Works by Elton Mayo in 1951 as an 
example of behaviour being influenced by observation; cf. for example 
Habermehl (1992: 195ff.) on method problems in observations in 
general – but at the same time it violates the rights of personal posses-
sion of information that is laid down in data protection laws in many 
national contexts. With possibilities for manipulation being excluded 
and the validity of the findings thus improved, those being observed 
lose their right to ‘participate’ voluntarily in the investigation and may 
thus feel betrayed. This is a major problem, particularly in the context of 
evaluations, since it means that the control aspect is biased, acceptance 
of the evaluation process impaired and the processes of learning from the 
findings impeded (cf. for example Morris 2008: 80ff.). 

 Such ethical problems can of course also occur when a covert obser-
vation is carried out by means of technical aids (e.g. CCTV). However, 
it is not so much the ethical problems associated with their use that 
need to be emphasized as a special feature of  non-reactive procedures  as 
the methodological aspects associated with the  measuring instruments . 
If the measurement is carried out independently by means of technical 
aids and without human intervention, its quality will be determined 
exclusively by that of the instruments used. This depends on the instru-
mental precision of the measurement and on external circumstances 
during the process of measurement. 

 The amount of effort involved in  calibrating and standardizing  measuring 
instruments is often underestimated by people without an engineering 
background (cf. for example Bosch & Wloka 2006; Martens & Næs 2001 
on these problems from a technical point of view). No measuring instru-
ment can measure with 100 per cent accuracy. The more precise the meas-
urement needs to be, the greater the trouble that needs to be gone to in 
order to set up the measuring instruments and measure. On the other 
hand, in many cases it is not necessary to measure down into the decimal 
point range and the amount of additional information obtained by such 
an improvement in measurement accuracy is often small. Much as in 
the statistical analysis of data (see Section 5.4 for more detail), it is more 
a question of being familiar with the sources of error and consciously 
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accepting a certain error tolerance (see also Meyer 2011: 201ff. on these 
problems). 

 Even when technical aids are used, the sources of error are in many 
cases co-determined to a considerable extent by the  framework conditions 
of the measurement . If for example a thermometer is hung up in the sun 
instead of the shade, this will influence the measurement results and – if 
the measurements are carried out in quick succession – also the shape 
of the curve of measured values. In many cases the sources of error and 
interference for technical measurements are not that trivial or easy to 
recognize, which is why attention must be paid to the measurement 
conditions on the basis of a competent knowledge of how the instru-
ments work (cf. for example Kletz 2001, Müller 1994 on these prob-
lems). Here, technical measurement procedures do not differ from social 
science ones: in a written survey, for example, not only is the wording 
of the questionnaire very important, but also the environmental condi-
tions in which that questionnaire is answered. In the case of a postal 
survey the researcher hardly has any control over the latter at all. 

 As has already been pointed out on several occasions, measurement 
accuracy is not a question of  ‘quantitative versus qualitative’,  but depends 
solely on success in avoiding result distortions due to interference 
factors. The indisputable advantages of ‘qualitative’ procedures with a 
view to how realistic they are and the scope of the information gained 
are, when all is said and done, methodologically ‘bought’ with higher 
risks of result distortion, incurred through information selection on the 
part of the researcher and the greater number of unknown interfer-
ence factors. On the other hand, the experimental setup (and the use 
of standardized survey instruments) in ‘quantitative’ procedures creates 
an artificial situation, in which certain information is consciously or 
unconsciously neglected and the connection to real (everyday) life 
sacrificed in favour of controlling interference factors. (Cf. Droitcour 
& Kovar 2008 on the various threats to validity in evaluation studies 
and the discussion of the pros and cons of qualitative and quantitative 
procedures.) 

 Apart from this conflict between ‘internal’ and ‘external’ validity, the 
fact also needs to be considered that  non-standardized survey instruments  
by no means measure better than standardized ones merely on account 
of making fewer or less stringent specifications (and vice versa). For 
example, the fact that a circumstance has been queried ‘openly’ and 
the respondents thus allowed a broad spectrum of interpretation does 
not necessarily lead to better results than the use of ‘closed’ questions, 
which press the interviewees into a mould containing certain response 
options. Indeed, the ‘anchor’ provided by those options may be the very 
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thing that helps the respondent to understand the questions correctly 
and take full account of the desired alternative answers. 

 Finally, qualitative and quantitative procedures differ primarily in the 
 different weighting of the interference factors  in the individual phases of the 
process of obtaining information. In the example above, the problem of 
anticipating the response behaviour of the respondents is postponed, 
from a point in time before the data are gathered (standardized survey) 
to the analysis phase which follows it (non-standardized survey). Whilst 
with the standardized survey the instrument used is a more likely source 
of error than with non-standardized surveys, the open interview depends 
more heavily on the performance of the interviewer and his or her ques-
tioning techniques (cf. Maindok 2003 on the importance of interviewer 
training and the sources of error associated with it). At the same time, 
allocating the responses to categories by providing fixed scales calls for a 
greater degree of abstract thinking on the part of the respondents than in 
a not very highly structured interview; however, those who carry out the 
analysis then have more freedom to interpret and that, in turn, becomes 
a further source of error. 

 Summing up, it should be noted that in general  four distinct sources 
of interference  need to be considered  in data gathering . They can occur in 
different degrees and depend on the actual implementation conditions:

   (1)  The  measuring instruments : obtaining the information calls for the 
use of instruments that record the objects, behavioural patterns, 
attitudes etc. about which information is being sought with suffi-
cient precision for the information requirements  (‘validity’)  and 
always lead to largely congruent results when the measurements are 
repeated under the same conditions  (‘reliability ’).  

  (2)  The  framework conditions of the measurement:  the process of obtaining 
the information must on the one hand be as realistic as possible, i.e. 
must resemble the ‘natural’ framework conditions of the objects or 
people being observed, thus enabling the findings to be transposed 
to everyday situations  (‘external validity’).  On the other hand, the 
measurement should take place without any situative influences 
and not be distorted by environmental factors  (‘internal validity’).   

  (3)  The  interests of the recipients of information:  obtaining the infor-
mation should satisfy the information interests of the recipient 
(i.e. the evaluator or client respectively) as exactly as possible 
 (‘efficiency and effectiveness of obtaining information’).  On the other 
hand, the results should not be falsified consciously or uncon-
sciously by the activities of the recipients in their efforts to realize 
this ambition in the context of the survey process  (‘accuracy of 
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information acquisition’)  since this would, in turn, violate the infor-
mation interests.  

  (4)  The  interests of the bearers of information:  people in possession of 
certain information should provide that information as precisely 
and truthfully as possible so that the evaluation can arrive at exact 
assessments. If the bearers have at the same time been benefici-
aries of outputs provided by the evaluation’s clients, there is at 
least a moral obligation here, for the purpose of the evaluation is 
to improve those outputs  (‘obligation to participate’).  On the other 
hand, the bearers also have a right to personal security and the 
freedom to pass on information in a way that is agreeable to them 
or only selectively (e.g. to prevent it from being abused or to safe-
guard their own interests)  (‘right to refuse to cooperate’).  It may be 
in the interest of the bearers of information to remain silent on 
circumstances they consider negative (e.g. abuse of outputs) or to 
exaggerate aspects they consider positive (e.g. impacts of outputs). 
Even without assuming that there has been any malicious manip-
ulation by conscious or unconscious selection, the quality of the 
information transfer may suffer.      

  5.4 Data analysis – from processing to analysis 

 Both for the eponymous heroes of classical detective novels and in modern 
American television series, solving the case centres around the establish-
ment of final proof. Such proof is furnished using (natural) scientific 
methods, which solidly verify an unambiguous causal connection and 
eliminate alternative possible explanations logically and beyond all doubt. 
The classical example is the fingerprint, which, on account of its proven 
uniqueness – no two people have completely identical fingerprints – makes 
it possible to allocate a causal connection without any doubt whatsoever 
between the image left at the scene of the crime and its creator. 

 What is of course seldom shown in the detective novels and televi-
sion series are the  analysis processes  carried out by scientific specialists, 
in some cases extremely painstaking, whose job it is to compare the 
prints found at the scene of the crime with all the ones which have 
been put on file during other investigations, systematically recorded 
and processed for comparison as entries in criminal card files and data-
bases of suspects. Important operations in convicting culprits such as 
the  processing of information into data , the systematic comparison of simi-
larities and differences (in other words the actual process of  ‘analysis’)  or 
the  interpretation  of the evidence obtained in a way that will withstand 
critical scrutiny, are skated over for dramaturgical reasons. Moreover, 
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the role of science in fiction is restricted to arriving at  irrefutable proof  – it 
being, as a rule, unnecessary to calculate probabilities of error in relation 
to a causal connection once it has been ascertained. 

 Perhaps it is because of these simplifications of scientific work, circu-
lated as they are on such a massive scale, that many people underestimate 
the  cost and effort  involved in this phase of gathering and obtaining infor-
mation. In criminological reality, for example, the fingerprints secured by 
police officers are often smeared and therefore have to be reconstructed, 
whereby the poorer ‘data quality’ thus attained sometimes only makes it 
possible to allocate them to a given person with a certain degree of prob-
ability – even assuming that the culprit was thoughtless enough to leave 
behind such clearly assignable clues in the first place. Even if the prints 
secured in the ‘survey’ are of good quality, they need to be  processed  for 
comparison with stored data and this procedure will only be successful 
if the necessary comparative data have been recorded in the respective 
databases with sufficient quality. The comparison of fingerprints (and 
thus the actual ‘analysis’) depends of necessity on these preliminary 
operations which render the clues gleaned at the scene analysable. 

 Once information has been recorded in the survey procedures, social 
science research usually also has to make efforts that are not to be under-
estimated in order to transform that information into analysable data. 
Unless the information has been recorded directly electronically, it needs 
to be  coded  for it to be possible to use statistical analysis procedures at all. 
Coding enables numerical values to be allocated to the categories and 
transposed into formats that make it possible for them to be processed 
by the analysis programmes used (e.g. SAS, SPSS, STATA). Depending on 
the survey procedure, both the cost of this step and its susceptibility to 
error may vary. In qualitative procedures the  transcriptions  drawn up in 
the survey also need to be processed according to the analysis procedure, 
though it is mostly not numbers but texts which form the basis of the 
analyses. An interpretation that makes sense is not possible without this 
interim step of processing for quantitative analysis (also in the form of a 
‘quantification of qualitative data’, e.g. in the context of a computer-aided 
content analysis) or a systematization and classification of the results 
that is not based on numbers in preparation for the use of hermeneutic 
analysis methods (cf. Dankmeier 2006 on coding; Richards 2006; Dittmar 
2004; Auerbach & Silverstein 2003 on the handling of qualitative data). 

 In the social sciences, certain ‘proof’ cannot be expected, and, for 
example, in recording attitudes and opinions based on polls,  stochastics  is 
an inevitable (though extremely useful) companion. Evaluation research 
too can only rely on solid insights in exceptional cases, especially when it 
is a matter of linking causes and effects – i.e. a question of whether or not a 
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given intervention has been able to bring about the effects desired by those 
involved in the programme without causing too many results that are 
undesired and run counter to the objectives (cf. Section 2.2.2). The task of 
data analysis, the core of obtaining information in an empirical procedure, 
is to come up with robust proof of suppositions and pieces of evidence. 

  5.4.1 The data analysis process 

 The essential  functions of data analysis  can already be seen in the example 
of criminological investigation. This can be generalized and shown as a 
flow diagram of the analysis process, which can be found in similar form 
in both quantitative-statistical and qualitative-interpretive analyses, 
independent of the procedures actually used (cf.  Figure 5.5 ). This devel-
opment is illustrated below by taking the example of statistical analysis. 
The special features of an interpretive procedure are covered in more 
detail in the next section (5.5.1).    

Information gathered

Assembly of raw data

Condensation into standardized comparable values

Investigation of causal connections

Generalization of results

Conclusions as to content

Figure 5.5      General process of data analysis  
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 In a preparatory stage, it is a matter of processing the information into 
‘raw data’, which can then be condensed into  comparable parameters or 
types  with the aid of statistical or hermeneutic procedures (‘coding’). It is 
thus the aim of this first stage in the analysis to extract a value or meaning 
which is as universal and meaningful as possible from the information, of 
which there is, in principle, an infinite quantity. The classical example in 
descriptive statistics is the mean, a calculated parameter, which is the best 
way of representing a distribution of values however wide it may be. 

 However, if the depiction of a group of values is restricted to the mean, 
important information is lost. At least two  other parameters  are suitable 
for general use: the standard deviation (or variance) as measures of the 
statistical dispersion of the values around the mean, and the skewness 
of a distribution, which shows clustering to the right and/or left of the 
mean. Each of these numerical measurement values provides informa-
tion not recorded by the others. Obviously, this by no means completes 
the list of statistical values  14   used in the description of distributions. 

 Apart from the pure condensation of information down to a single 
meaningful value, the  standardization  of that value in order to create 
comparability in statistics is of the greatest importance. Here too, in the 
percentage value, there is a calculation which is ‘suitable for everyday use’: 
by calculating the values proportional to a maximum and standardizing 
them on a scale of 0 to 100, it is possible to weigh up different quantities 
against one another and put them in proportion. For further statistical 
calculations such as multivariate regression analysis, the Z-transform is 
helpful. Here, the mean and the standard deviation are used to weight 
the distribution. The result is a scale with the mean as its natural zero 
point and the standard deviation as values on the scale (the value +1 corre-
sponding to a positive deviation of a value from the mean by the amount 
of the standard deviation). Here also, the list of standardized statistical 
parameters is by no means complete with these examples; a large number 
of more or less common parameters can be found in the relevant statistics 
books (cf. Föllinger 2007 for a practical introduction to statistical transfor-
mation procedures). 

 Standardized numerical measurement values are also an essential 
element in the second step, in which the relations of two or more 
distributions (‘variables’) to one another are investigated. The aim is 
to identify significant  correlations;  that is to say that, applying theoret-
ical assumptions (‘hypotheses’), expectations about the relation of (at 
least) one cause to (at least) one effect are formulated and compared in 
statistical tests with a ‘null hypothesis’, i.e. with the assumption that 
there is no correlation. The classical example here is Pearson’s correla-
tion coefficient (Pearson’s  r ), a measure of correlation that gauges the 
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empirical relation of two variables in respect of a random distribution 
and tests them for significance on the basis of the t-distribution. 

 Like most measures of correlation, Pearson’s correlation coefficient 
provides information not only about the existence of a correlation, but 
also about its  strength  and  direction . By standardization, Pearson’s coeffi-
cient can only assign values between −1 and +1, with +1 reflecting a perfect 
positive correlation, −1 a perfect negative correlation and 0 no correlation 
between the two variables being observed. The special appeal of Pearson’s 
correlation coefficient lies in its  simple and rational interpretation:  the square 
of the sample correlation coefficient estimates the fraction of the variance 
of the dependent variable as explained by the independent variables. 

 Few measures of correlation are as convenient as regards their calcula-
tion, the scope of the information they provide and their interpretability. 
This is conditional, among other things, on the  level of measurement  of the 
variables used for a correlation analysis: Pearson’s correlation coefficient 
assumes an interval scale for both variables, although strictly speaking in 
the social sciences this prerequisite is only fulfilled for very few aspects 
under investigation (e.g. an open question on respondents’ income or 
age). In the use of scales for measuring attitudes, which only permit 
values to be stated stepwise (‘discrete distribution’), the acceptance of 
an interval level of measurement is strictly speaking already impaired/
violated and the calculation of the arithmetic mean (and thus also that of 
Pearson’s correlation coefficient) has already become impossible.  

  5.4.2 Statistical analysis procedures 

 Pearson’s correlation coefficient also forms the basis of  regression anal-
ysis , the most important and most commonly used bivariate and multi-
variate  statistical analysis procedure  (cf.  Table 5.4  for an overview). Whilst 
the focus in bivariate analysis as described so far is on the correlation 
between two variables, in multivariate causal analyses the effects of a 
random number of independent variables on a single dependent variable 
are investigated. By this means, the strengths of the effects of various 
different causes of a common impact can be compared and assessed 
with regard to their significance for an overall explanation model. With 
 path analysis,  finally, large-scale impact chains and feedback processes 
can also be modelled and investigated. More complex procedures such 
as  multi-level or structural equation models  are also founded, in their basic 
form, on regression. Even  logit and probit models, longitudinal models  
(such as event data, survival and time series analyses) and  factor and 
cluster analyses  are actually nothing more than derivatives of regres-
sion and can be traced back to a common, general linear model (cf. for 
example Holm 1979, for a comparison of models see Judd et al. 2008).    
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 Table 5.4     Popular linear analysis procedures 

 Procedure 

 IV  DV 

 Description  Literature  scale  number  scale  number 

 Regression 
procedures 

Linear 
regression

int,d rm int 1 Linear 
relationship 
between 
several 
independent 
interval 
variables 
and one 
dependent 
interval 
variable

Gordon (2010); 
Urban (2008); 
Pedhazur (2006); 
Weisberg (2005); 
Groß (2003); 
Cohen et al. 
(2002); Aiken and 
West (1998); Berry 
and Feldmann 
(1985)

Analysis of 
variance 
(‘ANOVA, MCA’)

n rm int 1 Linear 
relationship 
between 
several 
non-interval 
independent 
variables 
and one 
dependent 
interval 
variable

Doncaster and 
Davey (2007); 
Bray and Maxwell 
(2003); Iversen and 
Norpoth (2002); 
Moosbrugger 
(2002); Girden 
(1998); Pokropp 
(1994)

Path analysis int rm int rm Linear 
relationship 
between 
several 
independent 
and 
dependent 
interval 
variables

Li (1986); Hermann 
(1984); Holm 
(1977); Opp and 
Schmidt (1976)

 Classification 
procedures 

Factor analysis int rm – – Extraction 
of factors 
from a set of 
correlations 
between 
interval 
variables

Brown (2006); 
Bartholomew 
and Knott (1999); 
Kim and Mueller 
(1994); Geider 
et al. (1982); Holm 
(1976); Ritsert et al. 
(1976)

(continued)
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(continued)

 Procedure 

 IV  DV 

 Description  Literature  scale  number  scale  number 

Cluster 
analysis

int rm – – Allocation of 
a number of 
objects to 
homogeneous 
groups 
(discovery 
of empirical 
classifications 
and 
typologies)

Byrne and Uprichard 
(2012); Schendera 
(2008); Abonyi 
and Feil (2007); 
Aldenderfer and 
Blashfield (2006); 
Hoberg (2003); 
Bacher (1996)

Correspondence 
analysis

n rm – – Procedure 
for the 
classification 
of non-
interval 
objects with 
low numbers 
of cases

LeRoux and Rouanet 
(2010); Greenacre 
(2007); Weller and 
Romney (2005); 
Blasius (2001); 
Greenacre and 
Blasius (1999)

Network analysis n rm – – Procedure for 
the analysis 
of structure 
elements in a 
social network

Scott (2012); Prell 
(2011); Scott and 
Carrington (2011); 
Stegbauer (2008); 
Jansen (2006); 
Trappmann et al. 
(2005); Carrington 
et al. (2005); 
Schnegg and Lang 
(2002)

 Procedures with 
logarithmic 
function 

Logit and probit 
models 
(‘logistic 
regression’)

int,d rm n,d 1 Influence 
of several 
independent 
interval 
variables on 
a discrete or 
dichotomous 
(0–1 coded) 
dependent 
variable

Menard (2010); 
Langer (2008); 
Pampel (2005); 
Booroah (2003); 
De Maris (2003); 
Aldrich and Nelson 
(2002); Homer and 
Lemeshow (2000)

Table 5.4 Continued
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 Procedure 

 IV  DV 

 Description  Literature  scale  number  scale  number 

Survival analysis 
(‘mortality 
table’)

n 1 d 1 Comparison of 
status change 
of the values 
of a nominal 
variable over 
time

Cleves et al. 
(2008); Hosmer 
et al. (2008); 
Andersen and 
Keiding (2006); 
Martinussen and 
Scheike (2006)

Event history 
analysis (‘Cox 
regression’, 
‘non-
parametric 
event-data 
analysis’)

int,d rm d 1 Influence of 
time and 
several 
interval 
covariates 
on a status 
change taking 
into account 
censored data

Wu (2012); Blossfeld 
et al. (2007); 
Blossfeld et al. 
(1986); Diekmann 
and Mitter (1984)

Longitudinal 
analysis 
(‘individual 
case analyses’, 
‘follow-up 
examination’, 
‘panel analysis’, 
‘Time series 
analyses’)

n 1 – – (trend) 
Analysis of 
chronological 
changes 
in discrete 
data, which 
postulates 
dependence of 
the result at a 
later point in 
time on the 
result at the 
earlier point 
in time

Newsom et al. 
(2011); Köhler 
(2008); Kirchgässer 
and Wolters 
(2006); Baur 
(2005); Jianging 
and Qiwei (2005); 
Thome (2005); 
Janacek (2001); 
Schlittgen (2001); 
Schlittgen and 
Streitling (2001); 
Engel and 
Reinecke (1992); 
Ostrom (1990); 
Gottmann (1981); 
Kratochwill (1978)

 Combined 
procedures 

Multi-level 
models

int rm int rm Hierarchical 
regression 
model for 
estimating 
the influence 
of individual 
data at 
aggregate 
level

Snijders and Boskers 
(2011); Hox (2010); 
Skrondal and Rabe-
Hesketh (2009); 
Langer (2004); 
Engel (1998, 1997); 
Huinink (1989)

Table 5.4 Continued

(continued)
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 In social scientific  fundamental research  the analysis methods presented 
here have for some time been part of the standard repertoire and thus also 
of the scientific training canon. Having said that, on account of the core 
disciplinary areas, some clear differences can be recognized as regards 
the frequency of their use: whilst for example in sociology linear and 
logistic regression procedures predominate, in macro-economy it is time 
series analysis methods that are more common, and in micro-economy, 
meanwhile, event-data-analytical ones. Psychology, by contrast, occu-
pies itself particularly often with surveying latent constructs such as 
‘happiness’ or ‘satisfaction’, for which reason factor-analytical proce-
dures play an important role there and structural equation models are 
used particularly often. 

 For  evaluation research  as applied social research, the consequence 
can be drawn from this disciplinary structuring that the competent 
use of statistical procedures depends more heavily on the training 
background of the evaluators than on the actual problems concerned, 
and that many evaluation studies, like fundamental research, restrict 
themselves to procedures with which the researchers are familiar. 
Job-market research, for example, is dominated by micro-economic 
models with the aid of event data on the impacts of interventions on 
a person’s individual risk of unemployment or, as the case may be, 
the chances of an unemployed person’s finding new employment (cf. 
for example Heise & Meyer 2004; Meyer 1997). Qualitatively oriented 
analyses, which aim to get to the bottom of selection processes on the 
job market and the way in which the instruments of active job-market 

Table 5.4 Continued

 Procedure 

 IV  DV 

 Description  Literature  scale  number  scale  number 

Structural 
equation models 
(‘LISREL’)

int rm int rm Influence 
of several 
interval 
variables on a 
dependent 
variable 
using latent, 
non-observed 
variables 
(factor 
variables)

Kline (2010); Kaplan 
(2009); Blunch 
(2008); Reinecke 
(2006); Langer 
(2005); Jaccard and 
Wan (1996)

Notes:  IV = independent variable; DV = dependent variable; int = interval; n = nominal; 
d = dichotomous; rm = random; MCA = multiple classification analysis 
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policy work, are by contrast decidedly rare, for example (see Ezzy 2000 
for an exception). 

 Basically, this preference for certain methods does not gainsay the 
use of one or the other in a given field of application – rather the 
reverse: data gathering procedures and analysis routines can prevail 
especially if they have, in the past at least, provided valuable insights. 
This certainly applies to longitudinal data in job-market research and 
event analysis, without which a large number of interesting findings 
could not have been arrived at at all. Having said that, their success 
does not mean that these procedures are universally superior to other 
methods or that they should replace them in all the policy fields. At 
the end of the day, the deployment of methods ought to be oriented 
exclusively toward the particular problems being investigated, and 
be appropriate to the evaluand and the research question. This 
is even more the case in evaluation research than in fundamental 
research.  15    

  5.4.3 Significance tests and representativeness 

 What the statistical analysis procedures described here have in common 
is not only that they avail themselves of a derivation of the general 
linear model, but also that they  test the model as a whole  and assess 
all the individual factors included in that model for their  significance . 
The researcher is thus interested on the one hand in the question of 
the explanatory power of the model as a whole and on the other in 
that of the weighting of the contribution of the individual factors for 
explaining the dependent variables. This centres around the exami-
nation of the extent to which these findings are ‘significant’, i.e. the 
extent to which they are unlikely not to have come about by virtue 
of a systematic correlation. Setting a  significance level  as a decision rule 
determines the risk of such a ‘random result’ that is still just tolerable, 
and ensures that only those results are accepted as relevant that have 
reached that level. 

 The advantage of using quantitative analysis procedures is thus that 
the results – at least from a technical point of view – can be interpreted 
simply and in accordance with clear decision rules. In principle the 
rationale can be seen in the interpretations of others (if the statistical 
decision rules are disclosed) and they can be compared easily with 
one’s own. On the other hand, however, ‘significant’ does not neces-
sarily mean ‘relevant’, let alone ‘correct’ or ‘good in terms of content’. 
 Interpreting  the statistical numerical measurement values technically 
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does not release researchers from their responsibility to undertake an 
interpretation in terms of their content. 

 One aspect of that  content interpretation  relates to the transposability 
of the findings examined in relation to one individual case to other 
individual cases or to a set of cases that includes the case being inves-
tigated. In this step too, statistics can provide valuable support under 
certain conditions. Concluding from an individual case or from a set of 
individual cases to a population is possible taking into account the rules 
of stochastics if the cases investigated have been selected randomly. 
 Random selection  differs from arbitrary selection by the laying down of 
selection rules, which determine the probability with which an indi-
vidual case will be included in a sample. As long as each element of 
the statistical population has a  selection probability  that is calculable and 
non-zero, it can be used to back-calculate the probability of a transposi-
tion of the individual findings to that statistical population. In this case, 
the individual case represents all the other elements of the statistical 
population, for which reason the conclusion from the individual case to 
the set is also known as the  conclusion of representativeness  (cf. Mosler & 
Schmid 2006; Bourier 2005; Sahner 2005). 

 Having said that,  statistical representativeness  does not mean represent-
ativeness in terms of content; that is to say, selection according to prob-
abilities does not make any meaningful statement about the relevance 
of the randomly drawn individual case to answering the research ques-
tions. It is true that the  probability of error  in the transposition of the 
results can be calculated using mathematical procedures (and that that 
probability decreases with the number of cases in the sample), but that 
implies that all cases have equal weighting inasmuch as they relate to 
answering the research questions; this fails to take account of the fact 
that fewer relevant elements may be contained in the random sample. If 
for example a sample were drawn from all the employees in a company 
at equal selection probability, the works manager would be very unlikely 
to be part of it, whilst it may be supposed, on the other hand, that a 
number of casual workers would be included. If an overall picture of the 
company were being striven toward, this would certainly not present 
a problem; if however it was a matter of making corporate decisions, 
the absence of the manager would be sure to lead to a distortion of the 
results. Thus a distinction must be made between the statistical repre-
sentativeness and  representativeness  of selected cases  in terms of content  (cf. 
Quatember 2005 on these problems). Representativeness can be referred 
to as related to content if the selected cases precisely reflect the qualities, 
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opinions, statements etc. of the statistical population inasmuch as they 
relate to the information of interest. 

 It is the aim of qualitative procedures to select the  typical case  by applying 
content criteria and, taking that individual case (or the individual cases) as 
an example (or examples), to depict the decision-making processes, behav-
ioural patterns, thought patterns etc. that usually occur in the statistical 
population, to see the rationale in them and to understand them in terms 
of their content. The tool of statistical procedures, which can provide 
important assistance, especially in the interpretation of results as shown, 
is dispensed with. Accordingly, qualitative procedures must rely on other 
interpretation patterns. These will be looked at in the next section.   

  5.5 Data interpretation – from material to assessment 

 In the use of qualitative procedures, the two steps illustrated here sepa-
rately, data analysis and data interpretation, are combined. Whilst 
statistical analysis, in accordance with rational mathematical criteria, 
provides clear,  technically interpretable results,  which then have to be 
reassessed in terms of their content, qualitative social research is based 
solely on the interpretation of the meaning of the information at 
hand. For all their diversity in carrying out qualitative analyses, these 
procedures cannot provide any unambiguous, intersubjectively utiliz-
able decision rules with regard to the relevance, strength or direction 
of influences. On the contrary: in qualitative analysis there is always a 
risk that correlations found in an individual case or described by indi-
vidual persons will be overestimated with regard to their relevance to 
the total number of cases in which the researcher is interested. What 
is more, qualitative researchers can be ‘dazzled’ by their own research 
work and interests, allowing themselves to be led astray as in a ‘self-
fulfilling prophecy’. 

 However, these indisputable disadvantages of qualitative research are 
balanced by some clear advantages, which relate mainly to interpreta-
tion, which goes deeper and penetrates the material being investigated 
more thoroughly. Whilst in quantitative social research sometimes 
significances are tested too mechanically and correlations interpreted in 
terms of their content ad hoc or at least prematurely, qualitative social 
research devotes much more attention to this step of  understanding corre-
lations and interpreting their meaning  using humanistic methods and their 
basic theory-of-science principles (cf. in particular Seiffert 2006). This 
may be of use to evaluations, in particular with regard to assessing the 
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ways individual groups of people act and the recommendations to be 
derived from this for the improvement of those interactions. 

 A rational assessment is one of the very things for which such a logi-
cally reconstructive  verstehen  of the actions observed is absolutely neces-
sary, for it is only in this way that a  realistic process assessment  is possible 
while taking into account subjectively perceived compulsions to act and 
constraints. In this respect, the interpretive procedure is to be preferred, 
in accompanying and ex-post evaluations, to the assessment procedures 
(such as multi-criteria analysis) favoured in economics, as it is not based 
on the artificial model of rational decision-making, carrying out abstract 
quantifications of individual decision-making alternatives, but oriented 
strictly toward the actual development of the decision-making proc-
esses, consciously taking into account irrational influencing factors and 
perception errors in its reconstruction of decisional behaviour. 

 For this reason, we turn our attention in this section to the interpre-
tation of existing data in terms of their content, various different tech-
niques and the corresponding rules for carrying out such scientifically 
sound interpretation being introduced. In spite of all the differences in 
detail – what these techniques have in common is above all the baseline 
of the process. Like the ‘numbers’ in quantitative analysis,  ‘words’ form 
the basis of the interpretation:  independent of the procedure selected, the 
information gathered is converted into a  text  by means of  transcription,  
and the text interpreted using certain techniques (on coding procedures 
in qualitative research cf. Saldana 2012). 

  5.5.1 Data interpretation as a qualitative process 

 The individual steps in data interpretation and the conclusions to be 
drawn from the results are just as hotly debated among the various 
authors as the objects of interpretation and its objectives. There are 
a number of  different theoretical approaches  for the foundation of this 
interpretive phase, and to some extent they either contradict or at least 
compete with one another. The important point at issue is the ‘right’ 
way to interpret, the purpose of which is to deliver intersubjectively 
comparable, high-quality results. 

 Just as ‘significant’ in quantitative social research does not necessarily 
mean ‘correct’, it does not necessarily follow from compliance with 
certain procedures either that the derivation of results observed will be 
logically correct or that it will be associated with a hidden ‘meaning’ 
that is subjectively influenced by the perspectives of the observer. Again, 
the quality of the results must be assured primarily by the methods used 
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and adherence to the generally accepted rules on which it is based. 
Alfred Schütz calls these interpretation steps necessary in scientific 
analysis  ‘constructions of constructions’  (Schütz 1971: 68), and they are as 
susceptible to error as the interpretations of people acting in their social 
environment that serve as the subjects of social science investigations 
(‘first-order constructions’). Only by the conscientious application of 
interpretation techniques does the scientific procedure differ from these 
everyday interpretations. 

 Most qualitative social researchers doubt that an action or situ-
ation can have a  ‘true meaning’ . They assume that ultimately reality 
can only be reconstructed in the various different interpretations of 
those involved. Social reality is the product of social constructions, and 
knowledge acquired about it influences the behavioural patterns of all 
the members of society in everyday situations (cf. in particular Berger 
& Luckmann 1999). Thus an object does not become a ‘table’, until 
the producer, the vendor and the users have grasped a certain socially 
traditional concept as to the meaning and utility value of ‘tables’ and 
attribute it collectively to a certain object. By contrast, the concept 
‘table’ may be completely unfamiliar to a member of a different culture, 
or that member may associate a different concept (e.g. ‘chair’) with the 
object in question. 

 This is where the  constructivist theory of science  starts out, postulating 
an insight logic which is completely different to the classical ‘posi-
tivist’ perspective, the latter being oriented toward the natural scien-
tific cognitive process (cf. for example Zielke 2007; Hibberd 2005; 
Gergen 2002 for an overview and introduction). Knowledge is not 
as exact an approach as possible to an (imaginary) ‘true value’ and 
it is, accordingly, not a matter of recognizing ‘actual’, ‘objective’ and 
‘stable’ reality. In constructivism, (social) reality is not a static condi-
tion, but a process (re)produced by human interaction and by people’s 
interpretive knowledge. The task of science is to find the rationale in 
this process as precisely as possible, recognize its patterns and derive 
appropriate conclusions. An interpretive analytical methodology is 
therefore required that does not focus on the truth of the result but 
the rationale of the interpretation process (for interpreting technics cf. 
Silverman 2011). 

 What standards are to be imposed from this perspective on such 
an  interpretive methodology?  Uwe Flick (2005: 313) put together nine 
criteria for the selection of an interpretation procedure in the form of a 
‘checklist’:    
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 With reference to  conducting evaluation studies,  and with regard to these 
criteria, it is easy to recognize great possibilities for variation and a corre-
sponding bandwidth of standards for the deployment of interpretation 
procedures. Thus for example the  goals  of an evaluation are already 
diverse merely on account of their temporal relationship to the eval-
uand as ex-ante, ongoing or ex-post. With interpretations, the emphasis 
will tend to be on the risks potentially expected by experts, the current 
conflicts of those involved or difficulties actually surmounted in the 
past, and the techniques used will generally have to concern themselves 
more openly with the emotionally expressed fears and anxieties of the 
actors or, more systematically, with the problem cases matter-of-factly 
described by experts. Much the same also applies to the question of the 
 interpreters,  who will in a strictly participant-oriented evaluation mainly 

(1) Question Can the interpretation procedure and its 
application get to grips with the main 
aspects of the question?

(2) Interpretation procedure Can the interpretation procedure be applied 
in accordance with the methodological 
specifications and objectives?

(3) Interpreter Can the interpreter apply the form of 
interpretation?

(4) Texts Is the form of interpretation suitable for the 
texts to be interpreted?

(5) Survey form Does the form of interpretation suit the 
survey material and the survey method?

(6) Room for the case Is there room for the case and its special 
features within the framework of the 
interpretation?

(7) Course of interpretation Has the interpreter realized the form of 
interpretation? Has he given the material 
enough room? Has he come to terms with 
his role? Was the way the text was to be 
dealt with clearly defined?

(8) Analysis target Were clearly defined statements supposed 
to be investigated as to their frequency 
distribution, or complex, multi-layer 
patterns and contexts? Were attempts made 
to develop a theory or to distribute views in 
social groups?

(9) Aspiration to generalize At what level were statements supposed to 
be made: about the individual case, group-
related or generally applicable?

   Source : Flick (2005: 313; slightly modified and abridged).  
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be novices as regards the interpretation techniques to be used, whilst 
a scientifically oriented evaluation can presumably have recourse to 
experts who are experienced in the methods and interpretation tech-
niques used – with appropriate implications for the interpretation and 
quality control procedures and the manageability of the techniques 
themselves. 

 Thus it is not difficult to recognize that there cannot be an interpreta-
tion technique that is optimal and suitable for all evaluations, and that 
the procedures developed in fundamental research may be more or less 
apt in a given individual case. In evaluations as compared with funda-
mental social science research, the  decision in favour of a given procedure  
therefore depends less on the theoretical position of the researcher and 
much more heavily on the contextual conditions of the research process 
(and especially on the specifications of the clients). Unlike quantitative 
procedures, which can – regardless of the survey and analysis procedures 
used in assessing the results – begin by referring back to statistical criteria, 
in the qualitative procedure the interpretation method adopted and the 
data gathering and analysis strategies are mostly side by side on the test 
block.  

  5.5.2 Types of interpretation procedure 

 In terms of their theoretical foundations, there are in principle three 
fundamentally different  types of interpretation procedure  (cf.  Table 5.5 ). 
In the simplest case – which can be compared with the statistical 
classification procedures (particularly cluster analysis) – individual 
elements are allocated by virtue of their similarity to groups that 
differ from one another clearly. The aim of this classification is to 
form groups which are as homogeneous as possible and whose typical 
characteristics are intended to segregate individual elements from one 
another perfectly. Other than with a classification that is oriented 
toward statistical distance measures,  16   the allocation is now carried out 
according to content features, and these first needs to be ascertained 
in the interpretation. The  categorization  is thus not the result of math-
ematical calculations, but that of an interpretation of content, which 
is oriented toward certain criteria that still need to be explored.  

   In the  empirically grounded construction of types  (cf. Kluge 1999), for 
example, the existing material is first inspected and a common compar-
ison dimension sought (step 1). In step 2, the individual cases are 
grouped together in that dimension according to the similarity of their 
features, whereby groups should be formed that can be segregated as 
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 Table 5.5     Overview of interpretive methods (Flick 2005: 311) 

 Procedure  Description  Literature 

 Categorizing interpretations 

Coding (‘theoretical 
coding’, ‘thematic 
coding’)

systematic text 
interpretation through 
understanding of 
the meaning of, and 
derivation of, the codes 
and the system 
of categories used

Böhm (2003); 
Hildenbrand (2003); 
Brüsemeister (2000: 
189ff.); Strauss and 
Corbin (1996); Flick 
(1996)

Typologizations 
(‘empirically grounded 
construction of types’, 
‘global analysis’)

development of 
categories and types 
with the aid of the 
available material by 
identifying similarities 
and differences 
(explorative procedure)

Ecarius and Schäffer 
(2008); Kluge (1999); 
Haas and Scheibelhofer 
(1998); Legewie (1994)

Genre analysis 
(‘conversation analysis’, 
‘consensus analysis’)

comparative 
interpretation of 
communicative genres 
(typical patterns which 
have established 
themselves 
socially in interactive 
exchange)

Hutchby and Wooffitt 
(2008); Ten Have 
(2007); Keppler-Seel 
(2006); Top (2006); 
Knoblauch and 
Luckmann (2003); 
Bergmann (2003)

 Linguistic interpretations 
Narratology (‘narrative 

analysis’, ‘oral history’, 
‘action research’)

theoretically sound 
interpretation of 
narrative situations (with 
the aim of typologizing)

Kohler-Riessman (2007); 
Reason and Bradbury 
(2007); Herman and 
Vervaeck (2005); Riley 
and Hawe (2005); 
Clandinin and Connelly 
(2004); Harrison (2002); 
Jossellson and Lieblich 
(1993)

Semiotics (‘functional 
linguistics’, ‘discourse 
analysis’, ‘exegesis’)

a text is understood as 
combinations of 
signs and it is the aim 
of the analysis to find 
out what kind of textual 
meaning 
they represent ... several 
interpretations 
are theoretically possible

Jacobsen (2008); Danesi 
(2007); Eco (2007, 
2002); Schmauks 
(2007); Royce and 
Bowcher (2007); 
Young and Fitzgerald 
(2006); Parker (2003); 
Glucksberg (2001); 
Keller et al. (2001); 
Adam et al. (2000)

(continued)
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clearly as possible. In step 3, these newly formed groups are interpreted 
from the point of view of their content: in other words the correlation 
of meaning is sought between elements of the same group, which distin-
guish that group from others. It is the aim of the interpretive analysis 
in the final step (step 4) to produce a characterization of the individual 
groups as types with specific, clearly identifiable common properties 
which are to be distinguished from those of other types on the basis of 
a certain dimension (or a clearly identified set of dimensions). (Meyer 

 Procedure  Description  Literature 

 Hermeneutic interpretation 
Hermeneutic circles 

(‘symbolic hermeneutics’, 
‘philosophical 
hermeneutics’)

repeated interpretation of 
a text as a progressive 
approach toward its 
meaning (said meaning 
being assumed to be a 
product of the author)

Bauman (2010); Joisten 
(2008); Umlauf (2007); 
Gadamer (2007); Wiehl 
(2003)

Deep hermeneutics 
(‘psycho-analytical 
analysis of culture’)

scenic interpretation of 
life concepts transported 
into texts or pictures (the 
meaning being a product 
of the recipient)

König (2003, 1997)

Objective hermeneutics 
(‘analytical hermeneutics’, 
‘social science 
hermeneutics’)

reconstruction of the 
‘latent meaning’, 
i.e. the intersubjectively 
divided understanding 
of a text ... decoding 
of the ‘structural core’ 
by examining each 
individual sequence (the 
meaning being a product 
of society or of the 
interaction)

Rittelmeyer and 
Parmentier (2007); 
Wernet (2006); Danner 
(2006); Ronald (2004); 
Reichertz (2003); 
Soeffner (2003); Hitzler 
(1997); Oevermann 
et al. (1979)

Visual analysis Interpreting pictures, 
photographies, 
videos, films for 
understanding 
the meaning, the 
situation, interaction, 
communication processes 
etc. by using different 
kinds of scientific 
concepts

Reavey (2011)

Table 5.5 Continued
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et al. 2002: 73ff., 183ff. give an example of an application which also 
very clearly illustrates the differences in cognitive gain as compared 
with cluster analysis.) 

 What the  philologically sound interpretations  have in common is that 
they relate to the text and to the linguistic rules and structures asso-
ciated with it, and avail themselves of the insights of linguistics in 
interpretation. It is not so much a matter of the comparative classifi-
cation of the elements as of their allocation to the features that give 
the text its linguistic character. It is not necessarily the meaning of 
the text which is to the fore, but rather its symbolic structure and the 
linguistic aids used in communication (signs, phonemes, morphemes, 
syntax, semantics and pragmatics, vocabulary and usage, euphemisms 
and phrases, dialects and articulations etc). Accordingly, heed must be 
paid in transcription to recording all the linguistic niceties as precisely 
as possible, and this can as a rule only be done using recording tech-
niques (unless it is an analysis of written texts which have already been 
completed). 

  Narrative analysis  in particular also emphasizes the significance of the 
linguistic means used unconsciously in communication and therefore 
attempts to record acts of speech (and above all narrative situations) as 
precisely as possible, analyse them in detail and interpret them applying 
linguistic criteria (see Abell 2004 on the narrative explanation model). 
Insights gained are intended to come on the one hand from recording 
communicative skill levels (and any communication problems which 
may result from it), and on the other via the possibilities of assessing the 
interactive exchange between various people.  17   

 Unlike the linguistically oriented interpretation procedures,  herme-
neutics,  which is interested in grasping meaning, has developed as a 
science of interpretation from philosophy – and in the form of biblical 
exegesis from divinity – and is in view of that origin probably the oldest 
form of interpretation technique described here. Differences between the 
approaches here relate primarily to the allocation of the source in the 
production of meaning. In ‘classical’, more philosophically and humanis-
tically oriented hermeneutics, the author of a text (or creator of an object) 
is at the same time also the producer of its meaning. It is the task of science 
to reconstruct and interpret the more or less openly disclosed meaning in 
accordance with the intentions of the author. The scientific discourse is 
sparked off by the logical reasoning behind such interpretation. 

 The perspective of  deep hermeneutics,  which was derived from psycho-
analysis and has for example been used in aesthetics, turns this view 
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upside down and asks about the effects which indicate the meaning 
of a text or object to those who interpret it. It is thus a matter of the 
perception, and the associations connected with that perception, of 
one of more observers, readers, listeners etc. and of the analysis of the 
similarities or differences in the ways they perceive (or ‘receive’) the 
object. 

 Social-science-oriented  ‘objective hermeneutics’  goes yet a step further 
and sees the meaning as a result of the communication between the 
producer and the recipient. For understanding to be possible at all, 
common codes, signs, symbols etc. must be used, which have in turn 
been passed on down through society and culture. ‘Meaning’ is there-
fore a product of society and not a product of the author or recip-
ient alone. With regard to their intentions and perceptions, both are 
characterized by and dependent on the basic social principles of their 
common language or perspective in the contemplation of objects. It 
is a matter of investigating these similarities within the framework of 
‘objective hermeneutics’, adhering to a clearly regulated work plan 
( Figure 5.6 ). The combination of research design, survey method, 
analysis technique and interpretation becomes much stronger than in 
other procedures.     

1st step: determination of goals (determination of aims of analysis)
2nd step: rough analysis of framework conditions (determination of situative 

conditions and action problems)
3rd step: sequential fine analysis (breakdown into individual, interre-

lated concrete actions and separate, step-by-step analysis of individual 
sequences)

4th step: identification of general structure (thought-experimental construction 
of all conceivable action contexts for a concrete action sequence and conclu-
sions about the general structural characteristics of the context)

5th step: comparison with actual contextual conditions (comparison between 
general structural characteristics and actual contextual conditions)

6th step: analysis of potential consequences (derivation of possible consequences 
from one action sequence for the next)

7th step: comparison with actual consequences (comparison of the hypothetical 
action sequence with the real one)

8th step: structural generalization (collation of individual results and deriva-
tion of general structure hypotheses which are intended to be generally 
applicable)

 Figure 5.6      Procedure in objective hermeneutics  

Source: Stockmann and Meyer (2006: 95).
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 However, it should be noted that none of the hermeneutic procedures 
described here has so far played any kind of special role in evaluation 
research. The main reason for this is the high cost of such procedures. 
Apart from that, hermeneutic interpretation is mostly very subjective and 
thus relatively unreliable. The appropriate interpersonal confirmation of 
the findings is difficult, and the measures required to achieve it are obvi-
ously not taken even by evaluators who mainly work qualitatively.  

  5.5.3 Analytical assessment 

 In general, it is true that an  assessment  is connected with the inter-
pretation of a text, at least implicitly, regardless of the method used. 
Every reader of a text judges its content, sense, linguistic style, form, 
layout etc. and forms an opinion as to whether he liked it or not – the 
same applies to this book itself just as it would to a detective novel and 
is quite independent of whether the reader is a novice, a student of 
the evaluation masters course or someone who has been working for 
many years in an evaluation department. This  normative assessment  of 
an object is a ‘matter of taste’ relating to the reader; it is not a result 
achieved by scientific methods and certainly not an empirically sound 
evaluation. 

 An  analytical assessment  differs fundamentally from normative assess-
ments and it does so regardless of whether qualitative or quantitative 
research logics have been followed, standardized or non-standardized 
measuring instruments used in the survey, and whether numbers or 
texts have been analysed and interpreted (cf. Chapter 2 on the distinc-
tion between analytical and normative assessment). The analytical 
assessment stage in empirical research work unites four basic properties 
(cf. Meyer 2011: 214ff.):

   a common   ● assessment criterion,  to be followed exclusively, was unam-
biguously defined at the beginning of the assessment process  
  prior to the assessment,   ● object features  (threshold values) were deter-
mined, which unambiguously govern allocation to positive and 
negative categories  
  the object is assessed with the aid of a clearly regulated   ● procedure  
which cannot be manipulated by the researcher or any third parties  
  that assessment is exclusively a   ● comparison  between the features 
(measurement values) ascertained in the object by means of the 
procedure and the object features (threshold values) theoretically 
determined beforehand, which govern the allocation to normatively 
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assessed categories exclusively by the procedure used, independent of 
the influence of the researcher or other people.    

 The interpretation of data thus leads into an assessment when assess-
ment criteria and category features have previously been established 
theoretically, these being such that the empirically ascertained features 
can be compared in a strictly regulated analysis procedure. Whether a 
thing is ‘good’ or ‘bad’ is not determined by the assessment procedure 
per se, and certainly not by the subjective contemplation of the person 
carrying out the assessment, but by the a priori normative determina-
tion of theoretical allocation criteria. (See also the critical remarks by 
Kromrey 2007 on this kind of ‘neutral’ procedure in evaluations; see 
House & Howe 1999 on value problems in general.) 

 An evaluation must therefore not be ‘customer-oriented’ to the 
extent that the evaluators follow the personal predilections of the 
clients or stakeholders or that the assessment criteria are arbitrarily 
altered or adapted in retrospect to fit in with (anticipated) attitudes, 
expectations or hopes. It is the task of the evaluation to  do the ground-
work for decisions on alternative actions,  but not to determine them 
or retrospectively legitimize decisions that have already been made. 
However, there are differences with regard to the way in which this 
assignment of doing the groundwork for decision-making is carried 
out. The spectrum runs from simply elaborating recommendations 
to working out  procedures that are sound in terms of decision theory   18   
for the selection of alternative actions. Some of these procedures are 
even suitable for managing the complete process of assessing multi-di-
mensional decision-making problems in a mixture of qualitative and 
quantitative procedures and suggesting a choice for alternative action 
empirically in a  multi-criteria analysis . 

 Apart from certain methodological problems that have already 
been referred to here and are associated with these procedures, it 
should however be noted that clients are only very rarely prepared 
to surrender the task of making decisions about their own measures, 
projects and programmes to evaluators to this degree. Just because the 
evaluation is conducted on a scientific basis, the evaluators should not 
presume to degrade the decision-makers to one of lackeys of empirical 
findings who merely have to follow the ‘right’ road once it has been 
ascertained. On the other hand, they must not allow themselves to 
become the slaves of the personal predilections and attitudes of indi-
vidual groups of stakeholders either, merely confirming the latter’s 
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prefabricated opinions as being ‘right’ regardless of their own find-
ings. The utility value of an evaluation consists in just that: a balanced 
relationship with the opportunities and limitations of the evaluators’ 
own scientific procedure and the interpretations of findings associ-
ated with it. These must allow sufficient room for a critical methods 
discussion, but must not allow it to be used as a ‘last-word’ argument 
against the evaluation. That being so, the joint involvement of clients 
and stakeholders in determining and stipulating assessment criteria is 
not only a central participant-oriented element but also an important 
methodological basis for the acceptance of the assessment process and 
the recommendations for action that result from it (cf. Section 4.4). 
By now it should be clear that conducting evaluations is more than 
just implementing research methods as precisely as possible.   

  5.6 Summary 

 The starting-point of every evaluation is the plan of how to proceed 
and conduct it, right up to submission of the final report. In most cases, 
an  evaluation design  of this kind is already called for by the client in 
the invitation to tender and duly represents a general guideline for 
cooperation between the parties. Important elements of this design 
are the stipulation of the procedures for gathering data and facts on 
the evaluand and answering the evaluation questions in an  investiga-
tive design . In contrast to fundamental research, heed must be paid to 
specific constraints in developing this investigative design and deter-
mining the deployment of research methods for data gathering in eval-
uation studies, i.e. the  time  available, the existing bodies of data and 
 information , the interests and  actions of third parties  with regard to the 
information gathering process and the  financial framework conditions  of 
the evaluation assignment. 

 In addition, there may be general problems and sources of interfer-
ence that also affect fundamental research; these may influence the 
quality of the information obtained and must therefore be controlled 
adequately. They include the effects of the  measuring instruments  used 
(which are inseparably connected with the use of a specific survey 
procedure), those of the  framework conditions of the measurement  and 
those of the  interests of the recipient  and  bearers of information  affected 
by the measurement. By the use of various different survey procedures, 
compensation can be made for the respective methodological weak-
nesses in the investigation design. 
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 Finally, the empirical part of conducting the evaluation is not yet 
complete when the information has been obtained. That information 
must first be transposed into analysable numbers or texts  (‘coding’),  
and this is associated with a  condensation of information . The result is 
 standardized codes  – e.g. in the form of statistical numerical measure-
ment values – which can then be used to  identify correlations  in causal 
analyses. A further step is the  generalization  of these results obtained 
from the individual case, which is what makes it possible for them to be 
used in future decisions. Analogously to coding, however, the data must 
still be ‘translated’ from the ‘model logic’ to ‘everyday practice’, i.e.  the 
results must be interpreted  against the backdrop of the questions being 
asked and the actual application.  Assessing the quality  of an intervention 
as called for by an evaluation is only possible independent of norma-
tive influences from analytical points of view if there has previously 
been an  understanding on assessment criteria,  if their  threshold values  have 
been  stipulated,  and if during the evaluation the  procedural logic for data 
gathering, allocation  and  interpretation  has been adhered to strictly and 
correctly (cf. Section 4.3). 

 Taking into account the  social process of evaluation  is also one of the 
elements of evaluation design. The social environment of an evalua-
tion is an important interference factor –for example there might be 
attempts at manipulation – but on the other hand it is also an impor-
tant information base. Having said that, alongside these rather more 
technical factors that influence the obtaining of information there are 
also other important effects of the social environment which influence 
the course of evaluations and may at the end of the day impede or 
promote the fulfilment of their purpose. Some of the main actors, who 
have a special influence on the purposes of the evaluation outlined at 
the beginning of this book, will now be looked at more closely in the 
final chapter.  

    Notes 

  1  .   In particular the DeGEval standards A4 – Disclosure of Information Sources, 
A5 – Valid and Reliable Information and A6 – Systematic Data Review.  

  2  .   Longitudinal procedures, which aim to gain information about development 
processes by means of retrospective or regularly repeated surveys, are not 
covered here either.  

  3  .   The ‘Solomon four-group design’ shown here is one of the most comprehen-
sive form of experiment. By the formation of four groups (i.e. experimental 
and control groups), not only are the intervention effects isolated, but the 
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chronological changes are also controlled during the measurement (by 
before-and-after measurements). For this reason, this procedure represents 
the experiment in its optimum form and is thus often used in experimental 
research in spite of the high cost. Other forms will not be dealt with in any 
more detail here (see for example Meyer 2011a).  

  4  .   In a matching procedure, attempts are made to allocate people who 
resemble each other in certain key features (‘statistical twins’), one to the 
control group and the other to the experimental group. This can be done 
retrospectively, for example, people with identical features are selected for 
the control group by applying the feature combinations of the members 
of an experimental group. Mostly socio-demographic features (age, sex, 
educational qualifications etc.) are used for such a selection, with which 
the assumption is at the same time connected that these attributes may 
have an (interfering) influence on the correlations to be investigated. 
The disadvantages of the procedure are similar to those mentioned in the 
discussion on the formation of comparison groups in quasi-experimental 
design (Section 5.2.2).  

  5  .   The term ‘self-selection’ denotes a conscious selection decision on the part of 
the subjects as to which of the groups they wish to be allocated to. Distortions 
in the investigation results which come about as a result of self-determined 
allocation are referred to as ‘self-selection effects’.  

  6  .   The situation is similar with regard to matching procedures: the selection 
of features posits implicit effect hypotheses on the distorting factors, while 
other features, which are not taken into account, are classified as not rele-
vant. Whether they are allocated by probability value or absolutely makes 
no difference (see also Section 5.2.1 on matching procedures).  

  7  .   Translator’s note:  understanding   
  8  .   This certainly applies if it is only the research design that is looked at, to 

the neglect of the exchange within the ‘scientific community’. The ‘learning 
loops’ of quantitative social research are outside the singular research process, 
and the defence of the methodological procedure, the ability to show how 
the results presented were arrived at, and above all the potential for obtaining 
the same results using a similar design are important features in the quality 
assurance of the quantitative research process.  

  9  .   Cf. Morehouse (2011); Yanow and Schwartz-Shea (2011); Creswell (2009); 
Plano-Clark and Creswell (2008); Creswell and Plano-Clark (2007); Greene 
(2007); Kelle (2007); Seipel and Rieker (2003); Tashakkori and Teddlie (2003) 
for an overview of integrative methods approaches; for particular informa-
tion on their use in evaluations see for example Woltering et al. (2009); 
Stockmann (2006); Datta (1997); Droitcour (1997); Greene and Caracelli 
(1997).  

  10  .   The examples of the experiment, the quasi-experiment and the qualitative 
procedure explained here stake no claim to offering a complete overview. 
For example, panel and time series designs, retrospective investigations and 
expert models (peer review and the Delphi method) are all missing. An over-
view can be found in Stockmann (2008: 210), more detailed descriptions of 
evaluation designs in Meyer (2011a).  

  11  .   There are of course also other interfering factors such as the motivations of 
those involved to manipulate, the complexity of the measurement procedure 
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(and thus also of the survey design), the methodological competence of the 
survey staff and the quality of the measuring instruments used, though these 
will not be taken into account below in classifying the procedures (cf. for 
example Schnell et al. 2008: 217ff. for an overview of interfering factors).  

  12  .   Cf. for example Porst (2008); Mummendey and Grau (2007); Kirchhoff et al. 
(2006); Gillham (2005); Gubrium and Holstein (2004); Foddy (2001); Peterson 
(2000) on the wording of questions and the design of questionnaires.  

  13  .   Cf. for example Tourangeau et al. (2005); Linden and Hambleton (1997); 
Schräpler (1997); Scholl (1993); Dijkstra and van der Zouwen (1983); Sudman 
and Bradburn (1974) on response behaviour and reactions to the interview 
situation.  

  14  .   Cf. for an overview various introductory books on descriptive statistics, for 
example Privitera (2011); Benninghaus (2007); Toutenburg et al. (2006); Eckey 
et al. (2005); Pflaumer et al. (2005); Assenmacher (2003); Vogel (2001).  

  15  .   On the use of quantitative analysis procedures in evaluation studies, see as a 
selection from various policy fields for example PISA consortium Germany 
(2007, 2004); Jacoby et al. (2005); Descy and Tessaring (2004); Stockmann 
et al. (2001, 2000); Duffy et al. (2001); Bamberg et al. (2000); Maier et al. 
(2000).  

  16  .   When measuring the difference between various objects, distance or simi-
larity measures are calculated. The gaps between the values in multi-dimen-
sional space, shown (mostly) on interval scales, are translated into a distance 
function (Euclidean distances), the aim being to minimize them in the clas-
sification. The exact procedure depends on the statistical procedures used: in 
cluster and factor analyses, for example, Ward’s method is employed.  

  17  .   See for example Pottie et al. (2008); Riley and Hawe (2005); McClintock 
(2004); Rhodes (1996); Mishler (1995); St. John (1985) on the use of the 
narrative method in evaluations; see Carson 2001 for a special look at the 
ethical problems associated with it.  

  18  .   Cf. Holler and Illing (2000); Eisenführ and Weber (2003) on decision theory; 
cf. Munda (2004); Stagl (2004); Jansen and Munda (1999) especially on multi-
criteria analysis.  
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   6.1 Introduction 

 Normative influences from the environment of an evaluation on the 
process of information gathering cannot – as shown in the previous 
chapter – be avoided completely. It goes without saying that this 
also applies to the entire evaluation process. A number of effects that 
result from this have already been covered at various junctures. The 
social discourse can, as has been shown, either promote or impede the 
conducting of evaluations and has a considerable influence on their 
chances of fulfilling their purpose. In dictatorships, for example, the 
conditions are lacking that make it possible to govern society rationally 
at all: without a certain critical faculty on the part of society, deficiencies 
cannot be relentlessly exposed, and proposals on how to remedy them 
cannot be discussed with regard to their effectiveness. 

 At the beginning it was pointed out that evaluations primarily serve 
three purposes in modern societies. Firstly, in the service of  social enlight-
enment,  they are supposed to help assess the contribution made by 
political programmes and projects to solving social problems; secondly, 
their task as an essential element of  democratic governance  is to make an 
active contribution to optimizing these very problem-solving processes, 
which is their bottom line – and thirdly – evaluations should realize an 
 improved manageability  of the individual measures they bring about. It 
will only fulfil these purposes if it can avoid being instrumentalized by 
interest groups and come up with constructive contributions to solving 
the problems on the basis of its own scientific rationality. 

 In order for evaluation to fulfil this independent role in modern 
democracies,  social institutions  are necessary that ensure a professional 
investigation of the impacts of political programmes and strategies to 
ensure policy-independent enlightenment in the long-term. Of central 
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importance are first of all the political institutions of democracy, which 
are intended to prevent abuse in accordance with the principle of the 
separation of powers and to ensure that funding is used in a way that 
corresponds to the intentions of the majority of a country’s citizens. For 
example in a country like today’s Germany, parliament with its control 
committees and in its plenary sessions monitors the decisions of govern-
ment, with the opposition playing a special supervisory role. Above and 
beyond that, the independent decisional logics of the legal system and 
the administrative apparatus and their independence from the legisla-
tive agencies ensure that political action is safeguarded to a large extent. 
In accordance with fixed specifications, organizations such as the 
Federal Court of Auditors investigate the implementation of parliamen-
tary decisions and report irregularities to the supervisory boards and 
parliamentary control committees. Evaluations, mostly commissioned 
by ministries or other actors within the political system and conducted 
by independent scientific organizations, meanwhile fulfil an important 
function in the network of these institutions of the political system, 
which are geared to implementing the will of the citizens, ensuring that 
interests are reconciled and that government stays rational. 

 For these reasons, the presentation has so far focused on government 
agencies. At this point, it will be extended to look beyond the political 
system and shed some light on the  relationship of other, non-governmental 
actors to evaluations, which are mostly commissioned by government institu-
tions . The growing complexity of modern societies is leading to a decline 
in governmental management competence and making it increasingly 
necessary to involve private organizations and representatives of inter-
ests in the process of political control. Nowadays, primarily framework 
conditions are established through decisions within the political system, 
with attempts being made to influence the actions of social protagonists 
by means of incentives and funding programmes. More and more often, 
civil society organizations are involved as mediators; accordingly evalu-
ating the impacts of such measures also means examining the support 
they provide. 

 Civil society, however, sees itself on the other hand as a critical accom-
panist of government action, which detaches itself to a greater or lesser 
extent from current government activities and agencies and uses the 
 public sphere  created via the modern mass media as a central platform on 
which to present its own positions. As has already been mentioned, this 
public sphere is by no means without its problems as an ally of evalua-
tion, and the same applies to the actors of civil society. The remarks in 
Section 6.2 concentrate particularly on the relationship of evaluation to 
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the various civil society actors, who reproduce the public sphere and use 
it for their exchanges about political control and its impacts. 

 If evaluations are to make a contribution to  democratic governance,  they 
not only need to be integrated in the existing social institutions, but also 
within the organizations in charge of those institutions. This applies 
particularly to the ministries and their subordinate authorities, which 
are entrusted with the implementation of political programmes and 
projects and therefore obliged to take direct responsibility for control. 
However, with the extension of this responsibility for government in 
‘good governance’ concepts, more and more (mostly charitable) organi-
zations must also be included here and – since the emergence of ‘public-
private partnerships’ – so must private enterprises. Accordingly, the 
conducting of evaluations concerns a wider and wider range of actors 
with different constellations of interests. This aspect can be illustrated 
from two different perspectives, namely the internal and external rela-
tionships of organizations. 

 Modern societies are primarily societies of organizations, and the 
actors involved in democratic governance and its evaluation are only 
individuals in very rare or exceptional cases. Accordingly, conducting an 
evaluation always also relates to organizations and  affects activities and 
processes within them . Section 6.3 focuses generally on the integration of 
evaluations within organizations and emphasizes three potential areas 
of conflict. In part this is a matter of support for the evaluation on the 
part of the people involved in the organization, whereby the different 
forms of integration of those individuals via  membership relationships  can 
come to have a direct or indirect influence on the course and utiliza-
tion of the evaluation. As well as this rather informal and in some cases 
emotionally charged aspect, the  communication structures  implemented 
between the various hierarchical levels within the organization play a 
special role. They can represent not only barriers but also bridges for an 
evaluation, a fact that will be covered here in the appropriate brevity. 
Whilst the dissemination of information is of central importance for 
generating and passing on knowledge and thus has a considerable influ-
ence on the quality of an evaluation and the utilization of its findings, 
the question of the formal arrangement of evaluation units within an 
organization emphasizes the issue of the independence of evaluation 
interests and their ability to be pushed through. Here it is primarily a 
question of whether the interests of the evaluation can win out within 
an organization against other special interests or whether the evaluation 
must bow to the strategic considerations of third parties within that 
organization. 
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 Finally, some diverse constellations of actors in the external relation-
ships of organizations will be looked at. Particularly in programmes and 
projects which, in view of the increasing division of work and respon-
sibility for implementation between governmental and non-govern-
mental organizations, comprise more and more complex constellations 
of actors, quality assurance in evaluation is becoming increasingly diffi-
cult. On account of the considerable influence of these stakeholders (i.e. 
the actors involved in a programme or project or affected by its impacts) 
on the conducting of evaluations, this term and the various associated 
interests of those people and organizations involved in a programme 
or project will be looked at somewhat more closely. This is the focus of 
Section 6.4, in which the participant-oriented aspect of evaluation is the 
central issue.  

  6.2 Evaluation and the public sphere 

 As already explained in Chapter 1, evaluations are an important element 
of modernity and a necessary contribution to ensuring the rationality of 
political control. At  actor level,  modern societies are essentially character-
ized by their  plurality,  i.e. the variety of different lifestyles that can be 
pursued peacefully alongside one another in an open society (cf. Beck 
1986; Popper 1992). Accordingly, it is mainly the exchange of various 
different points of view with the aim of reconciling interests that charac-
terizes modern societies. The central institution here is the  ‘public sphere’,  
which is, so to speak, the stage for social communication. 

 With a view to  political control,  it is above all the element of  citizens’ 
involvement  that is brought to the fore; this goes far beyond merely 
turning out to vote at an election and emphasizes the active co-shaping 
of modern society by its members (cf. Holtkamp 2006). Beside the state, 
which primarily has to cope with the functioning of government as the 
politically legitimized representative of the citizens for a fixed period of 
time, modern societies are thus characterized by additional institutions 
for the participant-oriented involvement of citizens in this process of 
social shaping. These are first of all the political parties, whose most 
important task is that of mobilization within the political system. Unlike 
the parties,  ‘civil society’  is not concerned with the legal assumption of 
responsibility for government action, but with organising citizens’ inter-
ests in social control in a way that is independent of the state. 

 ‘The public sphere’ and ‘civil society’ are the main audiences of evalu-
ation when it is a matter of  social enlightenment  and thus of monitoring 
the effectiveness of government action.  1   As explained in Section 1.1.1, 
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the creation of transparency as regards government by government insti-
tutions is essential for social enlightenment. The aim is on the one hand 
to promote public discourse about values and objectives, but on the 
other to make it possible to include civil society activities in improving 
problem-solving competence with regard to the most pressing social 
issues. 

 Whilst  civil society  emphasizes the  active and self-determined involvement 
of individuals   2   and here evaluation supports the planning and prepara-
tion of concrete measures as part of social enlightenment, the  ‘public 
sphere’   3   refers to an  arena  in which  political communication  is intended to 
take place and for which evaluations merely provide additional informa-
tion as a basis for discussion. 

 In modern societies, (mass) media meanwhile dominate this commu-
nication arena; in a  controlled dissemination process  journalists, editors, 
reporters, proof-readers etc. function as specialized ‘brokers’ of informa-
tion and opinions, which they convey via specific  media  (e.g. television, 
radio, the press, specialist journals, conferences etc.) to as many people 
as possible (cf. Meyer 2000). As a rule, the information disseminated by 
these  ‘information brokers’  is in turn supplied by professional press offices 
or other media specialists within organizations, or recorded and proc-
essed in such a way as to be presentable via the media. In other words 
the producers of information in turn avail themselves of specialists who 
are familiar with the special ‘rules of the game’ in  public relations work . 

 Having said that, these ‘rules of the game’ are mostly also created by 
the interests of the recipients of the information. The mass media are 
often accused of consciously making scandals out of things and exag-
gerating them, and even of inventing sensations, rumours or malicious 
insinuations themselves in order to  ‘form public opinion’ . And it is indeed 
the case that this competition for the ‘favour of the public’, this one-
track mind obsessed with viewing-figures and readerships, can lead to a 
search for that particularly tasty morsel of news which none of the other 
competitors can offer. (For information about the influence of the media 
on politics and civil society see Beyme 1994; cf. also Kepplinger 2006; 
Klingemann & Vollmer 1989.) 

 If evaluations come up with such ‘sensational findings’, that is to say 
unexpected findings with a high level of public interest, they are taken 
up by the mass media. By contrast, a regular supply of objectively written 
and factually well-founded reports hardly draws any attention among 
the public’s information brokers (see Chapter 1.3). It is not until the 
latter get wind, for example, of a scandal involving ‘wastage of funds’ or 
perhaps even a suspicion of corruption that the representatives of the 
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media wake up to evaluation findings and become active on their own 
initiative. When all is said and done, it is not so much the brokers as the 
purchasers of the information who are to be held ultimately responsible 
for this behaviour: the vast majority of people are more willing to pay 
money for ‘sensational’ information than for good, accurate, matter-of-
fact articles. 

 Thus anyone wishing to reach a wider public via the mass media has 
better chances if he can at least imbue his information with a semblance 
of the sensational or – better still – make a scandal out of certain things 
himself. Evaluations have several problems with this:

   (1)  The propriety standards, for example, call for all sources of informa-
tion (i.e. all stakeholders) to be  treated with respect and fairness  – this 
is particularly important in the case of compliance with data protec-
tion legislation – and an unbiased, complete and fair presentation of 
information (cf. Chapter 4.4.3); i.e. the exact opposite of that which 
is of particular interest to the information broker.  

  (2) The information brokers often wish to obtain just the kind of infor-
mation that the clients (or other stakeholder groups) do not want to 
see published. Evaluators can thus get caught up in a  conflict of inter-
ests,  which is as a rule certain to be decided in favour of the client. 
This, in turn, is anticipated by representatives of the mass media, so 
that evaluators can quickly be accused of having ‘glossed over’ their 
findings knowingly.  

  (3)  The  utility value  of publications (at least in the mass media) is often 
greatly overestimated. It is true that a great number of people can 
be reached in a short time via the mass media, but the sustainability 
of such an information transfer – again depending on how sensa-
tional the nature of the news is – tends to be rather poor. For evalu-
ations this means that even if the mass media are used as a vehicle 
for conveying the information to the recipients, the message is 
often perceived by the latter as insufficiently important to be worth 
remembering. There must be at least some doubt as to whether a 
broad sweep of enlightenment is possible via the mass media from 
a sober source such as evaluation. If it is, this is presumably most 
likely to be a success in a politically explosive or highly topical area 
(as for example with the PISA evaluation, cf. Chapter 1.3).    

 If evaluation is to make a contribution to social enlightenment, it can 
hardly manage without  cooperating with the media . One prerequisite for 
such cooperation is of course that the  clients  of evaluations are prepared 
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to have evaluation findings made known to a specialist or wider public. 
Evaluation contracts often contain clauses that prohibit or at least regu-
late the passing on of findings. In some cases this happens because the 
clients themselves wish to reserve the right to disseminate the findings 
of the evaluation studies they have financed in a way that is suitable 
for media consumption. Many large organizations (and of course minis-
tries and their subordinate authorities) have press offices of their own, 
which are in a position to place these in such a way that they attract the 
greatest possible attention in the mass media, the framework conditions 
for that placement being well known. 

 But in this case too, evaluation findings are filtered and can be dressed 
up in such a way that a particularly positive image is perceived in the 
public eye. The evaluators no longer have much influence on these proc-
esses, which occur in the ‘utilization phase’ of an evaluation. If evalu-
ation reports are not published in their entirety but merely serve as a 
kind of quarry from which a  positive selection  is made for press releases 
or self-presentations in glossy brochures, social enlightenment is served 
just as little as it would be by a  negative selection  on the part of the media, 
who expect more attention from a scandal report than from a fair but 
dull ‘not-only-but-also announcement’. 

 Apart from these direct effects, born of the interaction between mass 
media and evaluation, a number of indirect impacts passed on by  civil 
society  can also be assumed. Many civil society organizations see them-
selves as  critical observers of the state  and its activities. The  state  as the 
central government authority (and most often also the evaluation client) 
is in general the anchor point and focus of civil society involvement. 
It can be assumed that there is a kind of  symbiosis between democratic 
state and civil society:  ‘only in a democratic state will the intrinsically 
diverse civil society find its necessary unity. ... On the other hand, it is 
civil society that shapes the constitutional state governance by the rule 
of law, fills it with life, lends it dynamism and forces it to account for its 
actions’ (Kocka 2002: 30). 

 Nevertheless, many factions in civil society see the state first and fore-
most as an ‘enemy’ or at least primarily as the addressee for the political 
demands they wish to push through. In this sense, the formation of civil 
society structures is to be understood as  criticism of existing management 
and problem-solving competence . From the point of view of the democratic 
political system, civil society thus acquires the function of drawing 
attention to management deficiencies, elaborating alternative proposals 
for solutions through its own activities and actively arguing in favour of 
them in the social discourse. 
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 Both the mass media and the evaluation and its findings can be 
instrumentalized by civil society factions for this criticism. Often, the 
 campaigns and measures  of civil society organizations aired in the media 
are of the very kind that make scandals out of certain grievances or at 
least drag them into the public eye. In this way, evaluation findings can 
certainly be useful in leading to social enlightenment, but they are also 
open to abuse and caricature. Conversely, civil society organizations in 
particular are among those that have good reason to fear that criticism 
of their own activities resulting from an evaluation could lead to impair-
ments of their image and a loss of credibility (cf. Chapter 6.4). 

 Apart from the actors of civil society, the political system and the 
public communication brokers, there is another group that plays a 
major role: the  ‘silent majority’,  i.e. those who do not take part actively 
in political discourse. In a society that makes its decisions on the prin-
ciple of majority rule, these are the people who really have the power. 
Accordingly, not only the government and state agencies, but also the 
other actors in the political system and civil society ‘woo’ this group for 
its consent and (passive) support. This in turn can be done by instru-
mentalizing evaluations and evaluation findings. 

 Summing up, it can be said that evaluation findings obtained using 
scientific methods and procedures provide both the state and civil 
society with means of  monitoring the management impacts  of political 
programmes. Having said that, evaluation only serves to enlighten when 
all the principal actors strive toward  a culture of common learning about 
management impacts  and try to turn it into reality (cf. Chelimsky 2006). 
If such a culture were lacking, it would mean that one or more groups 
would have to break out of their immanent system logic and have the 
courage to act against their usual principles and norms. Such deviant 
behaviour would be the only way of breaking up ‘leagues of silence’ and 
exposing illegal practices. 

 The price of this would be high, in many cases too high: for example, 
the  evaluator,  placing full trust in the integrity and responsibility of all 
those involved, would have to pass on information to the public, and 
that information could be abused. Regardless of all the consequences 
for their own governance,  government authorities  would have to face 
ruthless criticism in the glaring light of the public sphere.  Civil society 
groups  would have to be prepared to swallow the findings of evalua-
tion studies against their own interests, even if they contradicted their 
political objectives. And finally, the  information brokers  would have to 
be prepared to pick up on objects which were difficult to present to the 
public while depicting them fairly in terms of their content. They would 
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sometimes have to pass on information that was very difficult to get 
across in an easily comprehensible way. These demands, some of which 
are somewhat Utopian, make it clear why the enlightenment function, 
as compared with the other functions, is less well established, and not 
only in Germany.  

  6.3 Evaluation and organizations 

 In the remarks made so far on civil society and the public sphere, the 
fact that it is not individual citizens but organizations that are the prin-
cipal actors in these institutions has been neglected. Modern societies 
are primarily  ‘societies of organizations’  (cf. Abraham & Büschges 2004: 
29ff. for an overview; for the theory see Presthus 1979), in which collec-
tive entities (parties, associations, clubs, cooperatives and other forms of 
interest community) take care of conveying individual interests to the 
decision-making bodies. This relates not only to the political system and 
its agencies of social control, but also to civil society, from the political 
representatives of interests to the voluntary support institutions, and 
to the entities that convey information between them and the public 
in the mass and specialist media. Neither are evaluations generally 
commissioned by individuals – it also being rather rare for them to be 
conducted by individuals – they are done at the behest of and in the 
interest of organizations. 

 One thing governmental and civil society organizations have in common 
is that they do not strive toward profit but aim to augment public welfare. 
In other words they are  non-profit organizations,  which differ – on account 
of a lack of orientation toward profit-making, a lack of competitive drive 
and a special ‘customer’ relationship (in the case of government insti-
tutions the ‘customer’ is often entitled to outputs, whereas members of 
civil society organizations more or less make their own commitments to 
involvement) – from private enterprises, and also from the administrative 
authorities, which are oriented solely toward the mission of the state and 
committed to appropriate outputs vis-à-vis the citizen. 

 From the beginning, organizations as the central actors in modern 
societies have been an important evaluand in all social science disci-
plines, and the diversity of the various theories of organization makes it 
virtually impossible to keep track of them (cf. for example Abraham & 
Büschges 2004; Vahs 2003; Kieser 2002; Ortmann, Sydow & Türk 2000; 
Türk 2000). This also applies to the definition of the term organization 
itself, though the one cited below is likely to prove widely acceptable on 
account of its general nature:
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  That which is referred to as an organization is a collective or corpo-
rate social system, which is mainly intended to solve coordination 
and cooperation problems. There are objectives which characterize 
the organization, there are members of the organization, there is an 
internal relationship, which distinguishes itself by featuring a mixture 
of formalized and informal actions and structures, and there are 
external relationships with other organizations, and adaptation and 
exchange relationships with a diverse environment. (Allmendinger 
& Hinz 2002: 10f.).   

 Organizations are thus important objects for evaluations, being 
 providers  of programmes, projects, strategies, policies and the like, and 
thus directly responsible for conducting them. At the same time, they are 
affected in that role by the impacts of their own activities, both directly 
(e.g. by using resources of their own or administering funds raised from 
outside for the implementation of the project) and indirectly (e.g. by 
public perception of responsibility for the project or the effects brought 
about in the target groups with the aid of the funding measures). (See 
Chapter 2.3 on the role of organizations in an impact-oriented evalu-
ation model; the detailed derivation, which is sound in theory-of-or-
ganization terms, is to be found in Stockmann 2008: 102ff. and with 
reference to vocational training organizations in Stockmann 1996.) 

 In general,  five elements  can be identified  in characterizing organizations,  
and these elements are a starting-point for both organizational analyses 
and evaluation studies. They are  

   the target system of the organization (and thus of its right to exist)   ●

  the formal structure of the organization for the implementation of  ●

organizational action  
  the financial resources it has at its disposal   ●

  technologies it can deploy for the pursuit of its objectives   ●

  the members of the organization, who contribute to the achievement  ●

of its objectives by their individual actions, though the latter is coor-
dinated by the organization.    

 Certain implications for evaluations are associated with each of these 
aspects, though they cannot be detailed here due to lack of space (but 
see Stockmann 2008: 104ff.) 

 In the section that follows, three aspects will be emphasized as they 
relate to evaluations: the forms of  membership,  the control of  communica-
tion  between the various elements of an organization and the functional 
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position of evaluation within the formal  structure  of an organization. 
Membership, communication and structure are also core topics in an 
organizational evaluation and as such focus the interest of the investi-
gation on people’s actions. But a distinction needs to be made between 
the contacts an organization has with people (or other organizations) 
who (or which) are not part of itself  (‘external communication’)  and the 
communication processes between its own individual elements  (‘internal 
communication’).  Analogously,  external evaluations  are to be distinguished 
from  internal  ones on account of their institutional independence on 
the organization (cf. also Chapter 2.2.5 for more detail on this).  4   

  6.3.1 Membership of organizations and evaluation 

 The distinction between what is ‘inside’ and what is ‘outside’ an organi-
zation is determined first of all by formal, mostly juridically fixed defini-
tions, which govern the  membership relationship  and the associated rights 
and obligations of the individual in respect of the organization (and vice 
versa). (See Nassehi 2002: 468ff. on the social function of this inclusion 
or exclusion by organizations.) In theories of organization, however – 
and also in the conception of evaluations – the different forms of rela-
tionship between individual and organization are often neglected (see 
Lang & Schmidt 2007 for an exception). A distinction must, for example, 
be made between  compulsory membership  (as for example that of compa-
nies in the Chamber of Industry and Commerce),  voluntary membership  
(for example in a sports club), and  involvement without regulated member-
ship  (for example in a citizens’ movement or as a voluntary helper in a 
social institution). 

 The degree of  interdependence between the individual and the organiza-
tion  varies considerably. In compulsory membership, the individual 
member has no freedom of choice, which means that for the organiza-
tion, at least formally, the unrestricted support of the entire clientele  5   is 
assured. When an evaluation is being conducted, this may for example 
have the positive effect that a certain target group can be reached in its 
entirety via the organization’s internal communication structure. Thus 
craft enterprises can be reached more effectively via the chambers of 
commerce than via any government register of residents or voluntary 
affiliations of companies in associations. 

 Participation in the activities of  organizations without formal member-
ship  happens primarily in non-profit organizations and in civil society.  6   
In this case neither the organization nor the individual have any mutual 
obligation to produce outputs. Support is given in a more or less ad hoc 
manner and must – depending on the situation – be raised again and 
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again by the organization in the context of ‘external communication’. 
At the same time, the individual must also actively demand the service of 
the organization in return and renegotiate it in every recurring situation. 
Examples of such relationships between organizations and individuals 
are voluntary activities in clubs and voluntary participation in protest 
campaigns by citizens’ movements and other political initiatives. 

 This special relationship between an organization and its members 
may affect the conducting of evaluations in a number of ways. On 
account of the bond between the members and the organizations, 
which mostly has a much more emotional character, external evalua-
tions are for example more frequently seen as a threat, and criticism 
of the actions of the organization by evaluators perceived as a personal 
attack. This can on the other hand lead to much greater support for 
evaluations, especially when it is internal and in the organization’s own 
interest (cf. Chapter 2). 

 The range of  voluntary memberships of organizations  runs from private 
companies to sports clubs, with a corresponding variety of individual 
regulations and specific features such as cannot be covered here in their 
entirety (cf. Abraham & Büschges 2004: 100ff. for an overview of various 
attempts at classification). Just one more form of the distinction regarding 
membership of organizations, which is also of particular significance 
to evaluations, will be touched on here:  ownership . In various degrees, 
members may have acquired some claim to the resources of the organi-
zation and to the profit made by it, as proprietors, investors, sponsors, 
silent partners and suchlike. This of course applies primarily to private 
commercial enterprises, whose actions serve to augment the capital of 
their owners. There is a difference between these and  non-profit organi-
zations , whose objectives apply to the creation of public goods and in 
which no distribution of the benefits from joint action to the members 
is planned. Nevertheless, the members of non-profit organizations can 
also contribute to the provision of organizational resources via endow-
ment capital or donations. 

 The effects of a financial commitment of members to their organiza-
tion may be similar to those described above for voluntary activities. 
 ‘Ownership’  – here in the truest sense of the word – can tend to promote 
or impede the conducting of evaluations depending on how they are 
perceived by the members. The two forms of membership differ here 
with regard to the emotionality associated with them from the point of 
view of the members. Often, financial relationships between individual 
and organization are less affectively charged than voluntary activities, 
and accordingly the attitude of such individuals to the evaluation of their 
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organizations tends to be more objective. If an evaluation is conducted 
on behalf of the organization, this does at least mean that the owners 
have been asked for their agreement and informed about its aims. Often, 
this also results in a feeling of ‘ownership’ of the evaluation itself, which 
is to say that the owners of the organization have an increased interest 
in that evaluation’s leading to meaningful and utilizable findings. 

 This is however sometimes countered by a possessive mentality, which 
focuses the assessment of evaluations not so much on the objective tasks 
of the organization as on the ownership situation (also in the sense of 
protection of vested rights). Evaluation findings can be interpreted by 
the owners of an organization as criticisms of their personal decisions 
and interference in their autonomy as regards decision-making, and duly 
rejected. Particularly evaluations conducted on behalf of third parties – 
e.g. a government backer – are confronted with problems of this kind. 

 Especially in private companies, ‘internal communication’ was and has 
continued to be marked by exchanges between the owners and another 
‘member group’ of the organization, namely the  dependent employees,  
who have no ownership stake in the organization, but work, and receive 
remuneration for doing so. The distribution conflict between ‘capital’ 
and ‘workers’ as it relates to their jointly earned surplus has been domi-
nating this central internal organizational relationship for more than 
two centuries. Thanks to the founding of parties and interest groups, 
this conflict has not remained limited to the individual enterprise either, 
but has become an essential characteristic of modern society. 

 This area of tension between capital and workers has multifarious 
effects on evaluations, at both social and organizational level. Evaluation 
has certainly benefited both from cooperation and rivalry between 
employers and employees and their organized lobbies, since these have 
led to wide-ranging information requirements on many issues relating to 
employment relationships and thus to evaluation assignments. Having 
said that, the contractors in these evaluations, which are mostly initi-
ated by one side, can easily come under suspicion of being partial and 
must exercise particular care, especially in the interpretation of their 
findings, in order not to acquire a reputation for making tendentious 
presentations. When conducting evaluations within a company this 
means for example that careful account must be taken of the interests 
of both the management and the workforce, so that the quality of the 
information gathered and thus also the utility value of an evaluation 
can be assured. 

 For the utilization of the evaluation’s findings within an organiza-
tion it is necessary to develop the required paths of communication and 
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generate a culture of learning within that organization. Only  learning 
organizations  with functioning  knowledge management  can benefit from 
the insights provided by evaluations (cf. for example Argyris & Schön 
2002; Gairing 2002). The various forms of membership described and 
their specific combination within an organization may be both commu-
nication barriers and bridges. Compulsory membership, for example, on 
account of lack of interest and commitment on the part of individual 
members – a result of coercion perhaps – can impede the exchange of 
information, although the reachability of the entire clientele is guaran-
teed by the fact that that membership is institutionally anchored. It is 
true that a more informal, situative membership may from this point of 
view offer better motivation toward the exchange of information, but on 
the other hand a lack of obligation to cooperate also represents a threat 
to the communication process, because the passing on of information 
may be interrupted by the fleeting nature of the relationships between 
this kind of organization and its members. Just how difficult the open 
exchange of information between owners and dependent employees 
tends to be is well known and needs no detailed explanation here. 

 Because of its institutional anchorage as an instrument of organi-
zational control, evaluation gets caught up in the tension among the 
interests of the different groups of members outlined here. Its main 
task, that of generating knowledge about organizational action and its 
impacts, is however characterized not only by the structural component 
of the membership relationships, but still more so by the developmental 
aspect of the communication process and its institutionalization. This 
will be looked at more closely in the section that follows.  

  6.3.2 Communication within organizations and evaluation 

 The basis of the concept of a learning organization and the use of knowl-
edge management systems is the existence of a functioning  communication 
system within the organization . The problems associated with this do not of 
course affect organizations in the same way: whilst small ones with few 
members and close personal contact can mostly control the exchange of 
experience (information) successfully in an informal way, large organiza-
tions with departments, divisions, branches etc. that are physically a long 
way apart and involve a large, heterogeneous membership must some-
times go to considerable expense and trouble to ensure joint, purposeful 
action and the exchange of information required for it. 

 In recent years, the ongoing optimization of communication proc-
esses within organizations has become the subject of more lively discus-
sion under the heading of  ‘knowledge management’  (cf. Chapter 1.1). 
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The main, common subject of this research work is the question of  how 
the individual knowledge that exists in organizations (or is obtained via the 
work processes) can be aggregated in common knowledge in the organization 
and exploited in the achievement of the latter’s objectives  (cf. for example 
Andrews & Delahaye 2000).  Knowledge  is understood as a ‘fluid mix of 
framed experience, values, contextual information, and expert insights 
that provide a framework for evaluating and incorporating new experi-
ences and information’ (Davenport & Prusak 1998: 5), and it comprises 
not only ‘objective’ content but also, above and beyond that, subjective 
interpretations and endowments of meaning, particularly with a view 
to the practical implementation of that content. Within organizations 
knowledge is generated by the interaction of people at different organi-
zational levels (cf. for example Nonaka & Takeuchi 1995) and by being 
passed on to management committees in a collective context and in a 
way that is relevant to action (cf. for example Patriotta 2003). 

 In relation to evaluations, communication within the organization 
plays a central role, not only in the final dissemination of the evalua-
tion’s findings but already in the preparation phase: it must inform the 
members about the objectives and procedure of the evaluation, try to 
gain trust and enlist support and open up possibilities for participant-
oriented co-shaping of the evaluation process. Once again, the degree 
of commitment of the individual to the organization is an important 
factor. The management of the organization for example can place 
its dependent employees under an obligation to provide the required 
information to the evaluators, though this does not apply to voluntary 
helpers who have not made any further commitments to the organiza-
tion. With owners (e.g. shareholders) too, it is only in rare cases that 
their participation in evaluations can be ensured via a decree on the part 
of the organization. 

 Communication processes within organizations are the main feature 
of a large number of theoretical and empirical research papers because 
of their central importance for the development of organizations, the 
way they function and the effect they have (cf. for example Hiller 2005; 
Herger 2004; Theis-Berglmair 2003; Tourish & Hargie 2003; Harris 2002, 
Jablin & Putnam 2000). In general, various different paths of communi-
cation can be distinguished, and each has specific qualities and involves 
different actors. For example, there are differences in terms of the posi-
tions of the communication partners in relation to one another in 
vertical, horizontal and diagonal communications (see for example Hein 
1990: 9ff.), the influence of which on evaluations is briefly outlined 
below. 
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 In  vertical communication –  the exchange of information between 
those ‘giving orders’ and those ‘receiving orders’ across the hierarchical 
borders – a distinction is to be made between  ‘top-down’  and  ‘bottom-up’  
communication depending on the main direction of the information 
transfer. ‘Top-down’ information transfers from the management execu-
tives to the employees convey instructions to act, which are to be carried 
out by the recipients. Often, the ‘orders’ are not issued in a personal 
conversation, but conveyed via formal rules or action routines that are 
practised and taken for granted, and via compliance through which 
the hierarchical order is (re)produced. Apart from that they are aimed – 
mostly by a single sender – at a more or less large and inhomogeneous 
group of recipients. 

 In general, passing on information from ‘top’ to ‘bottom’ is thus less 
of a problem for most organizations. This also applies to evaluations: 
neither the announcement of an evaluation nor the dissemination of 
its findings poses any difficulties once they have been transformed into 
appropriate instructions to act and fed into the existing ‘top-down’ 
communication networks. For the organization, the evaluation is then a 
 routine task  that can be processed like any other. A number of organiza-
tions have duly developed such evaluation routines, that is to say they 
conduct evaluations on the basis of stipulated criteria at regular intervals 
in a standardized way and impart the findings duly arrived at as new 
instructions to act to the operative units. Examples of this can be found 
in universities and schools, and in development policy organizations. 

 The converse path is difficult, in other words communication from 
‘bottom to top’, because of the large number of senders and the imbal-
ance of power between them and the recipients. This influences these 
‘bottom-up’ information transfers, i.e. the passing on of information 
by employees to their superiors: ‘The basic problem is that downward 
communication is usually a one-way street; it does not provide for feed-
back from employees. Management assumes that if employees know 
what their managers know, they will assert themselves to solve the 
organization’s problems (but it doesn’t happen that way)’ (Lewis 1987: 
42). Thus far, far too little attention has been paid to these  ‘barriers of 
upward communication’,  both in practice and in scientific research (see 
for example Green & Knippen 1999 for an exception to this). 

 Often they are the starting-point of evaluations within organizations, 
which are concerned with gathering information from employees and 
systematically processing it for the decision-makers at management level. 
Here, evaluations are an aid, aiming either to replace the ‘bottom-up’ 
communication structures that are lacking, or to complement existing 
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ones by adding external (and, since the evaluators do not belong to the 
organization, neutral and unprejudiced) views. 

 In general it is the timely  transfer of information about the impacts  of 
organizational action from the level at which that action is implemented 
to the executive positions and committees that is the main task of the 
‘bottom-up’ information transfer. Having said that, it is in the nature of 
things that impacts occur first ‘in situ’ – i.e. in the immediate environ-
ment of the protagonists – and are therefore perceived by the latter first. 
The corridors of power, by contrast, are mostly a long way away from the 
action and often not confronted directly with the consequences of their 
decisions. Evaluations, which make a contribution to obtaining the appro-
priate information and passing it on to the levels where decisions are made, 
are thus an important  instrument of control , which is often embedded in the 
context of quality management systems. 

 Quality management systems seek to ensure quality directly where 
it is produced and thus promote the decentralization of responsibility 
(cf. Stockmann 2008, 2002 on the differences and similarities between 
quality management systems and evaluation). 

  Horizontal communication  is an exchange between different specialist 
departments at the same hierarchical level. The classical bureaucratic 
organizational structure does not envisage this form, but it has assumed 
increasing importance in modern forms of organization. Rarer still is 
 diagonal communication , which crosses both departmental and hierar-
chical borders at the same time. Both these forms are becoming more 
important for evaluations, rendering them necessary on the one hand 
because of the exchange of information that is mostly lacking, whilst 
sometimes causing blockages in organizational effectiveness in the form 
of rivalry between departments. In the preparation of evaluations and 
the conveyance of evaluation findings, however, these forms of commu-
nication seldom play a significant role.  

  6.3.3 Structural anchorage of evaluation in organizations 

 The  implementation of evaluations  within an organization aims primarily 
to contribute to multiplying organizational knowledge, and is to that 
extent to be understood as part of knowledge management. If processes 
are continuously monitored, the consequences of action observed and 
documented, cause-and-effect relationships investigated and uncertain-
ties as to the effectiveness of implemented measures reduced, the chance 
of more effective and more efficient collective action will increase. 
Having said that, the evaluation findings need to be processed in a way 
that is action-oriented and decision-oriented, and they need to be made 
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available by the time central management decisions are to be made by 
means of an appropriate knowledge management system. Knowledge 
management thus governs the utilization of evaluation findings within 
the organization via the measured impacts of organizational action. 

 The most important task is to ensure that the information required 
for decisions arrives in time at the place where those decisions are to 
be made. This point to the  formal structure  of an organization, in which 
the various agencies (departments, divisions, offices etc.) are ordered 
and placed in relation to one another. This gives rise to formal depend-
ences, in which certain departments are authorized to issue directives to 
others. This in turn raises the question of where in an organization an 
 evaluation department  is best established – and to what extent it should 
be linked to other units and tasks. 

 The answers to these questions are as diverse as the organizations 
themselves. Whilst some organizations establish their evaluation depart-
ment as a specialist team directly at management level, there are others 
which prefer to integrate it in line and associate it with tasks such as 
quality management, knowledge management, controlling, accounting, 
project planning etc. Depending on the solution, specific communica-
tion problems and power constellations may arise, such as can facilitate 
or impede the planning, conducting and use of evaluations within an 
organization. It is thus not possible to provide a general and universal 
answer to the question of where in an institution evaluation actually 
belongs. 

 A further criterion is the  overall control and authority to issue directives  
of the evaluation department in all matters relating to the conducting 
of the evaluation. Only if the evaluation department is empowered to 
make evaluation-related decisions that are binding on the operative 
units can it ensure constant quality. If the decisional power remains 
with the operational units and the evaluation department is not even 
granted a say in the matter, the evaluations will not be geared to the 
superordinate interests of the organization but only to those of the 
department. 

 Furthermore, the evaluation department is responsible for  quality 
assurance  for all evaluations conducted or commissioned by an organi-
zation. Just as in other organizational tasks, the creation of a special-
ized department can make it possible to recruit the appropriate expertise 
and/or generate it from empirical values. This accumulated specialist 
knowledge is then available to the entire organization and can be put 
to use by the operational departments. Accordingly, evaluation depart-
ments are also service departments. 
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 Even when it is essentially a matter of  self-evaluations,  which are 
intended to support the operational units in the implementation of 
their plans, it is advisable to concentrate not only the methodological 
skill but also the processing and analytical capacities centrally in a single 
evaluation department. This enables specialist knowledge and experi-
ence to be accumulated (and the quality of evaluations to be improved 
accordingly) and generalizable conclusions can be drawn, which will at 
the end of the day benefit all the members of the organization. 

 Beside this  area of tension between evaluation and operational units,  there 
are other potential divides. For example, there may be competence 
disputes between the controlling and evaluation departments; quality 
management functions may come to contradict the requirements of the 
evaluation; knowledge management may neglect the internal commu-
nication of evaluation findings etc. In other words, the evaluation may 
get caught up in an area of tension between neighbouring  monitoring 
and communication tasks . Lastly, there may also be conflicts with the 
 management,  who may attempt to delegate their own need to control 
and supervise to the evaluation department. 

 One last special form of the divide between evaluation and operational 
units should also be mentioned here because it occurs very often in prac-
tice. Projects and measures are not realized as an ongoing task, but designed 
to run for a certain limited period of time, i.e. they are placed temporarily 
within the organization. Accordingly, the evaluand is not the relevant 
operational unit of the organization, but the project for which it is answer-
able. In many cases the projects run quite autonomously and independ-
ently of the organization’s operational departments; sometimes, indeed, 
there is no great interest in the project’s progress on the part of these units 
(if it is not an important project or if it is one that is a long way from the 
mainstream of the department’s usual tasks). Accordingly, conflicts arise 
in the conducting of the evaluation not with the operational department 
but with the project management itself. This leads to a number of special 
features as regards the position of evaluation in the context of a project, 
and these will be looked at more closely in the next section.   

  6.4 Evaluation and ‘stakeholders’ 

 As we have noted, many activities within organizations are not carried 
out as routine tasks, and thus not as part of firmly institutionalized proc-
esses, but as  projects with limited resources that run for limited periods of 
time . Unlike the routine tasks, these projects are innovative undertak-
ings, the aim of which is to develop new concepts, put them to practical 
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tests and finally bring them to the stage where they are ‘ready for 
production’. Accordingly, much less knowledge about the impacts of the 
individual measures and activities is available to the organization in the 
case of projects than in the processing of routine tasks. Project manage-
ment thus makes special (and in some cases much higher) demands on 
the management of an organization, this being reflected, among other 
things, in a comprehensive range of specialized literature (cf. for example 
Kuster et al. 2008; Lessel 2008; Litke 2007; Schelle 2007). 

 Especially in non-profit organizations, the funding for such projects 
is often not provided by the organization alone but also by public or 
private  sponsors . The project conception may have been very largely 
fixed by the funding organizations in the form of invitations to tender 
and may thus only partly correspond to the objectives and ideas of the 
implementing organization. In some cases the project is not carried out 
by a provider alone but by a group of organizations that form a project 
management network. Especially international or European Union 
development policy projects bring together various different providers 
in consortia and networks of this kind. 

 Both project management and project objectives must, in the great 
majority of cases, take account of various – in some cases extremely 
diverse – interests of a great variety of organizations, groups and indi-
viduals. The term  ‘stakeholder’  has established itself as a generic term for 
this heterogeneous constellation of involved parties. It was coined as 
an offshoot of the term ‘shareholder’ (cf. also Chapter 1.4), which origi-
nated in stock-market parlance. ‘Stakeholder’ comprises all those people 
and groups of people who are in one way or another directly or indi-
rectly affected by the activities of a project, involved in it or interested 
in its outcome. Stakeholders can be members of the organization that 
is implementing a project, or they can be external people (e.g. target 
groups) or organizations (e.g. cooperation partners, suppliers, subcon-
tractors and suchlike). An exact distinction and definition of the stake-
holders varies depending on the complexity of a project, and the call for 
participant-oriented involvement on their part is accordingly more or 
less difficult to meet. 

 On the other hand, taking into account the various ‘stakeholder’ 
interests in time is an important component in the success of a project. 
Interest groups may boycott measures or cause considerable delay in the 
development of a project if they feel that they and their interests are 
not being sufficiently represented or – worse still – if they feel that those 
interests are threatened by the project. Often enough, a lack of  accept-
ance  among target groups, social elites or powerful lobby organizations 
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can even lead to the failure and abandonment of projects. The anal-
ysis and (long-term) observation of ‘stakeholders’ and their attitudes to 
the project and its measures are thus among the main tasks of project 
management (cf. Chapter 4). 

 The specific forms of evaluation and the components of  stakeholder 
involvement  associated with each make it clear that evaluations are inter-
woven in many different ways with the constellations of stakeholders’ 
interests. Both project providers and funding organizations, for example, 
are often under considerable pressure to succeed and thus sometimes 
exert pressure on evaluators to get them to depict their projects in as 
positive a way as possible. 

 The motives for this vary, and the direction in which the  presenta-
tion of the success of the project might be tweaked  can vary too. For lack of 
institutional funding, for example, many non-profit organizations are 
largely dependent on the acquisition of project funds. Consequently, 
attracting follow-up projects in time becomes a matter of vital necessity, 
both for the employees concerned and for the organizations themselves. 
An evaluation that confirms that the project management has made 
severe errors could have dire consequences; accordingly, in such cases, 
pressure may be put on the evaluators to point a finger at the funding 
organizations (‘too little funding for project management’), or at the 
partners or the context. On the opposite side, the funding organizations 
may be interested in cultivating a positive image in the public eye, which 
in turn puts pressure on the experts to allocate blame to the project 
provider (‘lack of project management competence’). Depending on the 
severity of the threat as perceived by those involved, it may become 
difficult for the evaluators to discern the true circumstances and ensure 
a correct presentation of them in dialogue with the stakeholders. 

 It is by no means certain that the stakeholders’ interests will be commu-
nicated to the evaluators openly and rendered transparent. Indeed, it 
is to be expected that a critical self-assessment of the project, coupled 
with expectations that negative evaluation findings will give rise to a 
highly threatening situation, may lead to cover-ups and obstruction of 
the evaluation process. Defence mechanisms of this kind can lead to 
overt or covert  campaigns to discredit  the evaluators with deliberately 
incorrect information, behaviour designed to damage their reputation, 
or refusal to cooperate. Accordingly, a project evaluation can at any time 
be a confrontational process. Building a trusting relationship between 
evaluators and stakeholders is of great importance. This applies particu-
larly to experts from beyond the project, who may be perceived by the 
stakeholders as ‘outsiders’. 
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 Particularly at the beginning of the evaluation process, evaluators can 
hardly estimate the  consequences of their assessments  of the project for 
the stakeholders, and their detachment from the project is one of the 
very reasons why. The objectively present and subjectively estimated 
‘threat potential’ of an evaluation is an important influencing factor, 
which can affect the success of a project evaluation considerably and 
must therefore be recognized early on. For example, the fears of donor 
organizations that evaluation findings might have a negative influence 
on revenue from donations once they become known to the public are 
by no means unfounded, and must be taken seriously. 

 Finally, evaluations themselves are to be understood as projects in 
which stakeholders’ interests are to be taken up and integrated into the 
process in order for them to be able to develop successfully. Transparency 
regarding their own procedures and evaluation criteria, openness with 
regard to the concerns and wishes of those involved, a readiness to 
compromise in conflict situations, patience and a certain ‘robustness’ 
with regard to accusations made in the heat of emotion, and persever-
ance with regard to the issue at hand while still paying heed to the justi-
fied objections of stakeholders all form part of the social competence of 
evaluators. 

 This applies particularly to international cooperation projects, in 
which cooperating with stakeholder groups also involves crossing 
different cultural borders. This begins in cooperation with experts from 
other cultural spheres in the evaluation team, comprising the diplomatic 
level of governmental agencies and agreements and the organizations 
and people actually working together within the projects, who repre-
sent not only an ‘organizational culture’ of their own but also different 
cultural spheres. The larger the number of people involved in a project, 
the more heterogeneous their number will be with a view to the cultures 
they belong to; the deeper the relationship of trust between those people 
and groups needs to be for the successful implementation of the project, 
the more complex the evaluation and the higher the demands on the 
evaluation team. 

 More problems arise on account of the stakeholders’ are being oriented 
more toward practical aspects and details. For example, unlike the eval-
uation department of the implementing organization, they are more 
interested in detailed information on the management of the individual 
project than they are in aggregated, generalizable information. Whilst 
the evaluation department aims to draw generally applicable conclusions 
for organizational action from the individual projects, this is precisely 
one of the things that will not interest the stakeholders. They wish to 
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use the existing knowledge and the insights gained from evaluations to 
optimize that particular project itself.  

  6.5 Conclusions and summary 

 In this final chapter, a number of influencing factors have been addressed 
that affect the fulfilment of the social purpose of evaluation which was 
introduced at the beginning of the book (cf. Chapter 1.1). The emphasis 
was on the control aspect, i.e. the task of evaluation to contribute to 
improving the impacts of political programmes, projects and measures. 
By concentrating on (collective) stakeholders, it was possible to point 
out a number of divides and difficulties in the planning, conducting and 
utilization of evaluations. 

 Having said that, the presentation has not claimed to be a complete 
or systematic analysis. These would have taken up far more space than 
was available, quite apart from the fact that so far work dealing with the 
evaluation environment is hardly to be found anywhere in the litera-
ture. Several important actors of particular importance in evaluations 
are therefore missing in this section. These include for example polit-
ical parties, foundations, associations, scientific institutions, consulting 
institutes, international organizations and many others besides. 

 Having said that, the institutions and organizations referred to here 
have not been selected arbitrarily but with a view to the three evaluation 
purposes that run through this book as a basic theme. In Chapter 1.1 
reference was first of all made to the  contribution made by evaluation to 
democratic enlightenment;  the importance of modern society and its polit-
ical institutions for the evolution of an evaluation culture was illustrated 
systematically, a culture focused mainly on learning about political 
action and its impacts. As a result, first in the 1970s in the USA, since 
the 1990s more so in Western Europe and in recent years increasingly 
also in Latin America, Central and Eastern Europe and to some extent 
also in Africa and Asia, evaluation communities have come into being; 
the history of these developments was outlined in Chapter 1.2. 

 With the growing complexity of modern societies, not only are the 
demands made on political management increasing, but also the number 
of social actors involved in the process. Modern societies can no longer 
be steered meaningfully by government edicts or the individual deci-
sions of lone potentates. Even the complex web of political agencies in 
modern democracies, which has come about in order to prevent power 
from being abused, is no longer sufficient to accomplish this, and in 
recent years there has – under the heading of ‘good governance’ – been 
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an increasing amount of discussion about the way in which civil society 
forces can be integrated into the governing process. These  more recent 
developmental tendencies  were introduced in Chapter 1.3 and the resultant 
perspectives of evaluation with regard to its three main purposes were 
discussed in Chapter 1.4. 

 Even if evaluation has historically been mainly policy-driven and 
continues to be so, the task of social enlightenment cannot be achieved 
by the  agencies of the political system  alone. Tribute has been paid to the 
latter’s central role in the emergence, development and future prospects 
of evaluation at various different junctures in this book, whilst on the 
other hand the institutions of civil society that are central to social 
enlightenment and the public (media) sphere have been neglected 
somewhat on account of their lesser importance for evaluations. This 
omission has been rectified in this closing chapter, the relationship with 
evaluation, still fraught up to now, being derived at the same time from 
the functional principles of these institutions and the action logic of 
the principal actors that follows from it. Whilst the democratic political 
system and its agencies meanwhile – very demonstratively – avail them-
selves of the instrument of evaluation, this is still much less the case 
with  institutions of social enlightenment . There too, however, there are 
definitely some positive development tendencies to be recorded. 

 Science, and thus the complex  science system,  very strongly marked by 
international exchange, are without doubt among the social institutions 
committed to enlightenment. Here, with reference to the development 
of evaluations, mainly two aspects need to be focused on: firstly, there is 
the issue of establishing evaluation in the existing research landscape – 
in other words the relationship between evaluation and science – and 
secondly the matter of using international research exchanges for social 
enlightenment within a country – and thus of the relationship between 
evaluation and politics. These two aspects were covered extensively in 
Chapter 2.1. It became clear there that, to a certain extent, evaluations 
fall between two stools. On the one side there are the  instrumental ambi-
tions of politics,  which cannot be eluded simply by a shift to civil society 
forces or institutionalization within the political system. This influence, 
also closely connected to the purpose of social enlightenment, is coun-
tered by the partly contradictory  technical aspirations of science,  whereby 
from the point of view of fundamental research, on account of the 
orientation toward assessment and utilization, the scientific integrity of 
evaluations is sometimes cast into doubt. 

 A tense relationship has resulted from this duality of standards, and 
it has a very clear influence on the evaluation environment. It points at 
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the same time to the second main purpose of evaluation,  the procurement 
of legitimacy for policy . In respect of the citizens and in particular civil 
society, political action can only be justified by an objective, independent 
and thus credible assessment, and not by (expert) reports written in such 
a way as to accommodate the wishes of the client or sponsor on the 
basis of questionable assessment criteria. Accordingly, evaluations can 
only serve this purpose at all through their scientific integrity. On the 
other hand, it is of little help in the implementation of political deci-
sions into concrete action if that assessment is made at the wrong time 
or if it is insufficiently practice-oriented. Evaluations mainly serve to 
procure legitimacy for policy when they produce meaningful findings 
adhering to scientific rules on the basis of predetermined criteria in time 
for rational political management, and provide the decision-makers on 
that basis with practicable recommendations as to how they should 
proceed. Ideally, the discovery and utilization contexts of an evaluation 
are separate from its actual research context: whilst politics continues to 
be responsible for the former, it assigns the latter to the evaluators in its 
entirety (see Section 2.1.3). 

 In view of the diversity of different evaluands, different times at which 
evaluations are carried out, different evaluation criteria and different 
evaluation actors, the question of  how evaluations are to be conducted 
meaningfully  cannot be answered simply, conclusively and unambigu-
ously for all cases. In Chapter 2.2 an attempt was made to provide an 
overview of forms of evaluation by applying the central questions of 
what is to be evaluated, to what end, how, by whom and applying what 
criteria. The form of programme and project evaluation that is most 
common in practice was mainly considered. Four central functions that 
guide programme evaluations can be identified: the gaining of insights, 
the exercising of control, the initiation of development and learning 
processes and the legitimation of the measures implemented (cf. Section 
2.2.3). The various different evaluation conceptions serve these func-
tions to a greater or lesser extent and can accordingly be classified using 
this schema (cf. Chapter 3.5). 

 At this point it already becomes clear that for this kind of evalua-
tion the  providers  play a central role. Being responsible for conducting 
or implementing a programme or project, they are on the one hand 
the most important audience of evaluation with regard to the manage-
ment decisions that the evaluation’s findings aim to influence. On the 
other, they are often also initiators or clients of evaluations conducted 
either internally by in-house evaluation departments or externally 
by independent experts, consulting firms or scientific institutes. The 
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advantages and disadvantages of these two forms were covered in detail 
in Section 2.2.5. In this concluding chapter, the divides between the 
various different actors inside and outside the organizations have also 
been outlined. Three primary aspects of organization have been empha-
sized: membership (Chapter 6.3.1), communication (Chapter 6.3.2) 
and formal structure (Chapter 6.3.3). Each of these areas takes on direct 
significance for the planning, conducting and utilization of evaluations. 
Constellations of actors that must be taken into account result from 
the structural framework conditions within the provider, and they may 
either assist the evaluation or impede it. 

 Constellations of actors in the environment of providers and evalua-
tions are, at the end of the day, responsible for the  development of various 
different evaluation conceptions , whereby we centre our approach around 
certain perspectives. For example, a number of evaluators see their own 
work primarily as applied social research, and hence see the convergence 
of theoretical and methodological demands in their own discipline as the 
most important task of evaluation. Others, by contrast, see themselves 
as advocates of the target groups who are supposed to benefit from the 
outputs to be investigated. Yet others emphasize the service character of 
evaluations, having to serve either the clients or the programme directors. 
Chapter 3 provided an overview of these approaches and some attempts 
at systematization. Note should be taken of the developmental tendency 
of evaluation approaches, which increasingly attempt to integrate a larger 
number of perspectives of the various stakeholder groups and disciplines 
and have accordingly become more complex, while also gaining in signif-
icance in terms of their ambition to explain and the spectrum over which 
they can be used. One such universally applicable evaluation approach is 
the CEval concept, explained in detail in Chapter 2.3. 

 On the one hand it is true to say that evaluations are, as described, 
policy-driven; yet they are actually primarily implemented in organiza-
tions, that implementation affecting the interests of some very diverse 
groups of actors. By delegating responsibility for political action to 
organizations via programmes and projects, policy on the one hand 
improves legitimacy and the citizens’ chances of participating, but on 
the other also enhances the effectiveness of  political management . If 
evaluation is implemented early on, in the planning stage, as a fixed 
element in the course of a project or programme (for example in the 
form of a closed monitoring and evaluation system), it can at different 
points in time make an important contribution to this management 
task. At the same time, it mediates between the interests of the imple-
menter (i.e. the provider involved), the beneficiary from the outputs (i.e. 
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the target groups of the measures) and the sponsors (mostly the polit-
ical decision-makers who sponsor programmes and projects in order to 
achieve certain political aims more effectively and efficiently). 

 The ‘timing’ of the evaluation is tricky, as it must, in the course of 
the programme or project, provide information relevant to upcoming 
management decisions, and it must do so in time. Since evaluations 
themselves are a complex  social process,  which calls for a certain amount 
of work up front not only for methodological reasons, careful planning 
is necessary that does justice both to management requirements and 
quality requirements. The steps that are ideal-typically necessary in 
the preparatory, conducting and utilization phases of evaluations were 
presented in detail in Chapter 4. 

 As the quality of an evaluation is very closely associated with the 
quality of the information it generates, the actual  research process , i.e. 
preparing to gather data, actually gathering it, and then analysing and 
interpreting it, is of special importance. The special framework condi-
tions in an evaluation include time pressures – these are much greater 
than in fundamental research – which calls for a certain pragmatism 
and ability to adapt rapidly to extremely diverse framework condi-
tions. Since apart from that the consequences of research errors are far 
more serious on account of their being used in management processes, 
mixed-methods concepts have meanwhile established themselves 
as the  ‘route du roi’.  An overview of the various social science tech-
niques that can be brought to bear in such evaluations was provided 
in Chapter 5. 

 Programmes and projects form a social framework in which their 
evaluations move (Chapter 6.4). The generic term ‘ stakeholder’  
comprises all the groups of those involved and affected who have a 
particular interest in the programmes and projects and their results. 
These interests are affected to a greater or lesser extent by evaluations, 
which often lead to reactions on the part of the respective interest 
groups. At the end of the day, the integration of the evaluation into 
political management also means that the evaluation is tangled up in 
the political conflicts associated with that management, and yet must 
search with critical detachment for rational solutions that do justice to 
everyone. This too is an important contribution made by evaluations 
in democratic society. 

 In our society at least, as described in the introduction, evaluations are 
‘in’. The use of the term is spreading in an inflationary manner, and the 
order books of consulting firms and university institutes are well filled. 
More and more government and non-governmental organizations are 
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setting up evaluation departments, or at least regularly purchasing eval-
uation services on the market. As a direct consequence, the demands 
made on evaluation are becoming more complex and thus calling for 
more complex conceptions and more specialized personnel. Knowledge 
of different empirical social inquiry procedures must therefore be 
combined with specialist knowledge from different scientific disciplines, 
including specific experience and social competence in dealing with 
evaluations. 

 However, in view of the fact that the term evaluation is not protected, 
anyone at all has been allowed to offer evaluation services so far. It is not 
always the case that the complex and unmanageable requirements are 
actually met by the providers. There is a danger that the term evaluation 
may fall into disrepute – and indeed there are already examples of this.  7   
Professionalization is a matter of necessity; forming evaluation societies 
and issuing evaluation standards were the first important steps on this 
road. With the  Zeitschrift für Evaluation  and the ‘forum-evaluation’ on the 
Internet, furthermore, opportunities have been created for professional 
exchange. The establishment of study courses in their own right and 
proper training opportunities must follow – and here too, some initial 
successes can be recorded. Nevertheless, the following still holds true: not 
until evaluation has been anchored in society as a generally recognized 
professional instrument can it fulfil its purpose and make a contribution 
to political control, the legitimation of policy and social enlightenment.  

    Notes 

  1  .   This does of course not mean that the institutions of the political systems 
described at the beginning do not have any interest in (impact) evaluations 
or that they see them exclusively as an authority for legitimation. On the 
contrary, government agencies – in particular the ministries and their authori-
ties – are the most frequent clients of evaluations and the impact discussion is 
coloured by them to a very great extent.  

  2  .   Civil society thus represents that part of a society which participates actively 
and in a self-determining way in its management outside the political system. 
People who do not make this contribution, or who only do so as a result 
of governmental coercion, thus cannot be considered part of civil society. 
According to this very general definition, civil society is not a stable and 
permanently definable subset of society, but on the contrary distinguishes 
itself by a high degree of mobility and change in its readiness to participate 
and the forms of that participation (cf. for example White 2004; Cohen & 
Arato 1992; Seligman 1992; Wood 1990; Gramsci 1976).  

  3  .   Cf. particularly Neidhardt (1994: 7) on the term  öffentlichkeit ; other defini-
tions and conceptional versions of the institution of the public sphere can for 
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example be found in Imhof (2006); Jarren and Donges (2006, 2004); Habermas 
(2001); Goffman (1999); Sennett (1998); Peters (1994).  

  4  .   The selectivity of the term ‘institutional independence’ between client and 
contractor in an evaluation is however often difficult to judge in practice. 
There may for example be dependencies between organizations that are 
formally separate as a result of the repeated awarding of contracts. On the 
other hand, in large-scale organizations the independence of an evaluation 
department may be ensured by formal rules and may even be greater than that 
of external implementing organizations that are largely dependent on the 
client from an economic point of view. As a rule, however, the institutional 
independence of an evaluation can only be guaranteed by formal segregation 
of membership.  

  5  .   The term ‘clientele’ is used here to designate the total number of potential 
members of an organization. That number is limited solely by the organiza-
tion itself. The trade unions for example would like to represent all employees 
within a given sector and exclude employers and employees from other 
sectors from membership by formal rules. Given the individual freedom of 
choice as regards trade union membership, however, the organized employees 
form only a subset of this clientele.  

  6  .   In a certain sense, the relationship of a company to its regular customers is 
also to be placed in this category, as long as there are no formal attachments 
(such as a subscription).  

  7  .   For example school or university evaluations are sometimes understood 
as ‘routine exercises’ prescribed ‘from above’, which are treated as more of 
a burdensome obligation than with any conviction that they may actually 
be useful to the school or university itself. If as a result the findings are not 
reflected either and their utilization is not made transparent, this effect of 
‘reluctance’ to participate is exacerbated.  
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