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Preface 

In neurophysiology, the emphasis has been on single-unit studies for a quarter century, 
since the sensory work by Lettwin and coworkers and by Hubel and Wiesel, the cen­
tral work by Mountcastle, the motor work by the late Evarts, and so on. 

In recent years, however, field potentials - and a more global approach general­
ly - have been receiving renewed and increasing attention. This is a result of new 
findings made possible by technical and conceptual advances and by the confirma­
tion and augmentation of earlier findings that were widely ignored for being contro­
versial or inexplicable. 

To survey the state of this active field, a conference was held in West Berlin in 
August 1985 that attempted to cover all of the new approaches to the study of brain 
function. The approaches and emphases were very varied: basic and applied, electric 
and magnetic, EEG and EP/ERP, connectionistic and field, global and local fields, 
surface and multielectrode, low frequencies and high frequencies, linear and non­
linear. The conference comprised sessions of invited lectures, a panel session of 
seven speakers on "How brains may work," and a concluding survey of relevant 
methodologies. The conference showed that the combination of concepts, methods, 
and results could open up new important vistas in brain research. 

Included here are the proceedings of the conference, updated and revised by the 
authors. Several attendees who did not present papers at the conference later ac­
cepted my invitation to write chapters for the book. 

This book presents the broadest possible picture of current Western research on 
this subject and includes contributions by most of the recognized scientists in this 
field. Therefore, it should be of interest to neuroscientists, neurologists, and all basic 
and clinical investigators concerned with new techniques of monitoring and analyzing 
the brain's electromagnetic activity, including the application of the new understand­
ing of nonlinear dynamics to brain function. 

The conference was held in West Berlin's modern International Conference 
Center. I am grateful for the support from the Senate of West Berlin that made the 
conference possible. 

I also thank Theodore Melnechuk for assisting me in planning and co-chairing the 
session on "How brains may work" and for editing its transcript, as well as for his 
general editorial assistance with the entire book. For assistance in planning and ad­
ministering the conference, I thank my secretary Miss Kristine Kay, Dr. Joachim 
Raschke, and my laboratory staff members. 

The organizer wishes to thank the following institutions for providing financial 
support: the Senate of Berlin, Berlin; Bayer AG, Leverkusen; Data-Analysis Com­
puter Systeme GmbH, Ottobrunn; Dragerwerk AG, Lubeck; Gesellschaft der Freunde 
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und Forderer der Medizinischen Universitat zu LUbeck, LUbeck; Ernst Leitz KG, 
Hamburg; Science Trading GmbH, Frankfurt/M.; S.H.E. GmbH, Aachen; and 
Sternkopf GmbH, LUbeck. 

ERoL BA~AR 
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1. Compound Potentials of the Brain: 
From the Invertebrate Ganglion to the Human Brain 



Compound Potentials of the Brain, Ongoing and Evoked: 
Perspectives from Comparative Neurology 

T. H. BULLOCK 

1 Introduction 

From the point of view of general biology, it is not surprising that one can record a 
compound fluctuating field potential from the brain. Our expectations come from 
several directions: 

1. Fluctuating membrane potentials and various kinds of episodic potentials of 
action or oscillation are of general occurrence among nerve cells as well as other 
kinds of cells, for example, the cells of the blastula (Burr and Bullock 1941), the 
skin, gland, gut, muscle, and blood vessels. 

2. At least six different kinds of active potentials are known in neurons and parts of 
neurons, including synaptic potentials with various properties, hyperpolarizations 
with long duration and decreased conductance, plateau potentials, pacemaker 
potentials, spikes, and negative and positive afterpotentials. The power spectrum 
of all these processes extends from dc to several kHz. 

3. Lamination or other geometric biases can be expected to influence the summing 
of these cellular sources in special situations. 

4. The null hypothesis of the independence of generators predicts a certain level of 
coincidence, depending on the duration of the cellular event and the definition of 
simultaneity. 

5. Therefore large numbers of generators, small and large, are operative, in all 
orientations, some rhythmically but many episodically and generating broad-band 
signals, mostly spreading decrementally. The composite will therefore have a lot 
of spatial microstructure and less and less structure at macro levels. What cannot 
be predicted is the amplitude, frequency, and spatial and temporal structure. 

The last-named features will depend on the severe anisotropy of typical nervous 
tissue, with a labyrinth of low-resistance spaces between high-resistance cells, many 
high-resistance clefts and high-capacitance membranes. In addition, they depend on 
the heterogeneity of kinds of nerve cells and the inhomogeneity of their processes. A 
wide spectrum of velocity of spread of excitation will influence the composite field 
potentials. The degree and extent of synchrony of activity among contiguous or non­
contiguous somata, or among dendritic arbors or axonal collaterals and terminals, 
will be an important determinant. The variable participation of each of several classes 
of neuroglial cells, and the possible contributions from ependyma, pia mater, and 
blood vessels, besides sources not yet recognized, cannot be neglected. Even in a 
well-ordered, relatively simple nervous tissue, with quite regular neurons, input im­
pulses will arrive stochastically, output impulses will arise in some staggered tempo, 
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4 T.R.Buliock 

and synaptic currents and other subthreshold events of various kinds will come and 
go without averaging to a smooth vector sum in the external current path, if mea­
sured in a manner that does not alter the field structure. 

The purpose of this essay is to add to the five starting points above some propos­
itions about the fundamental nature of ongoing and evoked compound field poten­
tials of the brain, designed to be heuristic by increasing the sources of new data, both 
technically and in respect to variety of species. Starting from first principles, let us re­
examine the phenomena we study every day from the general physiological perspec­
tive and look at the manifestations of ongoing and evoked activity in brains of lower 
vertebrates and invertebrates. After all, it was in these taxa in which most of the 
stages of evolution of this most evolved of all systems took place. 

The first thesis I would like to propose, therefore, from general biological consid­
erations, is that we should not think of ongoing activity in the brain as simply the sum 
of synaptic potentials, as some authors imply and others explicitly state. Nor should 
we think of the EEG as simply the sum of synaptic and spike potentials, or the result 
of diffuse synchronization or of a driving rhythm, unless good evidence for such a 
limitation is adduced. Instead, we should start with the assumption that all the 
sources I have listed, plus others not yet recognized, are contributing. That means 
very large numbers of microscopic dipoles, most of them ac or fluctuating sources (in 
addition to being dc sources), and a basic or ground state of near independence of 
these sources. Any degree of synchronization above the level of coincidence requires 
proof of its reality, as well as special explanation. This position seems to me the most 
tenable as well as suggestive of new approaches. 

2 Hierarchy of Complexity; Bottom-up Approach to Information Richness 

As a long-time observer in this field, I am impressed by the divergence of frames of 
reference or perspectives among workers. The first level of divergence is in what we 
expect or aim for; what represents an explanation or insight. 

The EEG seems to mean quite different things to different workers, each confi­
dent because his/her view is based on hard data. Some appear virtually to identify the 
EEG with alpha or with 8-12 Hz activity and practically ignore the rest of the power 
spectrum. Some appear to consider the human EEG as the basic phenomenon and 
ignore species differences. Some appear to consider the scalp-recorded activity as the 
phenomenon of interest and think only on occasion about the variety of forms of cel­
lular activity in different cortical laminae and subcortical nuclei, or about the local 
inhomogeneities glossed over by electrodes that must look through the scalp and 
skull. Some think of the EEG as essentially similar to travelling waves at the surface 
of a pond. Few authors are concerned with the microstructure of the field potentials 
in the brain on a scale below 5 mm, or the temporal nonstationarity in the domain 
below about 2 s. 

Of course there are notable exceptions and I appreciate many insightful authors 
such as Petsche, Lopes da Silva, Creutzfeldt, Adey, Elul, Freeman, and others, and 
the pioneers, like Adrian, Bremer, Gerard, and a goodly list of others. In this intro­
ductory paper I am unable to reference most authors who should be cited in a full-
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Fig. 1. Scheme of some of the supposed generators of the constituent fields that sum to the observed 
electrical activity of the brain. The sum of each line is a constituent of the next 

dress history, or to give the data for most of the assertions I make. My purpose is to 
convey a research agenda by pointing out some opportunities and needs based on 
perceptions of the shortcomings of our present picture. 

Let me start with a graded series of abstractions of some underlying factors that 
must contribute to the EEG (Fig. 1). These are not novel but fully compatible with 
classical notions (Adrian and Matthews 1934; Creutzfeldt and Houchin 1974; Lopes 
da Silva and van Rotterdam 1982). 

Note that synchronization can increase the power at certain frequencies but its 
consequences are not simple. We are speaking of events with a significant duration, 
so that the general case is not one of perfect coincidence but some degree of overlap; 
moreover, the effect depends on the dipole orientations. Both of these factors are in­
fluenced by the low-velocity spread of even subthreshold events, a spread which re­
orients the field as it turns corners and extends into branches. 

Synchrony is probably much less than 100% in the usual range of normal states. 
It may be only slightly above the chance level of the null hypothesis. In view of the 
difficulties of knowing the number of potentially independent generators active at 
any time, we may say it is actually impossible to decide how much agreement among 
units is the chance level. Cooperativity as distinct from independence is not 
adequately measured by synchrony in the usual sense of overlap in time; delayed 
dependence may be common. Synchrony may take several cycles to become estab­
lished. 

I am taking an approach diametrically opposite to the classical effort to dissect the 
components of the EEG, assess their importance, and attempt to state the main con­
tributors - an approach that has been called top-down, starting as it does with the 



6 T.R.Bullock 

observed EEG. Instead, I am trying to recognize all the potential contributors and 
the geometric factors that may determine their summation - a kind of bottom-up 
approach. The reason is, I believe, that we must assume all the factors I have men­
tioned - plus, no doubt, others I have omitted - are relevant somewhere. I think 
we have been significantly limited in our thinking and hence in research by identify­
ing the phenomenon with the output of our particular measurement techniques, re­
calling the blind men describing the elephant. 

I want to lift up the possibility that the ongoing compound field potentials in the 
brain, in their fine structure in space and time, are much more information-rich than 
we have generally assumed or acted upon. The usual assumption has been that the 
neural representation of behavior and perception is only to be sought in the temporo­
spatial pattern of unit activity - usually considered to be simply spike activity. In­
stead, my understanding of the anatomy and its ever increasing order and decreasing 
chaos leads me to propose that also at the levels of assemblages or masses of smaller 
or larger dimensions, the composite activity, especially prespike activity, will have 
significant local differentiation and is not entirely blurred. Columns or slabs, 
laminae, patches, and glomeruli are some of the reminders of order, even though 
they may consist of heterogeneous arrays of neurons. 

3 Needs and Opportunities for New Approaches 
to Tap Information Richness 

In discussing what kind of information richness there could be that is not already well 
sampled by the large battery of sophisticated techniques now in use in EEG analysis, 
I will speak of only two domains, but each is a major challenge, technically and con­
ceptually. A prime aim of this paper is to suggest a research agenda worthy of major 
effort and support. 

The first domain of opportunity and need is multichannel, wide-band recording 
with controlled electrode spacing in the millimeter range or less. The need is to ex­
tend the elegant pioneering work such as that of Petsche and his colleagues to the 
three-dimensional array instead of the one-dimensional row of electrodes. The 
hardware challenge is fabrication, placement, control, and verification of electrode 
positions with such a density of electrodes, without damaging too much tissue. 
Microelectrodes displace a very small volume at their tips but when recording at any 
depth, the usual tapering form results in a significant displacement along the shank 
or length if the electrodes are only a millimeter or less apart. New electrode design 
is urgently needed for three- and even for two-dimensional analysis. The software 
challenge is to deal with enough data to reveal pattern or meaningful distribution 
over a sufficient volume of tissue for a sufficient period of time and to reduce it in 
useful ways and display it so as to optimize the use of the human faculties. 

Several laboratories are making strides in one or another of these respects 
(Kruger and Bach 1981; Kuperstein and Eichenbaum 1985; Petsche et al. 1984; 
Pickard 1979; Praetorius et al. 1977; Prohaska et al. 1979), yet an adequate and prac­
tical solution of the several severe demands still requires some major development. 
Most effort is currently directed at unit spikes, discarding the low frequencies. This 
is partly because the information overload on the investigator is serious, even limit-
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T. H. Bullock 

Fig. 3. Power spectra of the 
EEG of several species. The 
vertebrate ongoing activity 
was recorded from the cere­
brum (sea lion, Zalophus and 
rattlesnake, Crotalus) or 
tectum (shark, Carcharhinus) 
in the quiet, unanesthetized, 
awake state with bipolar 
electrodes. The octopus activ­
ity was from the vertical lobe 
in a similar state. Crayfish 
(Cambarus) activity was from 
the circum esophageal connec­
tives near the brain. Note the 
difference in scale on the 

1000 abscissas. (From Bullock 1983) 

ing ourselves to the presently familiar forms of wide-band analysis, such as power 
spectra, cross spectra, current source density, and coherence. 

The second domain of opportunity and need is even more formidable, namely 
imaginative extension of the forms of analysis. Even for the single-channel record, my 
strong feeling is that we might be missing the main characteristics of the information 
flow and this is vastly more true for the multichannel case. It often helps to think of 
commonplace analogies. It is not only the skilled garage mechanic but also you and 
I who can distinguish and even identify in less than 1 s many wide-band, noisy 
sounds, such as the rustling of a newspaper, rubbing of hands, soft and heavy breath­
ing, the breeze in the pine trees, the flowing brook (Fig. 2), and a virtual infinity of 
others. These examples are simple, nearly continuous signals. Think what we do with 
speech, even whispered or hoarse-voiced speech without prominent carrier frequen­
cies, even in the presence of high levels of disturbing background, even when that 
background is quite structured. Think of the difficulty and the limited success 
achieved in computer analysis of speech; I mean the recognition of words or signals 
of meaning, so as to control a typewriter, for example. At the least, this analogy sug­
gest that we should not treat the ongoing brain activity as a stationary process even 
for periods as short as 1 s and we should advance beyond arbitrary averaging of suc­
cessive segments (Fig. 3). 
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Another analogy comes to mind: the discovery of whale songs. Think of the met­
ers and meters of sound spectrograms - noisy, gray smudges - that Payne and 
McVay (1971) pored over before they noticed a pattern repeating every 12 min! The 
human eyes - and I would add the ears working together with the eyes - are better 
than any computer program at recognizing unpredictable patterns. 

Likewise for the more adequate treatment of evoked potentials, we should ad­
vance from the assumption that they arise from a background of irrelevant noise to 
be averaged out and instead look for the causes of the trial-to-trial fluctuations in 
form as well as amplitude. This is a difficult demand to carry out and is easy to ig­
nore. My purpose is mainly to remind ourselves that it is so easy to average that we 
are likely to be bemused into forgetting the reality of highly variable potentials fol­
lowing adequate stimuli. Efforts in the past to discover categories of evoked poten­
tials to the same repeated stimulus should be extended. There is reason to hope that 
we can bring the variance under control, at least somewhat, as McDonald (1964) did 
many years ago when he greatly increased the amplitude of the average evoked 
potential by a simple contingency of giving the stimulus after a 3 s interval plus an 
additional interval until the EEG was of low amplitude for 80 ms. 

4 Justification of the Assumed Information Richness 

There are many reasons why I think there might be information rather than simply 
stochastic machine noise in the details of the temporal and spatial structures between 
points 1 mm and less apart. The case seems to me overwhelming that such fine struc­
ture is present and meaningful, at least as an epiphenomenal sign of what is happen­
ing, and perhaps also in part as causal signals for neurons. 

The first reason is that fine structure is there. We know from findings such as 
those of Petsche et al. (1984) that coherence can be very different in tenths of a milli­
meter across the cortex, and we know from their work and that of others like 
Mitzdorf (1985) that current sources and sinks can be smaller than a cortical lamina 
and can change in milliseconds. These are averaged findings, which, no doubt, have 
suffered some broadening. 

A second reason is that fine structure must be there, to judge from our accumu­
lated understanding of how nervous tissue works. We are well past the days when we 
could think simply in terms of circuits whose connectivity in terms of nerve impulse 
distribution explained their function. We realize that not only local circuits but also 
the three-dimensional geometry of arbors and ramifications, the spacing of the hun­
dreds or thousands of synapses in the electron microscopist's usage, which act to­
gether to make one synapse in the physiologist'S sense, the whole congeries of sub­
threshold potentials that integrate direct and modulatory influences and control 
transmitter rell::ase without or between spikes are all real, and extremely differen­
tiated among bits of nervous tissue here and there. We realize today that neurons are 
much more different than we used to think, and the numbers of essentially indistin­
guishable neurons much smaller; one estimate (Bullock 1980) says that equivalence 
sets of more than 200 neurons are rare. 

The resulting compound field potentials are bound to be a mixture, both stochas­
tic and determinate or predictable; both apparently random and clearly consistent or 
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patterned. Information nearly as rich as perceptions and behavior must inhere not 
only at the level of neuronal units but also higher, at assemblage levels. It cannot 
drop to complete disorder, even at the level of 100000 neurons - a number that 
occupies an area a bit over 1 mm3 in our cortex, and a volume that is highly coherent 
in field potential activity with the adjacent 50 or 100mm3. 

A third reason for believing the EEG is information-rich on the millimeter and 
millisecond scales is that the fine structure of the ongoing background, from the little 
that we know of it, is so much like that of the evoked activity, which, we can assume, 
represents meaningful signals. 

A fourth reason is that I have to believe, until shown otherwise, that there are 
meaningful differences in the ongoing transactions of areas 17, 18, 19, 7, 5, 3, to 
mention a few on top, and of different patches in the corpus striatum and different 
laminae and x and y coordinates within them in the lateral geniculate nucleus 
(LGN) , as examples. That means I do not subscribe to the view that the cortex is 
made of perfectly equal modules. Even if there are somewhat similar modules, they 
must be receiving differently patterned input, even in the quiet, resting subject. 

A fifth and equally important reason comes from considering the comparison of 
species instead of comparing parts of the brain. At least when we compare the alert 
human species and any other, particularly if that other is a fish or a frog, the vastly 
more sophisticated operations commonly present in the human species, judging by 
its cognitive transactions, compel me to consider the possibility that at least some 
blurred reflection of that difference may be discernible in the compound field poten­
tials, if we look in the right way. 

The main message of this essay is to assert that we need to think up new ways of 
looking at the field potentials, both the stream of waves on the single channel, and 
the patterns among many closely spaced channels; both the ongoing and the evoked. 
Of course this will not suffice, even when we solve the enormous problems outlined 
above. We will only have some clues as to how the brain works - just as single unit 
studies only give us some clues. We need all the windows we can peer through, and 
more. 

5 Comparison Across Species, Classes, and Phyla 

The surprising result of comparing major groups of vertebrates is that, so far, no dif­
ference can be said to be consistent between the microelectrode, intracerebral elec­
trogram of elasmobranchs, teleosts, amphibians, reptiles, birds, and mammals. No 
consistent differences have been established among the classes and no consistent cor­
relations are known with brain size, neuron number or density, lamination, or corti­
cal development. Species peculiarities, such as the prominence of alpha activity in 
many though not all humans and a few other taxa, are few or little known. In gen­
eral, the differences between parts of the brain and between individuals and espe­
cially between states of the same subject are far greater than the candidate differ­
ences between species or classes. To be sure, one difference between classes is that 
no slow-wave sleep is found in fishes, amphibians, and perhaps even reptiles (Allison 
1972). Apparently all vertebrates, from the mesencephalon forwards, have smooth, 
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slow brain waves, mainly below 40Hz, the energy maximally < 15Hz and falling off 
above that maximum more or less steeply, sometimes> 10 db per octave - whether 
large mammal or tiny fish, with or without cortex, whether in highly ordered centers 
with regular arrays of cells and processes or in centers not notable for patterned 
structure (Enger 1957; Hobson 1967; Klemm 1969; Laming 1980, 1981, 1982, 1983; 
Laming and Savage 1981; Schade and Weiler 1959; Segura and deJuan 1966). 

In sharp contrast to the EEG of any vertebrate, most of the higher invertebrates 
(annelids, arthropods, and gastropods) have ongoing CNS activity dominated by 
spikey, fast, high voltages, whereas low frequencies, though present in the power 
spectrum, are of such low voltage as to be almost unnoticeable, apart from compo­
nents of broad spikes and afterpotentials. The power spectra show relatively high 
activity above 100 Hz. I suspect this striking difference between vertebrates and in­
vertebrates is not due to the size or number of cells but is a consequence of some im­
portant underlying difference in the cooperativity of somata, dendrites, and 
neuropile. 

Interestingly, the cephalopods such as octopus have ongoing brain activity, in re­
spect to the prominence of low frequencies, more like that of vertebrates than of 
other invertebrates (Bullock 1984). They have a peculiarity that has long delayed 
analysis, namely an ability to switch from an electrically active state to a state of vir­
tual electrical silence. 

It seems likely that the vertebrate-invertebrate contrast could tell us something 
about the nature of compound field potentials (Bullock 1945) and that it must have 
other dimensions besides the power spectrum. The comparison has so far been made 
almost exclusively on the power spectrum. There may well be a significantly lower 
root mean square voltage in our samples of elasmobranchs, fish, and frogs, but a 
careful systematic study of this simple parameter has not been done. It is my conten­
tion that our bases for comparison have so far been as inadequate as though we were 
comparing human languages among different cultures merely by microphone records 
of voltage against time, power spectra, and amplitudes. Surely a battery of descrip­
tors is needed to find EEG correlates of the well-known and striking differences be­
tween, for example, fish and mammals in histological differentiation. 

A few suggestions for other dimensions not yet adequately surveyed are the fol­
lowing. These are very inadequate suggestions in the face of the contentions I have 
put forward and they are not new ideas, yet they are measurements which are still 
little used as ways of comparing states, parts, or species. 

One is coherence plotted against distance between recording microelectrodes on or 
in the cortex (Fig. 4). It is no surprise, but it has not been systematically quantified 
before, that at each frequency coherence declines with distance in the mammalian 
cortex (Bullock 1983; Bullock et al. 1983, 1984). It is not a simple space constant or 
monotonic decline and cannot be anticipated on either theoretical or experiential 
grounds. Our sample of data is still limited. Coherence on the surface of the resting 
rabbit cortex is significantly less than 1.0 already with separations of 0.5 mm in some 
samples. Within about 4-6mm in typical cases, coherence in the frequency band 1-
5Hz falls to about 0.5, at 5-lOHz to approximately 0.4, at 10-20Hz to approxi­
mately 0.35, at 20-40 Hz to approximately 0.3. While the variance is large, this trend 
is quite consistent. The decline with log distance is more sigmoid than linear. 
Another trend is less consistent - a decline in coherence with frequency at a given 
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Fig. 5. Power spectra for the "low-voltage fast" (thin line) and "high-voltage slow" (thick line) sets, 
averaging from 18 electrodes for at least 2 min each (same experiment as Fig. 3). Clearly, the princi­
pal difference between the two states is in the power spectra and much less in the synchrony (Fig. 4) 

distance; this often shows plateaus and steep slopes. At 16mm and sometimes even 
at 8 mm in the rabbit, coherence is usually indistinguishable from the null hypothesis 
of independence; put the other way, a small, significant coherence can often be de­
tected for low frequencies at 8 mm and sometimes at 16 mm. 

Coherence may decrease with distance much more gradually in the vertebrates 
than in most higher invertebrates, even at low frequencies. We are accumulating ex­
perience with this measure but it is still too early to generalize. 

Coherence plotted against distance between recording sites represents a measure 
of synchrony, possibly the best one available; the falling curve reflects the volume of 
tissue above a given level of coherence. As such it does not always agree with the 
eyeball expectation (Danilova 1975) (Fig. 5). During a high-voltage slow-wave state 
that might be early sleep in the rabbit, the coherence in each band is only very 
slightly higher than in a low-voltage, fast, alert state. The so-called synchronized 
record may reflect mainly a change in the power spectrum in favor of low frequencies 
(Bullock et al. 1984). In midseizure brought on in rats by metrazol, coherence is not 
especially high for small distances nor low for larger distances, but bunched at ap­
proximately 0.7 in the band of maximal energy, 12-16 Hz, in spite of frequent broad 
spikes synchronous in all channels (Bullock et al. 1983). 

Coherence with distance also contributes to a potentially revealing picture of the 
fine structure of the electrogram in space, in the 0.5-5 mm range. This is especially 
needed in the tangential plane of the cortex and within noncortical structures such as 

Fig. 4. Coherence as a function of frequency (top) and distance (bottom), for pairs of electrodes at 
different separations; alert rabbit, dorsal cortex. Top, pairs of averages of 15 epochs of 3.2s each 
show that there are consistent differences, according to the separation, but only in the general level, 
not the fine structure. Coherence tends to fall with distance and, less regularly, with frequency. Bot­
tom, using the fall-off with distance as a measure of synchrony, samples are compared from a high­
voltage, slow "synchronized" state and a low-voltage, fast, "desynchronized" state in another rabbit 
implanted with 16 electrodes on the pial surface. The points are grand averages of samples represent­
ing the coherence between given pairs for 39 consecutive 3.2 s epochs, repeated up to three times 
approximately 20 min apart; for some abscissa values only two pairs, for others up to 48 pairs shared 
the same separation. The differences between the "low-voltage fast" set ( +) and the "high-voltage 
slow" set (0), though small, are highly significant at 1.2-5, 10-20, and 20-40 Hz, but not statistically 
significant at 5-10 Hz 
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Fig. 6. Other EEG descriptors. Top, EEG of turtle hippocampus in the resting state, recorded via 
wide-band (I-90Hz) and four narrow-band filters, with the envelopes computed as the magnitude 
of the "analytic signal" obtained from the data sequence by suppressing the negative frequencies and 
doubling. Bottom, power spectra of the wide-band EEG and the four envelopes. It is typical of 
nearly all EEG records that narrow-band amplitude waxes and wanes continually and is not constant 
even for a few seconds 

the diencephalon, the basal ganglia, and the nonmammalian pallium. It is more 
difficult to look for temporal changes in synchrony in the range of seconds by the 
method of coherence decline with distance, since we need a good deal of averaging 
to get reproducible coherence estimates. Nevertheless, it may be a parameter that is 
fluctuating importantly. 

The quantitative estimation of synchrony might be a useful part of a battery of de­
scriptors for comparing major brain regions and states of the animal and possibly also 
between classes of vertebrates. 

Another group of descriptors with which we are accumulating experience begins 
with the separation of the wide-band EEG into several, typically four, digitally band­
pass-filtered components (Ba~ar 1980), typically approximately one octave wide. We 
then compute the amplitude envelopes of these components and make comparisons 
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Ray, optic tectum, single flash to eye 

lOOms 

Aplysia , cerebral ganglion ,. electr ic shock to connective 

Fig. 7. Evoked potentials of lower forms. Top, an elasmobranch, showing that late waves are not 
necessarily broad and can arise in brain stem levels. Actually, these main peaks arise in the retina 
with nearly the same latency as observed in the tectum. Bottom, a gastropod mollusc, showing that 
in spite of a predominantly spikey ongoing background activity, the neuropile of an invertebrate 
ganglion can respond to a synchronized nerve shock with a slow evoked potential, presumably due 
to several factors including conduction velocity dispersion, wide soma potentials, long afterpoten­
tials and imperfectly synchronized postsynaptic potentials. lOOms applies to both time scales 

of these (Fig. 6). The power spectra of the envelopes show major modulations, at 
1 Hz and even higher, in the amplitudes of all components. Correlations between the 
envelopes of the different bands measure the congruence of waxing and waning be­
tween the frequency components. 

Evoked potentials likewise show as much or more variety within a given species 
of mammal, when we compare recording loci from cord to medulla to cortex, as they 
do between fishes and mammals. It is not necessary to illustrate this familiar fact, but 
I show an example to remind you that subcortical flash - evoked potentials can have 
brief but long latency components in fish (Fig. 7) and another example to show com­
monality among wide-ranging species in the early click-evoked auditory brain stem 
responses (Fig. 8). At the moment we are more impressed by the similarities in 
evoked potentials among all species than any ostensible differences. Perhaps non­
human species will lack an event-related potential to a bad joke or incongruous sen­
tence, but fish have both early, fast evoked potentials and late, slow evoked poten­
tials. This is not the place to enter into issues such as whether the evoked potential 
is properly understood as a stabilization or other transform of the ongoing activity 
or is partly or largely new activity of cells that were previously relatively quiet. In­
vertebrates (insects , crustaceans, gastropods, cephalopods) also show both fast and 
slow evoked activity. What characterizes each major group is not the presence versus 
absence but the details of the level of the brain , the modality, and the form of the 
stimulus associated with each evoked potential shape. 
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Fig. 8. Auditory brain stem responses (ABR) of several species, recorded outside the brain by 
averaging from 64 to 2000 responses to airborne clicks at low repetition rate « lO/per second). A 
microphone record of the click used for several of the species is shown at lower left but the arrival 
time is not precisely the same for all species. As long as the main initial wave is above 1 kHz, the 
exact composition of the click is unimportant in determining the ABR form; for the ray the click has 
to be < 400 Hz and the response wave form is sensitive to its composition. Recording electrodes 
in the left column and in the dove in the right column were just intracranial via fine midline holes 
through the cranium above the posterior cerebellum and above the rostral end of the cerebrum; 
rostral electrode negative = upwards deflection. In the mammals, electrodes were near the vertex 
and the mastoid extracranially; vertex negative = upwards deflection. All records are 40 ms long. 
Voltage scale mark is approximately 2 IN for ray, perch, rat guinea pig, cat, and dolphin, 5 IN for 
man. Amplifier filters: 10-3000 Hz except dolphin; I-5000Hz. (Modified from Bullock 1983) 

6 Summary 

Despite more than 50 years of research, we still have little idea of how much syn­
chrony there is in the EEG, or of how it varies among states of the brain, parts of the 
brain, and major groups of animals, or of how any cooperativity is distributed among 
the diverse cellular and subcellular generators in a given volume. Among the oppor­
tunities and needs, I emphasize research at the semimicro level comprising the struc­
tural domain of approximately 0.5-5 mm and the time domain of approximately 0.2-
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2 s. There is probably an information-rich world in these dimensions; therefore we 
urgently need many-channelled recording with wide-band amplifiers and some novel 
analytical algorithms in order to tap this information, at least for descriptors that will 
reveal differences between states, parts, and species. 

Our present methods are as limited as would be those of an anthropologist trying 
to distin~uish commonalities from differences in the vocalizations of football crowds 

in Britain and bullfight crowds in Spain by using microphones above th~ ~Mwdg and 
analyses that treat epochs like 1 s as stationary. The analogy is chosen to include fluc­
tuating tendencies for groups of individuals, scattered or all together, to synchronize 
their voices. Even with the advantage of synchrony, as distinct from the cocktail 
party, understanding depends on learning the rudiments of the two languages; dis­
cerning significant differences depends on hearing many samples and learning the in­
variants. A parallel effort in the comparative study of EEG and evoked potential, 
i. e., high temporal and spatial resolution, using human pattern recognizers in both 
visual and auditory realms on many samples might well turn up species, state- and 
stage-specific features, or at least those features characteristic of higher taxa (orders, 
classes) and major segments of the forebrain. 
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Nonlinear Neural Dynamics in Olfaction 
as a Model for Cognition 

W. J. FREEMAN 

1 Introduction 

The forebrain of primitive vertebrates is so heavily devoted to olfaction that for half 
a century investigators were misled into considering the function of the hippocampus 
as being exclusively olfactory. For example, the anterior third of the forebrain of the 
tiger salamander forms the bulb, the medial third is hippocampus, and the lateral 
third comprises the piriform and striato-amygdaloid complex (Herrick 1948). Ac­
cording to Herrick, a transitional zone in the mantel receives thalamic axons that 
convey input to the forebrain from all other sensory systems. He proposed that with 
the expansion and increasing dominance of these other systems, the brain expanded 
by adding new parts while preserving the topology of connections of those parts al­
ready existing. This view has survived to the present with modifications; it is as if, 
seeing that olfaction was a success, other systems moved in and co-opted the machin­
ery of the forebrain. Olfaction remains the simplest among the sensory systems. For 
this reason, if for no other, the study of sensation and cognition might well begin 
with the sense of smell. But there are three other good reasons: the parallels that 
exist between olfaction and other senses in their psychophysics, in the dynamics of 
the masses of neurons comprising them, and in the types of neural activity that they 
generate. 

2 Psychophysics 

The olfactory system resembles other sensory systems in consisting of a surface array 
of receptors of multiple kinds that project in parallel to arrays of central neurons. 
Some examples of stimuli that are comparable to an odorant are the sight of a con­
stellation such as Orion in the winter sky, the feeling of putting on a coat that is not 
the correct size, and the sound of a tone that allows immediate identification of the 
instrument being played - a piano, oboe, etc. These operations are rapid, spatial, 
and global, and they depend on past experience. The information is expressed by 
spatial relationships among activated and equally importantly nonactivated recep­
tors, without reference to simple geometric forms. The time frames are longer than 
that of an action potential but shorter than a heart beat; according to Efron (1970), 
on the order of 0.1 s. 

All of these systems are legendary for their sensitivity and at the same time for 
their stability and broad dynamic range, qualities that engineers often find to be anti-
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the tical. Olfactory sensitivity lies in part in the regenerative molecular feedback 
mechanisms of single cells (Lancet et al. 1985) such that a single odorant molecule 
may trigger a train of action potentials in a receptor cell. However, sensitivity is 
also provided, especially in macrosmatic animals, by the immense numbers of re­
ceptors. In the cat, for example, there are in the order of 108 receptors on each 
side, a numerosity enhances the likelihood of capture of molecules in turbulent air 
passed over the turbinate bones. Herein lies a major difficulty in understanding 
olfaction, which Lashley (1950) identified in vision as the problem of stimulus 
equivalence. Supposing that there might be in the order of 10-100 types of recep­
tor, then there must be 1-10 million of each type. If an odorant can be identified 
repeatedly at concentrations ranging over 3-5 orders of magnitude, and if the low­
est concentration involves stimulation of 10-100 receptors, how is an invariant con­
structed by the brain for an odorant over multiple trials, when the spatial pattern 
of excited receptors is never twice identical? The same type of problem obviously 
occurs in visual recognition of faces or signatures and auditory recognition of voices 
or words. 

Sensitivity in olfaction is enhanced by experience under reinforcement and is dis­
enhanced without it. Most of us have a limited repertoire of about 16 odorants under 
absolute discrimination, but the number can be increased without limit by sustained 
practice (Cain and Engen 1977). We can recognize some odors that were once im­
portant to us at intervals over many years in a flash flood of vivid associative 
memories that impel us to action. These are basic properties that olfaction shares 
with all other senses, far transcending in importance the decomposition of stimuli 
into lines, planes, and spectral peaks. 

3 Neural Dynamics: Nonlinearity 

I propose here that all of these properties inhere in the bulb in a single, comprehen­
sive, nonlinear operation. The main bulbar constituents are large numbers of densely 
interconnected excitatory neurons (the mitral and tufted cells) and inhibitory 
neurons (the granule cells). The receptor input (Fig. 1) is spatially coarse-grained 
into segments corresponding to glomeruli, which form the bulbar equivalent of corti­
cal columns with a mean segment width of about 0.25 mm. There are about 2000 
glomeruli in each bulb of the rabbit. The several types of periglomerular inter­
neurons in the outer layers of the bulb perform various janitorial tasks of input 
dynamic range compression, automatic volume control, spatial contrast enhance­
ment, clipping, holding, and dc offset or bias regulation, among others (Freeman 
1975). The negative feedback relation between the mitral and granule cells (RaIl and 
Shepherd 1968) establishes a neural oscillator that receives its input through each 
glomerulus. These oscillators are coupled by mutually excitatory axosomatic 
synapses broadly over the bulb (Nicoll 1971) and by mutually inhibitory interactions 
through cellular mechanisms not yet clearly identified. Their output under coupling 
is at a frequency in the gamma range of 35-90 Hz, determined in the main by the pas­
sive membrane time constants (about 5 ms) and by the gains in the three types of 
feedback loop. Because of the widespread coupling, the EEGs from all parts of the 
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Fig. 1. A flowchart of activity in the olfactory system. Each layer is organized into a sheet of 
neurons. The state variables are defined for the axonal and dendritic modes in the two surface 
dimensions. They are discretized at intervals corresponding to the spatial coarse-graining by the 
glomeruli. Interactions occur laterally in each layer. The primary olfactory nerve provides for topo­
graphic projection of the input, whereas the lateral olfactory tract provides for spatial integration of 
the output. (From Freeman 1983) 

main bulb at all times have a common waveform and everywhere a common instan­
taneous frequency (Freeman 1986). 

These oscillators are inherently nonlinear. The nonlinearity stems from the volt­
age-dependent nonlinearity modeled for the action potential of nerve membrane by 
the Hodgkin-Huxley equations (Freeman 1979a). In the neural ensemble, it emerges 
as a sigmoidal function (Fig. 2) that relates pulse density (pulses per second per unit 
volume of the ensemble) to the density of excitatory dendritic current at the trigger 
zones. The curve is asymptotic to zero pulse density with inhibitory postsynaptic 
potential (IPSP) current and to a maximum for the ensemble with excitatory postsyn­
aptic potential (EPSP) current. Two processes combine to give this shape. One is the 
exponential increase in tendency to fire with increasing depolarization (the sodium 
permeability or m-factor in the Hodgkin-Huxley equations). The second is the col­
lection of metabolic, restorative, accommodative, and hyperpolarizing processes 
that establish the upper limit on firing rate, both on the long-term firing of single 
neurons and, by the ergodic hypothesis, on the entire ensemble over the short term. 
The nonlinearity is static, as distinct from the time-varying linear relationship that 
holds between membrane potential and firing rate for regularly firing single neurons. 
This is because neurons spend 99% of their lifespan below threshold, and because 
the firing pattern of each neuron closely resembles a Poisson process unrelated to 
those of its neighbors. 

The nonlinear function is determined experimentally by calculating the pulse 
probability of mitral cell firing conditional on the EEG amplitude. The calculation is 
repeated for each EEG sample at 1 ms digitized intervals forward and backward in 
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Fig. 2. (a) Three examples of a curve fitted to statistical data showing conversion of dendritic current 
density to axonal pulse density. (b) Derivatives of the three curves that give the nonlinear gain. 
Triangles, resting or equilibrium values. With increasing current amplitude there is a coupled in­
crease in pulse density and in gain. (From Freeman 1979a) 

time ± 25 ms, in order to allow for the time lags in the neural oscillator. The proce­
dure also serves to demonstrate that the firing probability of each mitral cell oscil­
lates at the common EEG frequency, and that the modulation amplitude in firing 
rate co-varies with the peak-to-peak amplitude of EEG oscillation. Mitral cell firing 
is statistically closedly related to the EEG at all times and at each point of the bulb. 

The nonlinear function for each bulbar ensemble is under centrifugal control. The 
shape of the sigmoid curve is retained, but the steepness is subject to increase, along 
with an increase both in mean and maximal firing rates. The derivative of the func­
tion represents the nonlinear gain of each local ensemble. The maximal gain is al­
ways displaced to the excitatory side. In animals under increased arousal or motiva­
tion, the gain is increased and the displacement to the excitatory side is extended, 
along with the increase in mean firing rate. The centrifugal input is most likely the 
cholinergic projection to the outer layers of the bulb. On the peripheral side, any 
receptor input excites the bulb and thereby raises its mean firing rate and its instan­
taneous gain. The curve is fixed but the operating point changes. Owing to the surge 
of receptor input with each inhalation, the bulb tends to undergo a recurrent increase 
and decrease in gain with the respiratory cycle. 

Because of the bilateral saturation, the sigmoid curve is the most important mech­
anism providing for the stability of the bulbar mechanism (Freeman 1979b). The same 
curve also provides for its remarkable sensitivity, in the main because of the mutually 
excitatory feedback loop. Excitation of one subset excites another which re-excites 
the first, now in a more sensitive state, so that a regenerative increase in activity can 
occur. However, the negative feedback gain is also increased, so that instead of run­
away excitation, a burst of oscillation appears. It begins during inhalation and ends 
during exhalation, and it is seen only in aroused, motivated animals (except occa­
sionally in light stages of anesthesia, and then in an abnormal frequency range). 
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4 Neural Dynamics: Spatial Properties 

Studies of the spatial patterns of these bursts manifested in the EEG have been made 
in rabbits with arrays of 64 electrodes chronically implanted over the lateral surface 
of the bulb. The EEG shows no dependence on novel odorants presented to naive 
animals, other than nonspecific changes associated with orienting responses. The 
spatial patterns of amplitude and phase modulation of the burst frequency vary with­
in narrow limits about stereotypic mean patterns that are as characteristic for each 
individual as a handwritten signature. Under classical conditioning to respond differ­
entially to two ordors (Viana di Prisco and Freeman 1985), one reinforced [con­
ditioned stimulus (CS) + ] and the other not (CS -), two new spatial patterns of 
amplitude emerge (Fig. 3), one for each CS. They are present only when the one or 
the other CS is present (Freeman 1986). For this demonstration, the EEG must be 
filtered with digital filters designed to conform to the spatial and temporal passbands 
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Fig. 3. Density plots (seven levels in descending order of amplitude #* + = -.) of EEG activity. 
Upper frames, means and SDs of amplitudes (Chaos refers to the disorderly bursts not subject to 
classification in respect to odors). Lower frame, amplitudes normalized by channel and by group, 
with those correctly classified on the left and those incorrectly classified by discriminant analysis on 
the right. Bottom row, patterns reconstructed from factor scores and loadings that were used for 
classification. (From Freeman 1986) 
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of the granule cell contribution to the EEG (Freeman 1986). The resultant patterns 
serve together with discriminant analysis to classify correctly, on average, 82% of 
EEG bursts sampled during control and test odor periods (Freeman 1986; Freeman 
and Viana di Prisco 1986). These patterns cover the entire array and, by inference 
from surface EEG phase gradients (Freeman 1986) and depth recording (Bressler 
1984), the entire main bulb. The information density over the bulb is spatially uni­
form to within ± 5% (SD) of its mean, as measured by its value for correct classifica­
tion of bursts. 

The results show that insofar as the EEG is concerned, the bulb has the capability 
of responding selectively to odorants, but only in aroused animals that are trained to 
detect and respond to the test odors. This is in striking contrast to the results from 
unit studies in anesthetized or immobilized animals, which show selective responding 
of single neurons to some odors and not others, irrespective of training (e.g., Moulton 
1976). Studies of metabolic activity with 2-deoxyglucose show that different patterns 
of radiographic density in the glomerular layer result from presentation of different 
odors (e.g., Lancet et al. 1982). These studies still lack proper controls for individual 
variation. The method allows only one odor for each animal; the EEG method shows 
foci of high amplitude activity that are similar to the high-density metabolic foci in 
size, shape, and location, but the degree of variation in EEG pattern between indi­
viduals exceeds that between odorants for each individual. Still, it is reasonable to 
conclude that input to the bulb from receptors establishes local regions of activity 
specific to an odor, and the output of the bulb is a global pattern involving all bulbar 
neurons, provided that the animal has been trained. Otherwise the global bulbar re­
sponse is not spatially or temporally coherent or reproducible. 

This transformation of local input to global output that incorporates past experi­
ence is the key to bulbar function. It is best understood by description in terms of 
nonlinear dynamics (Garfinkel 1983). A set of distributed, coupled, nonlinear oscil­
lators has an infinite number of ways of performing, but within certain conditions of 
input and interaction strengths it tends to enter a definable state of activity and stay 
there until perturbed or modified. If under repeated perturbation it tends always to 
return to the same state, the system dynamics is said to have, or be governed by, an 
attractor. Attractors fall into three classes. The simplest is that of equilibrium; this 
occurs in the bulb only under deep anesthesia or in death. Periodic oscillation 
characterizes the limit cycle attractor; this appears in the EEG during bursts with in­
halation. The most complex type is called the strange or chaotic attractor; its mani­
festation is nonperiodic activity that may appear to be random, of the sort that 
characterizes the resting EEG in nonmotivated animals and also the low-level EEG 
activity during exhalation. 

Switching from one attractor to another is called a "state change" or "bifurca­
tion". Its occurrence requires a parametric change in the system. Bulbar input pro­
vides for this by virtue of the nonlinear gain increase with receptor input during in­
halation. The state change is from low-amplitude chaos to a high-amplitude spatially 
coherent limit cycle, and then back again. Order emerges from chaos and collapses 
with each cycle of respiration. There may be indefinitely many attractors of each 
type. Each is characterized by a set of parameter values and by a basin defined by a 
domain of input. The evidence suggests that a limit cycle attractor may form for each 
odorant that an animal is trained to respond to. 
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I believe that a limit cycle attractor is formed in the following way. On each inha­
lation of an odorant, the subset of the receptors that is sensitive to the odorant coac­
tivates a subset of mitral cells. These are interconnected by excitatory axosomatic 
synapses that are bidirectional (Willey 1973). In accordance with Hebb's rule (Hebb 
1949; Viana di Prisco 1984), these synapses are strengthened under coexcitation, 
provided that a reinforcing stimulus is paired with the odorant. Reinforcement acti­
vates neurons in the locus coeruleus, thus releasing into the bulb (and elsewhere) 
norepinephrine that enables the synaptic change (Gray et al. 1984). With repeated 
inhalations in the same and sequential trials, the odorant is delivered by turbulent 
flow in the nose to an ever-changing fraction of the subset of sensitive receptors, 
which leads progressively to the ultimate inclusion of all those mitral cells to which 
they project into a nerve cell assembly. These strengthened, mutually excitatory con­
nections give the property to the assembly that, if any fraction of the sensitive recep­
tors receives the odorant, their input to the bulb excites the entire assembly in a 
stereotypic manner (Freeman 1979c). 

At once this constitutes figure completion, generalization over equivalent stimuli, 
and sensitization specific to a repeatedly reinforced class of stimulus. Computer 
simulations (Freeman 1979b) have shown that an increase of 40% on average in 
synaptic strength may increase the sensitivity of the bulb to a particular odorant by 
as much as 40000 times above the basal or naive level, because of the combination of 
mutual excitation and the nonlinear gain. After the completion of training, the sub­
set of receptors activated during the training defines the basin of the attractor, and 
the nerve cell assembly of mitral cells determines the spatial structure of the limit 
cycle oscillation, which extends well beyond the assembly to involve the entire bulb. 
In principle, we can show how one odorant molecule can shape the activity of several 
hundred thousand second-order neurons. 

I conceive the bulb as carrying a repertoire of learned limit cycle attractors, one 
for each odorant previously reinforced. Each is distinguished by its input basin with 
respect to receptors and by the spatial amplitude modulation pattern of its output. 
Random access is facilitated by the chaotic basal state, which keeps the bulb far from 
equilibrium and ready to move rapidly to any region of optimal convergence. The 
steadfast spatial pattern of bursts in the control state, in which no reinforced odor is 
given, indicates that an attractor exists for the background odor complex as well, and 
that bulbar output then signals the status quo. If a novel odor is given, the result is 
suppression of orderly burst activity and the appearance of broad-spectrum, spatially 
irregular, and nonreproducible bursts. Commonly, the highest peak of their multiply 
peaked spectra is at a frequency about half that of the sharply tuned frequency of the 
orderly bursts. I call these bursts "disorderly" or "chaotic". The prepyriform cortex 
to which the bulb projects responds to input as a tuned oscillator with spectral reso­
nances around 18-24 Hz and 40-70 Hz (Freeman 1975). This suggests that the lower 
transmission frequency of the chaotic bursts can signal the failure of the bulbar 
mechanism to converge to a limit cycle attractor, and that repeated failures can lead 
to either of two outcomes: habituation if there is no reinforcement which updates 
sensitivity to a new status quo, or formation of a new limit cycle attractor under re­
inforcement. In other words, the bulbar mechanism provides a novelty detector 
without requiring an exhaustive search through information stored in the bulb. 



26 W.J.Freeman 

5 Neural State Variables and Observables 

Although the bulb has numerous specialized features not found elsewhere in the 
brain, these are not responsible for its main properties. At base it consists of a sheet 
of interconnected excitatory and inhibitory neurons with parallel input and output. 
This is an elementary description of neocortex as well. The static nonlinearity is a 
generalizable property of axonal membrane to be expected for every large ensemble 
in the cerebral cortex. The time and space constants are common to many, if not 
most, cerebral neurons. Hence the same basic dynamics can be expected to exist in 
all parts of the cerebral cortex. 

I infer that odorant information is conveyed to the bulb by action potentials on 
particular receptor axons and that excitation is established and integrated among 
local subsets of mitral cells having apical dendrites within a limited number of 
glomeruli that correspond to neocortical columns. Following bifurcation, the entire 
bulb, comprising roughly 1 cm2 of cortical tissue, goes to a limit cycle attractor in the 
basin selected by the input. The output is global; the information is conveyed by 
action potentials on mitral axons, but it is in the form of a macroscopic pulse density 
function that is continuous in time and the two surface dimensions. The information 
is imposed as spatial amplitude modulation (in the surface dimensions as distinct 
from the time envelope) of the limit cycle carrier oscillation that is common to the 
entire bulb. Each event lasts in the order of 75-100 ms and repeats at the respiratory 
rate of 1-7 Hz. At the macroscopic level, each event can again be discretized into the 
surface grain of the glomeruli and the time frame of the burst; that is, olfaction can 
be treated as a sampled data system analogous to a digital graphic display. 

The intrinsic state variables of a model for this system must correspond to the 
active states of pools of like neurons, which Sherrington identified as their central 
excitatory states (CBS). For this reason, the proposed view might be described as 
neo-Sherringtonian. These activities are conveyed in local concentrations of action 
potentials, transmitter substances, and dendritic currents. They are manifested to 
observers in the forms of unit activity and electromagnetic field potentials. In all 
instances, the measurements of these observables must be properly filtered, aver­
aged, and otherwise transformed in order to bring them into conformance with the 
CES, and they must be assigned to the proper elements in the model; for example, 
in the bulb, the EEG should be assigned to the granule cells and unit activity at the 
appropriate depth should be assigned to mitral cells. 

The parallels to other sensory systems are straightforward. Information is con­
veyed by action potentials on thalamocortical axons and is established in local regions 
corresponding to columns, with different kinds of information being established at 
the microscopic level in each of the multiple cortical subareas comprising a sensory 
projection area. The neurons onto which the afferent activity is projected consist of 
excitatory and inhibitory neurons that are known to be densely interconnected by 
negative feedback and mutual excitation and can be inferred to have mutual inhibi­
tion as well. The crucial step for integration in perception may be the bifurcation of 
the interactive neural mass from a low-level chaotic attractor to a learned limit cycle 
attractor, such that the output of an extensive area of cortex at the macroscopic level 
might convey information on the whole in the spatial modulation of the amplitude of 
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the limit cycle frequency. Again, input is local, output is global, and in analogy to the 
hologram, all parts of the output reflect all parts of the input. 

Investigation of this hypothesis is likewise straightforward. The requisite carrier 
and gating frequencies respectively in the high beta and gamma ranges and in the 
theta and alpha ranges have been observed in most areas of neocortex. In visual 
cortex, during alpha suppression, the sequence of bifurcations requisite for trains of 
bursts might be provided by saccades. The steps that are needed to test the hypo­
thesis are (1) the detailed spectral characterization of these activities, including use 
of complex demodulation over extended time series of the EEG; (2) the identifica­
tion of the sources and sinks of the electric currents underlying these spectral peaks; 
(3) the assignment of these activities as states of variables of identified types of 
neurons in the cortex (4) measurement of the open loop time and space constants 
under deep anesthesia (Freeman 1975); (5) establishment of the spectral and spatial 
domains of neocortex over which commonality of wave form holds, such that chaotic 
or limit cycle attractors can be sought; and (6) behavioral analysis to determine the 
dimensions of the activity that relate to the stimulus and response variables selected 
for testing. Some progress has already been made in relating information content of 
visual and auditory stimuli to the waveforms of event-related potentials from neo­
cortex. According to the present hypothesis, these correlations are adventitious and 
secondary, because the information relating to content is to be sought in the spatial 
dimensions, while the time courses of events are expected to reflect primarily the 
neural operations being performed on that information (Freeman and Schneider 
1982). 

None of these six steps is trivial; each may require several years to be brought to 
fruition. The outcome will be exceedingly important, because these kinds of infor­
mation are essential to devise, evaluate, and improve macroscopic models of the dis­
tributed nonlinear dynamics of the forebrain. 

In conclusion, the esence of cognition lies in forming and testing expectations 
based on past experience. In science it takes the form: if I do X, I expect A or B or 
the unexpected. Each outcome has predictable consequences. In rabbit olfaction it 
takes the form: if inhalation, then either status quo (the background), odor A, odor 
B, or an unexpected odor. Each inhalation is the action of a pattern generator or 
limit cycle attractor in the brain stem respiratory nuclei; each neural response is 
mediated by limit cycle attractors in the bulbs. I postulate that licking and sniffing 
are likewise mediated by limit cycle attractors in motor systems, whose basins re­
ceive the output of the bulbs. Basically this is a simple model of simple conditioned 
reflexes, but it tells us what to look for and how to look for it, as we try to understand 
how the brain synthesizes a percept from diverse sensory detail in the literal twinkl­
ing of an eye or the wriggle of a nose. 

Summary 

Neurons in cerebral cortex interact synaptically by mutual excitation, mutual inhibi­
tion, and negative feedback. Typically the negative feedback connections are locally 
dense, leading to the formation of local oscillators corresponding to columns. They 
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are interconnected by mutually excitatory connections over large cortical areas. An 
appropriate model of cortex is a sheet of distributed coupled oscillators; observation 
is performed with arrays of surface EEG electrodes. 

The dynamics of such systems are shaped by tendencies under perturbation to 
converge to stable states that are identified with attractors of three kinds. An equi­
librium attractor is manifested in cortex by a steady state under deep anesthesia; a 
limit-cycle attractor is manifested by regular oscillation, and a strange attractor is 
manifested by chaos that appears to be random activity. Transition (bifurcation) 
from one attractor to another is imposed by a parametric change of the model or 
cortex. 

The EEG of the olfactory bulb at rest appears chaotic. Inhalation excites the 
bulb, causing a parametric increase in negative feedback gain; the bulb bifurcates to 
a limit -cycle state. In the control condition of breathing air, the EEG spatial pattern 
is stereotypic for the background odor complex. With training to discriminate odors, 
a new spatial pattern appears with each odor, manifesting a learned limit-cycle 
attractor. These patterns appear to cover the entire bulb; input is local and output is 
global. The integration of a stimulus with past experience takes less than 0.1 s. Other 
sensory systems have similar properties; therefore bulbar dynamics may provide a 
useful model to explore pre attentive processing in vision and other cognitive opera­
tions in the neocortex. 

Acknowledgement. This work was supported by a grant MH06686 from the National Institute of 
Mental Health. 
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EEG - Dynamics and Evoked Potentials 
in Sensory and Cognitive Processing by the Brain 

E.BASAR 

1 Preliminary Remarks 

One of the main concerns of brain research is to measure the brain's electrical activ­
ity and, in this way, to try to detect the coding of behaviorally relevant information 
in the CNS. It is usually assumed that there is no uniform code for behaviorally rele­
vant information in the neuronal networks that constitute the CNS. There are also 
no standard methods for clearly describing the functional and behavioral compo­
nents of the brain's electrical activity. Analyses of the EEG, of evoked potentials 
(EPs), and of endogeneous potentials (P300 family) are among the most fundamen­
tal research tools for understanding the sensory and cognitive information processing 
in the brain. Since Berger's discovery of the EEG and Adrian's measuring of cortical 
field potentials, these powerful techniques have been adequately described in several 
outstanding books (Berger 1938; Freeman 1975; Niedermeyer and Lopes da Silva 
1982). The ensemble of reports in this volume shows the broad extent of applications 
of the EEG, of sensory EPs and event-related potentials (ERPs), and of contingent 
negative variation (CNV) to the understanding of CNS information processing and 
of behavior. 

The main goal of this report is to elucidate associations between the EEG, EPs, 
and the cognitive components of ERPs, and to explore the extent to which the com­
bined analysis of these tools might augment our knowledge about sensory and cogni­
tive information processing in the brain. Another important goal of this study is to 
show that invariant modes may exist that could possibly facilitate the exchange of in­
formation between various brain structures. 

In our earlier publications, we analyzed single epochs of EEG-EP sets in the fre­
quency domain and concluded that ERPs and EPs of the brain have their source in 
generators that are at least partially in common with those that also generate the 
EEG. We further assumed that sensory excitation of EEG-generating networks 
gives rise to enhanced and time-locked EEG fragments that constitute the major 
components of sensory potentials and ERPs of the brain (Ba~ar 1980). In addition to 
the core methodology that we previously applied for understanding associations and 
interactions between the EEG and EPs, we present in this study a chain of paradigms 
- a battery of new tools - in order to understand EEG dynamics better. 

The strategy for interpreting the field potentials of the brain should, in turn, help 
us to understand various strategies of the brain itself. One of the most fundamental 
questions that arises is the following: has the brain, independently of its various spe­
cial functions, some global strategies with the help of which the internal communica­
tion and coordination between various neuronal networks is optimized? 
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At this point it is most pertinent to quote Fessard (1961), who tried to emphasize 
the role of neuronal networks in the brain: 

The brain, even when studied from the restricted point of view of sensory communications, must 
not be considered simply as a juxtaposition of private lines, leading to a mosaic of independent cor­
tical territories, one for each sense modality, with internal subdivisions corresponding to topical dif­
ferentiations. The track of a single-unit message is doomed to be rapidly lost when one tries to follow 
it through a neuronal field endowed with network properties, within which the elementary message 
readily interacts with many others. Unfortunately, we still lack principles that would help us describe 
and master such operations in which heterosensory communications are involved. These principles 
may gradually emerge in the future from an extensive use of multiple microelectrode recordings, to­
gether with a systematic treatment of data by modern electronic computers, so that pattern-to-pat­
tern transformation matrices can be established and possibly generalized. For the time being, it 
seems that we should do better to try to clear up such principles as seem to govern the most general 
transformations - or transfer functions - of multiunit homogeneous messages during their progres­
sion through neuronal networks. 

Although new techniques using a combination of multiple-unit electrodes and 
powerful computers are already emerging for exploration of the cerebral cortex (see, 
for example, Eckhorn and Reitboeck in this volume), it is still difficult to describe 
the most general transfer functions of sensory communications in the brain on the 
basis of single-unit recordings. Therefore, the aim of the investigation presented in 
this study has been to describe the general transfer function in the brain by analyzing 
global features of the brain, an analysis in which the field potentials are explored by 
using an ensemble of multiple neuroelectrodes in various substructures of the brain. 
Since it has been shown that the EEG is not a simple noise (see Babloyantz, and 
Raschke and Ba~ar in this volume), the use of EEG and EPs to describe the general 
transfer functions is quite legitimate. 

The question, "what are the neuronal correlates of the EEG and of EPs?" has 
been treated by several authors (see, for example, Creutzfeld et al. 1966, 1969; 
Verzeano 1973; Ramos et al. 1976; Freeman 1975, and for reviews see Ba~ar 1980, 
1983 a, b). Every model that tries to describe the EEG and field potentials offers a 
new window on the problem, as discussed elegantly by Bullock (this volume). 

In our earlier work, we repeatedly argued that in order to understand sensory 
EPs, one has to analyze the EEG immediately prior to the sensory stimulation. There­

fore we always analyze EPs along with the portion of the EEG that immediately 
precedes the sensory stimulation. Accordingly, an analysis in the frequency domain 
has been shown to be adequate for comparing EEG and EPs. 

In order to search for any common characteristics that might be contained in sen­
sory EPs, it is adequate to measure EPs to various sensory stimuli, such as photic, 
auditory, and somatosensory stimuli. Furthermore, EPs as well as the EEG from 
human brains and brains of cat, other vertebrates, and also invertebrates, can all be 
compared by searching for common brain strategies, as Bullock (1984) has emphasized 
for years. 



32 

2 Methods 

2.1 Mathematical Methods 

2.1.1 Combined Analysis Procedure. 
Frequency Domain Comparison of EEG and EP 

E.Ba~ar 

Our methodology for the frequency domain analyses of spontaneous activity and 
EPs can be briefly described as follows: 

1. A sample of the spontaneous activity of the studies brain structure just prior to 
the stimulus is digitized and stored in the core memory of the computer (for the 
experimental setup see Ba~ar et al. 1975a). 

2. A stimulus signal is applied to the subject. 

3. The single EP following the stimulation is also digitized in the prememory. The 
EEG just prior to stimulation and the resulting EP are stored together as a com­
bined record on the digital magnetic tape controlled by the computer (the so-cal­
led EEG-EPogram). 

4. The first three steps explained above are repeated about 100 times, depending on 
the nature of the experiment. 

5. The power spectrum density function is obtained from the epoch of the spontane­
ous activity (EEG) recorded prior to the stimulation. A method proposed by Bin­
gham et al. (1967) is used to estimate power spectra. This method consists of the 
following steps: (a) the mean of the measured values is substracted prior to analy­
sis; (b) a data window of the following form is applied to each datum over a 
period t; (c) windowed data is Fourier-transformed using a fast Fourier transform 
(FFT) algorithm and a Fourier periodogram of this modified time series is ob­
tained; (d) a smoothed power spectrum is obtained by filtering the periodogram 
itself to improve the statistical stability of the power estimate. 

6. The single EP of the same epoch is transformed to the frequency domain with the 
Fourier transform in order to obtain the instantaneous frequency characteristic 
(which describes the response to a single stimulus), G(jm), of the studied brain 
structure: 

G(jm) = ; d{c(t)} exp(-jmt)dt 
o dt 

c(t) is the step response of the system, here, the sensory EP or ERP. Details of 
this method, which we called the transient response - frequency characteristic 
method (TRFC), are given in references (Ba~ar 1980; Ba~ar et al. 1975a). 

2.1.2 Time Domain Comparison ofthe EEG and EPs by Means of Digital Filtering 

The methodology for comparing the brain's spontaneous activity and EPs can be 
briefly described as follows: 
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1. A sample of the spontaneous activity of the studied brain structure just prior to 
stimulus is recorded and stored in the disk memory of the computer. 

2. A stimulation signal is applied to the experimental animal (or human subject). 
This signal may be a light flash or an acoustical stimulation; for example, an audi­
tory step function in the form of a tone burst of 2000 Hz and 80 dB. 

3. The single evoked response following the stimulation is also stored in the disk 
memory. (The EEG just prior to the stimulation and the resulting EP are stored 
together as a combined record.) 

4. The operations explained in the three steps above are repeated about 100 times. 
(The number of trials depends on the nature of the experiment and the behavior 
of the subject or the experimental animal.) 

5. The EPs stored in the disc memory of the computer are averaged using a selective 
averaging method described previously (Ba~ar 1980; Ba~ar et al. 1975a; Ungan 
and Ba~ar 1976). 

6. The selectively averaged EP (SAEP) is transformed to the frequency domain with 
the Fourier transform in order to obtain the amplitude frequency characteristic 
[G U 0))] of the studied brain structure (see also step 6 under Combined Analysis 
Procedure) . 

7. The frequency band limits of the amplitude maxima in GUO)) are determined and 
digital pass band filters are determined according to these band limits. 

8. The stored and selected epochs of EEP-EP sets (EEG-EPogram) are filtered with 
the properly chosen filters described in step 7. 

9. The voltage of the root mean square (RMS) values of maximal amplitudes exist­
ing in the filtered EPs, and the so-called enhancement factor for the given EEG­
EPogram, are evaluated. 

Definition of the "Enhancement Factor X". In a given experimental record of EEP­
EP, the enhancement factor (X) is the ratio of the maximal time-locked response 
amplitude to the (2, V2 RMS) value of the spontaneous activity just prior to the 
stimulus, with both signals (spontaneous and evoked activities) being filtered within 
the same band limits (Fig. 1). 

The maximal time-locked 
amplitude of the filtered Single EP 

Enhancement factor, X = ---'--------"'-­
The rms value of the filtered EEG 
prior to stimulus (filtered in the 
same band) 

10-25 Hz filtered EEG-EP epoch 

Fig. 1. Definition of the enhancement 
factor X on a sample component of 
EEG-EPogram. As shown, the peak-to­
peak value of the evoked response is 
compared with the peak-to-peak value 
of a sinusoidal signal having the same 
RMS value as the spontaneous EEG 
preceding the stimulus onset 
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2.2 Experimental Method 

The measurement of brain potentials to be described in the following sections of this 
chapter was performed using chronically implanted cats. The recording electrodes 
were located in various nuclei of the auditory pathway, such as those in the acoustical 
cortex (gyrus ectosylvian anterior - GEA); medial geniculate nucleus (MG); in­
ferior colliculus (IC); and those in such centers as the mesencephalic reticular forma­
tion (RF) and hippocampus (HI), both of which are indirectly related to the auditory 
pathway. The electrodes were placed in these nuclei according to the stereotaxic 
atlas by Snider and Niemer (1964) with the following coordinates: MG (Fr.A: 3.5, L: 
9, H: 1.5), IC (Fr.P: 2.5, L: 5, H: 3.5), mesencephalic RF (Fr.A: 3, L: 4, H: -1), 
dorsal HI (Fr.A: 3.5, L: 6.2, H: 8.8), and the GEA. The stainless steel electrodes 
were 0.2mm in diameter. The derivations were against a common reference, which 
consisted of three stainless steel screws in different regions of the skull. A David 
Kopf 1404 Instrument was used for stereotaxic surgery. During the experiments the 
cats were moving freely, resting, or sleeping in an echo-free and soundproof room. 

3 Application of Strategies 

3.1 Experiments with Chronically Implanted and Freely Moving Cats 

Figure 2 shows simultaneously recorded typical EPs of five functionally important 
structures of the cat brain. The stimuli consisted of auditory signals in the form of 
tone bursts of 2000 Hz and 80 dB. During the experimental session, the cats could 
move freely in a soundproof and echo-free room. The cats were observed by means 
of a video camera. The movement artefacts, if any, could be eliminated by using 
selective averaging. The averaged EPs of Fig. 2 have been transformed to the fre­
quency domain by means of the Fourier transform in order to obtain amplitude fre­
quency characteristics which are presented in Fig. 3 (The Fourier transform and the 
TRFC method are explained under Mathematical Methods). 

At first glance, one sees a dominant maximum (or selectivity) in the frequency 
range of 10 Hz (the alpha frequency range). Other important selectivities are in the 
3-7 Hz range (in most of the structures), 40 Hz (in the cortex and HI), 70 Hz (in the 
IC) and 60Hz (in the RF). 

Definition of "Selectivity". We define "selectivity" as the ability of brain networks to 
facilitate (or activate) electrical transmission within determined frequency channels 
when stimulation signals are applied to the brain. In our earlier studies, the selec­
tivities of 4 Hz, 10 Hz, and 40 Hz have been called "common selectivities", because 
the selectivities in these frequency channels are common to various brain structures 
(Ba~ar 1980). 

Figure 4 shows mean value curves for about 20 experiments with nine cats. The 
selectivities in the frequency range between 3 and 8 Hz, which were usually obtained 
in all of the amplitude characteristics, are greatly reduced or have disappeared, 
whereas selectivities around the 10-15 Hz range are highly dominant in spite of the 
mean value evaluation. We call these maxima, which almost always exist in the mean 
amplitude frequency characteristics, the consistent selectivities. In other words, the 



~l 
20 log IG(jw)1 

GEA ~I GEA 

MG MG 

RF RF 

Ie Ie 

o 
HI 

HI 0+---/ 

I I I 'I !lu,,1 I t ",,"1 I I ",,"I I I II 

o 0.,2357, 2357'0 23 57,od3 5 

Frequency(Hz) 

'00 200 300 400 
time (msec) 

Fig. 2 Fig. 3 

Fig. 2. Two typical sets of simultaneously recorded and selectively averaged EPs in different brain 
nuclei of chronically implanted cats, elicited during the waking stage by auditory stimuli in the form 
of a step function. Direct computer plots. Negativity upwards. (From Ba~ar et al. 1979a) 

Fig. 3. Simultaneously obtained amplitude characteristics of different brain nuclei of the cat deter­
mined by Fourier transform of averaged EPs elicited by 2000-Hz and 80dB acoustical stimuli. The 
abscissa shows the input frequency in a logarithmic scale, the ordinate shows the potential ampli­
tude, 1 G(jco) I, in decibels. (From Ba~ar et al. 1979a) 
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probability for maximal signal transfer through the consistent selective frequency 
channels is high in experiments during the waking state. 

However, when one studies amplitude characteristics evaluated from single trial 
EPs, one can often see differentiation and/or competition between 10 and 20 Hz in a 
great number of single curves. The frequency characteristics of single EPs have been 
published elsewhere (Ba~ar et al. 1979a, b; Ba~ar 1980). 

3.2 Comparison of EEG and EPs in the Frequency Domain 

Independently of the modality of stimulation and of the brain structures studied, we 
measured almost invariant selectivities in 4 Hz, 10 Hz, and 40 Hz frequency positions 
in channels where the EEG or changes of the spontaneous activity were also usually 
recorded. This fact led us to compare ongoing and evoked activities of various brain 
structures step by step during changes of spontaneous activity. In order to study this 
relationship, we used the combined analysis procedure in the frequency domain as 
already described under Combined Analysis Procedure. 

In Fig. 5, the pre stimulus EEG and post stimulus EP epochs are compared in the 
frequency domain. Figure 5 presents a typical set of power spectral density functions 
of the pre stimulus EEG immediately prior to stimulation and poststimulus EP epoch 
following an acoustical stimulation of the cat RF. The power spectra of the pre­
stimulus EEG and the power spectra of the EP have a similar shape at first glance, 
with peaks in the same frequency channels. However, the strength of the EP power 
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Fig. 5. Two typical sets of power spectral density functions of the prestimulus EEG and poststimulus 
EP epochs of the reticular formation (RF). The abscissa gives the frequency in logarithmic scale, the 
ordinate the power spectral density in decibels. The curves are drawn with their absolute magnitudes 
in order to allow direct comparison between the prestimulus and poststimulus spectral peaks. (From 
Ba~ar et al. 1979a) 
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Fig. 6. Histograms showing frequency distribution as revealed by (A) prestimulus power spectra, (B) 
poststimulus instantaneous frequency characteristics of the RF. At the bottom of the figure, each 
spectral peak (or amplitude maximum) is represented by an approximate band width (horizontal line 
segment) , and a center frequency is indicated. The histograms shown at the top of the figure were 
derived by plotting the number of center frequencies falling into each of a set of 20-Hz slots versus 
frequency. The number of power density-instantaneous frequency characteristic pairs used to ob­
tain the histograms was 71 

spectrum is much higher in comparison to the EEG (the highest peaks are at -7 dB 
in EPs and at -17dB for the EEG). Moreover, there are some other differences, 
which can be studied by analyzing the frequency distribution of the power spectra. 

Figure 6 illustrates a comparative analysis of power spectra of ongoing and 
evoked activities. Since the power spectra of the prestimulus EEGs and those of the 
single epochs of EPs have randomly varying spectral peaks (and/or amplitude max­
ima), a reasonably obvious classification scheme is to plot the respective number of 
events that fall into each of a set of frequency ranges (slots). The bottom of Fig. 6A 
illustrates the spectral peaks seen in the power spectra, whereas the bottom of 
Fig. 6B depicts the amplitude maxima seen in the power spectra of the EPs of the 
RF. Each spectral peaks is represented by an appropriate band width (horizontal line 
segment) and a center frequency is indicated. The number of center frequencies fall­
ing into each of a set of 20 Hz slots around 50 Hz, 70 Hz, 90 Hz, etc., were deter­
mined . The resulting histograms, shown at the top of Fig. 6A, B, were presented by 
plotting the number of center frequencies in each frequency channel. 
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The histogram for the RF, shown in Fig. 6, was the result of 71 single epochs of 
EEG and evoked spectra. The analysis of single evoked spectral peaking frequencies 
demonstrated a marked alignment in comparison to the frequency positions of the 
ongoing activity. In other words, the frequency centers of the EPs are focused to nar­
row bands in comparison to the frequency distribution of the ongoing activity. The 
analysis of frequency distribution in the 1O-20Hz activity of the EEG spectra 
(Fig.6A) reveals an almost random distribution between 10 and 20Hz. About 50 
slots are distributed over heterogeneous frequencies. In the EP spectral distribution, 
most of the peaks are centered around 13 Hz. The same phenomenon is also ob­
served for 55 Hz and for higher frequencies up to 1000 Hz. The histogram of the EP 
power spectra (Fig. 6) shows quantitatively that the substantial frequency stabiliza­
tion pushes the randomly occurring EEG spectral peaks to sharp frequency channels. 
Some frequency channels are easily determined in Fig. 6B, where the EP power spectra 
had to occur most frequently in narrower bands. These are 10-20 Hz, 40-60 Hz, 
80-140 Hz, 200-240 Hz, 280-340 Hz, 380-440 Hz, 580-640 Hz, and 880-920 Hz. 

Further exact comparisons of evoked and ongoing spectra of the EEG in various 
structures of the cat brain have been made by Gonder und Ba~ar (1978) and 
explained in details by Ba~ar (1980). These studies have shown that the increase in 
the power of spectra obtained from EPs can reach values 10 or 15 times greater than 
the power in the spectra of the ongoing activity. In the studies mentioned, it could 
be further shown that spontaneous oscillations with smaller magnitudes can be fre­
quency stabilized more efficiently by stimulation signals than can spontaneous oscil­
lations with larger magnitudes. This behavior was then compared with the behavior 
of a model consisting of an ensemble of coupled oscillators. A population of coupled 
oscillators that are already in a state of synchrony depicting large amplitudes as the 
system average cannot be brought to an increased excited stage, whereas if such a 
system is not in synchrony (desynchronized spontaneous activity), the system re­
sponse is largely enhanced. The comparison with coupled oscillators is explained in 
detail in several publications (Ba~ar et al. 1979a; Ba~ar 1980, 1983a, b). 

Although the comparison of evoked spectra and EEG spectra allows the drawing 
of important conclusions about resonance and frequency stabilization effects in the 
brain, it should be pointed out that neither the power spectra nor the frequency char­
acteristics supply any information about time and phase of single EEG-EP epochs. 

Furthermore, whether or not the shape of a transient wave packet in a given EEG 
frequency range preceding a sensory stimulation may influence the EP cannot be de­
termined by comparing power spectra. 

Moreover, transient oscillatory waveforms of various frequencies often have com­
parable amplitudes in the time domain. In power spectra, the power of an oscillation 
depends not only on the maximal amplitude of such an oscillation, but also on its 
duration. Since the duration of low-frequency oscillation is much longer than that of 
high-frequency oscillation, the low-frequency components in power spectra usually 
have more weight and mask the high-frequency activity. 

For these reasons, a combined analysis of the EEG and EPs in the time domain 
had to be considered for further understanding of the important relation between the 
EEG and EPs. The justification for the use of the EEG-EPogram method has been 
discussed in several longer reviews or monographs (Ba~ar 1976, 1980; Ba~ar et al. 
1979a, b). 
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Figure 7 illustrates the amplitude frequency characteristics of the reticular forma­
tion of the cat brain, obtained again upon acoustical stimulation of a freely moving 
cat with tone bursts of 2000 Hz. Since the amplitude characteristics during this ex­
perimental session depicted marked selectivities (or resonances) around 10 Hz and 
40 Hz, as well as smaller peakings in other frequency channels (for example at 3 Hz 
or 20Hz), we have chosen these examples first for the sake of simplicity. 

We consider ten randomly chosen EEG-EP epochs filtered with band-pass filters 
of S-13 Hz, illustrated in Fig. SA. This frequency band has been chosen according to 
the selctivity channels in the amplitude frequency characteristics of Fig. 7 A. The 
10 Hz activity prior to stimulation is often well synchronized and depicts regular, al­
most sinusoidal wave packets with large amplitudes up to 70 j.l V. The stimulus eli­
cited responses are often time locked (sweep nos. 1, 5, S, 9, 10, and 11); however, 
the time-locked patterns do not have shapes different from the elementary 
waveforms depicted in the spontaneous activity. "Spontaneous patterns syn­
chronized without stimulation" observed markedly in the pre stimulus activities of 
sweep nos. 11, 12, 13, and IS, are observed in all relevant frequency regions of the 
EEG (see the 40Hz activity in Fig. SB; several other examples are in Ba~ar 19S0). 
The differences between the spontaneous EEG and evoked patterns are: 

1. The synchronized 10-Hz pattern prior to stimulation occurs randomly, whereas 
the lO-Hz wave packet is triggered regularly upon external sensory stimulation, 
provided that there is not ample 10-Hz activity immediately prior to stimulation. 
In cases where ample ongoing lO-Hz activity precedes the stimulation, there is, as 
a rule, no time-locked enhancement upon stimulation (sweep nos. 9,12, and IS). 

2. The evoked lO-Hz response usually has a large magnitude in comparison to the 
magnitudes of the spontaneous lO-Hz wave packets. One of the most important 
points in this kind of analysis is the fact that in the spontaneous activity (although 
it has a random distribution), patterns that are comparable to the evoked patterns 
can often be detected. These spontaneous patterns, when they occur, have com­
parable magnitudes, the same frequency, and the same shape as the evoked pat-
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Fig. 8. (A) Filtered EEG-EP epochs in the 8-13 Hz frequency range. (B) Filtered EEG-EP epochs 
in the 30-60 Hz frequency range 

Table 1. Enhancement factor X 

Sweep no. Frequency channels 

3-8 Hz 8-13 Hz 30--60 Hz 

1 2.8 4.3 1.5 

2 2.4 3.1 1.4 
3 2.0 1.8 1.6 
4 1.1 1.8 0.9 
5 1.5 1.7 0.7 
6 0.5 1.2 1.2 
7 1.9 1.6 1.0 
8 2.4 1.4 0.7 
9 2.0 1.0 1.3 

10 1.1 2.2 1.4 
11 2.4 1.3 0.8 
12 1.8 1.5 1.2 

13 1.4 1.4 1.6 
14 2.3 2.2 1.2 
15 1.6 1.7 1.6 
16 1.2 2.1 2.6 
17 2.3 1.6 1.4 
18 2.1 2.0 1.7 
19 1.5 0.8 1.5 
20 2.0 1.2 1.2 
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terns. As Table 1 shows, the evoked wave packets are usually enhanced (in other 
words, the enhancement factor is a measure of the magnification of wave packets). 

Figure 8B illustrates the filtered EEG-EP epochs in the 40-Hz frequency range 
(the filter limit is 30-60 Hz). The 40-Hz spontaneous and evoked wave packets show 
the same behavior as do the 10-Hz waveforms. The responses usually show time­
locked, large-amplitude wave packets, provided that there is no synchronized 40-Hz 
activity prior to stimulation. In the spontaneous activity, however, randomly occur­
ring 40-Hz waves are often recorded. 

4 Internal EPs and Excitability of the Brain. 
Comparison with Dissipative Structures 

As we have seen in the previous examples in Fig. 8, in the spontaneous activity of the 
brain some patterns can often be detected that are comparable to the EP patterns of 
the same frequency. The expression "internal evoked potential" is used for the spon­
taneous patterns, which occur randomly without any external stimulation (originating 
probably from hidden internal sources) and which have the same frequency and the 
same shape with comparable amplitudes as the evoked patterns. Based on various ex­
periments using the methodology of EEG-EPograms, we have tentatively formulated 
the following working hypothesis, which we call "the excitability rule" (Ba~ar 1980): 

Various brain structures depict spontaneous rhythmic activity in a wide frequency range between 
1 Hz and 1000 Hz. Without application of external sensory stimulation, the spontaneous activity of a 
given brain structure can often show frequency-stable and high-magnitude electrical activity. If regu­
lar spontaneous oscillations can be detected in the electrical activity of a defined brain structure dur­
ing a determined period, it is to be expected that upon external sensory stimulation, this structure 
will have a response susceptibility in the same frequency channel (for example, 40-Hz activity of the 
hippocampus and cortex, 250-300 Hz activity of the cerebellum, lO-Hz activity of all brain struc­
tures, and lO-Hz activity of human scalp responses). The response susceptibility of a brain structure 
depends mostly on its susceptibility to its own intrinsic rhythmic activity. Frequency stabilization, 
time-locking, and amplification of the spontaneous activity upon stimulation contribute greatly to 
the genesis of large potential changes which are called evoked potentials. 

By considering the ensemble of results of frequency characteristics and the com­
bined evaluation of power spectra and of the filtered single trials of ongoing and 
evoked activities, several rules or principles can be derived. These rules and prin­
ciples constitute, on the one hand, a dynamical framework for the understanding of 
field potentials, and on the other hand, they elicit new ideas for describing the 
dynamic structure of EPs. 

Nicolis and Prigogine (1977) described a unified formulation for self-organization 
phenomena in complex systems, i.e., systems involving a large number of interacting 
subunits. Such systems can present, under certain conditions, a marked coherent be­
havior extending well beyond the scale of the individual subunit. Biological order, 
the generation of coherent light by a laser, the emergence of spatial or temporal pat­
terns of activity in chemical kinetics and in fluid dynamics, or finally the functioning 
of an animal ecological system or even of a human society, provide some striking 
illustrations of the coherent occurrence of such self-organization phenomena (Raken 
1977). 
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Although our experiments were not systematically analyzed in terms of the con­
cept of dissipative structures, here are some examples in which the schemata of 
Nicolis and Prigogine (1977) and of Katchalsky et al. (1974) can be partly adapted to 
our empirical findings. 

Goldbeter (1980) analyzed the behavior of two biological systems for which ex­
perimental evidence exists for excitable and/or oscillatory behavior. The first system 
is that of glycolytic oscillations; the second is the adenosine 3' ,5' -cyclic monophos­
phate (cAMP) signaling system, which controls periodic aggregation in the cellular 
slime mold Dictyostelium discoideum. Goldbeter and Caplan (1976) stated that sus­
tained oscillations and excitability are closely associated in chemical systems. In 
other words, if a biological enzyme system demonstrates occasional or sustained 
oscillations, then this system is also excitable in the frequencies of the sustained oscil­
lations. Later, Goldbeter and Segal (1980) described the ability to relay signals as an 
example of what in more general contexts is called excitability, i.e., the ability of a 
system to amplify a small perturbation in a pulsatory manner. Support for their con­
tention that in slime molds a single mechanisms underlies both excitability and oscil­
lating ability is the fact that both phenomena occur under closely related conditions 
in chemical systems such as the Belousov-Zhabotinsky reaction and in models for the 
nerve membrane and for an autocatalytic pH-controlled enzyme reaction. The state­
ment of Goldbeter presents an excellent analogy to the findings or statements con­
cerning the excitability of various brain structures in various frequency ranges. 

As stated above, a brain structure is excitable if it shows sustained oscillations in 
a given frequency channel. This is one of the striking examples of the usefulness of 
the study of dissipative structures in understanding the brain's excitability. 

These are some of the basic rules and principles which have been derived from 
learning the results of several experiments with field potentials of cat and human 
brains. In this report, only a concise description has been given by giving a few exam­
ples. 

5 Some Applications of Basic Principles to EEG-EP Dynamics 

The excitability rule and the relationship between the EEG and EPs described in the 
previous sections can be used in a variety of applications in the evaluation, analysis, 
and interpretation of sensory EPs and cognitive components of ERPs. 

5.1 The Use of the Enhancement Factor in Order to Augment 
the Signal/Noise Ratio of the Sensory EP 

An analysis of the single EEG-EP epochs of Fig. 8 filtered in the 8-13 Hz frequency 
range showed that if a large amplitude oscillatory waveform precedes the stimula­
tion, there usually exists no time-locked response oscillation. Normally, the largest 
responses are detected in the stages where low-amplitude activity is observed as 
stimulation has been applied. 

In our earlier observations on human EPs, using EEG-EP epochs in various fre­
quency ranges, we also observed that in slow-frequency ranges, the phase angle of 
the prestimulus EEG waves might be likely to make an important contribution to the 
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Fig . 9. The AEP from human 
vertex evaluated by using two 
different criteria. Dashed 
curve, EP evaluated by using 
the ensemble of single trials 
of EEG-EPs with small 
enhancement factors (X < 1.2 
for 8-13 Hz and X < 1.4 for 
4-8 Hz) . Solid curve, the EP 
evaluated by using the ensem­
ble of single trials of EEG­
EPs with large enhancement 
factors (X > 1.4 for 8-13 Hz 
and X > 1.6 for 4-8 Hz) 

amplitude of the EP signal in a given frequency range (Ba~ar 1980). According to 
these observations, it should be possible to find an ensemble of optimal EEG-EP sets 
of high responses which could give rise to an averaged potential with large ampli­
tudes . We now cite, for example, an experiment during which a healthy subject re­
ceived a stimulus of 2000-Hz tones of 1-s duration. An analysis of single EEG-EP 
epochs showed that for the 8-13 Hz (alpha) frequency range, the enhancement fac­
tor Xu had a mean value of 1.3, and that for the 4-7 Hz (theta) frequency range, X e 
had a mean value of 1.5. Accordingly, we chose two ensembles of EEG-EP epochs. 
The first ensemble contained epochs with enhancement factors Xa > 1.4 for 8-13 Hz 
and Xe> 1.6 for 4-8Hz. The second ensemble contained epochs with enhancement 
factors Xa < 1.2 for 8-13 Hz and Xe< 1.4 for 4-8 Hz. 

The dashed curve of Fig. 9 shows the EP evaluated by using the ensemble with 
small enhancement factors, whereas the solid curve shows the EP evaluated by using 
the ensemble with large enhancement factors. The wave complex containing waves 
at positions PlOO-200 showed much larger magnitudes by more than twofold in the 
solid curve in comparison to the dashed curve. 

This type of analysis can be very useful for experiments during which only a small 
number of sweeps can be obtained, such as experiments with babies, with psychiatric 
patients, or with freely moving animals, or experiments on stimulation threshold, as 
for hearing or pain. By choosing sweeps with high enhancement factors , a relevant 
signal/noise ratio can be obtained with only a very small number of sweeps. A word 
of caution should be added here, to say that this type of analysis can be useful for 
detection of EPs in noisy experiments where ongoing activity or experimental condi­
tions suppress the EP activity and where the aim of the experiments is the detection 
of EPs or some defined transienst EP components. A more causal and physiologi­
cally relevant evaluation of selected EEG-EP epochs will be described below. 

5.2 Comparison of the Human Auditory EP 
by Selecting EEG Epochs with Various Levels of EEG Activity 

Since the enhancement factor is a function of the pre stimulus EEG, the next step in 
analyzing the influence of the EEG has been to choose selection criteria by consider­
ing various levels of the EEG activity just preceding the stimulus . The example in 
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Fig. 10. The AEP from human vertex evaluated by using two different criteria. Dashed curve, the 
selectively averaged EP evaluated by using only EEG-EP sets with RMS values of prestimulus EEG 
greater than 10 j1V for filtered EEGs in the 8-13 Hz and 4-7 Hz frequency ranges. Solid curve, the 
selectively averaged EP evaluated by using only EEG-EP sets with RMS values of prestimulus EEG 
less than 10 j1V for filtered EEGs in the 8-13 Hz and 4-7 Hz frequency ranges 

Fig. 10 illustrates two EPs evaluated during the same experimental session at which 
the auditory EPs (AEPs) of Fig. 9 were recorded. In this analysis, we again selected 
two different classes of EEG-EP sets. The solid curve was obtained by averaging 
EEG-EP subsets in which the RMS value of the prestimulus EEG was smaller than 
10 Jl V for the frequency ranges of 8-13 Hz and 4-7 Hz. In other words, for this sub­
set of EEG-EP epochs, the pre stimulus EEG should not exceed 10 Jl V after filtering 
either with the band-pass filter of 8-13 Hz or with that of 4-7 Hz (two different filters 
applied!). For the analysis of the 8-13 Hz component, a time period of 250 ms prior 
to auditory stimulation was used. For the analysis of the 4-7 Hz frequency compo­
nent, a duration of 400ms prior to stimulation was evaluated. 

In the second stage of analysis, a subset of EEG-EP epochs that have shown RMS 
EEG values larger than 10 JlV was averaged (higher EEG activity just prior to stimu­
lation). Both subsets contained an equal number of EEG-EP epochs. Although the 
two EPs in Fig. 10 have almost similar shapes, the amplitudes of various deflections 
are different. The dashed curve, the EP with a high-amplitude pre stimulus EEG, is 
about 40% smaller than the solid curve containing sweeps with a small pre stimulus 
EEG. In other words, there is an inverse relationship between the magnitude of the 
pre stimulus EEG and the amplitudes of the EPs. This example is important for the 
analyzer of EPs who is not yet accustomed to performing an analysis in the frequency 
or time domain using concepts of alpha or theta responses. This example shows that 
the conventional EP is a function of the EEG, which should be studied prior to per­
forming a signal averaging of EPs. We have shown here the influence of theta and 
alpha components in the EEG. The same analysis has been extended to the 40-Hz 
range, depicting the same inverse relationship between 40-Hz pre stimulus EEG and 
middle-latency responses of the EP. This analysis will be published elsewhere. 
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5.3 Superposition Principle of Various EP Components 

An analysis of single EEG-EP epochs made during a session of recording sensory 
EPs showed that the enhancement factors in the frequency channels of 4-8 Hz, 8-
13 Hz, 15-25 Hz, and 30-60 Hz do not increase or decrease together. There are very 
often periods in which the theta enhancement is large while alpha enhancement is 
low, and vice versa. Table 1 shows enhancement factors in three frequency ranges 
after the evaluation of single EEG-EP trials with light stimulation. By analyzing such 
an ensemble of EEG-EP sets, one is usually able to find subensembles showing simi­
lar enhancement factors. Our question is now whether it is possible to find in a given 
ensemble of EEG-EPograms two (or more) subsets that present two types of EPs. 
More precisely, is it possible to isolate an alpha-EP or a theta-EP without using filter­
ing analysis, which theoretically (or mathematically) predicts the existence of 
damped oscillatory waveforms, such as the responses in Fig. 8 present in the 1O-Hz 
and 40-Hz frequency ranges? We chose two subsets of EEG-EP epochs. The first 
subset contained selected epochs with high alpha response and low theta response 
(large enhancement factor Xa> 1.8 for the 8-13Hz range, Xe> 1 for the 3-8Hz 
range. On the contrary, the second subset contained selected epochs with low alpha 
response and with high theta response (Xu < 1 for the 8-13 Hz range, Xe> 1.6 for 
the 3-8 Hz range). 

The amplitude characteristic of the EP containing unselected sweeps (all the 
sweeps) showed a maximum of response or selectivity in a broad range between 5 
and 14Hz. Alpha and theta frequency responses were not distinctly separated 
(Fig. 11A). The amplitude characteristic of subset 1, with high alpha response 
(X> 1.8), showed a peak around 10Hz and a minimum around 5Hz (Fig. 11B), 
whereas the amplitude frequency characteristics of the second subset, with high theta 
enhancement, showed a selectivity between 2 and 8 Hz, but without the peaking at 
10 Hz (Fig. 11 C). These are two completely different frequency characteristics. The 
averaged transient EPs from the two different subsets are also completely different. 
The EP (alpha EP) of Fig. 12A can be fitted with the curve filtered in the 8-13 Hz 
frequency range, whereas the EP (theta EP) in Fig. 12B fits well with the curve 
filtered in the 3-8 Hz range. 

In other words, the AEP evaluated by using selected sweeps with high alpha re­
sponse and low theta response showed the damped oscillatory waveform predicted 
by using the 8-13 Hz digital filter. The AEP, which is evaluated by averaging all of 
the sweeps [without using any selection criterion (Fig. 12A)], has a more compli­
cated waveform. A detailed analysis would show that the existence of a small 
number of sweeps in the nonselected AEP is caused by the fact that the averaging of 
the alpha and theta oscillatory waveforms leads to smoothing effects that result from 
cancellation or superposition of the elementary waveforms. The elementary alpha 
and theta responses are usually already superimposed in single EPs. In a long record­
ing session, it is usually possible to register some sweeps with only one or two 
elementary waveforms that are shaped mostly by a unique frequency component. In 
most of the cases, a larger number of elementary response wave packets are super­
imposed. 

The implications of this superposition principle are extremely important for the 
analysis of EPs, because the possibility that two elementary responses may obscure 
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1 s. This curve is obtained by means of Fourier transform of the vertex AEP (average of 100 un­
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each other is important not only in the analysis of EPs, but also in the analysis of the 
ongoing EEG! The illustration of the filtered spontaneous activity in Fig. 8 demon­
strates that the waning and waxing of lO-Hz activity and of 40-Hz activity are not 
necessarily interdependent. These observations raise the important question of 
whether some quiet EEG stages could be caused by superposition of various activ­
ities occurring at the same time but depicted as waning and waxing behavior in 
slightly different frequencies. A superposition principle for the EEG is also pointed 
out by other authors (Wright and Kydd in this volume; Weiss 1986). 

The analysis described in this section was carried out by using the visual human 
EP, depicting two masked (or interwoven) components, namely alpha and theta 
responses. In our earlier detailed work on the analysis of the cat hippocampus and 
other subcortical structures, influences of several components could be recognized. 
Higher frequency components, for example, in the frequency range of 30-80 Hz (the 
40-Hz frequency) have an influence on middle latency components of ERPs (Ba~ar 
et a1. 1987a). One important consequence of the present analysis is the fact that it is 
possible to select EEG states that would give rise at least to two or three types of EPs 
during the same recording session. This fact demonstrates that the prestimulus EEG 
is of major importance in experiments to measure and interpret ERPs. 

6 EEG-EP Dynamics and Cognitive Processes 

In the foregoing section, we showed that the pre stimulus EEG is one of the most im­
portant parameters that influence the amplitude, the time behavior and, in general, 
the shape of the EP. Furthermore, the examples given in the previous sections 
pointed out possible kinds of analysis and gave hints about the structure of the EP, 
which is, as a rule, related to the EEG. On the other hand, EEG changes during var­
ious tasks and especially during cognitive processes have been described by several 
scientists since the pioneering work of Berger (see, for example, Creutzfeldt 1983; 
Giannitrapani 1985). In order to treat the association between the EEG and the cog­
nitive components of ERPs, several steps have been taken by our research group. 
The general conclusion drawn from the findings of our laboratories is as follows: 
when subjects perform tasks in relation to regular, frequently presented target 
stimuli, the regular pattern of stimulation induces more stable and predictable pre­
and poststimulus activity. The onset of these changes can vary within and between 
subjects, as well as between the different frequencies of target stimuli used in the ex­
periments. Furthermore, informing subjects of the stimulus pattern appears to aug­
ment the regularity and synchronization of their EEGs, as if such knowledge is some­
how able to influence a subject's EEG rhythmicity (Ba~ar et a1. 1984; Stampfer and 
Ba~ar 1985; Ba~ar and Stampfer 1985). 

In our studies of P300 endogenous potentials, we modified the conventional audi­
tory "oddball" paradigm to demonstrate the development and variation of pre­
stimulus "preparation changes" in the EEG. The subjects were stimulated with 
repetitive frequent oddball tones. During the experiments, the subjects learned by 
themselves the applied sequence of the target and nontarget tones. We measured 
subjects with all of the various degrees of synchronized EEG patterns during various 
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Fig. 13. (A) Average of 20 EEG-ERP epochs for target tones during an experiment in which the sub­
ject showed abundant alpha activity. (B) Average of EEG-ERP in A filtered with a band-pass filter 
of 8-13 Hz. (C) Average of 20 EEG-ERP epochs of the same subject during a period of low-ampli­
tude prestimulus alpha activity. (D) Averaged EEG-ERP in C filtered with a band-pass filter of 8-
13 Hz. (Modified from Ba~ar and Stampfer 1985) 

stages of the experiments. These changes were recorded in various frequency chan­
nels, mostly in the 1-4 Hz, 4-8 Hz, and 8-13 Hz frequency ranges. Figure 13A shows 
an average of 20 EEG-EP epochs for target tones during the experiment with a sub­
ject having abundant alpha activity. During this measurement, a striking rhythmicity 
of 10 Hz was observed in the pre stimulus segment. Figure 13B is a filtered version of 
Fig.13A (band pass 8-13 Hz). An obvious "blocking" effect can be seen following 
the point of stimulation. When each of the 20 single sweeps is filtered in the same 
band width and compared to the filtered average, it becomes apparent that the pre­
stimulus rhythmicity is not a passive phenomenon; there is evidence of time-locking 
to the expected stimulus (a kind of forward time-locking). We evaluated the mean 
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alpha magnitude of the 20 single sweeps. It amounted to 16 IlV. If the prestimulus 
activity had been random, the averaged amplitude of the 20 sweeps should have been 
reduced by a factor of V20, or about 4.51. 

We have repeatedly observed an inverse relationship between the amplitude of 
pre stimulus alpha activity and the amplitude of the poststimulus N100 response. Fig­
ure 13C shows an average of EEG-EP epochs with low-amplitude pre stimulus alpha 
activity (the average RMS amplitude of alpha activity amounted to 7 IlV). Figure 
13D is the filtered version of the respective average above in the frequency range of 
8-13 Hz. It can be seen that the low-amplitude pre stimulus alpha activity is associ­
ated with high-amplitude poststimulus enhancement (Fig. 13D), whereas the reverse 
applies in Fig. 13B. When poststimulus alpha blocking occurs, as in Fig.13B, there 
is usually evidence of an "after discharge" around 400 ms poststimulus. 

The above results have been interpreted as evidence of an active functional 
relationship between pre stimulus alpha activity and poststimulus alpha enhance­
ment, which bears a highly significant relationship to the NlOO peak of averaged 
data. The change in amplitude of the NIOO peak is highly marked, as the comparison 
of the unfiltered averages in Fig. 13A, C demonstrates. 

Here, it should be also emphasized that the analysis above is pertinent for studies 
in cognitive neurophysiology, in which the NlOO peak, as well as changes in the NlOO 
peak (NlOO tuning), are analyzed in order to discuss several behavioral reactions. 
The lesson we might draw from the interaction of the NlOO peak with the prestimulus 
alpha activity is that the behavior change observed with the NlOO peak, or the so­
called NlOO tuning, should be considered along with the alpha behavior of the sub­
ject, and that efforts might be undertaken to illuminate the controversies about 
NlOO. The discrepancies described by several investigators with regard to NlOO tun­
ing could have been understood by examining at the beginning whether or not their 
subjects were of the alpha type. 

7 Brain Event-Related Rhythms Preceding Cognitive Tasks 

Our preliminary results, showing that during cognitive tasks, pre stimulus EEG tends 
to attain a phase-ordered pattern prior to repetitively expected stimulation, led us to 
extend our experiments with a new emphasis. Tones of 2000 Hz and 80 dB and of 
800-ms duration were applied at regular intervals of 2600ms. Every third or fourth 
tone was omitted. The subjects were asked to predict and mark mentally the time of 
occurrence of the omitted signal. One second of the EEG prior to omitted stimuli 
was also recorded along with the ERP. 

The experiments were carried out with ten healthy volunteer SUbjects. When sub­
jects learned and successfully followed the rhythmicity contained in the paradigms, 
they were usually able to increase their attention. Then rhythmic prestimulus EEG 
patterns could be observed. Most of the subjects reported that at the beginning of an 
experimental session with repetitive signals, they had difficulty in predicting the time 
of occurrence of stimulus omission. However, in the second part of the experiment, 

1 From systems theory it is known that during the averaging process time-unlocked random signals 
are reduced in amplitude by a factor {N, N being the number of averaged sweeps. 
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Fig. 14. Averages of the first (broken line) and last (solid line) ten prestimulus EEG epochs of the 
experiment, filtered in the 1-25 Hz frequency band. (Ba~ar et al. 1987b) 

they were usually able to predict the time of the omitted signal. Accordingly, in our 
signal analysis, we applied a selective averaging, by grouping the first ten prestimulus 
sweeps at the beginning of the experiment and the last ten sweeps towards the end 
of the experiment. Figure 14 illustrates comparatively the averages of the first and 
the last ten pre stimulus EEG epochs (digitally filtered between 1 and 25Hz), which 
were measured at the vertex of a subject who reported that at the beginning of the 
experiment he felt insecure and had diffuse attention. However, he was able to con­
centrate better on the tasks near the end of the experimental session and could per­
form his tasks much better. The average of the ten sweeps at the end of the experi­
ment depicted a regular rhythmic behavior with large amplitudes. The first ten 
sweeps tend also to the same rhythmicity; however, the average is not very regular, 
the amplitude of the oscillation being low (compare Fig. 14). 

Rhythms similar in principle to those illustrated in Fig. 14 have been observed in 
all of the subjects. However, the alignment and phase reordering were not the same 
in all the subjects. The exact time of regularity and phase reordering showed fluctua­
tions in a time period 500 ms prior to the event. 

Figure 15 shows the results of an experiment with another subject. In this case, 
the superposition of the last nine sweeps of the experiment is illustrated. Single 
sweeps have here been digitally filtered in the frequency range between 7 and 13 Hz. 
The regularity of the single EEG rhythms is in this case such that it is easy to observe 
that the shape of the EEG prior to stimulation reached a template pattern. 

It is widely recognized that the endogenous ERP components are related to cog­
nitive processing of stimulus information or to the organization of behavior, rather 
than being evoked by the presentation of the stimulus. The event-related rhythms 
that have been presented in this study reflect the effort performed by the brain in the 
expectation and prediction of an event. They are purely endogenous, since they are 
emitted in relation to a mental task, and not following a physical event or prior to a 
physical motion. Our results differ highly from reports describing EEG changes in 
frequency and amplitude during cognitive tasks, since our experiments indicate that 
the EEG of a subject can reach patterns with a constant template during a constant 
mental task. This pattern has a defined phase-reordering and alignment during the 
execution of the mental task, which start approximately 500ms prior to the event. 
Accordingly, we want to emphasize that the EEG may playa highly active defined 
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role in processes of cognition, especially those involved in the generation of percep­
tions and short-term memory. 

Freeman (1975; Freeman and Skarda 1985) has shown that the EEG of the olfac­
tory bulb and cortex in awake, motivated rabbits and cats shows a characteristic tem­
poral pattern consisting of bursts of 40-80 Hz oscillations, superimposed on a sur­
face-negative baseline potential shift synchronized to each inspiration. He has since 
interpreted this finding as follows. 

The neural activity which is induced by an odour during a period of learning provides the specifi­
cation for a neural template of strength connections between the neurons made active by that odour. 
Subsequently when the animal is placed in the appropriate setting, the template may be activated in 
order to serve as a selective filter for search and detection of the expected odour. (Freeman 1979) 

A key step in information processing depends on an orderly transition of cortical activity from a 
quasi-equilibrium to a limit-cycle (synchronized oscillation state and back again). In this interpreta­
tion, the synchronized 40-Hz EEG activity, or the 40Hz limit-cycle activity, serves as an operator on 
sensory input, to abstract and generalise aspects of the input into pre-established categories, thereby 
creating information for further central processing. (Freeman 1983) 

In other words, the limit cycle may represent an image of the input that the ani­
mal expects to identify or is searching for. The results of the present study and that 
of Ba~ar et al. (1984) support this interpretation and the possibility of its generaliza­
tion to other sensory modalities as well to as a wider range of EEG frequencies. We 
have presented evidence that expectancy and selective attention, associated with reg­
ular, frequent target stimuli, result in highly synchronized EEG activity. This regular 
"limit cycle" activity occurs in various frequency ranges between 1 and 40 Hz. In this 
study we have focused our analysis on the 1-13Hz range. Accordingly, we conclude 
tentatively that the 1-4 Hz, 4-7 Hz, and 8-13 Hz activities serve as "operators" in 
the selective filtering of expected target stimuli. We suggest that Freeman's concept 
can be generalized to various sensory systems and to EEG frequencies such as delta, 
theta, and alpha. Furthermore, experiments in this study have shown that a regular 
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pattern of stimulation can induce a "preferred" phase angle, which appears to facili­
tate an optimal brain response to the sensory input. When subjects were not inform­
ed that target stimuli would be presented regularly and alternately, their EEG 
acitivty appears to have developed an "operator state" spontaneously. At the begin­
ning of the experiment, the pre stimulus EEG activity was usually poorly syn­
chronized. The duration of alpha and theta enhancement was prolonged and delta 
activity showed a delayed latency shift. These P300-like changes were seen in both 
target and nontarget responses. Once subjects "discovered" the regular pattern of 
stimulation, there was a progressive reduction in the delta delay as well as in the 
duration of theta and alpha oscillation. The ERP response began to look almost like 
a sensory EP (Stampfer and Ba~ar 1985). The important conclusion drawn from 
these findings is that EEG operators appear to modulate the response characteristics 
as a function of learning. Ba~ar et al. (1984) used the expression "operative stage" 
for degrees of brain synchronization in delta, theta, and alpha activity during brain 
information processing associated with sensory and cognitive inputs. In contrast to 
the statements made by Freeman (1983), Ba~ar (1980), and Ba~ar et al. (1984) sug­
gested that EEG activity also contains response fragments to internal sensory and 
cognitive inputs (more details and examples concerning the EEG template pattern 
are analyzed by Ba~ar et al. 1987b). 

8 Concluding Remarks 

The experiments and results presented in this study have several implications and 
application possibilities. Some aspects of the concepts and methods presented have 
been explained in detail earlier. In this short conclusion we will emphasize only some 
of the generalizable results and new avenues. 

The experiments described in the previous sections and our earlier results (Ba~ar 
1983) have shown that during experiments with cognitive tasks it is possible to mea­
sure reproducible EEG patterns. In other words, the use of modern computer tech­
niques makes it possible to find quasi-"deterministic EEG" patterns related to de­
fined brain functions. The specific brain function consists in this case of the genera­
tion of reproducible EEG patterns related to learning and short-term memory. We 
will call this type of memory a "dynamic memory." Engrams of this dynamic memory 
are manifested in the form of oscillatory waveforms or reproducible templates (see 
also the Epilogue to this volume). 

The use of the expression "deterministic EEG" finds its legitimacy in several 
results of Babloyantz, Roschke and Ba~ar, and Freeman (this volume). Babloyantz 
has shown that the human sleep EEG contains a strange attractor with a dimension 
of approximately 5 [for a definition of a "strange attractor," see Babloyantz (this vol­
ume), Roschke and Ba~ar (this volume), and Ba~ar 1983]. Roschke and Ba~ar have 
described the dimensionality of strange attractors in various structures of the brain 
as between 4 and 5. 

We have emphasized for a long time that the EEG should not be considered as a 
simple noise to be eliminated in experiments on sensory EPs and ERPs. The EEG is 
most probably a memory-related and cognition-related operator that seems to gov-
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ern the most important common transfer functions of the brain. The question of Fes­
sard (1961) that we emphasized in the preliminary remarks of this paper is partly 
answered by our description of frequency characteristics. Theta, alpha, beta, and 40-
Hz frequency channels appear to be fundamental transmission channels in which 
heterogeneous messages during sensory and cognitive processes occur. Accordingly, 
we propose that the most general transfer functions of the brain's sensory and cogni­
tive communication are partly reflected in the general resonance phenomena that 
occur in distributed neural networks throughout the brain. It is also important to em­
phasize that sensory and cognitive tasks seem to use the same frequency channels, 
but with different weights (compare also Stampfer and Ba~ar in this volume). Even 
by analyzing the endogenous potentials of ERPs (P300 wave, NlOO tuning), it has 
been shown that the cognitive changes in the brain's response activity reflect a tran­
sition to coherent stages of the already existing resonance transmission lines. There 
are no new frequencies. But the changes do occur as tuning of the existing resonance 
properties (Stampfer and Ba~ar 1985; Ba~ar et al. 1984). Various cognitive tasks or 
sensory communications use a specific combination of various resonant modes. The 
resulting ERPs reflect the (resonant) responses in a given quasi-invariant modes of 
resonances. The immense variability of single EPs should in this case reflect the most 
important general transfer in the brain to cognitive and sensory input. In preliminary 
results, Ba~ar and Bullock indicated that even invertebrate ganglia (Aplysia) show 
transfer functions similar to those of mammalian brain (Ba~ar and Bullock 1986). 
Even in a small number of resonance channels, a responding brain possesses enorm­
ous flexibility because of the possible combinations of various channels. The formu­
lation of such a working hypothesis is ambitious and demands a still larger number 
of experiments (see also the remarks of Ba~ar in the chapter on "How Brains May 
Work," this volume). However, the results of the present analysis support the possi­
bility of such a generalization. 

We also want to point out that studies of single EEG and EP trials may open new 
avenues of research with a great capacity for inspiring new interpretations of how the 
brain processes sensory and cognitive information. The averaged EPs indicate only a 
global image of the brain. On the contrary, analyses of the dynamics of EEG frag­
ments of short duration and of single trial EPs can contribute to augmenting our un­
derstanding of cognitive tasks. 
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Electrophysiological and Radiographic Evidence 
for the Mediation of Memory 
by an Anatomically Distributed System 

E.R.JOHN 

1 Historical Introduction 

A guiding principle in studies of brain-behavior relationships in general, and the 
mediation of memory in particular, has been that knowledge of the mediating 
anatomical structure often provides invaluable insight into how a function is per­
formed. Recently, my colleagues and I have been using a double-labelled 2-deoxy­
glucose radioautographic technique to study the anatomical distribution of the meta­
bolic correlates of memory activation in split-brain cats. Before presenting the re­
sults of these current studies, I will summarize the salient findings of our 35 years of 
prior research on this problem, so that our present metabolic studies can be integrat­
ed into the perspective of the preceding neurophysiological evidence. 

1.1 Radioautography 

Our current studies with labelled deoxyglucose constitute a return to my initial ap­
proach to the study of memory. Figure 1 is a radioautograph of a mid-sagittal section 
of a rabbit brain, showing the distribution of radioactive phosphorus C2P) in a food­
deprived animal after a 4-h feeding period following injection of the radioactive 
tracer. The high concentration of radioactivity in the hypothalamus reflects the up­
take of e2P)-labelled glucose-6-phosphate by neurons in that region, activated dur­
ing the ingestion of food by the hungry rabbit. Interpretation of such radio autographs 
was restricted by several obstacles; in particular, the rapid spread of the labelled 
phosphate into many of the metabolic pathways of the Krebs cycle raised serious 
doubt that the observed diffuse distribution of the radioactivity corresponded well to 

Fig. 1. Enlargement of a radioautograph of rabbit 
brain section. (From John 1954) 
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the locus of the cells where uptake initially occurred. Inability to find support to pur­
sue this approach further compelled the development of other strategies. 

1.2 Early Electrophysiological Evidence of Distributed Memory 

We devised an electrophysiological analogue to radiotracer technique (John and 
Killam 1959). Visual or auditory stimuli at specific repetition rates, called tracer 
stimuli, were used as discriminanda in conditioning experiments in cats with multiple 
electrodes chronically implanted in a wide sample of brain structures. The spontane­
ous electrical activity, or EEG, recorded from these brain structures in the unan­
esthetized behaving animal was examined for rhythmic activity at the repetition rate 
or frequency of the tracer stimuli. Such frequency-specific activity was identified as 
labelled rhythms and was interpreted as reflecting the involvement of any brain 
region where labelled rhythms appeared in processing information about the tracer 
stimuli. 

When tracer stimuli were first presented to naive animals at the beginning of con­
ditioning, labelled rhythms were observed in a limited set of regions, largely corre­
sponding to the sensory-specific structures mediating the modality of the stimulus 
(see. Fig. 2). As the conditioned response became established, labelled rhythms 
appeared in many additional brain structures. Such observations suggested that dur­
ing learning, an anatomically extensive system was organized involving many non­
specific as well as sensory-specific regions and mediating subsequent performance of 
the learned behavior. 
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Fig. 2. RESPONSE BEFORE STIMULUS IS CUE shows the effect of photic (6-Hz flicker) on a cat 
after it had learned that milk could be obtained whenever a lever was pressed. The flicker had no 
signal value at this stage. Little "labelled" activity was elicited by the flicker except in the lateral 
geniculate (LAT GEN). The response disappeared in the lateral geniculate because of the internal 
inhibition which occurred as the cat pressed the lever and waited for milk. RESPONSE AFTER 
STIMULUS IS CUE shows records during presentation of flicker (7 Hz) after the cat had learned a 
frequency discrimination. The cat was responding correctly by not pressing the lever down. There is 
marked enhancement of labelled responses at the stimulus frequency. FLICKER, 6-Hz photic 
stimulation; VIS CX, visual cortex; MRF, mesencephalic reticular formation; CL, nucleus centralis 
lateralis; VENT HIPP, ventral hippocampus; DORS HIPP, dorsal hippocampus; PSS CX, posterior 
suprasylvian cortex). (Data from John 1967). 
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Fig. 3. Differentially trained cat responding to a 7.7-Hz flicker conditioned stimulus with an error 
followed by self-correction. Note the appearance of waves (underlined) in the visual cortex (L VIS) 
approximating the frequency of the absent cue (3.1-Hz flicker) just prior to the erroneous perfor­
mance (CR and arrow), and the disappearance ofthose waves as the animal self-corrects by perform­
ing appropriately to the cue (CAR) . Bipolar derivations. (Data from John et al. 1975) 

It rapidly became apparent that the pervasive labelled rhythms that appeared dur­
ing learning had two distinct origins. A part of such activity clearly reflected the fre­
quency of the external physical event, and was exogenous. Another part, however, 
seemed to reflect the activation of a memory rather than external reality, and was 
endogenous. One manifestation of endogenous activity was often seen in differen­
tially trained animals during behavioral errors, when a discriminative response 
appropriate to an absent stimulus was performed after presentation of a different dis­
criminanda. An example of such an error of commission (John and Killam 1960) is 
presented in Fig. 3. This cat was trained to perform a conditioned avoidance re­
sponse (CAR) upon presentation of a 7.7-Hz flicker and a conditioned approach re­
sponse (CR) to a 3.1-Hz flicker. The figure shows a marked 3.1-Hz rhythmic activity 
in the visual cortex while the cat performs an erroneous CR during presentation of 
the 7.7-Hz cue for a CAR. When the flicker cue remained on after the error, the 
labelled rhythm changed to the appropriate 7.7-Hz frequency and the correct be­
havioral response ensued. 

Abundant literature reviewed elsewhere (John 1967) shows that an anatomically 
extensive representational system is established during experience. Representational 
systems may be activated by diverse internal as well as external cues and release a 
mode of electrophysiological activity, often coupled with behavioral acts, suggestive 
of the activation of a memory. Evidence of such released patterns can be seen in 
errors of commission, errors of omission, differential generalization, and so-called 
assimilation of the rhythm accompanied by behavioral performance. 
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1.3 Similarity of Widely Distributed Evoked Potentials 

With the advent of average-response computers, it became possible to visualize these 
processes with better resolution. Figure 4 shows the evolution of visual evoked 
potential (EP) waveshapes elicited by tracer stimuli in multiple anatomical regions, 
throughout several stages in the elaboration of differentiated conditioned responses 
in a cat. Note that all of the wave shapes here shown come from bipolar derivations. 
The first column of waveshapes, recorded at the onset of conditioning, shows a 
diversity of responses with marked differences among regions. The most marked EPs 
are in the visual cortex and lateral geniculate body. When a simple CAR begins to 
be performed (column 2), rather similar waveshapes appear in many brain regions, 
non sensory as well as sensory-specific. With establishment of a differentiated CAR, 
the power of the EP is markedly increased and the waveshapes in different regions 
become extremely similar. With substantial overtraining, these waveshapes undergo 
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Fig. 4. Evolution of visual evoked response. CONTROL, average responses evoked in different 
brain regions of a naive cat by presentation of a novel flicker stimulus. Several regions show little or 
no response, and different regions display differing types of response. EARLY CR, responses to the 
same stimulus shortly after elaboration of a simple conditioned approach response (CAR, a lever 
press to obtain food). A definite response with similar features can now be discerned in most re­
gions. DIFFERENTIAL CAR, responses to the same flicker conditioned stimulus shortly after es­
tablishment of a differential avoidance response to flicker at a second frequency. As usual, discrimi­
nation training has greatly enhanced the response amplitude, and the similarity between responses 
in different structures has become more marked. OVERTRAINED CAR, after many months of 
overtraining on the differentiation task, the waveshapes undergo further changes. The arrows point 
to a component usually absent or markedly smaller in behavioral trials on which this animal failed to 
perform the CAR. Monopolar derivations. (Data from John et al. 1975) 
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Fig. 5. Recordings from surface and deep bipolar derivations in a monkey that had repeatedly ex­
perienced an air puff delivered to the cornea through a nozzle whenever a click occurred. The left 
set of recordings shows the EPs elicited by the click after conditioning, when the air nozzle was re­
moved from the test chamber. The click presentation, indicated by the deflection on the bottom line, 
causes a small primary component to appear which is localized to the auditory cortex. The middle 
set of recordings shows the EPs elicited by the same click when the air nozzle was in place, although 
no air puff was delivered. The EP now has a very similar waveshape and latency in all structures and 
contains a very prominent late component. The right set of records shows the reappearance of small­
er, more localized EPs with different waveshapes when the nozzle is removed. (Data from Galambos 
and Sheatz 1962) 

further changes. A prominent late component appears in many regions. This com­
ponent, which we called the readout component, was usually absent if presentation 
of the conditioned stimuli failed to elicit behavioral performance (John 1972). Figure 
5 illustrates a very similar phenomenon observed independently by Galambos. Such 
observations show that the similarity of EP waveshapes in different regions is 
dynamic in origin, and does not reflect static new connections. 

Figure 6 illustrates EP waveshapes and single-unit activity recorded from the 
same micro electrode in the auditory cortex of a curarized animal. Before condition­
ing, the EP displays only a primary component, accompanied by an increased rate of 
discharge in a neuron relatively close to the microelectrode, which produces the 
larger amplitude spike discharge. Smaller spikes are also visible in the record, pro­
duced by a slightly more distant neuron which seems unresponsive to the click. After 
conditioning, the latency of the primary EP component decreases and a secondary 
EP component appears. The neuron producing the large spike discharge continues to 
display increased activity during the primary, but the neuron slightly more distant 
(producing the smaller spike) now displays a brisk increase in activity during the 
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Fig. 6A, B. EP waveshapes and single-unit activity 
recorded from the same micro electrode in the auditory 
cortex of a curarized animal. The upper pair of tracings 
shows superimposed single EPs (AI) and unit dis­
charges (A2) elicited by repeated click stimuli prior to 
conditioning. The lower pair of tracings shows superim­
posed single EPs (B I) and unit discharges (B2) elicited 
by repeated click stimuli after systematic pairing of the 
click with unavoidable shock. (From F. Morrell 1970, 
unpublished) . 
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Fig. 7. "Difference" waveshapes constructed by subtraction of averaged responses evoked by 7.7-Hz 
test stimulus during trials resulting in no behavioral performance from averaged responses evoked 
by the same stimulus when generalization occurred. Each of the original averages was based on 200 
evoked potentials providing a sample from five behavioral trials. Analysis epoch was 62.5 ms. The 
onset and maximum of the difference wave has been marked by two arrows on each waveshape. The 
structures have been arranged from top to bottom in rank order with respect to latency of the differ­
ence wave. Note that the latency and shape of the initial component of the difference wave is 
extremely similar in the first four structures, and then appears progressively later in the remaining 
regions. POST MARG, posterior marginal gyrus; POST SS, posterior suprasylvian gyrus; MRF, 
mesencephalic reticular formation; N. VENT LAT, nucleus ventralis lateralis; MARG, marginal 
gyrus; DORS HIPP, dorsal hippocampus; N. LAT POST, nucleus lateralis posterior; N. RET/C, 
nucleus reticularis; ANT LG, anterior lateral geniculate; R, right side; L, left side. (Data from John 
1967) 
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secondary EP component (P. Morrell 1970, unpublished). Such observations suggest 
that different cells may mediate exogenous and endogenous activity, as will be shown 
later. 

By algebraic subtraction of EP waveshapes recorded during stimulus presenta­
tions resulting in no behavioral response (NR) from EPs recorded during trials re­
sulting in conditioned response (CR), it was possible to obtain a computed estimate 
of the endogenous components of the EP in various regions. Figure 7 illustrates a set 
of such difference waveshapes constructed from CR (exogenous plus endogenous) 
and NR (exogenous only) EP waveshapes recorded from many regions at the same 
time (John 1967). Inspection of these estimates of the endogenous process shows a 
remarkable similarity in waveshape and simultaneity of time course in the top four 
derivations, recorded from bipolar electrodes located in regions quite remote from 
one another (marginal gyrus, suprasylvian gyrus, mesencephalic reticular formation, 
nucleus ventralis lateralis). Other regions showed a later appearance of this process, 
possibly reflecting centrifugal propagation of the process from an initial set of struc­
tures to other regions in the system. We proposed that this released process reflected 
neural readout from memory. 

1.4 Evidence for Resonance Between Neuronal Ensembles 

More precise examination of difference waveshapes recorded simultaneously from 
bipolar electrodes with small tip separations « 1 mm) in different anatomical regions 
separated by considerable distances and characterized by very different morphology 
disclosed a remarkable synchronization of these endogenous processes. Figure 8 
illustrates difference wave shapes photographed from the screen of an average re­
sponse computer with a resolution of 1.25 ms per bin. Inspection of these data shows 
that the endogenous process was released in the visual cortex, lateral geniculate 
body, and mesencephalic reticular formation within less than the 1.25-ms time inter­
val represented by each bin. Since synaptic traverse time is about 1 ms, and axonal 
transmission between these distant regions is known to require several milliseconds 
at least, it is difficult to explain such observations in conventional terms. These data 
suggest that after sufficient afferent information reaches different neuronal ensem­
bles, they enter a coupled common mode of oscillation as if some kind of resonance 
had taken place between the separate ensembles. The extreme synchronization of 
that resonance is easier to reconcile with the action of an electromagnetic field than 
with synaptic transactions. 

It was possible to demonstrate that endogenous activity could produce a released 
facsimile of the usual response to an absent event (Ruchkin and John 1966; John et 
al. 1969). Presentation of a neutral test stimulus midway in repetition rate between 
two differentiated tracer stimuli results in performance of the behavioral response, 
sometimes appropriate to one and sometimes to the other of the familiar but absent 
cues. Figure 9 shows that when the neutral visual test stimulus V3 resulted in perfor­
mance of the conditioned approach response, the waveshape V3CR resembled the 
waveshape VICR elicited during correct response to the visual approach cue VI with 
a correlation coefficient of 0.59. When V 3 resulted in performance of the conditioned 
avoidance response, the waveshape V3CAR resembled the wave shape V2CAR eli­
cited during correct response to the visual avoidance cue V2 with a correlation coeffi-
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Fig. 8. Difference waveshapes obtained by subtracting average responses computed during three 
trials resulting in no performance (NR) from average responses computed during five trials resulting 
in correct performance of the conditioned avoidance response (CAR). All recordings were bipolar, 
and 75 evoked potentials were used in each of the constituent averages. Note the correspondence in 
latency and waveshape of the difference process in these various regions. (Data from John 1967) 
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Fig. 9. Response waveshapes with averages based upon se­
quences of evoked potentials selected by the experimenter 
from the last 4s of multiple behavioral trials. Average sample 
size, 15. See text for explanation. (Data from John et al. 1969) 

cient of 0.81. The two waveshapes V3CR and V3CAR elicited by the same physical 
event activating two different memories were drastically different, with a correlation 
coefficient of 0.14. 

Similar tests of differential generalization were conducted in many animals, using 
auditory as well as visual cues, and a wide variety of differentiated instrumental re­
sponses involving approach-approach, approach-avoidance and avoidance-avoidance 
discriminations. Under all of these conditions, the same release of facsimile 
waveshapes was observed. Cross-correlation of single EPs elicited by neutral stimuli 
against templates obtained by averaging EPs to differentiated stimuli could accom­
plish accurate prediction of responses in differential generalization tests of this sort 
(John 1972; John et al. 1973). Such observations suggested that the anatomically dis­
tributed representational system established during learning acquired the property of 
entering a specific mode of oscillation characteristic of its previous behavior under 
the conditions of the learning situation, if a sufficient subset of those conditions were 
reproduced. These specific modes of oscillation were released, but not caused by the 
actual physical stimulus. 



64 E.R.John 

ftA! 2000 
NI IO~LJ\ 
PI 2000L K I~ ) 

zoooL!t 
NZ I~ ~i III 

P2 ::Ll> Fig. 10. Analysis showing similar 
~ 

:~L.t_ 
latencies of acoustic evoked 

~ N3 response (AER) components 
....I recorded from the lateral genicu-&0.1 

::~ ~ > late (crosses) and the dorsal &0.1 P3 ....I hippocampus (circles). Latency 

ZOOO~ r~ 
of component is plotted along 

N4 the abscissa versus depth of 100: 

penetration along the ordinate. 

P4 
ZOOO~ !~ Successively later components 1000 

"' are depicted by graphs from top 0 

2000~ ::;~ 
(Nz) to bottom (P5). Each point 

N5 is based on an average response 100~ 

to 500 stimulus presentation in 

P5 
2000~ 

<_~I multiple behavioral trials. (Data 1000 

from John and Morgades 1969b) 0 I I 
25 50 75 100 

LATENCY ( MS) 

The anatomical distribution of coupled modes of oscillation between remote 
anatomical regions characterized by grossly different structure was studied further 
using multiple chronically implanted moving microelectrodes. Figure 10 illustrates 
data obtained from two such electrodes roving through the left lateral geniculate 
body and the right dorsal hippocampus of a trained, performing cat . A total of 500 
EPs recorded during behavioral trials resulting in correct discriminated performance 
was averaged at each electrode position. The typical EPs obtained from the two 
anatomical regions are illustrated on the right. Crosses represent latencies of lateral 
geniculate components and circles those of the dorsal hippocampus. Up to compo­
nent P4, regions in these two structures display latency differences of less than 1 ms. 
Sub ensembles at different levels within the same structure reveal greater latency 
differences than exist between some ensembles in two different regions. These data 
suggest that the spatial structure of the hypothesized resonance underlying common 
modes of oscillation is locally inhomogenous in some domains. 

Simultaneous monopolar recording of EPs and multiple units were obtained from 
these multiple moving micro electrodes (John and Morgades 1969b). Figure 11 illus­
trates data simultaneously recorded from the lateral geniculate (LG) and dorsal 
hippocampus of a trained cat under various circumstances. In each of the four exam­
ples, the solid line represents the EP waveshape and the stippled region represents 
the poststimulus histogram of a group of several neurons. Example A shows similar 
EP waveshapes in the two brain regions, with poststimulus histograms displaying 
peaks and troughs that indicate that voltage fluctuations in the EP modulate the 
probability of firing in the local neural populations. In trials resulting in correct per-
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C Fig. 11. (A) AERs (solid curves) and 
8,S PSHs (shaded areas) simultaneously 
NR recorded from microelectrodes in the 

lateral geniculate body on the left side 
6,7ms (L.G.) and the dorsal hippocampus on 

the right side (D .H.) during correct 
performance (CR) to the 8-Hz stimulus 
by cat 2. Numbered vertical lines indicate 
components considered to correspond 
with respect to relative latency. These 
and all other responses illustrated in this 
figure computed from 500 stimulus 
presentations , except for the PSH 
derived from a single unit in LG, shown 
as a dotted line (N = 5000). Note the 
correspondence between the curve 
describing the probability of firing of 
this single neuron observed over a long 
period of time and the PSH for the 
neural ensemble observed for one-tenth 
that time. (B) AERs and PSHs simul­
taneously recorded from LG and DH 
during correct performance (CR) to the 
differential 2-Hz conditioned stimulus. 
(C) AERs and PSHs simultaneously 
recorded from LG and DH during 
presentations of the 8-Hz conditioned 
stimulus which resulted in no behavioral 
performance (NR). (D) AERs and 
PSHs simultaneously recorded from LG 
and DH during presentation of a novel 
stimulus illuminated by the 8-Hz flicker 

25ms (ERJ). (Data from John and Morgades 
1969b) 

formance to an 8-Hz visual cue for an approach response (food) requiring that the 
left lever on a work panel be pressed, the two regions show close correspondence 
both in EP morphology and neural firing probability. Example B shows a different 
temporal pattern but still good correspondence between the two regions during trials 
resulting in correct performance of a right lever press to a 2-Hz visual cue for a food 
reward. Example C shows that the similarity vanishes when presentation of the 
learned cue fails to elicit appropriate behavioral performance. Example D further 
illustrates the dynamic nature of a representational system, showing the gross alter­
ations in temporal patterning and dissociation of the two anatomical regions when 
the cat looks at the experimenter's face illuminated by the 8-Hz flicker which has 
previously been the cue for an approach response. 

1.5 Interim Conclusions Regarding Mechanisms 

These data permit several conclusions: 
1. The temporal patterns of deviation from random firing in local neural ensembles 

is modulated by the voltage of the local field potential. EPs are not epiphenoma, 
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nor do EP similarities between different regions reflect volume conduction from 
distant dipole generators. Rather, they reflect the nonrandom coherence in firing 
patterns of local neural populations. 

2. The correspondence between large samples of the firing patterns of well-isolated 
single units (dotted line in Example A, n = 5000) and smaller samples of the firing 
patterns of multiple units (stippled area in Example A, n = 500) suggests a prop­
erty of ergodicity; that is, the nonrandom behavior of a single neural element 
across a long period of information processing converges to the nonrandom be­
havior of a neural ensemble across a short period of processing the same informa­
tion. This implies that the brain computes reliable information quickly by some 
sort of spatial averaging across large numbers of elements each of which is unreli­
able in the short term. 

3. The correspondence in temporal pattern and close synchronization between EPs 
and ensemble firing observed in trained animals processing learned information is 
of dynamic origin and arises from some field property of the representational sys­
tem, rather than from the static function of new synaptic connections established 
during learning. 

1.6 Further Evidence for the Distribution of Meaning 

The synchronization between neural ensembles was studied by measuring the ampli­
tude and latency of peaks in multiple unit poststimulus histograms as the microelec­
trodes were moved across extensive anatomical trajectories over the course of many 
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Fig. 12. Graphs on the left side illustrate 
the amplitude gradients of PSH peaks 
computed for a 2-Hz positive and 8-Hz 
negative flicker cue. Successively later 
components are depicted from top to 
bottom. In each graph, amplitude of the 
component is plotted as vertical displace­
ment, while depth of electrode penetra­
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of positions showing a peak at that 
latency is represented as the ordinate. 
(Data from John and Morgades 1969b) 
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Fig. 13. Upper left, the top curve in this graph shows the average of the AERs elicited by the 2-Hz 
conditioned stimulus (CS) across all electrode positions in the mapped regions, while the lower curve 
shows the standard deviation of the group of AERs. Lower left, the top curve shows the average of 
the PSHs elicited by the 2-Hz CS across the same electrode positions and the lower curve shows the 
standard deviation. Upper middle, the average AER to the 8-Hz CS and the corresponding standard 
deviation. Lower middle, the average PSH to the 8-Hz CP and its standard deviation. Upper right, 
the top curve shows the difference waveshape resulting from the subtraction of the average AER to 
the 8-Hz CS from the average AER to the 2-Hz CS. The lower curve shows the p value, as computed 
by the t test, for each point of the difference wave; lower right, the top curve shows the difference 
waveshape resulting from the subtraction of the average PSH to the 8-Hz CS from the average PSH 
to the 2-Hz CS. The lower curve shows the p value for each point of the difference. (Data from John 
and Morgades 1969b) 

months of study in each animal (John and Morgades 1969b). The chronically im­
planted electrodes were left in each position for several weeks in order to study each 
local ensemble adequately. Figure 12 illustrates the remarkable similarity in the tem­
poral probability of nonrandom firing patterns observed across a trajectory of more 
than 3000 J1 in the lateral geniculate body of a differentially trained cat. The ampli­
tude of each peak of the poststimulus histogram at successive electrode positions is 
shown in the graphs on the left and the latency of the corresponding peak is shown 
on the right. These data establish the impressive synchronization of nonrandomness 
in the firing patterns of these extensive neural populations. Comparison of the upper 
and lower halves of the figure, representing the responses to the two discriminated 
stimuli, demonstrates that each stimulus elicits its own characteristic firing pattern 
across this anatomical domain . 

Data from such trajectories were used to evaluate the likelihood that different 
conditioned responses were mediated by dedicated local circuits mediated by a re­
stricted set of neurons. For the two discriminated conditioned stimuli, the grand 
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average EP and poststimulus histogram and the corresponding standard deviations 
were computed across the full range of anatomical sites explored in the trajectory of 
microelectrode positions. These data were used to compute the t test between the 
two firing patterns across the whole anatomical domain, shown on the right side of 
Fig. 13 (John and Morgades 1969b). These measurements established that the var­
iance between the firing patterns elicited by the two conditioned stimuli within any 
neural ensemble was greater than the variance of firing pattern induced by presenta­
tion of each of the stimuli across the full set of neural populations in the trajectory. 
These results support the proposition that the information about the meaning of each 
of the stimuli is distributed throughout the responsive neural elements in each 
anatomical region rather than by the specific responses of particular cells in a selec­
tive circuit which is different for each learned event. 

1.7 Multipotentiality of Different Brain Regions 

Using algebraic operations performed upon EPs obtained in correct and incorrect re­
sponses to differentiated conditioned stimuli, recorded from 34 electrodes placed in 
diverse anatomical loci in each of 22 trained cats, it was possible to compute the var­
iance in the EP wave shape contributed by exogenous and endogenous processes in 
many different brain regions (Bartlett and John 1973). Figure 14 presents the results 
of these computations, plotting the log value of the variance due to endogenous com­
ponents versus the variance due to exogenous components for different anatomical 
systems. The results show that endogenous components are present in all anatomical 
regions, in an amount which is logarithmically proportional to the amount of exogen­
ous components. These results indicate that memory processes are diffusely rep­
resented in all brain regions, and that the participation of any neural population in 
the representational system for a specific memory is logarithmically proportional to 
the participation of that population in responses elicited by the external stimuli dur­
ing the learning experience. This relationship strongly suggests some biochemical 
linkage between the discharges of neurons caused by afferent input and the modifica­
tion of the responding cells in some fashion that times them so that they can be readily 
recruited into a resonating common mode of oscillation characteristic of the rep­
resentational system for that experience. 

The data represented by solid circles in Fig. 14 were derived from studies using 
visual conditioned stimuli, while open circles represent data derived from experi­
ments using auditory stimuli. It is noteworthy that the slope of the best-fit line for 
stimuli in these two sensory modalities is the same. However, structures in the visual 
system lie above those in the auditory system for visual cues, and structures in the 
auditory system lie above those in the visual system for auditory cues. This suggests 
that so-called sensory-specific regions have a higher signal-to-noise ratio for events 
in the corresponding sensory modality, but such information is also represented in 
nonspecific regions with a lower signal-to-noise ratio. Different brain regions are 
therefore not equipotential, as suggested by Lashley, but multipotential, with differ­
ent signal-to-noise ratios for different events. All regions, however, participate to 
some extent in the representation of all classes of information, at least after learning 
experiences establish a representational system. 

Later studies, not illustrated here, established the existence of two kinds of 
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Fig. 14. Plot of mean correlation coefficients between exogenous residuals vs. endogenous residuals 
for different neural systems and for different cue modalities. Closed circles, flicker frequencies as 
stimuli. Auditory system: N = 305; auditory cortex (16 cats); medial geniculate (16): brachium col­
liculi inferioris (1). Limbic system: N = 303; hippocampus (16); dentate (5); cingulate (5); septum 
(5); prepyriform (6); medial forebrain bundle (6); mammilary bodies (5); hypothalamus (7). 
Mesencephalic nonspecific: N = 158; reticular formation (18); central gray (1); central tegmental 
tract (1). Motor system: N = 146; motor cortex (4); substantia nigra (10); nucleus ruber (4); nucleus 
ventralis anterior (9); subthalamus (5). Other sensory: N = 54; sensorimotor cortex (4); nucleus 
lateralis posterior (1); nucleus ventralis postero lateralis (5); nucleus ventralis postero medialis (1). 
Thalamic nonspecific: N = 139; nucleus centralis lateralis (13); nucleus reticularis (6), nucleus 
reuniens (1); medialis dorsalis (5); pulvinar (1). Visual system: N = 394; visual cortex (18); lateral 
geniculate (18); brachium colliculi superioris (2). Open circles, click frequencies as stimuli. Auditory 
system: N = 48; auditory cortex (5); medial geniculate (5). Limbic system: N = 69; hippocampus (5); 
dentate (3); cingulate (3); septum (3) prepyriform (2); medial forebrain bundle (3); mammilary 
bodies (3); hypothalamus (2). Motor system: N = 37; motor cortex (1); substantia nigra (4); nucleus 
ruber (1); nucleus ventralis anterior (5); subthalamus (2). Nonspecific system: N = 50; mesenceph­
alic reticular formation (6); central gray (1); central tegmental tract (1); nucleus centralis lateralis 
(3); nucleus reticularis (3). Visual system: N = 55; visual cortes (6); lateral geniculate (6); brachium 
colliculi superioris (1). N denotes the number of independent measurements within the designated 
system. Date from monopolar and bipolar derivations were combined. Replications varied across 
cats and structures (Data from Bartlett et al. 1975) 

neurons in each of many regions studied (Ramos et al. 1976). We found neurons 
whose firing patterns were determined by the physical stimulus, which we called 
"stable cells," and neurons whose firing patterns were predictive of the subsequent 
behavioral response independent of the physical stimulus, which we calles "plastic 
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Fig. 15A, B. Contradiction of auditory (A) and visual (B) signals by brain stimuli. Each graph in the 
figure shows the effectiveness with which stimulation of the mesencephalic reticular formation at 
either of two frequencies (RFI and RF2) contradicted simultaneously presented visual stimuli (V2 
and V), left) or auditory stimuli (A2 and A), right), plotted as a function of increasing current inten­
sity. For cats 1, 3, and 6, frequency 1 was 4 per second and frequency 2 was 2 per second. For cats 
2,4, and 5, frequency 1 was 5 per second and frequency 2 was l.8 per second. Solid lines show the 
outcomes when peripheral stimulation at the higher frequency (VI or AI) was pitted against RF 
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cells." Stable cells, which we believe mediate exogenous activity, and plastic cells, 
which we believe mediate endogenous activity, were found closely intermingled in 
different anatomical regions. About 30% of the cells examined in these studies were 
in the plastic category. 

1.8 Probabalistic Model of Learning 

The various experiments reviewed above suggested that learning established a rep­
resentational system involving most if not all regions of the brain, with each region 
participating in the memory to an extent proportional to activation during the learn­
ing experience, and with neurons in all regions engaged by the representational sys­
tem in a probabilistic manner. Population of neurons participated in a common 
mode of oscillation characterized by nonrandom temporal patterns of firing. Indi­
vidual neuronal discharges were of importance only insofar as they contributed to 
the population statistics, rather than because they represented coded events in label­
led lines corresponding to specific connections constituting a circuit for a specific 
memory. 

This model, derived by inference from experimental observations, was subjected 
to direct test by electrical stimulation of the brain (Kleinman and John 1975). Trains 
of 200-ms bipolar rectangular pulses at a 1-KH3 repetition rate, modulated by the re­
petition rate of previously established visual and auditory tracer stimuli and counter­
balanced for total current, were introduced via electrodes implanted into diverse 
brain regions of cats previously trained to perform differentiated approach (+) or 
avoidance (-) responses to the tracer stimuli. Direct electrical stimuli of the mesen­
cephalic reticular formation with these frequency-modulated pulse trains immediate­
ly resulted in accurate performance of differentiated conditioned responses appro­
priate to the modulation frequency; that is, appropriate for the visual or auditory 
tracer stimulus whose repetion rate corresponded to the frequency modulation of the 
elctrical pulse train. Figure 15A illustrates the effectiveness of direct electrical stimu­
lation of the mesencephalic reticular formation in determining the outcome of con­

flict trials, in which simultaneous auditory conditioned stimuli were contradicted by 
brain stimulation at the repetition rate previously established for the alternative be­
havioral cue. These studies were counterbalanced with respect to central and 
peripheral stimulus repetition rates. The graphs indicate that, as the current deliver­
ed by the pulse train to the reticular formation increased, the percentage of control 
of the differentiated behavior by the direct electrical input also increased, to 100% 
in three of the four cats. 

Figure 15B illustrates similar results obtained when visual conditioned stimuli 
were contradicted by direct electrical stimulation of the reticular formation. These 

stimulation at the lower frequency (RF2), while the dotted lines show the outcomes when the higher­
frequency stimulus was delivered to the RF. Cats 1, 5, and 6 were trained to perform avoidance­
avoidance discrimination (- -), while cats 2,3, and 4 were trained to perform approach-approach 
discrimination ( + + ). N refers to the total number of conflict trials carried out in each cat, accumu­
lated in three sessions for cats 2,5, and 6 and four sessions for cat 1 (visual RF conflict), and in three 
sessions for cat 2, four for cat 6, five for cat 4, and seven for cat 3 (auditory RF conflict). (Data from 
Kleinman and John 1975) 
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data support the proposition that learned information is represented by the nonran­
dom firing patterns of anatomically extensive neural populations, independently of 
which neurons in the ensemble actually fire at any moment. It is extremely unlikely 
that these electrical currents, delivered arbitrarily through gross electrodes and caus­
ing the discharge of cells around the electrode tip proportional to the gradient of cur­
rent flow, successfully activated neurons in selective discrete circuits representing 
specific memories. The increase in control of behavior as a function of the amount of 
current delivered, which corresponds to the percentage of cells in the population 
driven by the brain stimulation, further supports the contention that information is 
represented by the statistical nonrandomness of temporal firing patterns in neural 
populations rather than by the firing of discrete cells in labelled circuits mediating a 
specific memory. 

This proposition was tested by a further experiment using direct electrical stimu­
lation of the brain. Cats were trained to perform one conditioned response to a 2-Hz 
visual or auditory tracer stimulus and a different behavioral response for the same re­
ward to a 4-Hz visual or auditory stimulus. After substantial overtraining, electrical 
pulse trains modulated at 2-Hz were delivered to two brain regions at a time. In one 
condition, the two regions were stimulated in phase, so that two bursts of pulses per 
second were received by the whole brain. In another condition, the two regions were 
stimulated 250 ms out of phase, so that four bursts of pulses were received by the 
whole brain. When input to the two regions was in phase, the cats performed the be­
havioral response appropriate to a 2-Hz sensory cue. However, when the input to the 
two regions was out of phase, the cats performed the behavior response appropriate 
to a 4-Hz sensory cue, although each region was receiving a 2-Hz stimulus. Figure 16 
presents the EPs recorded from the visual cortex in trials at thresholds for this 
phenomenon when the 2-Hz stimuli were delivered 250ms out of phase to the 
mesencephalic reticular formation and nucleus medialis dorsalis. The EPs from the 
visual cortex show that when the behavioral response was appropriate to a 4-Hz 
stimulus, the visual cortex registered four events per second, while two events per 
second were registered when spatial summation failed to occur. These data show that 
the integration of temporal firing patterns across different neural ensembles can be 
utilized as information by the brain, even though no neural ensemble is directly 
stimulated by the integrated pattern. The probability that the two out-of-phase 2-Hz 
electrical pulse trains selectively activated neurons in pathways mediating response 
to a 4-Hz visual or auditory conditioned stimulus is vanishingly small. This experi­
ment, in my opinion, completed a process which has become universally accepted as 
essential for the contention that a natural phenomenon is understood: 
1. The phenomenon must be observed. 
2. The observations must be interpreted. "Interpretation" means that a hypothetical 

model must be constructed. 
3. The phenomenon must be controlled. "Control" means that some prediction of 

phenomena independent of the initial observations must be supported by experi­
mental manipulations of the observed system. 
In the present case, a variety of observations of neural electrical activity in trained 

animals led to the proposition that learning established an anatomically distributed 
representational system, in which neural ensembles in different brain regions rep­
resented previous experience by a shared temporal pattern of nonrandom coherence 
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Fig. 16. Averaged evoked responses (top) recorded from the visual cortex to two-per-second out-of­
phase stimulation delivered to the medialis dorsalis and mesencephalic reticular formation. Evoked 
response wave shapes (left and right) are different depending on behavioral outcome. Difference 
wave and t tests between evoked respones on top, left, and right at bottom. (Data from unpublished 
observations by Kleinman and John 1975) 

in firing, independently of which individual neurons contributed to the statistical be­
havior of the ensemble. This probabilistic model was directly tested by electrical 
stimulation of various brain regions, which elicited performance of differentiated 
conditioned responses in a manner compatible with the model of statistical encoding, 
and incompatible with a connectionistic model. 

2 Metabolic Mapping of Neurons Involved in Memory 

After the summary given above of our prior electrophysiological studies of memory, 
we are now ready to present the results of our current radio tracer experiments. 
These experiments take advantage of three technical strategies. 

Metabolic Trapping of Labelled Glucose. In recent years, the obstacle to early radio­
autographic studies (John 1951), namely the rapid movement of labelled glucose-6-
phosphate into the metabolic pathways of the Krebs cycle, has been overcome. The 
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solution involves the use of 2-deoxyglucose (2-D G) which is transported from the 
blood into brain cells and phosphorylated like the natural substrate, glucose. 
Deoxyglucose-6-phosphate, however, cannot be further metabolized because of its 
altered structure and is thus metabolically trapped inside the cell, providing a tracer 
for localized glucose uptake (Kennedy et al. 1975; Sokoloff et al. 1977). Since this 
strategy was devised, numerous studies have utilized it for mapping various func­
tional neural pathways by radioautography. Such studies have often demonstrated 
striking changes in regional glucose utilization as a result of gross changes induced in 
the functional state of various brain areas. 

These gross changes have been demonstrated by comparing mean values of glu­
cose utilization for selected regions between groups of control and experimental ani­
mals. In order for such studies to succeed, the regions selected for comparison must 
be suspected to mediate the functions under study, the functional changes caused by 
the experimental variable must be relatively large, and the variability in metabolism 
small for each brain region of interest within each of the subjects in the control and 
experimental groups. These conditions are often difficult to satisfy, especially for 
subtle functions mediated by brain regions not yet identified. 

Sequential Double Labelling. Potentially, with appropriate quantification of the 
radioautographic images, 2-DG mapping can be used to measure more subtle influ­
ences on regional neural activity. One limitation on the precision which can be 
achieved in such studies is the inherent variability of regional neurochemistry, per­
meability of the blood-brain barrier, and brain blood flow, diffusion, and transport 
across cell membranes in different brain areas, as well as the variability in metabolic 
rate of the same brain area between different individual animals. Shortly after the 
2-DG metabolic trapping strategy was devised, a sequential double-label DG proce­
dure was described (Agranoff and Altenan 1977; Altenan und Agranoff 1978). This 
method takes advantage of the fact that 2-DG can be labelled with a variety of radio­
active tracers without changing its molecular structure. It is possible to select two 
such tracers, which differ sufficiently with respect to half-life or energy of the emitted 
radiation, so that conditions can be devised to make radio autographs which reveal 
the distribution of only one or of both tracers. By appropriate algebraic manipula­
tion of serial radioautographs, taking advantage of those conditions, the distribution 
of 2-DG labelled with each of the two tracers can be separately determined. The dis­
tribution of 2-DG labelled with one tracer can now be used to obtain a baseline met­
abolic control for each brain region, while the distribution of 2-DG labelled with the 
second tracer can be used to study relative increases or decreases in local glucose me­
tabolism under some experimental condition of interest. 

The sequential double-label strategy offers an elegant potential solution to the 
problem of inherent regional variability in glucose metabolism, and to the intra­
regional differences between animals. However, this solution is valid only if it is pos­
sible to ensure that the functional state of all brain regions in the control and experi­
mental conditions to be compared will be different only because of experimental in­
fluences and not because of unspecific fluctuations in metabolic rate within each re­
gion. Since no such guarantee can be given, the precision potentially available via the 
double-label strategy requires an estimate of test-retest variability in regional glu­
cose metabolism under unchanged conditions. This requirement is difficult to satisfy, 



Electrophysiological and Radiographic Evidence for the Mediation of Memory 75 

llll'l"lIUIU .... "·.,ll ....... .. 

• 
. ... 

SA 

" IjiII""" ...... 
a. · . "' .. ' .. ", • f. 

l.G8R .... "'" "-4 .,.. ... ~ 
HAM ........... n ...... ed 

- .. 

........... 
d • 

. ......... " ...... , .... . 111111111 11111111111111111 

b 

. ,.. 
-. -
"ll' 111l11"" "" ,. I 

NAIMIA _ .. __ -_"" .. "" ......... - __ 
~ .. 

11111""""''''&1 

Fig. 17. Electrophysiologicai data from a split-brain cat. Sea text for details. (From Majkowski 1967) 

since the purRose ofthe strategy is to permit comparisons between two different con­
ditions. Furthermore, the double-label strategy does not by itself offer a solution to 
the problem of variability in regional metabolism across animals, because the dis­
tribution of 2-DG with one label under one condition cannot serve as a control for 
changes in distribution of 2-DG with the second label within the same animal, for 
exactly the same reasons. 

Split-Brain Experimental Animals. More than 20 years ago, a technique was de­
scribed by Sperry (1962) to separate the two hemispheres of the brain in cats, and to 
restrict the visual input to each hemisphere to that provided by the ipsilateral eye. 
Studies of learning in such split-brain cats, with the cerebral commissures and optic 
chiasm transected, established that visual information delivered only to one hemi­
sphere remained localized on that side. 

The split-brain cat was used f()r a particularly elegant electrophysiological study 
of learning by Majkowski (1967). He studied the labelled rhythms that appeared dur­
ing training to a tracer-conditioned stimulus consisting of a flash at a specified repetition 
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rate, delivered only to one hemisphere. Figure 17 shows data obtained from such an 
animal, during presentation of flicker only to the left eye while the right eye was 
covered by an opaque contact lens. Recordings from numerous brain regions on both 
the left and right sides demonstrate that visual input remains lateralized in this prepara­
tion. Majkowski used such split-brain animals to demonstrate that during generaliza­
tion to a test stimulus at a different repetition rate, frequency-specific labelled 
rhythms at the frequency of the tracer stimulus used in conditioning appeared only 
on the trained side of the brain and therefore could not reflect unspecific influences. 

This same strategy can be applied to functional mapping studies using double­
labelled 2-DG to solve both of the problems identified above - the variance in glucose 
metabolism between different brain regions within the same condition caused by in­
trinsic regional differences, and the variance within the same brain regions between 
conditions caused by unspecific metabolic fluctuations, within the same animal. This 
permits each animal to provide all necessary control data, eliminating the need for 
separate control and experimental groups and potentially providing sufficient infor~ 
mation about variance to permit data from a single animal to be evaluated statisti­
cally. 

In general, the incorporation of a split-brain preparation into a double-labelled 
2-DG functional mapping study of memory would entail using one "control" side of 
the brain to obtain an estimate of regional test-retest metabolic variability in uptake 
of 2-DG, during two successive time intervals in which a specific memory was not 
activated on that side. Those data would provide the baseline metabolic information 
necessary to evaluate the regional test-retest differences found on the other experi­
mental side, comparing uptake during an experimental time interval in which a spe­
cific memory was activated on that side to uptake during a control time interval in 
which the specific memory was not activated. 

Using the information from the control side, it should be possible to separate dif­
ferences in regional uptake due to unspecific factors such as arousal from those due 
to activation of a specific function such as memory on the experimental side. 

2.1 Strategy for Functional Mapping of Memory 
Using Double-Labelled 2-Deoxyglucose Radioautography in Split-Brain Cats 

Our experimental design, derived from the above considerations, was as follows: 

2.1.1 Experimental Treatment 

Three split-brain cats were prepared, with transection of the cerebral commissural 
tracts and the optic chiasm using the methods described by Majkowski (1967), and 
permitted to recover from surgery for 4 weeks. Each cat was then trained to obtain 
food in a Yerkes box consisting of a starting chamber and a runway 1 m long, ending 
in two doors. Each door carried a card bearing a transparent geometric figure trans­
illuminated from behind by a fluorescent tube. The positive cue was two concentric 
circles and the negative cue was a star. The transilluminated areas of the positive and 
negative cues were equated. The position of the positive and negative cues on the 



Electrophysiological and Radiographic Evidence for the Mediation of Memory 77 

two doors was randomized according to a Gellerman schedule. Food, consisting of a 
bolus of horse meat approximately 1 g in size, could be obtained on each trial by 
pushing open the door bearing the positive cue to expose a food cup. The door bear­
ing the negative cue was locked, and self-correction was not permitted. Training 
sessions of 40 trials occurred at the same scheduled time each day, including 
weekends. Trials were 1 min apart, with the animal replaced in the starting box after 
each trial. One hour after the end of each training session, the animals were permit­
ted free access to food in their home cage for a period of 1 h. Water was always avail­
able in the cage. 

After reaching criterion (90% correct discrimination), each cat was overtrained 
for an additional period of about 6 weeks. During this period, each cat was subjected 
to several procedures in preparation for the experiment. First, sessions were run with 
an opaque contact lens on one eye at a time. After brief attempts to dislodge the 
lens, each animal showed no further distress and performed as usual. These tests 
showed that each hemisphere was capable of performing the required discrimination 
at the criterion level or better. Next, the previously clear transparent cue figures 
were replaced by cue figures constructed from transparent green plastic. Two addi­
tional contact lenses had been constructed, one of the same green plastic and the 
other of red plastic. Further tests were carried out using these colored contact lenses. 
In the first test, the opaque lens was placed over one eye and the green lens over the 
other eye. Under this condition, each hemisphere was tested to establish whether 
discrimination of the green cue figures could be accomplished. In each cat, after a 
brief initial period of hesitation, the discriminations were performed at criterion 
level no matter which eye carried the green lens. In the final test, the opaque lens 
was placed over one eye and the red lens over the other. Under this condition, each 
cat performed at the random level, no matter which eye carried the red lens. These 
results were interpreted to prove that the green lens permitted the transilluminated 
green cue information to be adequately perceived by the receiving hemisphere, that 
the red lens effectively blocked reception of green cue information, and that each 
hemisphere contained an adequate memory trace. 

The day before the 2-DG experiment, the cat was transproted from New York 
University to Brookhaven National Laboratory by car, together with the training ap­
paratus. Several hours after arrival, at the regularly scheduled time, the animal was 
subjected to the usual behavioral session. Each cat performed with his customary 
accuracy during this session, with no visible signs of distress after the travel. After 
this test session, no further food was provided so as to ensure a high level of motiva­
tion on the next day. 

On the following day, the 2-DG experiment was carried out. The green contact 
lens was placed over one eye and the red contact lens over the other eye. In two of 
the cats, the green lens was on the right eye, and in the third cat on the left eye. As 
soon as the contact lenses were in place, at the usually scheduled time, the cat re­
ceived an intravenous injection of [14C]-2-fluorodeoxyglucose (2FDG) , in one 
forepaw. New cue cards were used, each bearing a transparent red triangle con­
structed from the same plastic as the red contact lens in addition to the transparent 
green circles or star. Sixty trials were performed, at the rate of one per minute, using 
the usual randomized schedule. During this initial uptake period, each cat performed 
at the criterion level or better, receiving approximately one-half the usual amount of 
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food per trial. The time occupied by these trials exceeded the 45 min required for 
most of the circulating 2FDG to be taken up from the blood. 

The animal was permitted to rest for 1 h after uptake of the first label. During this 
period, the radiochemistry group of Brookhaven National Laboratory completed the 
synthesis of an adequate amount of [18F]-2FDG after production of the requisite F8F] 
in the cyclotron of this research facility. After the interval of 1 h, the cat received an 
injection of 20-30mCi of [18F]-2FDG in the other forepaw. New cue cards were 
used, each bearing a transparent green triangle in addition to the transparent red 
triangle. No learned cue information was now available to either hemisphere. The 
red and green contact lenses remained in place. sixty trials were performed under 
these conitions, at the rate of one per minute. During this second uptake period, 
each cat performed at the random level, dividing its decisions almost equally be­
tween the two sides and displaying only temporary hesitation. All choices were re­
inforced with food, approximately one-half the usual amount. Each cat ran exactly 
the same distance in the same amount of time as under the previous condition and 
received the same amount of food. 

As soon as the second uptake period was completed, each cat was sacrificed with 
an intravenous injection of a massive pentobarbital excess. When cardiac arrest oc­
curred, the brain was removed, frozen in an alcohol bath containing liquid CO2, and 
imbedded in methyl methacrylate. Serial sections 3011 thick were prepared, using an 
LKB whole-body cryomicrotome. Alternate sections were air dried and placed on 
mammography film and placed in a deep freeze unit for radioautographs, and every 
tenth section was selected for conventional histological staining. Commercially pre­
pared C-14 standards (Yonekura et al. 1983) were used. After 8h, corresponding to 
approximately for [18F] half-lives, the film was removed, yielding image II (second 
uptake period). After 12 h, when the [18F] activity had decayed to less than 0.1 % of 
its initial value, the sections were again placed on mammography film. After 15 days, 
the film was removed, yielding image I (first uptake period). The methods and sys­
tems used in these studies are presented in greater detail elsewhere (John 1976; Som 
et al. 1983). 

This experimental procedure is summarized in Fig. 18. Figure 18A illustrates the 
experimental conditions under which [14C]-2FDG uptake occurred, for a cat with the 
green lens on the right side. The control side of the brain is subject to multiple un­
specific influences, including systemic variables such as blood pressure, heart rate, 
autonomic factors, arousal, motivation, movement, red patterned visual input, ol­
factory inputs from the experimenter and the apparatus, and the ingestion of food. 
The control side of the brain is subject to these same unspecific influences with green 
patterned visual input, plus the specific activation of the memory system mediating a 
previously learned visual pattern discrimination. 

Figure 18B illustrates the experimental conditions under which [18F]-2FDG up­
take occurred, with unspecific influences affecting both sides of the brain equally. 
Red light input is equally present under both [14C]-2FDG and [18F]-2FDG uptake for 
the control side, while green light input is equally present under both conditions for 
the experimental side under both uptake conditions. 

Thus, for each brain section on the control side, image I reflects F4C]-2FDG up­
take due to unspecific factors in the first session, while image II reflects [18F]-2FDG 
uptake caused by unspecific factors in the second session, plus some contamination 
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Fig. 18. A Diagram of experimental design showing input to reference hemisphere (left) and experi­
mental hemisphere (right) for cat wearing a green contact lens on the right eye, during [14C]-2DG up­
take period (image II). B Input to hemispheres of same cat during [18F]-2DG uptake period (image 
I). (Data from John et al. 1986) 

caused by radioactive decay of the [14C]-2FDG also present during the exposure. 
This contamination will be referred to as [14C] "shine." 

For each brain section on the experimental side, image I reflects [14C]-2FDG up­
take caused by unspecific factors plus activation of the specific memory of circle-star 
discrimination in the first session, while image II reflects [18F]-2FDG uptake caused 
by unspecific factors during the second session, plus some contamination due to 
decay of the [14C]-2FDG also present during the exposure ([14C] "shine"). 

2.1.2 Image Processing 

The goals of the image processing procedure were to quantify the 2-DG uptake on 
the control side and the experimental side in the two test periods, and to subtract the 
images of the [18F] uptake in the second test period from that of the [14C] in the first 
test period. On the control side, this would yield an estimate of the regional test-re­
test metabolic variability [unspecific - unspecific = replicability of metabolism; i.e ., 
= metabolic "noise"]. On the experimental side, this would yield the distribution of 
the brain cells activated by previously learned cues, in addition to the metabolic 
noise [(specific memory + unspecific) - unspecific = memory + noise]. The noise 
variance would then be used to set statistical criteria to help identify brain regions 
mediating the specific memory. 

To achieve these goals, the following steps were necessary for each section. 

Quantification. Images I and II were digitized, using a video densitometer 
(Hamamatsu 512 x 512 buffer memory system with 8-bit Aoe resolution, 100 x 100 
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Fig. 19. Computer-generated images of same brain section as in Fig. 18 (15.10) corresponding to 
sequential stages in processing. Color scale at right confirms reproducibility of palette used for color 
coding of densitometric data. Top left, optical density image I, showing distribution of [18FJ-2DG up­
take contaminated by detection of P4C)-2DG also present in the tissue. Top right, optical density 
image II, showing distribution of [14C)-2DG. Bottom left, boundary of image II (pinke line) encircles 
pale blue image I after registration of the two images. Bottom right, true [18FJ-2DG optical image 
after subtraction of an amount of image II proportional to the exposure ratio TIm. For further de­
tails, see text. (Data from John et al. 1986) 

micron pixels with 64 images signal averaged). Film background was subtracted to 
produce an "optical density image." The first panel on Fig. 19 (top) shows the optical 
density image of image II (psF]-2FDG plus [14C] "shine"), and the second panel 
shows the optical density image of image I (P4C]-2FDG), for a typical section from 
cat 2, after background subtraction. The color coding on these images is a heat scale 
moving from white to red as optical density increases. 

Registration. Images I and II had to be brought into precise registration. This was 
accomplished by an automatic registration algorithm at first, and then by superim-
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posing the online of image I upon image II using visual correction. The automatic 
algorithm gave acceptable registration for about half the images, while visual correc­
tion was necessary for the remainder. The third panel in Pig. 19 shows the outline of 
the [14C]-2PDG radioautograph as a pink line encircling image II. 

Purification. The [14C] "shine" had to be removed from image II in order to obtain 
the true image of eSp]-2PDG uptake in the second test period. In order to make this 
correction, the optical density of each pixel in image I had to be multiplied by the ex­
posure ratio factor nlTl, where n was the short exposure time required to obtain 
the contaminated image II, and Tl was the long exposure time required to obtain 
image 1. Since nlTl ([14C]-2PDG) is precisely equal to the e4C] "shine," this quan­
tity was then subtracted from the optical density value of the corresponding pixels in 
image II, yielding the "true eSp]-2PDG optical density image," seen in the bottom 
panel of Pig. 19. 

Conversion. Optical density images of the anatomical distribution of a radioactively 
labelled 2-DG molecule are proportional to the glucose uptake of different brain 
regions in the section from which the radioautograph was obtained. However, the 
coefficient of proportionality that relates optical density to glucose uptake varies as 
a function of the capture efficiency of the photographic emulsion on the radioauto­
graphic film for the particles emitted when the radioactive tracer decays. Because the 
energy of emission is different for each radioisotope, calibration standards must be 
used to calculate a correction term for the different efficiency of the mammography 
film for e 4C] and [18p] decay. Purthermore, because the exposure time required to 
obtain a distinct radioautograph with PSp]-2PDG was long relative to the 2-h esp] 
half-life, additional corrections were necessary to take into account the interval be­
tween injection of the e Sp]-2PDG and completion of the exposure. The original opti­
cal density images were converted to "activity images" based on exposure times and 
the P-18 and C-14 standards. The top panel of Pig. 20 shows the optical density image 
for e 4C]-2PDG (left) and the true P8p]-2PDG optical image (right). The second 
panel of Pig. 20 shows the computer-generated activity images of e 4C]-2PDG (left) 
and [18p]_2PDG (right) uptake during the first and second test periods. The color 
scale on these images now reflects local [14C] and [18p] 2-PDG uptake in microcuries 
of radioactivity per pixel. 

Normalization. Within each activity image, the relative [14C]_ and [18p]-2-PDG up­
take in micromoles per pixel (proportional to the micro curies of radioactivity) is 
reflected in the color scale. However, the [14C]-2PDG and [18p]_2PDG images from 
any section cannot yet be accurately compared to quantify the difference in local glu­
cose metabolism in the two test periods, because the specific activity - i.e., the per­
centage of the total glucose pool that was radioactively labelled 2PDG - was differ­
ent for the substances. In order to compensate for these differences so that quantita­
tive comparison of local glucose utilization under the two test conditions can be accu­
rately computed, the two activity images must be normalized. This normalization can 
be accomplished by equating the total activity across all pixels of image II to the total 
activity of image 1. In common-sense terms, this compensates for the fact that the 
number of [18p]_2PDG molecules available to the brain was different from the 



82 E.R.John 

Pig. 20. Subsequent steps in processing are shown below, for the same section illustrated in Pig. 18B. 
Top left, optical image II, reflecting [14C]-2DG uptake in the first session. Top right, corrected opti­
cal image I, showing true [18p]_2DG uptake in the second session, after purification shown in Pig. 19. 
Second row left, activity image II, showing [14C]-2DG uptake after correction for capture efficiency 
of emulsion. Second row right, activity image I, showing true [18p]_2DG uptake after correction for 
emulsion capture efficiency and decay. Third row left, difference image obtained by subtracting the 
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number of F4C)-2FDG molecules. The normalized activity images are not illus­
trated. 

Subtraction. Once the original optical density images obtained in the two test periods 
have been brought into registration, converted to activity images, and normalized, 
comparison of local glucose utilization under the two test conditions could be validly 
made. Image II was subtracted from image I, yielding a "difference image," shown 
in the third panel of Fig. 20. The color scale in this difference image is proportional 
to the differences in local glucose utilization between the two test conditions. In the 
range from white to green, metabolism in the second test was higher than in the first. 
In the range from green to red, metabolism in the first test was higher than in the 
second. 

According to our experimental design, the difference image for the control side 
(on the left in this animal) should reflect random metabolic variability, or "noise." 
The difference image on the experimental side should reflect the activation of a spe­
cific memory, in addition to metabolic "noise." Each pixel in this image has served 
as its own control. Inspection of the third panel of Fig. 20 shows that the right side of 
the brain, which was processing information related to the learned form discrimina­
tion in the first but not the second test, displayed a much greater difference in glu­
cose utilization than the control side. 

Z-Transformation. While the asymmetries in the third panel of Fig. 20 are obvious, 
the significances of differences between the two test conditions are difficult to evalu­
ate because the color scale is still in microcuries. In order for the difference in any 
local region to be considered to reflect the metabolic consequences of activation of a 
specific memory, rather than random metabolic fluctuations or "noise," the noise 
variance must be taken into consideration. In order to accomplish this, the mean 
value and standard deviation across all pixels on the control side were computed 
from the difference image. These statistics were then used to z-transform each pixel 
in the difference image [z = (mean pixel difference minus individual pixel differ­
ence )/standard deviation of the mean]. 

It was now possible to compute the z-transformed difference image, shown in the 
bottom panel of Fig. 20. The color scale for the z-image ranges from -4 SD (pale 
blue) to +4 SD (red) and directly reflects the probability that the difference in glu­
cose utilization observed in any pixel arises from random metabolic variance or from 
participation (excitatory or inhibitory) in the activation of a specific memory. It 
should be pointed out that a z-score of + or - 4 SD corresponds to a probability 
much less than P = 0.0001. 

true [18F]_2DG image I from the P4C]-2DG image II, after normalization for differences in specific 
activity accomplished by equating the total activity of the reference hemisphere in the two images. 
Third row right, Z-transformed difference image, obtained by Z-transformation of all pixels in the 
difference image relative to the mean and standard deviation of the reference side of the image 
above (third row). The color coding now reflects standard deviations of the difference. (Data from 
John et al. 1986) 
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2.2 Results of the Double-LabeI2-FDG Study of Memory 

The skeptical reader who questioned the need for the elaborate controls devised in 
this experiment to cope with the uncertainties in interpretation of single-IabeI2-DG 
radioautographic studies, caused by variations between different regional metabolic 
processes and fluctuations of metabolism arising from unspecific factors, is urged to 
compare the top left panel and the bottom panel of Fig. 20. The anatomical distribu­
tion of regions participating in a specific memory shown in the bottom panel of 
Fig. 20 is drastically different from that suggested in the top left panel. 

It is not relevant to our purposes in this paper to describe in detail the anatomy of 
the neural structures affected by activation of a specific memory, identified in these 
studies. That anatomy will be presented elsewhere. For the present, suffice it to say 
that participating regions are extensively distributed throughout a wide range of 
brain structures. In cats 1 and 2, for which the experimental side was on the right, 
consistently greater glucose utilization was seen on the right side. In cat 3, for which 
the experimental side was on the left, the converse was true. 

The steps in image processing illustrated in Fig. 19 were applied to serial sections 
from the top to the bottom of cats 2 and 3, at about 0.75-mm intervals (the brain of 
cat 1 was warped during freezing and not appropriate for thorough quantitative anal­
ysis). For each section, the number of pixels above and below the mean difference 
value of the control side was computed for both the control and experimental sides. 
Out of a total of 53 sections sampled in the two cats, 45 had a greater percentage of 
pixels above the mean difference than below on the experimental side rather than 
the control side. 

The total number of pixels in the brains of cat 2 and 3 were somewhat different 
(13854192 vs. 11314728), possibly reflecting differences in age and weight between 
the two animals. If we assume that each brain contained about 2 x 109 neurons, the 
average pixel contained 144 neurons in cat 2 and 177 neurons in cat 3. 

In cat 2, 5.61 % more pixels were above the mean than below the mean on the ex­
perimental side rather than on the control side. In cat 3, 5.07% more pixels were 
above the mean than below the mean on the experimental side rather than the con­
trol side. Performing the appropriate calculations, we reach the conclusion that 
111919705 neurons participated in the activation of a specific memory in cat 2, and 
101537238 in cat 3, if we consider only significant increases in glucose utilization. If 
significant decreases were taken into account, these numbers might be almost twice 
as large. (Note: this computation should be repeated including only pixels whose z­
scores corresponded to P < 0.01.) 

2.3 Conclusions 

The older electrophysiological data reviewed in the first portion of this paper failed 
to support notions that memory was mediated by dedicated discrete pathways estab­
lished by learning and activated when the corresponding memory was retrieved. 
Those data showed involvement of large anatomically diffuse ensembles of neurons, 
with the readout of specific memories characterized by unique spatiotemporal pat­
terns of nonrandomness. Information appeared to be represented by the statistical 
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departures from randomness in large populations of neurons, with the activity of 
individual neurons important only insofar as it contributed to ensemble statistics. 
This model received support from studies of direct stimulation of different brain 
regions with electrical pulses, showing that discriminated learned behaviors could be 
selectively activated depending upon the temporal patterns of the electrical stimuli. 
Such findings were difficult to reconcile with memory models requiring the activation 
of specific neuronal pathways, even if such pathways were assumed to be anatomi­
cally distributed and extensively redundant. 

The double-label 2-FDG studies reported here yielded results compatible with a 
probabilistic model and even more difficult to reconcile with a dedicated pathway 
model than the electrophysiological data. The conclusion that upwards of 100 million 
neurons are involved in mediation of a single two-form discrimination makes ex­
tremely unlikely the proposition that transmission across selected synaptic junctions 
reflects activation of a specific memory. Even if one were to concede that the 100 
million participating neurons were activated selectively by the hypothesized junc­
tions established during learning, the sheer volume of cells involved requires that all 
cells participate in numerous memories. "Labelled lines" restricted to mediation 
complex feature extractions, converging to percept or specific memory extractors, 
are no longer plausible, no matter how redundant or distributed such dedicated 
circuits might be. 

These data better support notions of mass action, in which the spatiotemporal 
nonrandom behavior of huge ensembles of neural elements mediates the processing 
of information and the retrieval of memories. The observed phenomena do not fit 
with a computer-like model of the brain, with information stored in discrete registers 
no matter how many in number. A radically different model must be sought. In view 
of the enormous number of cells involved, the question of how the information rep­
resented in this swarm of neurons can be appreciated by the brain becomes of central 
theoretical interest. No conceivable neuron or neuronal set, no matter how diffuse 
its synaptic inputs, can evaluate the enormous amount of neural activity now shown 
to be involved in retrieval of even a simple discriminated response. 

The explanation must be found in some property of the coherent neural activity 
demonstrated by these studies. When masses of hundreds of millions of cells enter 
synchronous discharge in a particular temporal pattern, the distribution of extra­
cellular electrical charges must become extremely nonrandom and inhomogenous in 
space and time. Powerful currents must flow and powerful electrical fields must 
appear. We must consider the possibility that when negative entropy in the system 
reaches a certain level, those fields acquire a property which is not to be inferred 
from the properties of the individual neural elements in the system. Under certain 
conditions, negative entropy in matter may acquire the property of "consciousness;" 
that is, a unique sensitivity to its own spatiotemporal organization. Consciousness 
and memory in complex neural systems may be mediated by the physical properties 
of the system as a whole, and not depend upon any of the elements which contribute 
to the system. In previous speculations (Thatcher and John 1977) I have referred to 
this hypothetical system property as a "hyperneuron." This is simply a pseudo-bio­
logical term to cloak the heretical notion that what we consider the higher mental 
functions mediated by the brain, consciousness, self-awareness, and memory, are 
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properties which are physical properties of matter rather than uniquely neural pro­
ducts. The unique property of the brain may simply be that because man has a brain, 
he can recognize that matter possesses these properties. 
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Recent Advances in Neurocognitive Pattern Analysis 

A.S.GEVINS 

1 Introduction and Methods 

We use the generic term "neurocognitive pattern (NCP) analysis" to refer to proce­
dures we have been developing to extract task-related spatiotemporal patterns from 
the unrelated "noise" of the brain. There have been three generations of NCP analy­
sis. The first measured background EEG spectral intensities while people performed 
complex tasks, such as arithmetic problems lasting up to 1 min. These patterns had 
sufficient specificity to identify the type of task (Gevins et al. 1979a, b). However, 
when tasks were controlled for stimulus-, response-, and performance-related factors, 
they had identical, spatially diffuse EEGspectral scalp distributions (Fig. 1; Gevins 
et al. 1979a, c). This study suggested that previous (and the most current) reports of 
EEG hemispheric lateralization may have confounded electrical activity related to 
limb and eye movements, stimulus properties, and task difficulty with those of men­
tal activity per se (Gevins et al. 1980). The second generation measured cross-corre­
lations between 91 pairwise combinations of 15 electrodes recorded during perfor­
mance of simple tasks. These split-second tasks, controlled so that only the type of 
judgment varied, were associated with complex, rapidly shifting neurocognitive pat­
terns (Gevins et al. 1981). By using NCP analysis to extract differences between simi­
lar spatial tasks, rapidly shifting focal patterns were extracted (Fig. 2; Gevins et al. 
1983, 1985). From these results, it is clear that a split-second temporal resolution is 
needed to isolate the rapidly shifting neurocognitive processes associated with suc­
cessive information processing stages. 

A third generation has been developed that operates on up to 64 channels re­
corded during a controlled sequence of stimuli in which a person prepares for, and 
executes, perceptual judgment and motor control tasks, and receives performance 
feedback (Gevins et al. 1987, submitted). This generation is also being applied to 
intracerebral recordings from primates. Because of the large size of the single-trial 
data sets (up to 150 megabytes for each person), two passes through the data are re­
quired to complete the analysis. The first pass selects channels, intervals, and trials 
with task-related information to reduce the amount of data, and then applies current 
source density or spatial deconvolution transforms to reduce volume conduction dis­
tortion. The second pass measures "functional interdependencies" (cross-covariance 
and time lag) between channels on enhanced averages obtained from the reduced 
data set. NCP analysis is implemented in the ADIEEG-IV analysis system (Fig. 3). 
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Fig. 1. Results of experiments designed to assess EEG correlates of higher cognitive functions. Left: 
tasks of experiment 1 were 1 min long and involved limb movements and uncontrolled differences in 
stimulus characteristics and performance-related factors. Right: tasks of experiment 2 were less than 
15 s long and required no motion of the limbs; stimulus characteristics and performance-related fac­
tors were also relatively controlled. The graphs display means over all subjects of standard scores of 
EEG spectral intensities (expressed as changes from visual fixation values for clarity of display) re­
corded during performance of two tasks in experiment 1 and three tasks in experiment 2. Upper, 
middle, and lower sets of graphs are for spectral intensities in the theta, alpha, and beta bands. The 
abscissas show scalp electrode placements: F3, left frontal; F4, right frontal; C3, left central; C4, 

right central; P3, left parietal; P4, right parietal; 01, left occipital; and 02, right occipital. Standard 
deviations, which differed only slightly between electrode placements, are indicated on the right (I). 
Although there are prominent EEG differences between the uncontrolled tasks of experiment 1, 
EEG differences between the relatively controlled tasks of experiment 2 were lacking. Each of the 
controlled tasks is, however, associated with a remarkably similar bilateral reduction in alpha and 
beta band spectral intensity over occipital, parietal, and central regions. There is no evidence in 
these results that naturalistic, linguistic, and spatial cognitive tasks are associated with differentially 
lateralized EEG spectral intensity patterns. (From Gevins et al. 1979a) 

Sixty-four-channel EEG Recording Technique and Automated Artifact Rejection. Re­
cording capacity has been expanded to 64 channels to provide uniform scalp cover­
age with an interelectrode distance of about 3.25 cm on an adult head with a 10 cm 
radius (Fig. 4). Improved automated artifact rejection algorithms based on wave 
morphology, spectral, and topographic criteria are being developed for preliminary 
data screening (Gevins et al. 1975, 1977). Two eye movement artifact removal tech-
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Fig. 2. Spatial brain potential differences between two split-second tasks requiring a spatial judgment 
are shown. A movement was required in one task, while the other required withholding the re­
sponse. The most significant differing areas, their significance level, and the most prominent correla­
tions with other electrodes are shown. A solid line between two electrodes indicated that the correla­
tions were higher in the move task, while a dotted line indicates higher no-move task correlations. 
The appearance of very localized cognitive activity can be created by examining differences between 
two similar split-second tasks. Note how the lateralization shifts from right to left in less than one­
tenth of a second. --, Higher move correlations; ----, higher no-move correlations. (From 
Gevins et al. 1985) 

niques were implemented: one based on amplitude subtraction and the other on 
spectral subtraction. Statistical pattern classification techniques were used to evalu­
ate their performance. Although visual comparison showed both methods to be 
effective, the objective evaluation technique suggested that the frequency-dependent 
system identification method may be more effective for eye blink removal (Bonham 
1985). 

Digitization of Electrode Positions. Before and after a recording session, the position 
of each electrode is measured in three dimensions using a three-dimensional digitizer. 
Correction to scalp positions is made by a least-squares-fit multiple linear regression, 
which yields the general ellipsoid surface best fitted to the set of digitized positions. 
The digitized coordinates are then translated to a coordinate system centered on this 
ellipsoid. 

Magnetic Resonance Imaging for Determining Positions of Electrodes and Cortical 
Structures. Magnetic resonance images (MRIs) are made of each subject. These are 
high-resolution (0.8 mm pixel) three-axis cross-section images of soft tissues 1 cm 
apart over the whole volume of the head. The pictures are digitized to give coordi­
nate surfaces for scalp, outer and inner skull surfaces, and cerebral surface, including 
loci of major fissures. Registration of electrode positions and MRI measurements 
provides correlation of electrode positions and cortical areas, allowing comparison of 
functional neuroanatomy across people for localized sensory and motor processes. 
The direct measurement of thicknesses of scalp and skull provide accurate informa­
tion for use in spatial deconvolution (see below). 

Trial Selection Using Pattern Recognition. Most methods of event-related potential 
(ERP) estimation assume that task-related signals are present in every trial and they 
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Fig. 3. ADIEEG-IV system for quantification of event-related brain signals. Separate subsystems 
perform on-line experimental control and data collection, data selection and evaluation, signal pro­
cessing, and pattern recognition. Current capacity is 128 AID channels. Spherical-head spatial de­
convolution modules have been implemented, and source-modeling algorithms are being developed. 
Digital data tapes from other laboratories are converted into the ADIEEG data format using gate­
way programs; they are then processed using the same program modules as data collected in the 
EEG Systems Laboratory. The system is currently implemented on three computers (Masscomps) 
which are connected by high-speed buses 
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Fig. 4. (a) Expanded 10-20 system of electrode position nomenclature. Additional coronal rows of 
electrodes interpolated between the intemational1O-20 system coronal rows have the letter a for 
"anterior" added to the designation for the next row posterior, e.g., aPz for anterior parietal midline 
electrode. With 64 electrodes, the average distance between electrodes is about 3.25 cm. (b) Par­
ticipant wearing 64-channel EEG recording cap 

also have inherent assumptions about the statistical properties of signal and noise 
(see reviews in Gevins 1984; McGillem and Aunon 1987). A method for ERP esti­
mation without the first assumption and with a relaxed second assumption has been 
developed (Gevins et al. 1986; Fig. 5). To do this, separate averages are formed from 
trials which are correctly or incorrectly classified by a statistical pattern recognition 
procedure. In the averages of correctly classified trials, the ERP peaks are enhanced 
in comparison with the original averages. The averages of incorrectly classified trials 
resemble the background EEG. 

Wigner (Time-Frequency) Distributions. The ERP waveform is a function of time 
and does not provide explicit frequency information. Power spectra of ERP 
waveforms provide frequency information about obscure time-dependent phenome­
na. A view of the spectrum as it changed over time would give a new view of the 
evolution of different frequency components of the ERP. A simple but ineffective 
approach would be to compute the spectrum over highly overlapped windows of the 
average ERP. A preferred method is to compute a general function of time and fre­
quency, called the Wigner distribution, which approximates the instantaneous 
energy for a given time and frequency. In practice, the "purified" ERPs (obtained 
using the procedure above) show strong enough energy "peaks" in the Wigner dis­
tribution to make very simple interpretations of the time and frequency locations of 
signal energy valid (Morgan and Gevins 1986; Fig. 6). The Wigner distributions are 
being used to determine digital filter characteristics that produce optimal time-fre­
quency resolution for a given data set. 
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Fig. 5. Use of statistical pattern recognition analysis to remove trials without consistent task-related 
signals from a set of single-trial ERPs (actually event-related current source densities). This results 
in an average ERP with a higher signal-to-noise ratio obtained from fewer trials. Unlike optimal 
filtering methods, a priori hypothesized models of the structure and statistical properties of signal 
and noise components are not required. Top, original average ERP formed from 199 presentations 
of a visual numeric stimulus requiring an index finger response. Middle, Average of 131 trials with 
consistent task-related signals in the P2 interval. Trials were selected from the original set of 199 by 
applying a pattern recognition algorithm to distinguish a 125 ms, P2 time series segment from a 
precue "baseline" segment. Note the greatly increased size of the event-related peaks and lower-fre­
quency wave forms. Bottom, Average of 68 trials which did not have consistent task-related signals 
in the P2 interval. Note the relative lack of event-related activity and the dominance of ongoing 
EEG alpha waves. (From Gevins 1984) 

Minimizing Experimenter Delusion. In order to form controlled data sets that vary 
only according to a chosen neurophysiological hypothesis, the total set of artifact­
free trials from each recording is submitted to an interactive program which displays 
the means, t tests, and histogram distributions of about 50 behavioral and other var­
iables. Data sets can be quickly inspected for significant differences in variables not 
related to the hypothesis and pruned of outlier trials until balanced. Variables bal­
anced in this manner include stimulus parameters, response onset and intermove­
ment times, response movement force, velocity, acceleration and duration, error and 
adaptive performance measure, and indices of eye movement, muscle activity, and 
"arousal." 

EEG Spatial Signal Enhancement. Electrical potentials generated by sources in the 
brain are volume conducted through brain, cerebrospinal fluid, skull, and scalp to 



94 A.S.Gevins 

MOVE Fz 

~ 
I 1 J Iii 1 

-.2S -.m I .12S 2S .J"" .. 0;0 .b2~ .75 (<;{"c) 
Sllmulu\ 

C~CZ~C4~ 

I I i I I I i I Iii ill' 

Pl~PZ~P4~ 
I I j I I Iii I 1 I i I I I i I I' ,""" ',. ;'. 

aOz ' 

~ , I' I 

NO-MOVE Fz 

~ 
I I : 1 Iii 1 I 

-.2" -.121 I .m .25 .J75 .50 .bH .7j (sec) 

Cl~CZ~C4~ 
I I j I I I \ I I Iii I I 1 1 1 1 Iii I Iii 1 1 

p~~PZ~P4~ 
I 1 1 1 1 I I I I I I I I ttl 1 til 1 I Iii I Iii 1 

Nl P2 Pl 

aoz~ 

I I I i I 

a 
Fig. 6a, b. Two representations of eight average ERP channels for "move" and "no-move" visuospa­
tial tasks. Looking down onto the top of the head, the nose is at the top of each set of eight channels. 
(a) Average time series of 40 no-move and 37 move trials. These trials were selected by a statistical 
pattern recognition algorithm as having consistent task-related signals which differed between the 
move and no-move tasks. Three of the most commonly studied ERP peaks are indicated on the pz 
channel of the no-move task. Of these, the P3 peak is larger in the infrequently occurring no-move 
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task. (b) The pseudo-Wigner distribution of the analytic signal of the same data. This representation 
shows that the event-related processes are rapidly changing in both time and frequency . The first 
moment along the time axis for each frequency is the group delay, while the first moment along the 
frequency axis at each time is the instantaneous frequency . There is also a build-up in energy after 
the stimulus. (From Gevins 1984) 
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Fig. 7a-c. Contour plots of 
event-related waveforms from 50 
channels at 109 ms after a visual 
stimulus. There is increased 
spatial detail with the current 
source density transform and a 
further increase with application 
of the spatial deconvolution. 
(a) Isopotentials from common 
average reference. (b) Isocurrent 
contours from current source 
density. (c) Iso-dipole strengths 
from deconvolution. (From 
Doyle and Gevins 1986) 
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the recording electrodes. Because of this, potentials from a localized source are 
spread over a considerable area of scalp, so that the potential measured at a scalp site 
represents the summation of signals from many sources over much of the brain. (We 
have estimated the "point spread" for a radial dipole in the cortex to be about 
2.5 cm.) This spatial low-pass filtering makes source localization difficult, even for 
cortical sources, and causes the potentials from local sources to be mixed with those 
from more distant generators. By modeling the tissues between brain and scalp sur­
face as surfaces with different resistivities, we can perform a deconvolution of the 
potential to just above the level of the brain surface without imposing assumptions 
as to the actual (cortical or subcortical) source locations (Doyle and Gevins 1986). 

A simple form of the deconvolution was tested on a 50-channel recording ob­
tained during an auditory-visual task (Doyle and Gevins 1986). The digitized elec­
trode positions were used to implement the current source density transformation 
and a form of the spatial deconvolution modeling in terms of a distribution of radial 
dipoles over the cortex in a four-sphere model of the head (cerebrum, cerebrospinal 
fluid, skull, and scalp). In order to assess the reduction in interelectrode correlation 
caused by volume conduction, the interelectrode correlation was calculated over the 
stimulus-locked visual ERP for each pair of channels for the common average refer­
ence, current source density, and deconvolved ERPs. Then, using the measured 
electrode positions and the four-sphere model of the head, the point spread was cal­
culated for each pair of electrodes. A linear regression of correlation versus point 
spread reveals the degree of association to be highest for the common average deri­
vation. The same regression for the current source density and deconvolved deriva­
tions shows the degree of association to be more reduced for the deconvolution than 
for the current source density (Fig. 7). The advantage of the deconvolution increases 
with decreasing interelectrode distance. More realistic head models are under devel­
opment for deconvolution and source localization. 

Source Localization. Determination of the actual neuronal sources of potentials and 
fields may be done in the context of the same models as the deconvolution approach: 
a concentric-spherical-shell model of the tissues is used to represent the tissues; the 
boundary value problem is solved to express the scalp potentials (fields) in terms of 
cortical sources (Fender 1987; Nunez 1981; Plonsey 1969). In this case, only a few 
sources are postulated and their parameters (positions, orientations, strengths) are 
adjusted to minimize the (squared) discrepancy between predicted and measured 
potentials (fields). (Alternatively, the measured geometry of the tissues may be 
modeled in detail.) 

Any given distribution of potential field at the scalp may be produced by an infi­
nite number of different source configurations. To resolve this ambiguity, additional 
information is needed about the character, orientation, and number of sources. The 
convenient approach of modeling sources as one or two equivalent current dipoles 
has been successfully applied to sensory ERPs (review in Fender 1987), and event­
related magnetic fields (ERFs) (reviews in Williamson et al. 1983; Weinberg et al. 
1985; Williamson and Kaufman 1987). However, this approach seems unrealistic for 
higher cognitive processes which involve the integration of activity from a number of 
systems. In order to solve for a greater number of sources, more independent mea­
sures are required. Some benefit can be obtained by increasing the number of EEG 
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channels, by using multiple time points (Scherg and von Cramon 1985), and by com­
bining EEG, magnetoencephalogram (MEG), and MRI data. It is hoped that this 
will provide sufficient data to produce highly constrained fits for multiple sources. 

The results of deconvolution and source localization must be independently vali­
dated using primate intracerebral models, intracerebral stimulation data from neuro­
surgery patients, and three-dimensional metabolic measures. 

2 Comparison Between NCP Analysis, 
Conventional Averaged ERP Techniques, and Topographic Potential Maps 

It is a great testimony to the ingenuity of psychophysiologists that so much has been 
learned about the timing of neurocognitive processes using very modest recording 
equipment and analysis techniques. Because of this, it is certain that when psycho­
physiologists are equipped with more advanced recording methods and more power­
ful analytic tools, they will make rapid advances in understanding human higher 
brain functions. 

At the EEG Systems Laboratory, we are continuously striving to develop better 
methods and research tools. Our experiments and analyses are based on the body of 
information gained from ERP research and have the same underlying goal: to re­
solve spatially and temporally overlapping, task-related neural processes. Most ERP 
experiments have been concerned with measurement of the amplitude and/or latency 
of one to a few components associated with a single stimulus or response registration 
in a few channels in an epoch under 1 s. We are attempting to extend these limits and 
have made some modest progress. Because neurocognitive processes are complex, 
we are concerned with spatiotemporal task-related activity recorded by many (cur­
rently up to 64) scalp electrodes in many (currently about 25) time intervals spanning 
a 5-s period extending from before a cue, through stimulus and response, to presen­
tation of feedback. In order to quantify time dependencies between channels, we 
have developed the method of event-related covariance. Feature extraction and 
hypothesis testing are performed as a single process which determines the differences 
in signal properties between the conditions of an experiment, or their differences 
with respect to a "baseline". Constraints are used to facilitate a neuroanatomical and 
neurophysiological interpretation. 

These methods should be distinguished from currently popular interpolated color 
displays of the voltage of individual time points of 16-20 channels of averaged ERPs, 
or the difference between the voltages and a set of normative data. We use extensive 
signal processing and pattern recognition algorithms to reduce volume conduction 
effects and to extract minute event-related signals from unrelated background noise 
of the brain, compute between-channel interdependency patterns, and display their 
scalp distribution in three-dimensional perspective graphics using the head and brain 
(Gevins 1980, 1987a, b; Gevins and Morgan 1986; Gevins et a1. 1987, submitted). 

These aspects of our analysis may enable us to resolve previously unseen event­
related signals from the overriding unrelated background activity of the brain, lead­
ing to a better understanding of mass neural processes of human goal-oriented be­
haviors. However, we must caution that although we have obtained several promis-
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ing results, "the jury is still out". If results in the next several years prove that these 
new methods are worthwhile and that they successfully measure salient aspects of 
"functional interdependency", it will be possible to optimize and standardize our 
methods and analysis for application by other laboratories. 

3 Results of Application of NCP Analysis 
to Primate Intracerebral Data 

Analyses of pilot intracerebral primate data (recorded at C. Rebert's laboratory at 
Stanford Research Institute) revealed rapidly shifting correlation patterns between 
hippocampus, substantia nigra, premotor cortex, ventroanterior nucleus of the 
thalamus, and the midbrain reticular formation which distinguished "go" and "no­
go" visuomotor tasks (Bressler and Gevins 1985). Interdependencies of the hip­
pocampus with other loci were prominent in the go condition (which leads to re­
ward), but not in the no-go condition, during intervals from 240 to 578 ms after the 
cue. The patterns were characterized by delays of up to 72 ms or more between loci. 

4 Results of Application of NCP Analysis to a Bimanual Visuomotor Task 

Data of seven right-handed adult males were collected in an experiment designed to 
study spatiotemporal patterns of human neurocognitive activity during preparation 
and execution of precise right- and left-hand finger pressures (Gevins et al. 1987, 
submitted). Twenty-six EEG channels were recorded, from which 16 Laplacian 
("current source density") derivations were computed. Detailed analyses were made 
of the 4-s visuomotor task from cued preparation, through poststimulus perceptual 
and cognitive processing and response execution, to the "updating" associated with 
feedback about performance accuracy. Of the procedures described above, the fol­
lowing were applied: statistical pattern recognition methods for selecting trials with 
consistent event-related signals with which to form the enhanced average; computa­
tion of Laplacian derivations; determination of band-pass filter characteristics from 
Wigner distributions; computation of cross-covariance functions between averaged 
time series within brief (187 or 375 ms) intervals centered on event-related waves; 
and use of three-dimensional perspective color graphics to display the pattern of sig­
nificant interdependencies. Several significant results were obtained: 

Covariance patterns for movement-registered time series closely corresponded to 
prior functional neuroanatomical knowledge (Fig. 8), lending a first level of vali­
dation for the covariance patterns associated with higher-order cognitive activity. 
The anterior midline precentral electrode, overlying the premotor and supple­
mentary motor cortex, was the focus of all movement-related patterns. The pat­
tern for the motor potential clearly reflected the sharply focused current sources 
and sinks spanning the hand areas of motor cortex. Both the Laplacian derivation 
topography and the covariance patterns suggest distinct source generator con-
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Fig. 8. Most significant (top standard deviation) covariance patterns at 62ms after movement onset 
for right and left move trials for seven people, computed from theta band filtered data. Note that the 
anterior midline precentral (aCz) electrode is the focus of all covariances, 16-31 ms time delays be­
tween aCz and Fz. The patterns are distinctly lateralized according to responding hand. The sign of 
the aCz covariances is positive for lateral frontal, and negative for lateral central and anterior 
parietal electrodes. (From Gevins et al. 1987a) 

figurations for the readiness potential, motor potential, and response after-poten­
tial. 
Differences were found in cue-registered covariance patterns which were predic­
tive of trials that subsequently had accurate or inaccurate performance. Significant 
covariances involving electrodes overlying left frontal and appropriately lateral­
ized parietal and motor areas characterized subsequently accurate performance of 
both hands. Neither poststimulus nor periresponse covariances were associated 
with performance accuracy. These results suggest that a spatially specific, neural 
preparatory set, composed of distinct left frontal and contralateral somesthetic­
motor components, may be essential for accurate performance of certain types of 
visuomotor tasks (Gevins et al. 1987, submitted). 

Thus, the new measures of "functional interdependency" that have been develop­
ed appear satisfactory. The results were clear-cut and consistent with neuropsycho­
logical models of the rapidly shifting cortical network accompanying expectancy, 
stimulus registration and feature extraction, response preparation and execution, 
and updating to feedback about response accuracy. Additionally, they appear to pro­
vide new information about these functions. Along with the pilot analyses of intra­
cerebral recordings in a primate model described above, these results suggest that it 
is possible to characterize functional interdependencies of event-related processing 
between local neural areas by measuring the wave congruence and lag time of appro­
priately preprocessed low-frequency macropotentials. These results could, in prin­
ciple, be understood in the context of a distributed network of specialized processing 
nodes. Unique determination of this network is a very difficult problem. This, and 
more detailed measurement and modeling of each node (Freeman 1987) is the focus 
of our current research. 
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5 Summary 

We use the generic term "neurocognitive pattern (NCP) analysis" to refer to proce­
dures being developed to extract spatiotemporal neurocognitive patterns from the 
unrelated "noise" of the brain. Recordings with up to 64 scalp channels during highly 
controlled tasks are now routine in our laboratory, as is the extended signal proces­
sing sequence required to extract minute neurocognitive signals from gigabyte sets of 
single trial data. More robust measures of the degree of "functional interdependency" 
between electrodes have been developed and applied to a bimanual visuomotor task 
recorded with 26 channels from seven people. The results were clear-cut and consis­
tent with prior neuropsychological models of the rapidly shifting cortical network 
accompanying expectancy, stimulus registration and feature extraction, response 
preparation and execution, and "updating" to feedback about response accuracy. 
Predictive patterns have been identified distinguishing trials that subsequently had 
accurate or inaccurate performance. Along with pilot analyses of intracerebral record­
ings in a primate model, these results suggest that it is possible to characterize "func­
tional interdependencies" of event-related processing between local neural areas by 
measuring the wave congruence and lag time of appropriately preprocessed low­
frequency macropotentials. Many of these results cannot be explained by single equi­
valent current dipole source models, but could, in principle, be understood in the 
context of a distributed network of specialized processing nodes. However, unique 
determination of this network is a formidable problem, because event-related signals 
emitted by each node are obscured by unrelated brain activity and overlap both in 
time and in space when recorded at the scalp. We are attacking this problem with a 
number of technical developments: use of MRI to relate the EEG electrode posi­
tions to underlying cortical structures; use of spatial deconvolution to remove the 
"blurring" effect of conduction through skull and scalp; and incorporation of multi­
channel MEG data. In this way, we hope to determine more realistic source models. 
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Dynamic Changes in Steady-State Responses 

R. GALAMBOS and S. MAKEIG 

1 Introduction 

The research we report here began in 1980 when we rediscovered the so-called 
steady-state auditory evoked responses (SSRs) described some 20 years earlier (Cha­
trian et al. 1960; Geisler 1960; Galambos et al. 1981). Figure 1 shows such SSRs after 
their extraction by computer averaging from the scalp EEG of an adult who was re­
ceiving clicks monaurally through an earphone. Time-locked brain potentials appear 
at each rate (nominally lO/s in the top panel, 20 in the middle, and 40 in the bottom); 
at the 40-Hz rate, the individual response averages resemble single sine waves. 

The question has been raised whether important relationships exist between 
evoked potentials such as those in Fig. 1 and the spontaneous EEG frequencies. As 
Ba~ar points out (1980), the well-known alpha wave bursts appear spontaneously in 
the lO-Hz region but similar bursts can also be "evoked" by a single stimulus; fur­
thermore, the brain readily follows or "resonates" when stimuli are applied at this 
rate. As for the 40-Hz region, Fig. 1 shows that the brain can be entrained at this fre­
quency also, and, as Freeman describes elsewhere in this volume, several brain struc­
tures show both spontaneous and stimulus-initiated activity in the 40-Hz range. Thus 
the 40-Hz region, like the lO-Hz region (and 20, 60, and 70, as Ba~ar points out) 
seems to display an unusual propensity for generating both spontaneous and driven 
responses. 

Ba~ar takes the position that brain research centered upon these frequency 
regions may well uncover significant new information. We have elected to present 
here some experiments that fit in with this idea - experiments that, it turns out, also 
delineate what may be a new class of dynamic processes that modulate transmission 
in the sensory pathways. We will also describe in some detail our quantitative meth­
ods for producing and analyzing SSRs like those in Fig. 1, since we have to date re­
ported only briefly on this research (Galambos 1981, 1982; Makeig 1985). 

2 Methods 

2.1 Block Diagram 

Figure 2 shows the instruments and procedures used by us (and others) to produce 
and analyze SSRs like those in Fig. 1. A train of computer-generated auditory signals 
(clicks or short-tone bursts at the rate and intensity specified in the program) are de-
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livered to a subject through earphones; these stimuli evoke a train of individual re­
sponses at the points indicated by the arrows above the EEG tracing. The EEG thus 
collected is then averaged and/or Fourier-transformed to determine the amplitude 
and phase of the EEG response at the same frequency as the rate of stimulation. 

2.2 Response Analysis 

Figure 3 plots the frequency distribution of the EEG amplitudes obtained during 
such an experiment in which the listener received 40 clicks/so The plot reveals sharp 
amplitude peaks at the stimulus rate, 40 Hz, as well as at 60 Hz, the power-line fre­
quency. Our procedure can be thought of as creating a unique electrophysiological 
event (the 40-Hz SSR) from which numbers representing its amplitude and phase are 
extracted. 

Fourier analysis is conceptually an efficient method for fitting a sinusoid to a 
periodic signal such as the 40-Hz SSR (see Regan 1982 for a complete discussion). In 
our application, the computer matches such a best-fit sinusoid to an average (usually 
containing 64 responses, or about 2 s in real time) and records its amplitude and 
phase. We use peak-to-peak amplitude, and phase relative to signal onset as our 
measures. The meaning of "phase" in our case is illustrated in Fig. 4, where sinusoids 
simulating best fits to five responses are shown, each rotated 900 further relative to 
the stimulus onset; the numbers representing their amplitude and phase values 
appear in the top and bottom graphs, respectively, and in real experiments remain 
available for further statistical manipulations (Elberling 1979; Sayers et al. 1979; 
Stapells et al. 1984). 

1.2 

0.8 
"> 
.3 
., 
'C 0.6 ::J .., -

\ 
a 
e 

.....: 
0.4 

0.2 ~\N/I\~ 
~ 

00 10 20 30 40 50 60 70 

EEG frequency (Hz) 

Fig. 3. The EEG spectrum obtained during a IS-min session in which monaural clicks were delivered 
throughout; note the amplitude peak at the stimulus rate, 40Hz 
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Fig. 4. Diagrammatic plots of the ampli­
tude and phase numbers yielded by 
analysis of SSRs in the frequency domain 

Two technical points should be made explicit. First, the stimulus rate must be an 
exact submultiple of the EEG sampling rate and locked to it under common clock 
control, for otherwise the response energy would spread into several frequency bins, 
and the moving average method described below would fail. Secondly, note that 
frequency-domain averaging can be carried out in two different ways. One can aver­
age in the time domain followed by computation of the amplitude and phase from a 
grand average or, equivalently, the real and imaginary parts of the phase plane vec­
tors that represent each response can themselves be averaged and the result con­
verted to amplitude and phase ("coherent averaging"). 

2.3 The Phase Plane 

As shown on the left of Fig. 5, amplitude and phase of the computer-generated best­
fit sinusoid can be represented in polar coordinates as a vector with its tip located at 
a particular spot in the phase plane. This vector tip can also be specified in Cartesian 
coordinates as distance along the horizontal (the so-called real) axis and the vertical 
(or "imaginary") axis; this so-called complex representation is what the discrete and 
fast Fourier transform (DFT and FFT) algorithms deliver, and, as described below, 
we use it to smooth or average a series of responses. 

Another useful response measure is phase coherence, which estimates how close­
ly the successive phase values cluster during an experimental session. The right half 
of Fig. 5 shows, for example, ten simulated sinusoidal best fits and their phase-plane 
vector representations. The ten vectors are not randomly distributed around the ori­
gin but are more or less clustered together, as will be the case when audible signals 
drive the nervous system. A statistical test of this phase aggregation is phase coher­
ence or circular variance (Mardi a 1972). Phase coherence varies between 1 (all 
phases identical) and 0 (phases equally distributed around the origin). Over much of 
its range, phase coherence is near-linearly correlated with the ratio of response am­
plitude to the amplitude of the background EEG at frequencies near the stimulus 
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Fig. 5. Polar plots of response 
vectors. Upper left, the best-fit 
sine wave drawn through a 
simulated noisy SSR is repre­
sented below as a vector in 
polar coordinates. On the right 
ten simulated best fits are re­
presented below as vectors 
clustered in one quadrant , a 
distribution typical of SSRs 
collected during supra­
threshold stimulation 

rate (Makeig 1985), and so it indexes both the presence and the robustness of a re­
sponse. 

2.4 EEG Background Estimation 

A great advantage of the frequency-domain approach is that it can eliminate, if de­
sired, all EEG activity not precisely at the stimulus rate. However, we frequently use 
the information available on spontaneous EEG amplitudes at frequencies near the 
stimulus rate because their average provides an excellent moment-to-moment esti­
mate of what the spontaneous EEG amplitude at the stimulus rate would amount to 
if the stimulus were turned off. 

2.5 Rate Series, Intensity Series 

The way response amplitude and phase change as stimulus rate change is called a 
"rate series," and the way these vary as stimulus strength changes is called the "in­
tensity series" (Galambos et a1. 1981). Examples of both, including also the estimate 
of stimulus-rate EEG background, are seen in Fig. 6. Each of these graphs illustrates 
a fundamental SSR relationship. 

The rate series data (Fig.6A) come from two experiments on the same subject 
during which clicks were presented at the eight different rates shown on the abscissa. 
The solid curves show experimental data analyzed in the frequency domain, whereas 
the dotted (amplitude) curve comes from a study conducted 2 years earlier when 
only time-domain (peak-to-peak) analysis was available. Both methods produce 
similar amplitude curves, as would be expected (Stapells et a1. 1984), and also give 
an indication of the stability of the response characteristics over time. Note that the 
response amplitude peaks in the 35-40 Hz region, which is normal for adults. The 
phase plot presents a second, different view of the orderly relationships in the data, 
one from which the time interval between stimulus delivery and the activation of the 
responding structure can be estimated (Van der Tweel and Verduyn Lunel 1965; 
Regan 1982). What has been termed the "apparent" or "implied latency" can be de-
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rived from the slope of these phase plots; for visual data, this was estimated in 1965 
to be about 60 ms and for the auditory data in Fig. 6A it is about 40 ms. 

The intensity series in Fig. 6B plots data from another pair of experiments; this 
time SSRs were collected while 2S0-Hz tone bursts were being delivered at a con­
stant rate but at the different intensities shown on the abscissa. (All our tone bursts 
are the so-called 2-1-2: two stimulus periods each for rise and for fall, one at plateau; 
total duration for the 2S0-Hz tone burst is therefore 20ms.) The arrow marks the 
listener's behavioral threshold for these tone bursts. Again, response amplitudes 
established by time- and frequency-domain procedures are similar, and the phase 
plot once more indicates, separately and independently, the presence of an orderly 
relationship between the physiological responses and the stimuli that initiate them. 
Whether analyzed in the frequency domain or in the time domain, the SSR intensity 
series is excellent for threshold estimation, as shown here; the fact that analysis in 
the frequency domain so readily quantifies two important response features makes it 
the method of choice (Stapells et al. 1984). 

2.6 The Moving Average 

To assemble the data in Fig. 6, stimulus rate (Fig. 6A) and intensity (Fig. 6B) were 
randomly changed every few seconds, the responses being segregated, stored, and 
finally reconstituted as the grand averages shown. In the experiments of Fig. 6, this 
randomization procedure was selected deliberately in order to eliminate any time­
dependent response fluctuations that might appear. If, instead of eliminating them, 
one chooses to examine these fluctuations, as we are about to do, the individual SSR 
averages are subjected to a moving-average procedure and displayed as in Fig. 7. To 
create this moving average, we move a rectangular averaging window of specified 
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length progressively through the approximately 2-s (64 stimulus) response epochs 
into which the EEG has been divided (see Fig. 2). In Fig. 7, a window length of 8 
epochs (about 13 s) was used. Hence the first amplitude and phase points plotted in 
Fig. 7 give averages for epochs 1 through 8, the second for epochs 2 through 9, etc. 
Averaging windows representing about 15 s in real time remove the rapid fluctua­
tions in the response (which are due largely to EEG activity unrelated to the stimula­
tion) and reveal for examination the slow, time-dependent changes. 

We can now turn to some experimental results obtained using the methods just 
described. 

3 Results 

3.1 The High-Rates Probe 

The experiment of Fig. 7 was one of an exploratory series prompted by reports that 
the amount of 40-Hz EEG activity increases with attentive behavior in animals and 
man ("focused attention"; Sheer 1976; Flinn et al. 1977; Bouyer et al. 1981; Ba~ar 
1980), that it correlates positively with intelligence (Flinn et al. 1977), and that it de­
creases with sleep (Linden et al. 1985). The experimental plan involved delivering 
our brief tone bursts (or "probes") at a rate near 40 Hz to one ear for about 30 min 
with intermittent introduction into the other ear of tape-recorded music or story 
material intended to engage the subject's interest and attention. The hypothesis: lis­
tening intently may alter amplitude and/or phase of the probe response. 

The musical composition played into the right ear in the experiment of Fig. 7 was 
the fourth movement of Beethoven's Third Symphony; subject instructions were to 
relax and enjoy the music as if in a concert hall. The results can be described as fol-
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lows. SSRs are generated to the tone burst probes throughout, but their amplitude 
and phase fluctuate in two ways. First, the traces show numerous peaks and valleys, 
a count of which yields about 30, or close to 1 cycle/min. We use the term "minute 
rhythm" for these fluctuations; as we shall see, they actually display periods ranging 
from about 30 s to 2 min and are a constant feature of such recordings. Secondly, 
music onset initiates a sustained amplitude drop and alters the phase plot, and with 
music offset the pre music values for both are restored. 

Numerous studies of the sort summarized in Fig. 7 have revealed that the high­
rates SSR can be modulated in at least three ways: spontaneously on a near-minute 
time scale, as well as by a stimulus delivered to the contralateral ear, as seen in 
Fig. 7; and during the brain-state changes associated with drowsiness and sleep 
(Makeig 1985). In the experiments that follow, we have attempted to isolate and ex­
amine each of these factors by itself. 

3.2 Sleep 

Falling asleep does cause important changes in SSR measures, as demonstrated in 
Figs. 8 and 9 (and see also Brown and Shallop 1982; Klein 1983; Linden et al. 1985). 
The next time you are seized with an uncontrollable need to take a nap after lunch, 
remember Fig. 8; it illustrates what your SSRs might look like as you undergo the 
experience. The postprandial subject of Fig. 8, an adult male reclining comfortably 
on a couch, reported dozing off and waking up twice during a pilot study intended to 
chart the variability of his SSRs to the weak clicks presented at 39/s. This figure dis­
plays the raw data of the experiment; that is, 64 consecutive averages (each average 
is a single cycle in the figure) written out one after the other; in the figures shown 
elsewhere in this report, the Fourier-transform procedures have extracted the ampli­
tude and phase information from averages such as these. In this instance, each epoch 
contains 128 rather than our usual 64 responses, which means it represents about 
3.3 s in real time. The recordings show that response amplitudes drop by 50% or 
more with dozing and return abruptly with awakening. 

Figure 9 similarly demonstrates awake-asleep brain changes monitored by SSRs, 
this time throughout an experiment lasting 30 min. Here the purpose of the study was 
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Fig. 8. Dynamic changes in SSR amplitudes 
during light sleep in a subject who was 
supposed to remain awake 
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Fig. 9. SSR amplitude changes during a 50-min experiment in which the subject repeatedly dozed 
off. The data consist of 24 intensity series like the one shown in Fig. 6B; the artist has connected cor­
responding points to produce this three-dimensional display 

to establish whether a change in SSR threshold occurs during dozing and sleep, and 
so a series of eight probe intensities (the intensity series; see Fig. 6B) was presented 
24 times in succession; the figure plots the results in three dimensions, with response 
amplitude upward, time back to front, and signal strength left to right. The subject's 
verbal reports appear above the graph. 

The plot can be described as an undulating surface that reveals the dynamic 
changes under way in the SSR brain generators. The 25-dB stimulus line shows four 
or five deep scallops with peaks at 1O-15-min intervals, and these usually coincide 
with subject reports of reawakening. The 10-dB contour does not show these scal­
lops, or at least not to the same degree. Also, the 24 lines charting the successive in­
tensity series differ considerably from one another; some rise from threshold in a 
straight line (i.e., show a linear amplitude increase with intensity), while others show 
flat regions ("plateaus") or even actual reversals (amplitude drops as intensity rises). 
While some of these response irregularities may be due to our inability to sample 
intensities simultaneously, the maximum amplitude changes do approximate 50% , as 
in Fig. 8, and they correlate similarly with subject reports. 

The experiments of Figs. 8 and 9 raise many questions for additional research to 
answer, but both agree that drops in mean amplitude seen during experiments like 
the one summarized in Fig. 7 could in fact be due to a change in the state of the sub­
ject on the sleep-wakefulness continuum. 

3.3 Central Suppression 

To test the possibility that, in the experiment of Fig. 7, the drop in mean response 
amplitude during the presentation of music was a masking phenomenon, we replaced 
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PROBE: Right Ear (1 KHz 44/sec 45dBSL) 
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Fig. 10. SSR changes due to introduction of 
increasing levels of masking noise into the 
ear stimulated by the probe. All three 
response measures (amplitude, phase, and 
phase coherence) reflect the interaction of 
the stimuli in this direct masking situation 

the music by noises controlled in amplitude, band-pass, and ear of delivery. The first 
example is Fig. 10, where increasing levels of narrow-band noise (lOOO-Hz center fre­
quency, 18 dB per octave skirts) and the probe (a 1000-Hz tone burst 2-1-2) were 
both delivered to the same ear. This is a simple masking experiment; behaviorally, 
when both signals were presented together, both were heard except at the 5-dB noise 
level, where the noise was inaudible, and at the 4S-dB noise level, where the probe 
was masked. Physiologically, SSR amplitudes seem to rise slightly at the 15- and 25-
dB levels then drop steadily to their lowest values where masking is complete; the 
phase and phase coherence values also move, and in an orderly manner. 

Figure 11 resembles Fig. 10 in all respects except that the noise is presented to the 
ear contralateral to the probe. Behaviorally, both signals were clearly audible 
throughout, and in separate tests the probe threshold remained unchanged - i.e., the 
probe was not masked - at contralateral noise levels up to 75 dB. Despite this be­
havioral evidence for no interaction between the signals, the physiological data re­
semble those seen in Fig. 10 in the following ways: 

1. Amplitude is enhanced at the 5-, 15-, and 25-dB noise levels. 
2. The absolute phase values change in the same direction, beginning in this case at 

the 15-dB noise level. 
3. Changes appear in all three response measures at the 45- and 55-dB noise levels 

which, though considerably smaller in amount, resemble in kind and direction 
those seen in the ipsilateral masking case. 
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Fig. 11. Like Fig. 10 except the noise is 
delivered into the contralateral ear. The 
response measures suggest an interaction 
similar to that of Fig. 10 is taking place; the 
most intense noise (55 dB) is, however, still 
20 dB below the level at which noise pro­
duces a threshold elevation in the opposite 
ear 

These results strongly indicate that an interaction within the brain is what pro­
duces first enhancement and then suppression of the probe response as the noise de­
livered to the contralateral ear progressively rises in intensity. The possibility that 
sound waves physically interact at the basilar membrane level in the ear receiving the 
probe stimulus seems to be entirely excluded. 

This contralateral suppression phenomenon has been explored in considerable 
detail using seven subjects each of whom received wide-band noise at three levels in 
one ear and 500-Hz tone bursts at three levels in the other. Every subject showed the 
same main effect seen in Fig. 11: with increase in noise intensity, probe response am­
plitude and phase coherence both dropped. At each of the three noise levels, the 
effect was usually greatest for the weakest probe, and progressively smaller as probe 
intensity rose. 

Unexplained variability in the data calls for further study, but the main conclusion 
seems firm: contralateral noise at a level well below what is required for masking 
changes the way a probe activates the nervous system. The results further suggest 
that ipsilateral noise, in addition to interacting physically with a signal like our probe 
at the basilar membrane level, may be similar to contralateral noise in interacting 
with the probe response centrally. Both of these speculations disagree with conven­
tional masking theory and obviously remain to be tested experimentally. 



114 

-25 

-30 

>-35 
.a 

-55 

-6010 

h 

II 'r\ ~ 

/ rv 1::'-------
....... -- -

// ,., 

i 
Ii 

II: 
f 
: 
! 
I 

20 30 ~ 50 60 7080 100 200 300 

Seconds per cycle 111Hz) 

3.4 Minute Rhythms 
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Fig. 12. Spectral analysis of a 
1S-min record containing 
typical minute rhythms (solid 
curve), and a similar analysis 
of white noise (dotted curve). 
The difference between them 
in the region of 60 s per cycle 
suggests the term "minute 
rhythm" is appropriate 

The distribution of minute-rhythm frequencies actually present in a recording like 
that of Fig. 7 can be seen in Fig. 12, which plots (solid curve) on loglog coordinates 
the spectrum of a typical 14-min (512 average) record made during right-ear stimula­
tion by 500-Hz tone bursts. The spectrum was weighted by the spectral characteristic 
of the window filter used, which produces a null at 20-s periodicity. (This cutoff was 
chosen arbitrarily in order to resolve modulations in the 30-120-s range optimally). 
The dotted curve shows an expected value of the spectrum estimated by a bootstrap 
procedure in which 512 white-noise epochs were moving-window-averaged, Fourier­
transformed, scaled, and plotted in the same manner as the responses. The differ­
ence between the dotted and solid curves shows relative response maxima near 60 s 
per cycle and at 28 and 40 s per cycle. This distribution of "minute" rhythms is typi­
cal, but when successive recordings receive this same analysis, the resulting distribu­
tions are never exactly the same. Evidently some centrally located system dynami­
cally modulates the output level of the brain cells that mediate the SSRs, and in a 
way that itself varies through time. 

We remark here parenthetically that SSRs driven by visual (checkerboard rever­
sals) and tactile (vibratory) stimuli at rates in the 30-50-Hz range show minute-rhythm 
modulations that closely resemble the auditory examples illustrated here. Their rela­
tive amplitude fluctuations may in fact be larger, but the definitive study comparing 
minute rhythms in the three modalities remains to be done. 

Every adult record examined during the past 4 years has shown minute rhythms, 
and this includes many collected during multichannel recording sessions. Figure 13 
answers the question whether the rhythms at one scalp site are like those being re­
corded at the same time at another scalp site. In the experiment, the electrodes were 
placed symmetrically over left and right hemispheres (F3-T5 and F4-T6) across the 
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TIME IN MINUTES 

Fig. 13. Minute rhythms recorded over left and right hemispheres during 20 min of left ear stimula­
tion with clicks. The correlation coefficients (r) show the rhythms synchronize quite differently in the 
successive 6-7-min periods 

dipole Wood and Wolpaw (1982) identify as highly active during the first lOOms post­
stimulus. Clicks applied to the left ear produced SSRs on both sides (but larger on 
the right, a common finding in our studies), each showing typical minute rhythms. 
Even a cursory examination reveals that these rhythms are not exactly alike, and 
when a correlation coefficient is obtained for these successive 6-min samples (each 
256 averages), the rhythms turn out to be sometimes entirely unrelated (r = -0.04) 
but usually reasonably in phase (r = 0.68 and 0.54). This gives a clear answer to the 
initial question; the rhythmicities recorded at different scalp sites vary widely. Ap­
parently a mechanism for synchronizing the rhythms does exist but its level of opera­
tion changes through time. The numerous questions raised by this conclusion cannot 
be explored further here. 

3.4.1 Concurrent Stimulation 

When two (or more) stimuli are delivered at the same time, frequency-domain pro­
cedures allow the independent evaluation of each SSR produced. All that is required 

CLICK. R. Ear. 40.1 Hz Cz - Oz 
O.B 

:;-
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w 
0 r = .37 :::J r = .28 
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H 
--1 
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PATTERN REVERSAL. R. Eye. 35.6 Hz 
00 I 0 

TIME IN MINUTES 

Fig. 14. Minute rhythms recorded at a single scalp location (Cz-Oz) during concurrent stimulation of 
an ear at one rate and an eye at another. The correlation between the two minute rhythms in this 
sample is 0.28 



116 R. Galambos and S. Makeig 

is the delivery of the stimuli at different rates; the resulting EEG spectrum will now 
contain peaks at the two stimulus rates (not just one, as in Fig. 3), each the candidate 
for the same complete analysis in the frequency domain. This was done in the exper­
iment summarized in Fig. 14: stimuli were clicks at one rate, visual checkerboard 
alternations at another, with recording limited to a single scalp site. The display 
shows two minute-rhythm patterns, one for each stimulus modality, and these corre­
late 0.28. Identical runs on the same subject on the same day yielded these additional 
coefficients: 0.10, 0.37, 0.35, -0.09. To some, these results may suggest that the 
events responsible for minute rhythms are less likely to take place in the cortex -
which the two sensory inputs presumably share in part at least - than at some subcor­
tical location where the two pathways are separated. More experiments will, how­
ever, be required to settle the question. 

3.4.2 Summary of the Minute-Rhythm Findings 

1. Spectra of auditory SSR amplitude fluctuations show the minute-rhythm energy 
to be distributed unevenly between 20 and 120 s per cycle, with a peak frequently 
present in the region of 60 s per cycle. The term "minute rhythm" is therefore not 
entirely inappropriate, but should not be interpreted literally. Similar modula­
tions of visual and tactile SSRs also occur. The process( es) responsible for these 
dynamic amplitude fluctuations in the three modalities remain to be identified. 

2. Minute rhythms recorded simultaneously at different scalp locations are some­
times in phase and sometimes not. The process responsible for this partial and 
variable synchronization in the different brain regions is unknown. 

3. Minute rhythms recorded at the same scalp site during concurrent stimulation of 
two end-organs similarly vary in synchrony and, again, the responsible mecha­
nism(s) remain to be identified. 

4 Discussion 

4.1 SSR Generators 

For more than 20 years, certain conceptual and analytic problems associated with 
evoked potential research have challenged members of this symposium - particularly 
Adey, Bullock, Freeman, John, and the senior author of this paper (Freeman 1962; 
Adey 1967; Bullock 1967; Galambos 1967; John 1967). Foremost among these prob­
lems is identifying the brain cells responsible for generating evoked potentials, in­
cluding the SSRs considered here: what cells are involved, where are they located, 
and what rules control when they will generate the currents we record? 

Drug studies have clearly shown that whereas cell groups such as the classical af­
ferent pathways work about equally well in anesthetized and unanesthetized states 
(the human auditory brain stem response is such an example), others generate their 
currents only in unanesthetized animals, and still others only when experimentally 
specified external conditions are met (as both John and Freeman show elsewhere in 
this volume). Where are these labile cells that spring into action when the animal 
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orients toward a novel sound (John 1967) or when a human listener perceives a word 
deliberately misplaced in a sentence (Kutas and Hillyard 1980)? What process swings 
a brain's electrical output over the range that extends from zero in anesthesia to high 
levels in concentrated attention? 

Judging from where electrodes record evoked activities on the scalp and in the 
depths, these labile cell collections must be numerous, large in extent, and wide­
spread throughout the forebrain. In animals, several regions contribute to SSRs re­
sembling the potentials featured in our studies. Using ablation techniques in the 
guinea pig, Yoshida et al. (1984) have identified four: one in each hemisphere; one 
deep in the midline that remains active after bilateral removal of the cortex and in­
ferior colliculi; and one present after decerebration. In man, strong evidence for a 
generator in each hemisphere comes from magnetic measurements (Romani et al. 
1983), and a recent clinical study supports the claim that 40-Hz SSRs recorded at the 
scalp come from the midbrain, not the cortex (Spydell et al. 1985). Our present 
working hypothesis is that, as in the guinea pig, currents are generated in at least one 
deep (probably thalamic) midline site and at the cortical terminus of each afferent 
pathway. We assume that what the electrodes record, as theory predicts, is the alge­
braic sum of these at least. 

4.2 SSR Versus Other Evoked Potential Procedures 

In what way, one may ask, do these SSR experiments differ from those that have 
evolved during the past 20 years into the ones reported at this symposium by John, 
Freeman, and others? To answer this question, we will first list the essential features 
of the high-rates probe procedure we have developed, then compare it with the more 
conventional approaches, and finish with several generalizations extracted from the 
results reported in the previous section. 

4.2.1 Characteristics of the High-Rates Probe Procedure 

1. A stimulus in any modality probes the CNS continuously, at high rates near 40 Hz. 
2. Every few seconds a new response average (the SSR) is computed or updated. 
3. Frequency-domain analysis produces multiple response measures from each aver­

age. 
4. Multidimensional data plots chart dynamic changes in CNS status. 
5. Multichannel recording reveals for comparison the dynamic events at more than 

one cortical terminus of a given afferent pathway. 
6. Concurrent stimulation within or across modalities, which produces two (or 

more) averages at the same cortical location, permits simultaneous evaluation of 
more than one afferent pathway at any electrode site. 

4.2.2 Models 

Evoked potential physiology has from the beginning been compared to testing proce­
dures commonly used in engineering practice. Just as the geologist in search of oil 
explodes a dynamite charge on the ground and analyzes the echoes returning to his 
array of motion detectors, so the visual or auditory stimulus perturbs ongoing pro-
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cesses in EEG generators - starts some, stops others, changes phase-locking in still 
others - and thus creates the evoked potential. The high-rates probe procedure de­
scribed here certainly fits this description, but perhaps the model of two people con­
versing in the question-answer format is even more apt. The probes represent a 
stream of identical questions that are answered every few seconds by the response 
average. Each answer is interesting in itself, but, when linked together (see Fig. 8), 
they reveal the even more interesting dynamic changes going on in the system that 
formulates the reply. Thanks to the frequency-domain procedures, every reply is de­
composed into two independent components (amplitude, phase), each a complete 
story in itself and collectively a multidimensional description of a continuing inter­
action between stimulus events and the responding system. 

With this model for reference, one detects few similarities between our probe 
procedure and Freeman's design. His EEG response frequencies are similar (40Hz 
and above), but they are not stimulus driven, since the stimulus odor that initiates 
them has no frequency structure. John's animal conditioning experiments come 
closer. His stimuli ("tracers") resemble probes in being repetitive modulations of 
intensity; they recur, however, at relatively low rates (10Hz or below) and are in fact 
conditioned stimuli to which the animal is trained to react. Our probes, by contrast, 
are weak signals which subjects are expected to ignore, but of course experiments 
could easily be designed in which probes become tracers in John's sense. 

4.2.3 Modulators 

This research seems to have identified at least three mechanisms, or processes, that 
control the output of the generators active during sensory stimulation. It may be 
heuristic to give these mechanisms a name - "modulators" - and to differentiate 
them on the basis of what they do. One class of modulators yields the minute 
rhythms, another the response changes associated with sleep, the third those events 
revealed in the central suppression studies. If we call these modulators "cyclic," 
"sleep-related" and "stimulus-linked," respectively, we not only describe the data 
observed but additionally suggests the time course of the action each exerts on the 
generators it controls. 

Cyclic modulators introduce quasiperiodic fluctuations of varying size. Minute 
rhythms are the clearest example but whether still others will be found is left open. 
Cyclic modulators seem to be entirely under endogenous control, operate equally 
well on SSRs in any modality at any intensity, and persist in the presence of activity 
in the other modulator types. Their anatomical locations are uncertain: some evi­
dence argues for cortical loci, some for their insertion into the individual afferent 
pathways at a subcortical level. Animal lesion studies and suitable human clinical 
cases will be required to resolve this problem. 

The sleep-related modulator, identified by the changes seen during dozing and 
sleep, changes SSR amplitudes aperiodically, over wide ranges, and sometimes 
rapidly (as when someone suddenly wakens). Its unique linkage to sleep suggests an 
anatomical locus within CNS regions where changes in sleep and wakefulness are to 
be found. Like cyclic modulators it is entirely endogenous, but the two types of 
endogenous processes seem to proceed independently of each other and so may be 
located in different places in the brain. 
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The stimulus-linked modulator adjusts generator output to a new level whenever 
two auditory stimuli are presented at the same time. (This statement may also hold 
across modalities, but the evidence is still sparse.) This stimulus-dependent mod­
ulator is perhaps best classed as "exogenous," but whether its activities are affected 
by state changes such as sleep has not been studied. Locating it anatomically also in­
vites further investigation; the interaural interactions already under electrophysio­
logical study (Picton et al. 1981) suggest it lies above the brain stem level. 

This introduction of the concept of modulators and their classification into three 
types attempts a synthesis of the information presently available. At the least, it may 
encourage the search for additional dynamic events complicating the processing of 
sensory information. At best, it could correctly characterize three major modulatory 
mechanisms of which perhaps only one (the sleep-related modulator) has heretofore 
been even suspected to exist. The most intriguing possibility is that these three mod­
ulators that so clearly introduce lability into SSRs may be related to the modulatory 
mechanism(s) that alter EP amplitudes in behavioral situations where, for instance, 
animals orient and people detect words misplaced in a sentence. 

4.2.4 Behavior Correlations 

Just as thinking is divided over whether the EEG and stimulus-locked potentials such 
as SSRs are related in any interesting or important way to the brain activities under­
lying behavior, so opinions are likely to differ on what, if anything, modulator activ­
ities have to do with behavior. Certain possibilities do exist, however, and we will 
discuss them briefly. 

Alertness, Attention. It has been suggested in our laboratory that the minute rhythms 
might signal, or reveal, "microshifts" in alertness or attention, and it is intuitively ob­
vious that "macroshifts" might well take place during the large movements in SSR 
measures that take place during dozing and awakening. Unfortunately, our tests of 
the first idea are so far inconclusive and we have as yet no information on the second. 
As for the stimulus-dependent modulator defined in the contralateral noise experi­
ment, it seems unlikely it will turn out to be directly involved with alertness or atten­
tion. 

Performance. The fact that correlation coefficients comparing minute rhythms at 
different scalp sites vary over time (Figs. 13 and 14) suggests the hypothesis that 
these coefficients may index speed, accuracy, or some other variable aspect of 
human performance. For instance, performance level might turn out to be highest 
(or lowest) whenever minute rhythms fall closely into phase at all scalp locations. 
This idea is reminiscent of John's "neurometrics" approach (John et al. 1977); to 
explore its possibilities would require application of the factor analysis and related 
statistical techniques developed by him, Adey, and Freeman, among others, for un­
covering subtle and complex relationships among evoked potential and EEG events 
simultaneously recorded at many scalp sites. We have not yet implemented these 
procedures for application to our high-rates probe studies. 

Perception. The central suppression results (Figs. 10, 11) identify physiologically an 
apparently new class of inter aural interactions within the brain. We have therefore 
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tried introspectively to detect an auditory experience associated uniquely with this 
alteration in the physiology. In the ipsilateral masking condition, the probe-response 
changes parallel, to a good first approximation, both the sensation of noise growing 
progressively in intensity and the partial masking of the signal going on at the same 
time. However, when the noise is introduced into the ear contralateral to the probe, 
the only obvious change is that the listener now perceives two sounds instead of only 
one. It is possible but we think not likely that the physiological changes index these 
perceptual differences only. If the physiological changes are related to "central 
masking" (Zwislocki 1973) or to loudness enhancement (Elmasian et al. 1980) we 
have not as yet detected any probe threshold or loudness change that would supply 
the link. We continue, therefore, to search for psychophysical or psychological ex­
periments in which perception is found to be altered when the stimulus conditions 
described here are duplicated. 

4.2.5 Summing Up 

These experiments have not uncovered any relationship of the sort discussed in the 
Introduction between spontaneous and driven brain activity in the 40-Hz region. 
They have, however, disclosed three ways in which the streams of incoming sensory 
information are modulated by physiological activities endogenous to the nervous sys­
tem. As yet behavioral correlations with the new physiological findings are meager. 

5 Summary 

Because a classical sensory pathway functions well even in deep anesthesia, some 
people assume that no important changes take place in the flow of sensory messages 
through the brain in the waking state. We present here a method that tests this as­
sumption. It uses a steady stream of stimuli to challenge the human nervous system 
continuously for minutes or hours; every few seconds the potentials evoked by these 
stimuli are extracted from the EEG, averaged, analyzed in the frequency domain, 
and plotted. The results disclose that physiological activities modulate the stream of 
incoming sensory information in at least three different ways: 

1. The response amplitude cycles up and down spontaneously every minute or so; 
these minute rhythms characterize the responses to auditory, visual, and tactile 
stimuli obtained from all adult subjects so far tested. 

2. The response amplitude drops by 50% or more as a subject falls asleep and is 
promptly restored with awakening; this modulation, correlated to date only with 
sleep, is again found in all subjects and modalities. 

3. The electrical response produced by tones delivered to one ear is modified by 
contralateral noise too weak to produce masking; the flow of impulses initiated by 
contralateral stimulation can either increase or decrease the response to the signal. 

This account of the dynamic influences impressed upon sensory messages as they 
penetrate the nervous system is unfortunately still far more descriptive than it is 
analytic. Experiments are needed to show where in the nervous system these 
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dynamic changes are introduced, what physiological mechanisms are involved, and 
whether the modulations index interesting alterations in psychological state. 
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Cortical Structure and Electrogenesis 

H. PETSCHE, H. POCKBERGER, and P. RAPPELSBERGER 

1 Introduction 

Recording electrical brain potentials in the electroencephalogram (EEG) has be­
come a major instrument in the clinical diagnosis of brain disorders. It has also con­
tributed toward revealing both the nature and the degree of brain dysfunctions ac­
companying metabolic dysfunctions. Moreover, and particularly in the past decade, 
the EEG has also turned out to be a valuable aid for the detection of brain activities 
connected with specifically human brain functions, such as cognitive processes (for a 
review, see Giannitrapani 1985). In this latter context, the study of event-related 
potentials has turned out to be most valuable (Rockstroh et al. 1982). Spontaneous 
EEG activity is becoming more and more important for the analysis of cognitive pro­
cesses (Duffy 1985), for which statistical processing of EEG data seems to be among 
the most effective methods at the present time (see Pockberger et aI., in this vol­
ume). 

All the methods mentioned above are based on the recording of field potentials, 
which are found throughout the brain and which can be recorded from the intact 
skull as the EEG. Since this kind of oscillation in potential represents a mass action 
of the nervous system (Freeman 1975) based on cooperative processes between 
neuronal elements and probably also glial cells, all attempts to explain the properties 
of the EEG by exploring the behavior of single nerve cells by intracellular recordings 
have failed up to now. The missing link between the abundant knowledge of the 
properties of the neuronal membrane and the phenomena observed by large elec­
trodes, as in the EEG, may also be a major reason why the exploration of the nature 
of the EEG has been fairly neglected by the majority of neurophysiologists who use 
mainly intracellular recordings. Moreover, the cortical blueprint that is the structural 
base for its electrical properties is still far from being clear; the same holds true for 
the biochemistry of the cortex. Knowledge of the mode of action of neurotrans­
mitters and neuromodulators is still increasing, as is the number of substances that 
are candidates for mediating the transmission of information from neuron to neuron. 
Furthermore, a description of electrical macro activities requires systems of nonlinear 
partial differential equations, in contrast to the description of the electrical be­
haviour of a single neuron, the main properties of which may be described by the 
Hodgkin-Huxley equations. 

One purpose of this paper is to demonstrate that a study of the properties of field 
potentials may yield some insights into the nature of brain processes, if certain re­
quirements are fulfilled. Because of the immense number of unknown factors under­
lying field potentials, some of which are mentioned above, only descriptive state-
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ments can be derived from these observations. However, if an appropriate scale of 
magnitude is chosen to study field potentials, several statements concerning the pos­
sible underlying structural properties can be made (Petsche et al. 1984). For this pur­
pose we developed a microEEG method (Petsche et al. 1982), which is based on an 
appropriate strategy for comprehending the field potential continuum in a limited 
portion of the cortex. This strategy aims at: (a) using as many electrodes as possible; 
(b) recording from locations as close to one another as possible; and (c) recording 
from the cortical surface as well as from within the cortex. 

It was evident at the onset that all of these requirements could not be met at one 
time and it was also clear that the number of electrodes would be limited by the par­
ticulars of the amplifier systems. In spite of these restrictions, however, we hoped to 
arrive at an idea of the continuous potential distribution in the portion of cortex 
under investigation by interpolation between the multiple recordings. 

2 Methods and Material 

For epicortical recordings, a square grid of 16 surface electrodes (4 x 4 at 2 mm dis­
tances; electrode diameter 0.1 mm) was mounted on the cortex of slightly anes­
thetized rabbits. This lissencephalic animal was chosen in order to obviate any geo­
metrical complications. Simultaneous recordings from these 16 contacts, positioned 
with respect to the nasal bone, were recorded on analog tape and processed off line. 
The processing consisted, after digitation at 256 Hz, of plotting equipotential fields. 

For intracortical recordings, a 16-fold semimicroelectrode was developed based 
on thin-film technology (Prohaska et al. 1979). This probe consists of 16 AgAgCI 
contacts of 10 x 10 Jlm2 at 150 Jlm distances on a carrier needle inserted vertically into 
the cortex under microscopic control. The distances between the contacts are distri­
buted so that recordings can be obtained from the total diameter of the rabbit's cor­
tex. These 16 electrodes are connected to impedance transformers and the activities 
are amplified by EEG amplifiers (TC = 0.3 s, HF-filter setting 00). After each exper­
iment, silver is deposited from every contact for histological examination (Miiller­
Paschinger et al. 1979). 

With this device, 16 simultaneous electrocorticographic recordings at 150 JlV 
intervals can be obtained. By interpolation between these recordings, potential 
chronotopograms may be obtained; i.e., continuous representations of the oscilla­
tions of field potentials, continuous with respect to the cortical profile and time 
(Fig. 1). 

Another great advantage of this device is the possibility of calculating current­
source-density (CSD) profiles (Rappelsberger et al. 1981), which optimize localiza­
tion of the places where currents are produced, a distinct improvement upon the 
commonly used potential-time traces. Morveover, errors caused by volume conduc­
tion are precluded by this method. 

The usefulness of this method may be illustrated by the cortical response to a 
single stimulus of the nucleus lateralis thalami (Fig. 1); the multielectrode was in area 
praecentralis 1. The top of Fig. 1 shows the 16 traces of the response recorded in the 
conventional way. A short, complex initial event is followed by a slow wave, which 



Cortical Structure and Electrogenesis 125 

Pr~ .. c 1 -v;;;-:; -- _:::::::. : :::::::::::::::::: .~ 375/~/1-2 

o.smV] 

III 

v 

Sill( .. 
+ it 

I u 
5mV/rrwn2 u 

I ... 

Fig. 1. Top, field potentials recorded with the 16-fold depth electrode from the area praecentralis of 
the rabbit (150-~m contact distances) after a single stimulus (arrow) to the nucleus lateralis thalami. 
Middle, CSD distribution of the same episode. Solid lines, sinks; dashed lines, sources; abscissa, 
time ; ordinate, profile of the cortex; Roman numerals, layers. Bottom, the same episode, in three­
dimensional representation. The field potentials turn out to correspond to a superimposition of 
numerous sinks and sources with different delays and at different locations within the cortex. This 
kind of presentation visualizes the pathways of cortical excitation and the reactions of neuronal sub­
strates at different cortical levels 
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is negative near the surface and positive in the deep cortical layers. The diagram 
across the middle of Fig. 1 is the CSD configuration. The abscissa is the time and the 
ordinate is the profile of the cortex, with the layers indicated by Roman numerals. 
The density of the contour lines indicates CSD with sinks shown as full lines and 
sources as dashed lines. The lowermost diagram represents the same, three-dimen­
sionally. 

The event evoked by stimulation of the thalamus is fairly complex and seems to 
be composed of different sinks and sources at different cortical depths, beginning 
with a sink in layer Va. In contrast to this complicated configuration of the early elec­
trical events, the late event may be understood as being caused by a single large di­
pole, the sink of which is in layer II, followed by oscillations of dipoles between layer 
II and III to Va, with the sinks in the lower layers. 

Figure 1 was included in this paper simply to demonstrate that the method also 
permits studying cortical neuroanatomy in its functional aspects, e.g., electrohistol­
ogy, by analyzing the sequence of electrical events at the different cortical levels. 
However, the figure may also serve as a basis for interpreting the configurations 
formed in the course of the brain's electro cortical activity. 

The figure represents current sinks - i.e., locations of inward current - as families 
of full contour lines and sources as families of dashed lines. Both sinks and sources 
turn out to be more or less limited in their vertical extension but fairly variable in 
their horizontal extensions, i.e., time. According to the above considerations it is 
most likely that these sinks and sources are caused mainly by summated synaptic 
potentials, the contribution of soma discharges being almost negligible. It cannot be 
excluded, however, that glial processes may also contribute, particularly with regard 
to the slow processes (for a review see Somjen and Trachtenberg 1979). Since an 
overwhelming number of synapses terminate on dendrites, one may conclude that 
sinks and sources are mainly caused by a summation of de- and hyperpolarizations 
of dendrites (Mitzdorf and Singer 1979), with the contribution of soma discharges to 
sinks being minor. This idea is also supported by the observation that the location of 
maximal densities of current sinks and sources does not coincide with the cytoarchi­
tectonic layers, which are defined by the different shapes and densities of neuron 
somata. However, those locations where the main sinks in Penicillin-induced 
"spikes" are most often observed do coincide with dendritic architectonics, as shown 
below. 

Another point of view should be discussed in this context. When a nerve cell is 
locally depolarized, a passive outward current flows at other sites on the same 
neuron. Therefore, every active current sink produces passive current sources at 
other locations and vice versa. This also holds true for the sinks and sources in these 
diagrams. Nevertheless, because of the relatively low spatial resolution of the 16-fold 
electrode - the electrode distances were never smaller than 100 11m - these sinks and 
sources have to be considered as superimpositions of countless single events, prob­
ably mostly synaptic de- and hyperpolarizations. Therefore it is hardly possible to 
identify the source for every sink and vice versa. Moreover, it is also impossible to 
argue that any identified sink or source is an active event; i.e., that it is produced by 
an accumulation of excitatory or inhibitory postsynaptic potentials (EPSP or IPSP) , 
respectively, or, instead, that it is a passive one. However, there may be some evi­
dence that gives particular weight to one or the other argument. With regard to 
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Fig. 1, the initial brief sink in layer Va seems more likely to be caused by an accumu­
lation of EPSPs as a response from pyramidal cells to the incoming excitation, than 
the extended accompanying source in layer IIIIII is likely to be caused by IPSPs. 
During this event, current is evidently drawn from the upper parts of the dendritic 
tree of layer V pyramidal cells during the excitation of the cells by the incoming 
thalamocortical shower of action potentials. However, it cannot be excluded that 
IPSPs may contribute to the source in layers IIIIII. The same holds true for the long­
lasting afterswing, and the question remains whether the sink in layer II or the ac­
companying source in layer V is the active event. Therefore it is advisable to consider 
these pictures merely as a description of the spatiotemporal configuration of electri­
cal events within the cortex. Another advantage of plotting CSD diagrams is that vol­
ume-conducted effects are eliminated by this method. 

3 Ongoing Spontaneous EEG of the Rabbit 

Since epi- and intracortical recordings can be made with the instruments described 
above only on animals immobilized in a stereotaxic frame, recordings on freely mov­
ing, awake rabbits could not be performed for ethical reasons. 

In a slightly anesthetized rabbit (Nembutal), the electrocorticogram (ECoG) of 
the striate cortex consists of slow delta waves intermingled with single or grouped 
theta waves and waves of higher frequencies, with voltages rarely surpassing 50011 V. 
In analyzing these activities, the spatial resolution of the 16-electrode grid was too 
low to study the behavior of equipotential fields; these seem to be composed of 
events too poorly synchronized to be understood with interelectrode distance as 
large as 2 mm, quite in contrast to self-sustained seizure activities. 

The intracortical properties, however, were studied by spectral analysis and by 
CSD analysis. The intracortical activity, shown at the top of Fig. 2, was recorded 
with 150 11m interelectrode distances. It has a pattern of slow waves, which is clearly 
different in the upper as contrasted with the lower cortical layers, these differences 
changing continuously along the cortical profile. As the power spectrum demon­
strates (Fig. 3), maximal power is found at 2 Hz; this peak is lowest at contact 6. 
Moreover, higher-frequency bands are more pronounced in contacts beneath this 
level of minimal 2 Hz power (the power spectrum refers to a period of 60 s). A power 
profile at 2 Hz shows that there are two power maxima, one at contact 14 (layer VI) 
and another, lower one at contact 3 (layer II/III), separated one from the other by a 
power minimum at contact 6 (layer III). This is characteristic behavior for spontane­
ous activities and has been described in detail (Rappelsberger et al. 1982). The same 
holds true for coherence estimates: the least coherence with respect to the surface 
was found at contacts 6-7. It should be noted, however, that coherence with respect 
to the surface increases again with increasing depth to reach a maximum at contact 
14, where the power maximum was found. There is also, as Fig. 3 shows, a phase 
reversal with respect to the contact next to the cortical surface. However, no signifi­
cant phase shifts between the individual contacts were found. This analysis makes it 
evident that the preponderant frequency band of spontaneous activity may be 
explained by a dipole between layers IIIIII and layers V. 
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Fig. 2. Spontaneous activity of rabbit striate cortex. Top, a 1.5·s episode in conventional representa· 
tion. Middle, the same episode as a potential chronotopogram with extended time scale. Solid lines, 
negativity; dashed lines, positivity. There is an approximate phase reversal between the deep and the 
most superficial cortical layers. Bottom, the same episode as a CSD diagram (see Fig. 1) 

Figure 2 also represents a CSD analysis of spontaneous activity. At the top is a 
1.5-s episode of spontaneous activity. In the middle, the same episode is represented 
chronotopographically. By interpolating between the 16 depth recordings at every 
4 ms (corresponding to 256/s digitation rate), contour lines are obtained that connect 
points of equal potential. This pattern also documents that there is an approximate 
phase reversal of the main events between depth and surface. 

The interpolation curves of the potential profiles were the basis for calculating 
CSD configurations which are represented at the bottom, also as contour lines. From 
this diagram, several conclusions may be drawn. Regarding sinks, there are several 
layers where sinks are most likely to appear, namely at contacts 3, 6, 10, and 15, 
located in layers II/III, IV, V, and VI. The sinks at contact 6 and at lower contacts 
often occur almost simultaneously, in contrast to the sinks and sources at contact 3, 
which seem to alternate with the former. The sinks often seem to consist of repetitive 
events. 
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Fig. 3. Spectral analysis of (left) spontaneous actIvity and (right) activity 2 min after Nembutal 
(18mglkg i.v.). First row, families of power spectra (60-s episode) determined for all 16 contacts of 
the depth electrode (logarithmic scale). Second row, power profiles determined at 2Hz (linear 
scale). Third row, squared coherence profiles, estimated with respect to contact 1. Fourth row, 
phase profiles. Under a high dosage of Nembutal, there is a considerable decrease of power, and the 
zone of minimum coherence, as well as the zone of phase reversal, shifts by 600 ~m to deeper cortical 
levels 
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Fig.4. Flicker stimulation of the contralateral eye (6 per second, arrowheads); same recording site 
as Fig. 2. The sequence of intracortical sinks begins in the deeper cortical layers 

The impression that there is a time delay between sinks at contacts 14, 10, and 16, 
respectively, finds support when the animal is stimulates with a 6-Hz flicker (Fig. 4). 
This shows even more clearly that the sequence of infragranular sinks starts in the 
deepest cortical layers. This fact, as well as the fact that the flicker stimulus some­
times fails to elicit a distinct response, strengthens the assumption that the response 
to a flicker is but an amplification of the intrinsic tendency of the cortex to produce 
synchronized events. When the cortical propensity to synchronization is low (as for 
instance in Fig. 4, first stimuli), the flicker stimulus may beat time and synchronize 
the cortical events; but when the cortical propensity to synchronize is strong enough 
(last two stimuli), the flicker rhythm may fail, because the intrinsic cortical rhythm 
and the flicker rhythm may interfere, so that the regularity of the pattern decays. 
The most distinct dipoles during spontaneous and flicker-driven activity are found 
between contacts 3 and 6. 
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Fig. 5. Same experiment as in Figs. 2-4, but 2 min after Nembutal i. v. Spontaneous activity is largely 
reduced; the remaining single transients (A-C) exhibit a complex CSD configuration with an inten­
sive sink in the deepest cortical layers 

Figure 5 demonstrates how intracortical activity may change considerably under 
the influence of a barbiturate, Pentobarbital Sodium (Nembutal) given intravenously 
to the animal 2 min earlier. The intracortical field potentials now show the typical 
trace aiternant, known as a classical pattern also in humans, which appears immedi­
ately before the disappearance of the EEG. It appears as an arrhythmic sequence of 
short transients in an EEG with a very low voltage . In the potential chronotopogram 
at the center of Fig. 5, these transients appear as short, spike-like events, negative in 
the depth with a maximum at contact 14, with a roughly phase-reversed but lower 
transient near the surface. In the CSD configuration, these transients seem to be 
composed of infragranular sinks, with maximum intensity at contact 16 and accom­
panied by a source at contact 5. Apparently, layer VI cellular elements are mainly re­
sponsible for these transients. 

The background activity has also changed considerably, apart from its generally 
large decrease in power, as Fig. 3 (right side) demonstrates. Now, the upper cortical 
layers produce, on the average, slightly more power than do the lower cortical 
layers , and the zone of phase reversal has shifted downward to contacts 10 and 11 
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and has also become broader. This becomes still more evident from coherence esti­
mates with respect to the surface: the zero coherence zone has shifted from contacts 
6-7 to contacts 10-12; there is almost no more coherence between surface and con­
tact 14 than there was in the spontaneous EEG. These findings indicate that the 
populations of neurons responsible for the dipole behavior under Nembutal have 
changed dramatically. According to these findings, one may speculate that layer VI 
neurons seem to be most resistive to the action of Nembutal. 

4 Self-sustained Activities (Seizures) Elicited by Penicillin 

4.1 Penicillin "Spikes" 

Since the mechanisms by which self-sustained activities arise may be studied best by 
observing an epileptic focus and its transition into a seizure, the development of a 
cortical focus after the application of penicillin onto the cortex was studied first 
(Pockberger et al. 1984a). Penicillin was chosen as an epileptogenic agent because 
the local brain edema accompanying its application is negligible. Furthermore, by re­
stricting the epileptogenic action to a small area on the cortex, the role of midbrain 
structures in maintaining the oscillations that develop may be more clearly defined 
than in the case of intravenous application of an agent. 

One of the first events to be seen is a sink in layer II/III, accompanied by sources 
above and below (Fig. 6). This sink increases in intensity and remains the event most 
characteristic of penicillin spikes throughout their existence. With increasing time 
and intensity, this layer IIIIll sink broadens and may oscillate. It is followed by 
another, lower-intensity sink of increasing duration, which is accompanied by 
sources above and below. 

Very soon, however, another event becomes visible because of the penetration of 
penicillin to layer V (Fig. 6, right side): a short sink in layer Va, which always seems 
to trigger a large one in layer IIIIII. For the remaineder of the experiment, this se­
quence of a small triggering sink in layer Va and a larger one in IIIIII, followed by a 
longer, tail-like sink, remains the characteristic feature of the CSD pattern of penicil­
lin spikes in both the motor and the striate cortex. 

The nature of these sinks was substantiated by intracortical pressure applications 
of small (less than 1 IU) amounts of penicillin into different layers of the cortex 
(Pockberger et al. 1984b). It was shown that the structural basis of the main sink in 
the upper cortical layers must be neuronal elements in layers IIIIII. Layer IV cells 
are not essential for the appearance of this sink, because the same finding was made 
in the precentral cortex, where layer IV hardly exists. As for the triggering sink, 
layer Va was substantiated as the generator layer because tiny amounts of penicillin 
injected into layer Va also make the sink in layer II/III appear, but injections into 
layer Vb only induce sinks restricted to that level. 

This is not the appropriate place for a detailed discussion of the mechanisms that 
lead to an epileptic seizure. Therefore only a few general remarks will be made. Ac­
cording to Prince (1985), it is most likely that a number of different mechanisms are 
involved in the synchronization of cellular burst discharges to form paroxysmal de-
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Fig . 6. Development of interictal spikes after the epicortical application of 1000 IV penicillin to the 
striate cortex. The main sink is fully developed in layer II/III after 5 min. One minute later, the CSD 
complex, characteristic for penicillin spikes, is fully developed: a triggering sink in layer Va, fol­
lowed by the main sink in IIIIII with a long-lasting afterswing 

polarization shifts (PDS) (Matsumoto and Ajmone-Marsan 1964) and thus to be­
come visible as interictal spikes. The mechanisms include recurrent excitation by 
EPSPs, K+ increase in the extracellular space, decrease of Ca2+, release of ACh by 
the intense neuronal activity , the backfiring phenomenon, and also direct interaction 
with field effects, either by gap junctions or even without then. It is beyond the scope 
of this paper to discuss which of these mechanisms may contribute more and which 
less to the generation of seizures. That recurrent excitation by EPSPs seems to be of 
great importance in penicillin-induced seizures seems evident from the well-estab­
lished fact that one of the most important actions of penicillin on the nervous system 



134 H. Petsche et al. 

is an inhibition of gamma-aminobutyric acid (GABA)-releasing interneurons; thus, 
a disinhibition is the consequence (Krnjevic 1981). 

There is increasing evidence that spike production in dendrites may also be im­
portant under pathological conditions (Wong and Prince 1979). 

This point is emphasized here for the following reasons. In 1970, we found that 
seizure potentials recorded simultaneously from horizontally arranged double­
microelectrodes were less well synchronized in the middle cortical layers than were 
the potentials recorded with the same device from either surface or deep cortical 
layers. This finding was later substantiated by coherence measurements (Petsche et 
al. 1975). Based on these observations, Fleischhauer et al. (1972) found, at the same 
time as did Peters and Walsh (1972), that the apical dendrites of pyramidal cells are 
arranged in bundles which show regional differences. The hypothesis that this organ­
ization may be involved in electrophysiological peculiarities was further supported 
by a study by Schmolke and Fleischhauer (1984), who compared the architectonics 
of bundles with cyto- and myeloarchitectonics. They found that these bundles extend 
to the same part of the cortex in which the main sinks are found during seizures, 
namely from Va to the upper part of layer II. Furthermore, the greatest number of 
dendrites per bundle is found in the upper two-thirds of this layer. The likelihood of 
the number of synaptic contacts being largest here was emphasized by Feldman 
(1975). It is in this layer that the most prominent sinks are found during penicillin 
spikes. There is, in addition, the probability that direct electrotonic interaction plays 
some role in the synchronization of discharges into interictal spikes, since Latz 
(1975) found that more than 37% of the close appositions of the dendrites showed no 
glial profiles inbetween them. Nonsynaptic mechanisms as an auxiliary means in the 
spreading of synchronization are made even more likely by the observation of dye­
coupling between cortical neurons (Gutnick and Prince 1980). 

4.2 Self-sustained Activities (Seizures) 

Figure 7 demonstrates the beginning of a self-sustained seizure pattern. It always 
starts with a group of spikes which superimpose and cannot be clearly separated one 
from another; then comes a fairly regular ("tonic") activity, followed by more irregu­
lar groups of discharges ("clonic pattern") and variable patterns of oscillations, 
among which the most common are doublets, i.e., brief discharges consisting of two 
different transients. The voltage is usually greatest in the middle cortical layers. The 
lower part of Fig. 7 shows the current-source-sink pattern of the seizure shown above 
it, recorded three times as fast. At the very beginning, the source-sink pattern is 
very irregular and consists of a superimposition of sinks and sources of different 
intensities, durations, and locations in the cortex. During the tonic pattern, only a 
few source-sink configurations oscillate fairly regularly in different parts of the cor­
tical levels, whereas, during the clonic pattern, sinks and sources change much more 
in shape and intensity and usually repeat at shorter intervals than during the tonic 
pattern. 

A partial answer to the question of how this activity is initiated and maintained is 
given by surface recordings. 

In Fig. 8, the last spike before and the spike initiating a seizure are shown on a 
larger time-scale in surface recordings. The two spikes differ from each other. The 
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Fig. 7. The beginning of a self-sustained seizure after the application of 1000 IV penicillin to the 
striate cortex. Top, 6 s of conventional EEG recorded from the 16-fold depth electrode. Bottom, the 
same episode in CSD representation. Note the interaction of sinks and sources in different cortical 
layers which is more irregular in the clonic than in the tonic stage 

first spike is lower than the second, and its positive prepotential is lower and also 
seems less well synchronized than the one initiating the seizure. Also, there are 
greater delays on the surface in the first spike than in the initiating spike. 

More insight into the mechanisms is gained by plotting the equipotential fields of 
these two spikes (Fig. 9) . In the last spike before the seizure, the rise time of the posi­
tive phase is 16 ms from zero level. In the spike initiating the seizure , the rise time is 
only 8 ms, and the negative equipotential field takes 12 ms longer to return to positiv­
ity in the spike initiating the seizure. Another difference is a shift in the location of 
the negative peak from contact 10 to contact 11 in spike A, whereas in spike B, the 
peak remains at contact 10, another suggestion for a better synchronization of under­
lying PDS. 



136 H. Petsche et al. 

407 TV 3.1 
91. 24- 25 

PENICILLIi' 500 I.U. 

1 ~ ~ 1~ 

2 I? ' 10 , . 14 

~ 
7 @ 11 1? . . 

1 ~ 1.2 1~ 

2 mm 

A. str lata 

A B 100 msec 

Fig. 8. Last interictal spike prior to a seizure (A) and first spike initiating the seizure (B), recorded 
from the surface of area striata. Note the difference in shape of these two events and also the steep 
potential gradients between the inner and the outer electrodes of the recording square. The horizon­
tal bars relate to Fig. 9 

The most remarkable difference, however, is found after these events. In spike 
A, a long-lasting positivity appears and extends even beyond the recording grid, 
whereas , during the beginning of a seizure, in spike B, very localized, steep potential 
fields appear and start revolving, in this case counter-clockwise ; a positive potential 
field arises at electrode 6, reaches maximum voltage at electrode 7, and then shifts 
to electrode 11 and finally to electrode 10. This cycling goes on and on. 

At later stages of the seizure, the frequency of oscillation, which at first is 26 Hz, 
subsides to about 9 Hz . Concurrently, the behavior of potential fields becomes more 
irregular. Moreover, the very small area initially involved - potential gradients of 
several mV/mm are found - expands, and doublets and clonic discharges appear. 
One characteristic of doublets is that the equipotential fields of the two single com­
ponents show a different spatiotemporal behavior (Petsche et al. 1979). Clonic dis­
charges , on the other hand, do not show any characteristic behavior but randomly 
change from one discharge to the next. 

As for the mechanism of the development of the seizure, only a few general com­
ments can be given here. The large voltage gradients between the site of application 
of penicillin and its surrounding suggest that some kind of inhibition is created by the 
seizure. Thise is supported by the findings of Prince and Wilder (1967) that in the 
neighborhood of penicillin foci, many more cells show IPSPs than under normal con­
ditions. Possibly the slow positive-going shift of the field potentials surrounding the 
focus is caused by the surround inhibition, which may keep the pathological dis­
charges localized for some time. This inhibition slowly declines as the seizure goes 
on, because the steep voltage gradient around the focus continuously diminishes with 
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Fig. 9. The two interictal spikes (A) and (B) of Fig. 8 as uninterrupted sequences of equipotential 
fields at 4 ms distances, to be read from top left to bottom right. These two episodes correspond to 
the horizontal bars in Fig. 8. The tonic seizure succeeding spike B consists of almost circular and 
closely limited potential fields that start revolving anticlockwise at 26 Hz 

the development of the seizure and with its decreasing frequency. A hypothesis at­
tempting an explanation of these phenomena was proposed by Petsche (1983). 

A strictly localized experimental cortical focus, which generates a seizure that 
slowly generalizes, is also an appropriate model for studying the eventual involve­
ment of deeper brain structures, among them the thalamus, in the development and 
maintenance of self-sustained pathological activities. In the early days of electro­
encephalography, the thalamus was thought to play an important role in the genesis 
of epilepsy, an assumption that, however, was not substantiated when deep struc­
tures of the human brain were then studied. Our method seemed particularly suited 
to studying the question of thalamocortical interactions in seizures as, by using CSD 
analysis, errors due to volume conduction could be avoided. Since the eventual re­
lationships between cortex and deep structures were expected to be nonlinear, Mars' 
method for the estimation of mutual information (Mars and Arragon 1982) was used 
(Rappelsberger et al. 1987). 
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The purpose of this paper has been to show that the study of field potentials, a 
domain badly neglected by neurophysiologists so far, can give results that lead to a 
better understanding of the mechanisms of spontaneous and self-sustained oscilla­
tory electrical phenomena in the brain. An investigation of field potentials seems to 
be particularly productive when performing multiple simultaneous recordings in a 
small area of the brain while taking into account histological and intracellular find­
ings. 
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Evoked Potentials and Their Physiological Causes: 
An Access to Delocalized Cortical Activity 

U.MITZDORF 

1 Introduction 

Event-related potentials and the phenomenologically closely related EEG provide 
noninvasive "on-line" access to normal and pathological eNS activity. Empirically, 
these signals have been shown to reflect the general state of the eNS and the central 
processing of afferent information, including higher cognitive processes (e.g., Free­
man; John; Picton; in this volume). 

However, these data are difficult to interpret neurophysiologically, because they 
are indirect and ambiguous reflections of the underlying neuronal activity. This is the 
main reason why basic neurophysiological research has concentrated on the investi­
gation of single-unit properties (e.g., Hubel and Wiesel 1962). However, the single­
unit approach not only contains the drawbacks of arbitrariness in selecting different 
cell types and unmanageability of the sample sizes needed for answering more com­
plex questions, it also incorporates a conceptual shortcoming: the classical receptive 
fields of single cells reflect only spatially focused, localized activities. More subtle de­
localized interaction phenomena are not accessible to single-unit studies. Moreover, 
these delocalized ensemble activities are likely to be more relevant expressions of 
central information processing (Fessard 1961; Katchalsky et al. 1974; Pribram 1971; 
Sperry 1969). 

This chapter will describe an attempt to bridge the gap between the single-unit 
level and the mass-action level of event-related potentials and the EEG. Evoked 
potentials from the visual cortex of the cat have been analyzed and correlated with 
anatomical and physiological data, in order to identify their neuronal causes. The ex­
perimental results will demonstrate that evoked potentials contain aspects of the cen­
tral processing of afferent information that are complementary to those accessible to 
conventional single-unit studies. 

2 The Neuronal Causes of Event-Related Potentials 

The relation between field potentials (profiles of event-related potentials or EEG 
waves) and cellular activity in the eNS is indicated in Fig. 1a: currents flow through 
the cell membranes during neuronal activities. If many similar elements of an 
anatomically ordered ensemble are activated simultaneously (ensemble activity), 
then these concomitant membrane currents can sum in the extracellular space to 
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Fig. 1. (a) The thick, straight arrows represent the causal relations between field potentials, CSDs, 
and neuronal ensemble activities; the curved arrows represent the techniques required to get from 
the experimentally accessible field potential data down to the causative neuronal ensemble activities. 
(b) Illustration of the relation between the field potential 4>(z) and the sinks and sources in the extra­
cellular space. In a conducting medium, currents flow along potential gradients. The amplitude of 
the current (Jz) is proportional to the steepness of the potential slope. Changes in the potential slope 
(B2¢/Bz2) therefore imply changes in the amount of current flowing (circled areas). A current in­
crease indicates a source, a current decrease indicates a sink. As the extracellular space is a purely 
passive medium, sources and sinks must be caused by membrane currents that enter and leave, re­
spectively, the extracellular space. ( c) The physiological correlates of the sinks and sources in the 
extracellular space are membrane currents that flow during neuronal ensemble activities. Here, 
those membrane currents are indicated that flow during the excitatory synaptic activation of a corti­
cal cell (synapse indicated by chevron). Active ionic current flows into the cell at the site of the 
synapse, and passive current of equal amplitude leaves the cell at proximal and more distant mem­
brane sites. If many such excitatory synapses on many similar cells are activated simultaneously, 
then the membrane currents sum up in the extracellular space and cause a macroscopic sink in the 
depth region of these synapses, and a source above 

macroscopic sinks (inward flowing membrane currents) and sources (outward flow­
ing membrane currents). These sinks and sources are the physical causes of the field 
potentials. On the other hand, these sinks and sources provide the physiologically 
relevant information contained in the field potentials. Thus, they are the connecting 
link between field potentials and their physiological causes, the neuronal ensemble 
activities. 

The sink and source distributions in the extracellular space can be calculated from 
the field potentials with the current-source-densitiy (CSD) method. These data are 
still ambiguous with respect to the neuronal activities that cause them. Therefore, 
additional physiological and anatomical cues are needed in order to identify these 
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neuronal ensemble activities (for a detailed discussion of this subject, see Mitzdorf 
1985). 

Unfortunately, the locations of sinks and sources cannot be concluded from sur­
face evoked potentials, but only from the spatial profiles of the potentials within the 
CNS. Therefore, straightforward analyses of evoked potentials via the current sink 
and source distributions as a link to the causal neuronal ensemble activities (Fig. 1a 
from left to right) are restricted to animal studies. 

3 The CSD Method 

The CSD method, invented by Pitts (1952), is based on the validity of Ohm's law in 
the extracellular space, and on the assumption that this extracellular space can be 
considered independently of the intracellular space. This latter assumption is plausible 
because the boundaries of the extracellular space, the cell membranes, have high re­
sistances compared with the resistance of the extracellular space. Finally, the sinks 
and sources are the result of the volume averages of the membrane currents which 
flow into and out of the extracellular space. (The individual microscopic membrane 
currents that actually flow may be much larger than the fraction manifest in the 
macroscopic sinks and sources after the averaging procedure; but this averaging is in­
herent in the field potentials as well.) 

These considerations are incorporated in Eq. 1. 

t (au;;. a¢ +Uii' a2t) = -CSD (1) 
;= 1 ax; ax; ax; 

This relates the CSD with the field potential ¢ and the conductivity tensor u, in opti­
mally oriented cartesian coordiantes Xi' If the outward membrane currents dominate 
in a volume element, the result is a current source (CSD > 0); if the inward currents 
dominate, the result is a current sink (CSD < 0). For detailed derivations of the CSD 
method, see Nicholson (1973), Nicholson and Freeman (1975), Mitzdorf (1985). 

In the present study in the cat visual cortex, the simplified one-dimensional rela­
tion was applied (Eq. 2). 

a2 ¢ 
0:' - = -CSD 

Z az2 
(2) 

It assumes homogeneity in the z-direction and translational invariance of ¢ in the 
two directions parallel to the laminar planes of the cortex. Experimentally, the pro­
files of ¢ were obtained by measurements at discrete equidistant depth locations, 
and the second spatial derivative was calculated according to a finite difference for­
mula. This simplest form of the CSD method can easily be conceived intuitively; see 
Fig. lb. 

The one-dimensional CSD method makes possible the localization of the sinks 
and sources in the z-direction, but not in the x- and y-directions. The delocalization 
of the sinks and sources in these tangential directions, because of the inadequancy of 
the one-dimensional CSD method, can be estimated from the widths of retinotopi­
cally localized activation components (see Retinotopic and Nonretinotopic Activa-
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tions and Fig.4a). Taking into account the velocities of the focal stimuli and the 
magnification factors of the cat visual cortex (Bilge et al. 1967; Tusa et al. 1978, 
1979), these widths correspond to about 1 mm in cortex (Mitzdorf 1987). 

4 CSD Analysis of Evoked Potentials in the Cat Visual Cortex 

Electrically and visually evoked field potentials from the two primary visual areas 17 
and 18 of the cat cortex have been analyzed. In acute experiments (pentobarbital 
and/or N20 anesthesia), the intracortical profiles of the potentials were recorded, 
either with one micropipette successively placed at different depths, or simultane­
ously in all cortical depths with a multiple electrode (an array of aligned pipettes). 
Usually, 20 single responses were averaged for the electrically evoked potentials and 
100 or 200 single responses were averaged for the visually evoked potentials. 

An example of a potential profile, evoked by electrical stimulation of the specific 
afferents, and the corresponding CSD profile are given in Fig. 2a and b. The cortical 
recording depths are indicated to the left of the potential profile, and the borders of 
the cortical laminae, as judged from anatomical and functional criteria (see Mitzdorf 
and Singer 1978), are indicated to the left of the CSD profile. 

Even a cursory comparison of the two profiles demonstrates that the CSD dis­
tribution, in contrast to the original potential data, is well structured and reveals dis­
crete events. The sinks of the various components have been marked by the letters 
a-f. A dipolar sink/source distribution in layers IV/III (a) is followed by two further 
dipoles in layers III/II (b and c). Symmetrical source/sink/source distributions are 
apparent with the sinks in lower layer IV (d) and in layer V (f). Component e in layer 
VI is dipolar at the start, but is later symmetrical. In several other profiles, two addi­
tional dipolar components, similar to the components a and b, are recognizable 
(Mitzdorf and Singer 1978). The indications of these sinks in Fig.2b have been 
marked a' and b'. These sinks and sources are the local generators of the evoked po­
tential. The dipoles cause far-reaching potential components, but the symmetrical 
source/sink/source distributions cause only local contributions to the potential; com­
pare the "far-fields" and "closed-fields" of Lorente de N6 (1947). 

5 Interpretation of the Electrically Evoked CSDs 

In order to identify the neuronal activity causing these various CSD components, the 
responses to stimuli applied at different sites along the specific afferents were com­
pared. In addition, the effects of conditioning stimuli and of pharmacologically in­
duced alterations of neuronal excitability on the CSDs were investigated. 

Upon stimulation of the specific afferents at more distant sites, the CSDs in area 
17 were delayed and more dissipated. According to their different latency increases 
upon stimulation of more distant sites, the early components could be attributed 
either to Y-type activity mediated by the fast-conducting afferents (component a and 
.the early part of component e), or to X-type activity mediated by the more slowly 
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Fig. 2. (a) Field potential in the primary visual cortex (area 17) ofthe cat, evoked by electrical stimu­
lation of the optic radiation (arrow). The distance between adjacent recordings is 50 11m. The profile 
was obtained by successive recordings with one micropipette. (b) CSD distribution obtained from 
the potential profile in (a), according to Eq. 2, with a grid of 200 !lm for the numerical differentiation 
(the conductivity is ignored in the calibration). The sinks, corresponding to active excitatory synaptic 
currents, are accentuated by hatching. At the left margin, the depth regions of the cortical laminae 
are indicated. Sinks a, b, c reflect mono-, di-, and trisynaptic Y-type activity; sinks d and f reflect 
mono-, di-, and trisynaptic X-type activity; sink e reflects Y-type and X-type monosynaptic activity. 
The deflections marked a' and b' indicate two further sinks which reflect di- and trisynaptic Y-type 
activity. (c) Schematic diagram of the successive intracortical excitatory relay stations, as well as the 
cell types involved, as suggested by the CSD in (b) and similar findings. Three main pathways, along 
which the afferent activity is relayed within the visual cortex, are shown (the numbers indicate 
whether the activations are mono-, di-, or trisynaptic, respectively). The first pathway transmits 
afferent Y-type activity from upper layer IV to layer III, and then to layer II. The second pathway 
relays afferent X-type activity from lower layer IV to layer V, where mainly lamina VI pyramidal 
cells are contacted (di- and trisynaptically). Along the third pathway, Y-type afferent activity is 
relayed within layer IV, and then also projected to layer III 

conducting X-type afferents (component d). Furthermore, mono- and polysynaptic 
components could be distinguished by comparing the responses to double shock. 
When the second afferent volley arrives in the cortex, the cells are under strong 
inhibitory influence caused by the first activation. This inhibition does not affect the 
monosynaptic activation, but it prevents the generation of action potentials in many 
cells. Accordingly, the sinks and sources that were still present in the CSDs evoked 
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by the second of the double shocks were attributed to monosynaptic activity; those 
components that were drastically reduced or totally missing in the second CSDs were 
attributed to polysynaptic activity. 

Picrotoxin and pentobarbital were applied systemically in order to investigate 
whether inhibitory synaptic activity contributes to the intracortical CSDs. These two 
drugs are known, respectively, to decrease and increase the strength of inhibitory 
synaptic activation. After the application of picrotoxin, all the sinks and sources 
were increased in amplitude. This effect was rather minor on the monosynaptic com­
ponents, but was large on the polysynaptic components. Pentobarbital had the oppo­
site effect: monosynaptic components were only slightly reduced, but polysynaptic 
components were strongly reduced or totally blocked. None of the sinks or sources 
was increased by pentobarbital. These results indicate that there are no discrete CSD 
components caused by inhibitory synaptic activation. The small drug effects on the 
monosynaptic components further indicate that these components are mainly caused 
by synaptic activity, and only to a small extent by action potentials. Large contribu­
tions of action potentials to the later components c and f can be ruled out, because 
single-unit discharges are rare at such latencies (Neumann 1979). 

According to the arguments above, based on experimental data, the CSDs are 
essentially caused by excitatory synaptic ensemble activity. This conclusion is in good 
agreement with theoretical estimates of the relative contributions from excitatory 
and inhibitory synaptic activities and action potentials to CSDs (Mitzdorf 1985). 

The membrane currents resulting from excitatory synaptic activation flow into the 
cells at the sites of the synapses, and leave the cells at proximal and more distant sites 
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(see Fig. lc). Therefore, the depths of the sinks indicate the laminar arrangements of 
the involved excitatory synapses; and the extent in depth of each sink and its corre­
sponding source (or sources) indicates the region over which the activated cells ex­
tend their processes (see Fig. lc and Mitzdorf 1985). 

The successive intracortical excitatory relay stations, as well as the involved cell 
types suggested by the CSDs in area 17, are indicated in Fig. 2c. The monosynaptic 
sinks (a, d, and e in Fig.2b) demonstrate that the afferent fibers terminate in 
laminae IV and VI. Likely candidates for the Y-type monosynaptic activation in 
layer IV ( sink a) are stellate cells in upper layer IV and pyramidal cells of lower layer 
III (Lund et al. 1979); they are symbolically indicated in Fig. 2c by a large stellate cell 
which extends over laminae III and upper IV. As a minor source was seen in layer 
V, some deep pyramidal cells may also be contacted by these fibers in layer IV (not 
indicated in Fig. 2c). The X-type afferents mainly contact cells that do not extend 
into layer III; the most likely candidates are stellate cells in layer IV (Lund et al. 
1979); but, because of a large source in layer V corresponding to sink d (see Mitzdorf 
and Singer 1978), deep pyramidal cells are involved as well. The polysynaptic sinks 
demonstrate three main pathways, along which the afferent activity is processed 
within the cortex. Along the first pathway (sinks a, b, c), afferent Y-type activity is 
projected to the supragranular layers. Along the second main pathway (sinks d and 
f), afferent activity is projected down to layer V. In area 17, the X-type activity is 
relayed along this pathway. Since the long-lasting sink f in layer V draws much cur­
rent from below, mainly lamina VI pyramidal cells are activated along this pathway. 
The third pathway (sinks a, .a', b'; not well-recognizable in the CSD of Fig. 2b) has 
one relay within layer IV, and then projects Y-type activity to lamina III. 

Thus, a further basic principle of topographic organization in cortex has been re­
vealed. The results demonstrate that the afferent and intrinsic excitatory connections 
are arranged in a lamina-specific manner. The laminae in which the cell receives its 
inputs determine the types of input (Y-type or X-type; mono-, di-, or trisynaptic), as 
well as the degree of convergence of different inputs. 

6 Similarity of Electrically and Visually Evoked 
and Nonspecific Cortical Activation Patterns 

CSDs evoked by various types of visual stimuli and even CSDs evoked by non­
specific activations are qualitatively very similar to the CSDs evoked by electrical 
stimulation of the specific afferents. Figure 3 demonstrates this finding. As described 
above, early sinks are apparent in the input layers IV and VI (sinks a, d, e) in all 
CSDs; after a slight delay there follows a sink in layer III (b) and then, after con­
siderable delay, the more dissipated sinks in layer II ( c) and layer V (f). 

The main differences between the activation patterns are in their time courses and 
their amplitudes. If the cortical activation process is initiated by strong electrical 
stimulation of the specific afferents, it occurs within 10 ms (Fig. 2b); if it is caused by 
abrupt visual stimuli, it needs about 200ms (Fig. 3a, d, e); if it is caused by the move­
ment of a pattern, it may need 1000 ms, or even more if the pattern is moved more 
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Fig.3a-e. CSD distributions in area 17, recorded with a 16-fold multielectrode (intertip spacings 
lS0)lm; differentiation grid 300)lm)_ The stimuli were: (a) strobe flash; (b) movement of an O_Scl 
deg grating, first to the left at a velocity of 10° per second, then to the right at a velocity of 2° per 
second (duration of movement is bracketed); ( c) electrical activation of the mesencephalic reticular 
formation (a 60 ms train of five pulses); (d) two reversals of an 0.2c/deg grating with an interstimulus 
interval of lOOms; (e) two reversals of a 1 c!deg grating with an interstimulus interval of lOOms. Con­
ventions as in Fig. 2b. This figure demonstrates that the CSDs evoked by various different stimuli 
are qualitatively very similar. Note, however, the different time and amplitude scales. The CSDs d 
and e further demonstrate the gradual differences in responses to stimuli with few versus many con­
tours, as well as the facilitatory effect of a conditioning stimulus 

slowly (Fig. 3b). The faster this basic activation sequence proceeds, the larger the 
amplitudes of the sinks and sources. 

The qualitative similarities of the sink and source distributions strongly suggest 
that all these CSDs reflect the same types of excitatory synaptic ensemble activities 
along the same intracortical pathways as the electrically evoked CSDs (for further 
arguments corroborating this conclusion, see Mitzdorf 1985 and 1987). 
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7 Stimulus-Specific and -Nonspecific Modulations 
of the Basic Pattern of Cortical Activation 

"""" ...... . f' ...... . 

Close inspection of the visually evoked CSD profiles reveals that the physical para­
meters of the visual stimuli are reflected in minor modulations of this basic activation 
process. As an example, the modulation caused by the amount of contour contained 
in an abrupt visual stimulus will be briefly described here (for further details, see 
Mitzdorf 1987). The responses to contour-rich stimuli (i .e., stimuli containing many 
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Fig.4. (a) CSD responses to the movement of a single bar and of an edge. The times when the 
stimulus crosses the receptive field of the recording site are indicated by crosses. Left CSD, re­
sponses in area 17 to the back-and-forth movement of a bar at a velocity of20° per second, recorded 
with a 16-fold multielectrode (intertip spacings 150/lm; differentiation grid 300/lm). The receptive 
field of the recording site was located within the central 3°, Right CSD, responses in area 18 to the 
back-and-forth movement of an edge at a velocity of 16° per second, recorded with a 12-fold multi­
electrode (intertip spacings 200 11m; differentiation grid 200 /lm). The receptive field of the recording 
site was 12° eccentric. Note the retinotopically corresponding activations of the sinks in layers IV, 
III, and VI, and the responses to the onsets of movement (marked by asterisks). (b) CSDs evoked 
by an 0.2 cfdeg grating, moving at a velocity of 13° per second, presented in a large area of the visual 
field (40° x 50°), in circular area in the central 12° only, and presented in the periphery, sparing the 
central area of 24° in diameter (area 17; 16-fold multielectrode; intertip spacings 150/lm; differen­
tiation grid 300 /lm; receptive field within the central 3°). Note the presence of sinks in layers III, IV, 
V, and VI in the right CSD, as well as the delayed onsets of the components in layers III, IV, and 
V. (c) CSDs evoked by Ganzfeld-"on" stimulation (area 18; 12-fold multielectrode; intertip spacings 
200/-lm; differentiation grid 200/-lm; receptive field location 10° eccentric). The responses from left 
to right were evoked by presenting the stimulus in a large area of the visual field (400 x 50°), re­
stricted to a region of 24° in diameter, centered on the receptive field, restricted to a region of 12° in 
diameter, centered on the receptive field, sparing the central 12°, and sparing the central 24° of the 
region around the receptive field. Note that the response to whole-field stimulation is not a linear 
summation of the responses to stimulation of subregions, and that the onset latencies of the re­
sponses are gradually more delayed the more that the region around the receptive field is spared by 
the stimulus 

edges), as compared to stimuli that contain few or no contours, have longer latencies 
(compare Fig. 3d and e). The early sink in layer VI is delayed more than the early 
sink in layer IV, whereas it has the same or even a shorter onset latency when the 
stimulus contains few or no contours. The amplitudes of the sinks and sources are 
smaller in the responses to contour-rich stimuli. The amplitude of the late sink in 
layer II is usually reduced more than the amplitudes of the early sinks in layers IV /III. 
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This indicates that less afferent activity is projected from the input layer IV to the 
supragranular layers if the stimulus contains many contours. 

Nonspecific factors influence the cortical CSD responses more than do the specif­
ic physical parameters of the stimuli. One of these factors is the general state of the 
CNS. For example, if the animal is very deeply anesthetized, then the amplitudes of 
the sinks and sources are rather small. The late phase of the activation process is re­
duced more than the early phase, indicating that less afferent activity is relayed intra­
cortically from the input layers to the supra- and infragranular layers. 

The response to a stimulus also depends strongly on the instantaneous state of 
activation in the cortex at the time when the afferent, evoked activity arrives. If the 
afferent activity coincides with the first phase of the basic pattern, i.e., with sinks in 
the input layers IV and VI (either evoked by a preceding stimulus, or spontaneously 
occurring), then the response is large (see Fig 3d and e: the response to the second 
stimulus is larger than the response to the first, identical stimulus). If the afferent 
activity arrives in the cortex during the late phase of the basic pattern, i.e., during 
the occurrence of sinks in the layers II and V, then the response is small. (Strong 
systematic interactions between ongoing activity and evoked responses have also 
been demonstrated by Ba~ar 1980 and in this volume.) 

8 Retinotopic and Nonretinotopic Activations 

Examples of retinotopic and nonretinotopic activations of cortex are presented in 
Fig. 4. Figure 4a shows two CSDs which were evoked by to-and-fro movement of a 
single bar and of an edge over a large area of the visual field. These CSDs reveal that 
the cortical activation pattern, described above, is evoked when the bar or edge 
moves over the receptive field area of the cortical recording site. But the onset of 
movement, when the bar or edge is far away from the receptive field, also initiates 
this cortical activation pattern. 

Such nonretinotopic activations are even more obvious in the two sets of responses 
shown in Fig. 4b and c. In these cases, the visual stimuli were presented either in a 
large area of the visual field or in small subregions which either corresponded retino­
topically to the cortical recording site or which spared this retinotopically corre­
sponding region of the visual field (see insets). Comparison of these responses shows 
that the cortical activation does not depend strongly on the site of stimulation. (The 
same conclusion has been drawn previously from evoked potential data; see Doty 
1958; Vaughan and Gross 1969; Ebersole and Kaplan 1981.) Furthermore, the 
response to whole-field stimulation is obviously not the linear summation of the 
responses to stimulation of subregions (see Fig. 4c). 

The CSD responses to retinotopically noncorresponding stimuli are slightly de­
layed in comparison with the CSDs evoked by retinotopically corresponding stimuli. 
However, the interrelations between most of the sinks in the different layers are very 
similar. These facts suggest that most of the nonretinotopically evoked activity is 
caused by retinotopic afferent activation, which is spread out laterally in cortex and 
then, at the terminal sites, activates the same interlaminar pathways as does the 
retinotopically evoked activity. The fibers of the two bands of Baillarger are likely 
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anatomical substrates for the intracortical lateral spread of the nonretinotopically 
evoked afferent activity. (For differences in the degree of retinotopic precision of 
different types of afferents, as judged from CSDs, see Mitzdorf 1987). 

9 Conclusions 

9.1 Summary of Information from the CSDs 

The CSD analysis of electrically and visually evoked potentials from the cat visual 
cortex revealed that these potentials reflect primarily excitatory synaptic activities 
and allowed tracing of the central processing of the afferent information. This infor­
mation processing in the visual cortex is performed in one basic routine, which in­
volves three main pathways with three successive synaptic relay steps each. The spe­
cific visual information is reflected only in slight modulations and in the speed of 

II 

III 

IV 

V 

VI 

specific RF-responses 

specific thalamic 
afferents 

evoked potentials 

specific and non-specific 
afferents 

"spontaneous 
activities" 

Fig. 5. Schematic diagram illustrating the complementary aspects of cortical information processing 
that are reflected in the specific receptive-field responses of cortical cells (left part) and in the evoked 
potentials and CSDs (right part). The specific receptive-field responses of single units (indicated by 
the thick arrows in the left part) are essentially caused by direct monosynaptic activations by the spe­
cific thalamic afferents. Therefore, they reflect only the very first stage of the intracortical processing 
of afferent information. At this level, the retinotopic organization is still preserved. From there on, 
however, the afferent activity spreads laterally along tangential long-distance connections (dashed 
lines in layers IV and VI in the right part). The retinotopic organization is thereby overcome. From 
then on, more abstract features of the afferent information are processed. These higher stages of 
cortical information processing are also accessible by investigating CSDs or evoked potentials, be­
cause the CSDs are generated by mono- and polysynaptic excitatory mass actions; these are indi­
cated by the thick chevrons in the right part. The interconnections indicate the three main pathways 
of the basic pattern of cortical activation. Since many (probably all) excitatory cells all over the cor­
tical area participate in the delocalized higher-stage relays, the corresponding contributions from the 
individual cells may be sparse ("spontaneous activity", indicated by dots in the rightmost part) 
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Table 1. Information content of evoked potentials as compared to the specific receptive-field re­
sponses of single cortical cells 

Receptive fields 

Cell outputs (action potentials) 

Single cell properties 

First intracortical stage of processing 

Still retinotopically organized 

Specific activity 

Evoked potentials 

Excitatory synaptic cell inputs 

Mass actions 

Early and later stages of information processing 

Retinotopic and nonretinotopic activities 

Specific and nonspecific activity 

activation of this sequence of components, while the intrinsic state of activation has 
the strongest influence on it. 

A comparison of the data from the cat visual cortex with related mass-action data 
from other cortices (reviewed in Mitzdorf 1985) indicates that the finding from the 
cat visual cortex can be generalized. Essentially the same sequence of events is ap­
parent in other neocortical areas in the cat and in other species in response to specific 
and nonspecific stimuli and in spontaneously occurring activity. It is therefore con­
cluded that the activation sequence indicated in Fig. 2c and on the right of Fig. 5 rep­
resents a general, basic pattern of neocortical activation. Presumably, this pattern 
represents the physiological analogue to the uniform anatomical structure of neo­
cortex. 

9.2 Complementarity of Single-Unit Receptive-Field Properties 
and CSD Properties 

The similarity of CSD responses to retinotopically corresponding and noncorre­
sponding stimuli indicates that the retinotopic organization is already overcome at 
the first stage of intracortical processing. Thus, the primary evoked activity, as re­
vealed by the CSD analysis of evoked potentials, is predominantly tangentially de­
localized. According to single-unit studies, on the other hand, by far the most con­
spicuous and most prominent property of visually evoked activity in the primary vis­
ual areas is its retinotopic localization (Rubel and Wiesel 1962). 

This discrepancy between single-unit results and the present CSD results is resol­
ved if one assumes that the usual types of single-unit receptive-field studies reveal 
only the monosynaptic thalamocortical activations of the cells. Actually, two recent 
single-unit investigations do agree well with this somewhat heretical assumption 
(Malpeli 1983; Tanaka 1983). The consequential complementarity of information in­
herent in specific receptive-field responses and in evoked potentials is summarized in 
Table 1 and schematically illustrated in Fig. 5. 
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Electromagnetic Field Interactions in the Brain 

W.R.ADEY 

1 Introduction 

For more than 100 years, structural and functional substrates of the organization of 
brain tissue have been based on considerations of connectivity as described in Wal­
deyer's neuronal doctrine and Sherrington's research on integrative action in the ner­
vous system. The neuronal doctrine emphasizes signaling processes based on syn­
aptic transmission. This in turn has focused attention on signal coding through nerve 
action potentials, conveyed along axonal paths from one cell to another. 

1.1 Dendritic Slow Waves in Cerebral Neurons 

Although the advent of intracellular recording in cerebral neurons revealed exten­
sive and complex slow wave processes in many cells, originating primarily in dendrites 
(Creutzfeldt et al. 1966; EluI1972; Fujita and Sato 1964; Jasper and Stefanis 1965), 
there has been relatively little attention to possible functional attributes of compo­
nents of intraneuronal waves that appear in the pericellular environment as the far 
weaker electrochemical oscillations of the electroencephalogram (EEG). 

More recently, studies in the hippocampal slice have confirmed propagation of 
rhythmic slow wave activity along the arch of hippocampal pyramidal cells in the ab­
sence of synaptic activation (Jeffery and Haas 1982; Snow and Dudek 1984; Taylor 
and Dudek 1984). Thus, in addition to direct functional contacts between dendrites 
of adjacent neurons, as described by Shepherd (1974), there are neuronal sen­
sitivities to oscillating electric fields in pericellular fluid. 

1.2 Functional Significance of Pericellular Slow Wave Fields: 
Sensitivities in Neural and Nonneural Systems 

If these intrinsic electromagnetic fields in the tiny extracellular gutters between cells 
have functional significance, they must exert their influence on the membranes of 
cells which they enclose. From equilibrium considerations alone, there would be 
little reason to assign them this functional role, since they are typically six orders of 
magnitude smaller than the membrane potential gradient of 105 V/cm. Nevertheless, 
evidence for their functional role in brain tissue is strong. They can modulate cell fir­
ing patterns (Korn and Faber 1979); entrain EEG rhythms in rabbits (Takashima et 
al. 1979), cats (Bawin et al. 1973) and monkeys (Gavalas et al. 1970); alter neuro­
transmitter release (Kaczmarek and Adey 1974); and modulate behavioral states 
(Gavalas-Medici and Day-Magdaleno 1976; Smith 1984; Wever 1975). 
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These sensitivities have also been detected in nonneural cells, including bone 
(Bassett 1982; Luben et al. 1982; Luben and Cain 1984), liver (Byus et al. 1986), 
overian cells (Byus et al. 1986), pancreatic islets (Jolley et al. 1983), and lymphocytes 
(Byus et al. 1984; Lyle et al. 1983). We have therefore proposed that an intrinsic 
communication system between cells based on these weak electromagnetic (EM) in­
fluences may be a general biological property, allowing cells in tissue to "whisper to­
gether" (Young 1951). 

2 Inward and Outward Signal Streams at Cell Membranes 

An inward stream of signals is directed through the cell membrane to the fine tubes 
of the cytoskeleton, to intracellular organelles, including the nucleus, and to key 
enzyme systems. We have used three of these enzyme systems as markers of trans­
duction of weak EM fields at the cell membrane surface with modulation of signals 
to the cell interior. These enzyme systems control messenger functions (Byus et al. 
1984), metabolic energy production (Luben et al. 1982; Luben and Cain 1984), and 
the synthesis of essential chemical building blocks for cell growth and division (Byus 
et al. 1985). 

2.1 Use of Imposed EM Fields as Modulators 
of Transmembrane Signals 

We have found imposed EM fields to be powerful and highly specific tools in estab­
lishing the cell membrane as the site of detection and transductive coupling of os­
cillating EM Fields in the pericellular environment. Intracellular enzyme activity that 
is modulated by these fields provides sensitive molecular markers of both the se­
quence and the energetics of transmembrane coupling mechanisms. The findings em­
phasize physical aspects of the functional organization of these membrane events and 
suggest highly nonlinear, nonequilibrium processes in the first interactions of 
humoral stimuli at cell surface receptor sites (Adey 1984; Adey and Lawrence 1984; 
Lawrence and Adey 1982). 

2.2 The Inward Signal Stream Through Cell Membranes 

This inward signal stream is the result of a complex sequence of events. Binding of 
such humoral stimulating molecules as neurotransmitters, hormones, and antibodies 
at their specific surface receptor sites elicits a ripple effect extending along the mem­
brane surface. It is manifested in altered ionic binding to the cell surface glycocalyx 
(Bawin and Adey 1976; Bawin et al. 1975, 1978a; Lin-Liu and Adey 1982), and in a 
concurrent ripple in membrane-related enzymes that serve both receptor and enzyme 
functions (Nishizuka 1983, 1984). Transduction of weak electrochemical stimuli at 
cell surface receptor sites leads to transmission of signals to the cell interior along 
coupling proteins (Luben et al. 1982; Luben and Cain 1984). This may involve non­
linear vibrational modes in the spines of helical proteins that span the membrane 
from the surface to the cell interior (Adey and Lawrence 1984; Lawrence and Adey 
1982). 
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2.3 The Outward Signal Stream Through Cell Membranes 

There is also an outward signal stream at cell membranes, involved in organization 
of the cell surface mosaic mediating allogeneic cytotoxicity (Lyle et a1. 1983) and in 
secretion of neurotransmitters (Kaczmarek and Adey 1974), hormones (Jolley et a1. 
1983), connective tissue elements (Luben et a1. 1982), and bone (Fitzsimmons et a1. 
1984). All these processes are calcium dependent and all have been found sensitive 
to one or more types of imposed EM field, including the spatial arrangement of the 
surface receptor mosaic (Lin-Liu et a1. 1984). 

2.4 Pathophysiology of Transmembrane Signaling 

From these studies, there is the prospect that we may expect to identify major phys­
ical and chemical elements in the pattern of inward signals, and to distinguish be­
tween normal and abnormal signal streams. We have identified the cell membrane as 
a prime site of many EM field interactions (Adey 1983). From similar studies, there 
may be an opportunity to identify inward signal streams characteristic of cancerous 
cells and thus to identify an important role for the cell membrane in cancer pro­
motion, one that is distinct from functions of the cell nucleus. We will examine as­
pects of the sequence and the energetics of cell membrane transductive coupling, 
with emphasis on transmembrane signals that reach intracellular enzyme systems. 

3 A Three-Stage Model of Cell Membrane Transductive Coupling 
of EM Fields and Humoral Stimuli 

Experimental findings are consistent with the "fluid mosaic" model of cell mem­
branes (Singer and Nicolson 1972). External protrusions of intramembranous pro­
tein particles (IMPs) (Fig. 1) "floating" in the lipid bilayer have amino sugar (sialic 
acid) poly anionic terminals. They form a huge negatively charged sheet that attracts 
hydrogen and calcium ions in a "counterion" layer. 

There is a minimal sequence of three steps in transductive coupling (Adey 1984), 
and each is calcium dependent: (a) cell surface glycoproteins that are stranded pro­
trusions from intramembranous helical proteins (IMPs) sense the first weak electro­
chemical events associated with binding of neurohumoral molecules, hormones, and 
antibodies; (b) transmembrane portions of IMPs signal these events to the cell 
interior; ( c) internally, there is coupling of this signal to intracellular enzyme systems 
and to the cytoskeleton (and thus to the nucleus and to other organelles). 

3.1 Stage 1: Cooperative Modification of Calcium Binding 
with Amplification of Initial Signals and Modulation 
of Electrical Impedance in Cerebral Extracellular Space 

Initial cell surface events appear to involve modulation of calcium binding to the 
numerous negative charges on the surface glycoprotein sheet, presumably in the 
plane of the membrane surface. A longitudinal spread would be consistent with the 
direction of flow of extracellular currents associated with physiological activity and 



160 

GL YCOPROTEIN 
STRANDS ~_ 

~-

LIPID 
BILAYER 

~ .. ..-:. 

W.R.Adey 

Fig. 1. Fluid mosaic model of cell membrane offers a structural basis for tissue interactions with EM 
fields. Intramembranous particles (IMPs) in the lipid bilayer have external protruding glycoprotein 
strands, negatively charged on their amino sugar terminals. They form receptor sites for antibodies, 
neurotransmitters, and hormones. They attract calcium ions. Stimulating molecules and EM fields 
alter surface calcium binding in the first step of transmembrane signal coupling. In stage 2, trans­
membrane signals pass along IMPs which act as coupling proteins to the interior. Stage 3 modulates 
intracellular enzyme activity. (Modified from Singer and Nicolson 1972) 

from imposed EM fields. It would also be consistent with spreading calcium-depen­
dent enzymatic activation from a single molecular locus proposed by Nishizuka 
(1984) and discussed below. 

3.2 Calcium Efflux from Brain Tissue 
in Response to Intrinsic and Imposed EM Fields 

In brain tissue, two distinct and contrasting patterns of calcium efflux occur in re­
sponse to differing types of imposed fields. In isolated chick cerebral hemispheres, 
radio frequency (RF) fields at intensities around 1.0mW/cm2 (tissue levels of the 
order of EEG electric gradients) and with sinusoidal amplitude modulation from 3 to 
35 Hz produced a "tuning curve" of increased calcium efflux, with a maximum in­
crease at 16 Hz and smaller increments at higher and lower frequencies (Bawin et al. 
1975). Unmodulated fields had no effect. Essential aspects of these studies in iso­
lated cerebral tissue have been confirmed in awake cats at tissue gradients around 
0.3 V/cm (Adey et al. 1982), again in the same range of electric gradients as the EEG 
at cellular dimensions (EluI1962). Far weaker sinusoidal electric fields in the same 
low-frequency range (calculated levels in isolated chick cerebral tissue six orders of 
magnitude lower) also produced a tuning curve of modified calcium efflux, essen-
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Fig. 2. Computer fitting of 4SCa2+ 
data composites from rat cerebral 
synaptosomes exposed to "ather­
mal" microwave fields (450MHz, 
0.5 mW/cm2, sinusoidally 
modulated at 16Hz). C, control; 
Fa, unmodulated 450-MHz field; 
Fl , same field with 16-Hz modula­
tion; Fz, same field with 60-Hz 
modulation. (From Lin-Liu and 
Adey 1982) 

tially as a mirror image of that from the stronger RF fields, with a decrease rather 
than an increase (Bawin and Adey 1976). 

As a finer focus on the structural and functional basis of this field-sensitive cal­
cium efflux in brain tissue, we have examined this relationship in synaptosome frac­
tions (Lin-Liu and Adey 1982). Cerebral synaptosomes, typically 0.7 11m in diameter, 
retain the synaptic junction and the adjoining postsynaptic membrane. They have 
characteristics typical of brain chemical synapses. Calcium efflux was studied in 
synaptosomes preloaded with 45Ca2+, using a continuous perfusion technique in a 
calcium-free physiological medium. A 450 MHz 0.5 mW/cm2 field, sinusoidally mod­
ulated at 16 Hz, increased the rate constant of the calcium efflux by 38%. Unmod­
ulated fields and fields modulated at 60 Hz were without effect (Fig. 2). This field-in­
duced change was distinguishable from CaClz-stimulated efflux, which is most prob­
ably derived from intracellular sites. 

Thus, these tiny elements of cerebral nerve fiber terminals also exhibited a fre­
quency-selective calcium efflux in response to field exposure. The data support a 
model of field interaction with calcium at cell membrane surface sites. These re­
sponses are "windowed" with respect to field frequency and also to field intensity 
(Bawin et al. 1978b; Blackman et al. 1979; Dutta et al. 1984). This is the strongest 
single line of evidence for the essential nonlinearity of these effects. 
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3.3 Cooperative Models of Field Interactions 
at Cell Surface Ion Binding Sites 

W.R.Adey 

We have proposed the following model for these highly cooperative interactions 
(Adey 1981b). From intracellular sources, anionic charge sites on terminals of pro­
truding glycoprotein strands are raised to energy levels substantially above ground 
state, forming "patches" or domains with coherent states between neighboring 
charge sites. Weak triggers at the boundaries of these coherent domains, such as os­
cillating EM fields or proton tunneling, may initiate a domino effect, with the release 
of much more energy than in the initial triggering events. Modulation of membrane 
surface calcium binding is thus an amplifying step in the transductive sequence, and 
is sensitive to imposed EM fields. 

3.4 Combined Steady Magnetic and Oscillating Electric Fields; 
Effects on Cerebral Calcium Binding 

Recent studies by Blackman et al. (1985) have shown that there are strong inter­
actions between the earth's magnetic field and a weak imposed low frequency EM 
field (40 Vim peak-to-peak in air, estimated tissue components 1O-7 V/cm) in deter­
mining calcium efflux from chick cerebral tissue. For example, halving the local geo­
magnetic field with a Helmholtz coil rendered a previously effective 15 Hz field in­
effective; and doubling the geomagnetic field caused an ineffective 30 Hz signal to 
become effective. 

A sensitivity of the pineal gland to the orientation of the head with respect to the 
earth's magnetic field has been reported by Semm (1983). In pigeons, guinea pigs, 
and rats, about 20% of pineal cells respond to changes in both direction and intensity 
of the earth's magnetic field. The peptide hormone melatonin secreted by the pineal 
powerfully influences the body's circadian rhythms. During the night, experimental 
inversion of the horizontal component of the earth's magnetic field significantly de­
creased secretion of melatonin and activity of its synthesizing enzymes (Welker et al. 
1983). 

3.5 Neurobehavioral Correlates of Cerebral Electrical Impedance 
and the Role of Calcium Ions in the Extracellular Space 

As discussed above, most current flow in cerebral tissue occurs along membrane sur­
faces, with extracellular fluid as a preferred pathway. There are impedance "tran­
sients" accompanying alerting, orienting, and visual discriminative responses (Adey 
et al. 1966) (Fig. 3). They exhibit differential characteristics in different brain re­
gions. Longlasting but reversible impedance changes occur with anesthetic and 
psychotropic drugs. We have shown that this impedance relates to extracellular cal­
cium levels (Nicholson 1965). 

We have hypothesized that "electrical impedance changes accompanying 
physiological responses may arise in perineuronal fluid with a substantial macro­
molecular content and calcium ions may modulate perineuronal conductivity" (Adey 
1966). Macromolecular strands derived from intramembranous proteins lie in the 
perineuronal space and may modulate conductance as a function of cerebral tissue 
state. 
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Fig. 3A-C. Hippocampal impedance 
measurements over S-day periods at 
various levels of training, with succes­
sive presentations of alerting, orient­
ing, and discriminative stimuli. In 
each graph, the middle trace indicates 
mean, with upper and lower traces 
showing one standard deviation. 
Calibration = SOp, (baseline at 11100 
pf). Variability was low at 100% 
performance (A), increased after cue 
reversal (B), but decreased again after 
retraining (C). (From Adey et al. 
1966) 

4 Coupling - Stage 2: An Enzymatic Marker of Signaling 
Along Proteinaceous Molecules Spanning the Plasma Membrane 

In the following sections of this paper, evidence will be presented for sensitivities to 
imposed EM fields in nonneural as well as neural cells, with strong evidence that 
there may be an intrinsic communication system in tissue as a general biological 
property. For example, these sensitivities have been detected in bone, liver, ovary, 
skin, and lymphocytes. They appear organized around the cell's ability to detect 
electrochemical signals generated by other cells in its immediate environment. 

In studies with EM fields imposed on bone cells, Luben has identified aspects of 
the role of intramembranous proteins in conveying signals from hormone receptor 
sites on the membrane surface to the cell interior (Luben et al. 1982; Luben and Cain 
1984). These studies first examined effects of pulsed low-frequency magnetic fields 
on stimulation of adenylate cyclase by parathyroid hormone (PTH). In bone cells, 
PTH binds to specific receptor sites in membrane surface glycoproteins; adenylate 
cyclase is located on the internal surface of the membrane. The receptor site outside 
and the catalytic subunit inside are coupled by the N-protein. With induced peri­
cellular gradients of only 1-3 mV/cm, one-millionth of the gradient of the membrane 
potential, stimulation of adenylate cyclase by PTH was inhibited by about 90% 
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Fig. 4. Adenylate cyclase activity in bone cells stimulated 
with parathyroid hormone (PTH), with and without an 
imposed 72-Hz pulsed magnetic field. (From Luben et al. 
1982) 

(Fig. 4). However, this inhibition did not relate to inactivation of the adenylate 
cyclase. In further experiments with NaF activation, the enzyme showed full activity 
with and without field exposure. Nor did the field interfere with binding of PTH to 
its receptor site, since studies with I-125-labeled PTH showed the same levels of 
binding to these bone cells in control and field-exposed cultures. By exclusion, the 
evidence thus points strongly to events involving a protein that couples between the 
receptor and the adenyl ate cyclase, such as the N-protein, as the probable site of an 
important EM field action. 

Further evidence that the cell membrane is indeed the prime site of interaction 
with these fields came from their effects on collagen synthesis by bone cells stimu­
lated either with PTH or with vitamin D3 . This did not occur in the presence of the 
pulsed magnetic field. By contrast, vitamin D3 has a primary site of action within the 
cell, possibly at the nucleus. Field exposure did not influence the inhibition of colla­
gen synthesis by vitamin D3. We therefore conclude that evidence from both adeny­
late cyclase and collagen synthesis studies points to the cell membrane as a prime site 
of field interaction. 

5 Coupling - Stage 3; Protein Kinase and Ornithine Decarboxylase Activity 
as Markers of EM Field Transduction at Cell Membranes 

By their phosphorylating actions, protein kinases constitute a major intracellular 
messenger system. By its role in the synthesis of polyamines, ornithine decarboxylase 
is essential for cell growth. We have shown that both groups of enzymes are sensitive 
to imposed EM fields. 
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5.1 Time and Frequency Windows in Lymphocyte Kinase Responses 

165 

Protein kinases may be grouped in two broad classes, the cyclic adenosine mono­
phosphate (cAMP)-dependent and the cAMP-independent protein kinases. The lat­
ter are activated by signals arising in cell membranes (as discussed below in relation 
to actions of cancer-promoting phorbol esters) that do not involve the cAMP path­
way. We have examined responses of cAMP-independent protein kinases in cultured 
human lymphocytes exposed to a weak 450 MHz microwave field (Byus et al. 1984). 

In cultures with approximately 50% T and 50% B cells, cAMP-independent pro­
tein kinase activity was sharply modified. The interaction showed "windowing" with 
respect to exposure duration and to modulation frequency. Activity fell to less than 
50% of control levels after 15-30 min exposure, but despite continuing exposure, re­
turned to control levels by 45 and 60 min (Fig. 5). Reduced enzyme activity occurred 
at modulation frequencies between 16 and 60 Hz, but not at higher and lower fre­
quencies. Unmodulated fields were without effect. 

5.2 Windowed Sensitivity of Lymphocyte Cytotoxicity 
to Low-Frequency Modulation of Microwave Fields 

The cytolytic capacity of allogeneic T lymphocytes targeted against lymphoma cell 
cultures also showed sensitivity to modulation frequency when exposed to the same 
450 MHz fields used in the protein kinase studies above. Cytolysis was reduced by 
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about 20% with 60 Hz modulation, with smaller interactions at higher and lower fre­
quencies (Lyle et al. 1983) (Fig. 6). Here, too, unmodulated fields exerted no effect. 

5.3 Ornithine Decarboxylase Responses to EM Fields 
in Cultured Liver, Ovary, and Bone Cells 

Ornithine decarboxylase occurs in all cells and is essential for normal and abnormal 
cell growth. Clinically, its activity in cultures of suspected cancer cells (e.g., in 
human prostatic cancer) has proved a reliable index of malignancy. Pathways for its 
activation are not well defined, but our studies indicate that binding of phorbol esters 
at membrane receptor sites acts as an inducer (Byus et al. 1986). 

Cultures of ovary and liver cells were exposed for 1 h to the same 450 MHz fields 
used above, sinusoidally modulated at 16Hz. Enzyme activity was increased by 50% 
or more in the 3-h test period after exposure (Fig. 7). Increased ornithine decarboxy-



Electromagnetic Field Interactions in the Brain 167 

lase activity has also been observed in cultured bone cells following exposure to 15-
Hz pulsed magnetic fields (Cain et al. 1985). 

6 Cancer-Promoting Phorbol Esters 
in the Pericellular Environment and Activities 
of Protein Kinases and Ornithine Decarboxylase 

As noted above, an important cAMP-independent protein kinase that functions both 
as a receptor and an enzyme occurs widely in cell membranes and is in highest con­
centration in brain tissue (Nishizuka 1983, 1984). This enzyme, phosphatidyl serine 
kinase (kinase C), is calcium dependent and is normally activated by diacylglycerol 
formed from inositol phospholipids by the action of cell surface stimuli. 

Nishizuka has described a striking sequence of response in the interactions of 
kinase C with diacylglycerol. A single molecule of diacylglycerol can activate one 
molecule of kinase C. Thereafter there is a spreading domino or brushfire effect that 
activates all kinase C molecules around the whole membrane surface. Nishizuka 
points out that "these findings provide an entirely new concept of receptor function." 
He also emphasizes the significance of a similar spreading brushfire of altered cal­
cium binding along the membrane surface, which we have described as occurring 
concurrently with actions of humoral stimuli and EM fields at cell-surface receptor 
sites (Adey 1981a, 1983). 

6.1 Kinase C as a Receptor for Cancer-Promoting Phorbol Esters; 
Synergy of Phorbol Esters and EM Fields 

Nishizuka has also shown that kinase C is a specific receptor for phorbol esters, a 
class of tricyclic ring compounds widely used as promoting agents in experimental 
cancer models. They bind strongly to kinase C, activating it irreversibly. Kinase C is 
cAMP independent, and we have identified kinase enzymes in this group as sensitive 
to weak pericellular EM oscillations, as described above (Byus et al. 1984) 

Our studies now show that induction of ornithine decarboxylase also follows 
stimulation of liver and ovary cells with a phorbol ester (tetradecanoyl phorbol 
acetate, TPA) and that this response is sharply enhanced by imposed 450 MHz fields, 
sinusoidally modulated at 16Hz (Fig. 8). These findings offer evidence for a synergic 
action between environmental EM fields and the effects of cancer-promoting sub­
stances. However, it is not known whether this activation of ornithine decarboxylase 
occurs as a response to kinase C or through other pathways. 

Kinase C is found in highest concentration in brain tissue, but until recently there 
has been no evidence for its involvement in the control of neuronal excitability. 
Studies in Kaczmarek's laboratory (DeRiemer et al. 1985) now show that activation 
of endogenous protein kinase C by TPA, or intracellular injection of the purefied 
enzyme, enhances the voltage-sensitive calcium current in bag-cell neurones of 
Aplysia. 
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7 Emergent Concepts of Cell Membrane Transductive Coupling; 
Implications in Brain Transactional Mechanisms 

It was a stated goal of the 1985 conference Dynamics of Sensory and Cognitive Pro­
cessing of the Brain to encourage speculation on "how the brain works;" and more 
specifically, to seek broader syntheses than hitherto possible on mechanistic sub­
strates of transaction, storage, and recall in cerebral tissue. Experimental evidence 
presented here offers strong support for concepts of communication between ad­
jacent cells in cerebral tissue based on slow electrochemical oscillations. 

In cerebral tissue, these oscillations are a dominant feature of dendritic activity. 
Their extracellular components are many orders of magnitude less than the electric 
gradient of the cell membrane potential. Development of intraneuronal recording in 
the 1950s focused attention on the membrane potential and changes in it associated 
with synaptic excitation. With membrane potential gradients of the order of 105 Vlcm 
and with synaptic potentials changing this gradient by 103Y/cm, generally accepted 
views on so-called "field potentials" in pericellular fluid denied them a functional 
role. However, more recent studies utilizing imposed fields that mimic aspects of 
intensity and frequency characteristics of natural bioelectric activity have confirmed 
sensitivities of cultured cells, isolated tissues, and intact organisms to fields at 
pericellular intensities in the range 1O- 1-1O- 7 Y/cm (Adey 1981a; Adey and Law­
rence 1984). 

We have presented evidence that cell membranes playa key role in detecting, 
transforming, and transmitting signals of chemical and electrical stimuli from the cell 
surface to the interior. Initial studies focused on these phenomena in brain tissue, 
but our more recent findings have disclosed a much wider occurrence in noneural 
tissues, suggesting that they may be a substrate for intercellular communication as a 
general biological property. 

In the continuing search for mechanisms underlying these interactions, it has been 
possible to trace the major events in cell membrane transductive coupling that cul­
minate in modulation of intracellular enzyme activity. Weak extracellular electric 
gradients oscillating at low frequencies have been shown to influence the functions 
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of adenyl ate cyclase, protein kinases, and ornithine decarboxylase. Independent 
replication and mutual consistency of many of the key findings have served to estab­
lish this experimental record as a highly credible body of evidence. Statements that 
these findings are "sensational," or "attributable to experimental error" (Haken 
1983), therefore appear to be inappropriate. 

Imposed EM fields have proved unique tools in this developing awareness of the 
profound importance of the pericellular microenvironment. First, there is strong evi­
dence that cell membranes are powerful amplifiers of weak electrochemical events in 
their immediative vicinity. Secondly, virtually all these sensitivities appear to involve 
natural or imposed field frequencies below 100 Hz, a spectral span that we have 
named the "biological spectrum." Thirdly, there are changes in conductance in the 
pericellular environment, possibly mediated by calcium ions that are closely corre­
lated with higher nervous activity in cerebral structures. 

7.1 Physical Bases of Low-Level, Low-Frequency Interactions 
with Biological Macromolecules 

No known mechanisms explain low-frequency bioeffects on the basis of direct inter­
actions with component dipoles of molecular systems oscillating at these low fre­
quencies. Therefore, a structural and functional basis must reside in properties of 
molecular systems. It is also necessary to elucidate the windowed character of these 
responses with respect to these low frequencies, and to take account of similar win­
dowing with respect to intensity . We conclude that these interactions are not only 
nonequilibrium in character; they are also highly nonlinear (Adey 1981a, b; 1984; 
Lawrence and Adey 1982). 

Low-frequency sensitivities have been modeled in terms of Lotka-Volterra (pre­
dator-prey) processes involving slow shifts in energy states of coherent populations 
of fixed charges on cell surface glycoproteins (Frohlich 1975); in limit-cycle behavior 
of calcium ions binding to cell surface macromolecules (Kaczmarek 1976); in Ein­
stein-Bose phase transitions in populations of electric dipoles in the cell surface 
glycocalyx (Grodsky 1976); in chaotic behavior of pseudorhythmic molecular oscilla­
tions (Kaiser 1984); and in cyclotron oscillations of calcium ions exhibiting coherent 
states at the cell membrane surface (Polk 1984). A precise understanding of these 
low-frequency sensitivities awaits future research. 

7.2 Transmembrane Signaling Along Helical Proteins by Soliton Waves; 
Quasiparticles and New Concepts of the Organization of Matter 

We have speculated that the linear macromolecules spanning the membrane playa 
key role in signal coupling to the cell interior, and that this coupling is a direct con­
sequence of the initial longitudinal events on the membrane surface discussed above. 
Surface events may initiate a dispersive process, in which solitary waves of the 
Davydov type may move as phonons down the length of the long spirals of the helical 
protein molecules spanning the membrane (Davydov 1979). They offer a means of 
signaling or of energy transport (Lawrence and Adey 1982). 

Solitons may be considered as traveling "packets" of a vibrational state, forming 
quasiparticles that pass along the triple spines of the protein molecule. They are 
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relatively uninfluenced by random vibration of particles through which they pass, or 
even by other solitons. These concepts suggest a fundamentally new aspect to the 
organization of matter at molecular and atomic levels, and there is an intense search 
to detect solitons in physical and biological systems. Atoms in solitons are not neces­
sarily randomly located, as classic statistical mechanics of matter has postulated, and 
in this "clustering" or graininess, first perceptions indicate some unique properties of 
these quasiparticles. 

These concepts are as new to the physical sciences as they are new in their appli­
cations to biology and medicine. They bespeak a fundamentally new aspect in the 
organization of matter. To the biologist, now aware of highly nonlinear phenomena 
in cell membrane transduction of hormonal, neurohumoral, and immunological 
stimuli, these models from the frontiers of the physics of matter offer a unique 
opportunity to move beyond accepted equilibrium models in cellular and subcellular 
systems. 
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Global Contributions to Cortical Dynamics: 
Theoretical and Experimental Evidence 
for Standing Wave Phenomena 

P.L.NUNEz 

1 Local and Global Theories of Cortical Dynamics 

A number of characteristic frequencies observed in either spontaneous EEG or late 
evoked potentials appear to owe their origins to resonant phenomena in the cortex 
(Freeman 1975; Ba~ar 1980; Nunez 1981a). One can distinguish between local circuit 
models of cortical dynamics (Beude 1956; Griffith 1963; Wilson and Cowan 1972; 
Lopes da Silva et al. 1974; Freeman 1975; Ba~ar 1980; van Rotterdam et al. 1982; 
Wright and Kydd 1984a; Zhadin 1984), global models (Nunez 1974a; 1981a, c, 1985; 
Katznelson 1981) and attempts to integrate the two viewpoints (Nunez 1981a, b; Ing­
ber 1982, 1984, 1985). It is shown here that a relatively simple global model predicts 
many of the salient characteristics of EEG with minimal assumptions about unknown 
physiological parameters, and independent of local circuit effects that may be domi­
nant during cognitive processing. 

In order to illustrate the distinction between local and global effects with minimal 
mathematics, it is instructive to consider the dispersion relation relating temporal 
frequency W to wavenumber (or spatial frequency k) and characteristic velocity in the 
wave medium v (Eq. 1). 

(1) 

When the local contribution COo is zero, Eq.1 is the well-known relation between 
frequency and spatial wavelength (equal to 2 nlk) for electromagnetic radiation in a 
vacuum, sound waves, or waves in stretched string. Electromagnetic waves in trans­
mission lines exhibit the local contribution COo caused by the product of inductance 
and capacitance per unit length in addition to the global contribution vk. In a trans­
mission line or string of length L, with the field variable (potential or string displace­
ment) held fixed at the ends, standing waves occur with discrete wavenumbers, 

k=nllL, 1=1,2,3 ... (2) 

and corresponding resonant (or normal mode) frequencies WI, given by the substitu­
tion of Eq. 2 into Eq. 1. The spatial extent and location of the external input (the 
manner in which a guitar string is plucked, for example) determines how the total 
energy in the wave is distributed between the fundamental frequency WI and the 
overtones w[, 1= 2,3,4, .... These ideas may be extended to more complicated geo­
metries. For example, if one were to postulate that cortical waves are non dispersive 
(COo = 0), that the characteristic velocity (v) ofthe cortex is known, and that the corti­
cal surface of one hemisphere is shaped like a prolate spheroid, discrete resonant fre-
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quencies are predicted that depend on the size and eccentricity of the prolate 
spheroid. For an average brain with v = 7 mis, the resonant frequencies in Hz are 10, 
11.6 (I = 1); 17.2, 18.1,21.2 (I = 2); 24.1, 24.8, 27.2, 30.6 (I = 3), etc. Of course, we 
have no a priori reason to expect "brainwaves" to be nondispersive (co == v k); the dis­
persion relations, if they exist, must be derived from cortical anatomy and physiol­
ogy. To the extent that our analogy to simple physical systems is valid, cortical 
dynamics determine the dispersion relation. Cortical size, shape, and in­
homogeneity/isotropy determine the spatial shapes of the eigenfunctions (analogous 
the sine functions with wavenumbers k, for one-dimensional systems), specific affer­
ent input to the cortex corresponds to plucking the guitar string or applying an exter­
nal pulse to the transmission line, and diffuse afferent input changes cortical reso­
nant properties. 

2 A Cortical Dispersion Relation 

Whereas mammalian cortex consists of distinct layers, it exhibits a large-scale homo­
geneity/isotropy in directions parallel to its surface. A number of experiments, in­
cluding the famous work of Hubel and Wiesel (1962), suggest that the functional unit 
of the cortex is, to some degree, the cortical column rather than the single neuron 
in that much redundancy of neural firing patterns within columns is observed. The 
interconnections between cortical neurons are distinctly separated into two types: 
the short-range intracortical fibers having an average length of less than 1 mm and 
the long-range corticocortical (association) fibers having an apparent average length 
of several centimeters (Braitenberg 1978). The latter axons, which form most of the 
white matter, number of the order of 1010; that is, nearly every cortical pyramidal cell 
sends an axon into the white matter which re-enters the cortex at some distant loca­
tion. A significant number have lengths of 20cm or more. The velocity of action­
potential propagation in these corticocortical fibers is approximately 6-9 m/s. Many 
intracortical fibers are known to terminate with inhibitory synapses; others may end 
in excitatory synapses. The corticocortical fibers are believed to be exclusively ex­
citatory (Szentagothai 1978). 

In humans, only a few percent of the fibers entering the underside of a cortical 
column originate in the thalamus and other midbrain structures; the remaining are 
corticocortical fibers (Braitenberg 1978). It then appears that, to a first approxima­
tion, the cortex may be regarded as a self-contained system in which afferent input 
from the midbrain acts as a driving "force" andlor changes the threshold for neural 
firings. Even in the absence of supporting EEG data, the fact that finite velocities 
occur for signal propagation along the closed cortical surface would suggest the exis­
tence of standing waves of electric field with frequencies dependent on cortical 
dynamics (brain wave equations) and cortical boundary conditions. Note that these 
waves can have nothing to do with the macroscopic version of Maxwell's equations; 
their existence is ultimately dependent on the peculiar, nonlinear membrane proper­
ties that allow for the propagation of action potentials. 

Surface EEG reflects the space-averaged neural activity of at least several square 
centimeters of cortical surface; thus, it is suggested that the number of synaptic and 
action-potential firings in columns of cortex be followed with a macroscopic theory 
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that avoids much of the mathematical complexity of local circuit models. The columns 
are connected by both long- and short-range fibers. Delays caused by both the finite 
velocity of action potential and the rise times of postsynaptic potentials are included 
in the most general version of the theory (Nunez 1981a, b, c). Solutions of somewhat 
simplified brain wave equations have recently been obtained for waves on the sur­
face of a homogeneous sphere (Katznelson 1981). In the interest of both brevity and 
clarity, the simplest one-dimensional version with negligible local delays is outlined 
here. The number, size, and length distribution of the long-range corticocortical 
fibers is only partly known; it is likely that these connections are both inhomogene­
ous and anisotropic. It is assumed here that white matter contains N overlapping ex­
citatory fiber systems, where the number of connections between cortical locations 
separated by distance x falls off as exp( - AnX), n = 1, N. For large N, this assumption 
can be made to fit nearly all distributions. The dispersion relation relating complex 
frequency P = jco + y to wavenumber k is obtained as a solution of an integral equa­
tion (Nunez 1981a, c): 

N 00 A~v2+PAnV 
1 - L An f (A )2 k2 2 fn(v)dv = 0 

n=1 0 nV+P + V 
(3) 

The sum is over the N excitatory fiber systems and fn (v) is the velocity distribu­
tion function for action potential propagation in each system. To examine the gen­
eral character of the dispersion relation, let each fiber system carry action potentials 
with fixed velocity v so thatfn(v) = 8(v - vn). Also, Ip/vnl is on the order of (20 11' S-I)/ 
(6-9m/s) - 0.lcm-1 for scalp EEG; thus, all intracortical and short corticocortical 
systems have An::> Ip/vnl. If all systems but one (n = 1) satisfy this condition, the dis­
persion relation reduces to 

1-B AIvI+p Al vl =0 (4) 
(AI VI + p)2 + k2vI 

where the nondimensional parameter, 

B= Q+ PI 
Q-p-

(5) 

For example, if a cortical pyramidal cell requires a transmembrane potential 
change of 50mV at the soma to fire an action potential, and each excitatory post­
synaptic potential contributes 1 mY, Q+ = 1/50 and Q_ is similarly defined for in­
hibitory synapses. The number density of long-range fibers with excitatory synapses 
and total number density of inhibitory synapses are given by P1 and p_, respectively. 
Physiological data suggest that B is of order 1, at least for most brain states. Input 
from the brains tern reticular formation is well known to regulate sleep/waking; we 
cannot stay awake without this diffuse and apparently inhibitory influence on the 
cortex. Thus, it is suggested here that the threshold parameter B is a macroscopic de­
scriptor of physiological state, with increases in B occurring as it becomes more easy 
for the "average" cortical neuron to fire an action potential. Equation 4 has the fol­
lowing solutions for the frequency (COl) and temporal damping (y) of "brain waves," 

co7=V2(k7-A2!2),1=1,00 (6) 
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Fig. I. (a) Two sets of corticocortical fiber systems (A)/A2 = 10) yield two branches of the dispersion 
relation corresponding to two kinds of "brain waves" indicated by solid and dashed lines. (b) Un­
equal damping of the two wave phenomena is shown 

r = -.Ie v (1 - B/2) (7) 

where the 1 subscript has been dropped for clarity and the subscript I has been added 
to indicate that only discrete frequencies are expected in a finite medium. Thus, as B 
approaches zero, the waves are nondispersive, WI = V kl and the higher modes tend to 
have less relative damping; that is, Iriwi ~ Ak/. In an anisotropic medium, waves will 
tend to propagate along the directions of the longest fibers, which largely determine 
the dispersion relation. If the longest fibers cut across fissures, their effective lengths 
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Fig. 2. Maximum and minimum frequencies (w) allowed in brain with distributed action potential 
velocities in corticocortical fibers subject to the condition of weak to moderate damping for any 
value of the threshold parameter B 

and propagation velocities are doubled and halved, respectively; they then yield the 
same delay between cortical regions separated by x, the surface distance measured 
in and out of fissures and sulci. 

Multiple long-range fiber systems, corresponding to the inclusion of terms n> 1 
in Eq.3, result in polynominal equations of higher order for the complex frequency 
p. The case of two corti co cortical systems is illustrated in Fig. 1, which shows fre­
quencies and damping corresponding to two branches of the dispersion relation 
(both branches depend on both fiber systems). The physiological correlate of this 
mathematical result is that more than one type of brain wave can exist simultane­
ously in the cortex in a manner analogous to the occurrence of optical and acoustical 
waves in crystals or plasmas. In relatively simple cases waves have an independent 
existence, but the individual identities may be lost if sufficiently strong coupling 
effects occur. Corticocortical fibers carry action potentials with velocities distributed 
according to the functions fn (v) in Eq. 3 rather than the single velocity used to obtain 
Eqs. 6 and 7. Diameter histograms of white matter fibers suggest that the dominant 
fn( v) may be approximated by a Gaussian with peak velocity (vo) in the 6-9 m1s 
range. The half-width of the distribution L1v/vo is approximately of the order of 0.2-
0.4 (Katznelson 1981). Figure 2 represents a summary of a large number of numeri­
cal solutions of Eq. 3. The effect of the spread in velocity distribution is to confine 
the range of moderately to weakly damped frequencies that correspond to a given 
wavenumber for any positive value of the threshold parameter B, a very restrictive 
condition for the higher modes. For example, when k/A = 1, Eqs.6 and 7 indicate 
that the condition of moderate damping -1:::; y/w:::; 0 yields an allowed frequency 
range 0:::; w/AVo:::; 1, whereas Fig. 2 yields the slightly more restrictive frequency 
range 0:::; w/AVo:::; 0.76. However, when k/A = 2, Eqs.6 and 7 show an allowed fre-
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quency range O::S OJ/Avo::S 1.73; whereas Fig. 2 yields the highly restrictive range 
1.60:::; OJ/Avo:::; 1. 76, due to the effects of spread in the velocity distribution function. 
This frequency restriction occurs in addition to that determined by boundary condi­
tions. 

The effects of local delays on the dispersion relation were approximated in an ear­
lier version of the global wave theory (Nunez 1981a). If rise times of postsynaptic 
potentials are approximately equal to membrane time constants, that is, of the order 
of T = 8 ms, the principal effect of local delays is to restrict allowed frequencies to 
lower ranges. Local delays can be expected to influence strongly the dispersion rela­
tion only when OJT~ 1; that is, 

f= OJI2n=1I2nT=20Hz (8) 

which could partly account for the paucity of EEG power above this frequency. 
However, neural potentials are known to exhibit much longer time scales, due partly 
to nonlinear membrane properties that could invalidate the estimates made in this 
paragraph. Another view is that interactions across neural hierarchies must be con­
sidered from higher levels of organization down as well as lower levels up. That is, 
delays observed at the local level may result from interactions at many higher levels, 
rather than local delays causing global delays, an issue considered further in the next 
section. 

3 Experimental Support of the Theory 

A large fraction of scalp EEG rhythms are spatially coherent over large regions of 
the cortex. (It has been shown that the amplitude of spatially incoherent cortical ac­
tivity is often too small to be measured on the scalp, except in the case of some 
evoked potentials, where averaging is required.) In this case, the magnitude of the 
scalp EEG may be roughly proportional to the threshold parameter B. The range of 
amplitudes for nonepileptic EEG between the alert, non alpha state and deep sleep 
is at least a factor of 10 or 20, which is perhaps a reasonable first guess for the range 
of B. For small B, the frequency of each mode l is approximately independent of B. 
However, as B approaches 2k/A, there is a sharp drop in the frequency of the k/ 
mode in the manner suggestive of the transition from the awake to the sleeping state. 
Furthermore, higher modes are reduced to a lesser extent by increasing B. This ob­
servation, together with arguments presented in a following section, suggest that 
nondelta activity observed during sleep may be composed of a number of these 
higher modes. 

If the threshold parameter B is small, the frequency of the lowest expected mode 
may be estimated from Eq.6. The longest "circumference" (in and out of fissures 
and sulci) of one hemisphere is L ~ 100 cm. With propagation velocities in the 6-
9 mls range (or doubled for fibers cutting across fissures), standing waves in a closed 
strip have discrete wavenumbers determined by continuity of both the potential and 
its derivatives, 

k- 21n 1=1,00 
/- L' 
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kl - 0.06cm- 1 

Oh 
II = 2n - 6-18 Hz (9) 

Thus, either of the two lowest modes appear to be possible candidates for the 
alpha rhythm, because of uncertainty in the parameter estimates. With the assump­
tion of an effective length (twice the actual length) of 1O-50cm for the longest cor­
ticocortical fibers, Eqs.6 and 7 yield damping estimates for the case where B ap­
proaches zero; that is, 

I-.LI-~ -0.3-1.7 
WI kl 

1 ~ 1- :2 - 0.16-0.8 (10) 

with damping somewhat reduced as B is increased. Because of uncertainty of homo­
geneity/isotropy of the long-range connections, detailed investigation of boundary 
conditions does not appear warranted at this stage, but some qualitative connections 
to EEG are evident. For example, lack of symmetry in a brain-like shape can be ex­
pected to cause more splitting of the modes of each I index. The splitting of the 1= 1 
or 1= 2 modes may account for the double-peaked alpha rhythm observed in many 
subjects (Nunez 1981a). Even in subjects with a single sharp alpha peak of width 
- 1 Hz, the spatial distribution of frequency components just below the peak signifi­
cantly differs from that just above the peak, suggesting the occurrence of multiple 
modes near 10Hz in all subjects. The question of the paucity of higher modes in 
EEG data was addressed in the previous section. 

An interesting similarity between physical wave phenomena and the pattern 
visual evoked potential concerns the latter's resonance-like response at particular 
spatial frequencies in the pattern, corresponding to particular spatial behavior of 
afferent input to the visual cortex (Teyler et al. 1978). In the macaque, this spatial 
frequency selectivity is observed in visual cortex but not in the lateral geniculate 
body, suggesting a cortical rather than thalamic resonance (De Valois et al. 1977). In 
humans, spatial frequency selectivity is observed at ZOOms latency but not at lOOms 
(White et al. 1983), suggesting that the longer latency is required for global wave 
phenomena to be organized in the cortex. 

The existence of a dispersion relation has been confirmed by means of frequency­
wavenumber spectral analysis of the alpha rhythm (Nunez 1974b, 1981a). While 
these experiments were limited by poor spatial resolution, all subjects of the studies 
showed the expected increase in wavenumber ~ k across the alpha band ~ w. A very 
rough estimate of the group velocity (dw/dk) indicated an approximate range of 
4-20mls, in qualitative agreement with the dispersion relation Eq. 6. The relative 
contributions of free and forced oscillations to this frequency-wavenumber shift are 
unknown. The recorded wavenumber spectra appeared roughly consistent with the 
lower modes 1= 1 or 2. 

In an exhaustive study of phase and coherence of scalp EEG in 189 subjects, the 
average anterior/posterior phase shift of alpha rhythm translates to a phase velocity 
in the 7-16m/s range (Thatcher et al. 1986). Long-range coherence estimates indi­
cate that corticocortical connections are anisotropic; they are consistent with anterior/ 
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posterior standing wave patterns. This study also showed a strong negative correla­
tion between high average coherence and scores on IQ tests, a result consistent with 
the idea that cognitive events disrupt standing wave patterns. In a comprehensive 
series of studies of event-related potentials using sophisticated methods to obtain 
spatial patterns of correlation, quantitative evidence was obtained that supports the 
idea that cognitive events involve parallel activity in many cortical columns which are 
integrated in rapidly shifting patterns of focal activity (Gevins et a1. 1985). 

Whereas the frequency of each mode is determined by the parameters (A, v, B), 
for which only rough estimates can be made, it is generally true that if other factors 
are held constant, larger systems should produce lower frequencies. This prediction 
was verified in a study of alpha frequency vs. head size in an adult sample of 123 hav­
ing peaked alpha rhythm (Nunez et a1. 1977); that is, there is a weak (significance, 
p = 0.02) negative correlation between head size and alpha frequency. This study ex­
cluded children, if only because myelination ofaxons during maturation can be ex­
pected to change velocity distributions. 

Since mammalian cortices are quite similar, one might inquire whether the size­
frequency relationship can be applied to nonhumans. This idea is complicated by the 
fact that the ratio of corticocortical to afferent fibers is much higher in man than in 
other mammals, as well as by other anatomical differences. The large number of cor­
ticocortical connections has been cited as a major factor in making the human brain 
"human" (Braitenberg 1978). Nevertheless, rough estimates of expected lower 
modes can be obtained from linear scale factors, which are the cube roots of the 
ratios of human to nonhuman brain volumes. For the dog, this ratio is (1500/70)113 -
2.8; for the cat, the ratio is (1500/30)113 - 3.6. The dog does indeed exhibit a cortical 
EEG rhythm which is peaked near 28Hz (Lopes da Silva et a1. 1970a). Also, driving 
the visual system of the dog with sine wave-modulated light produces a resonance­
like peak in the same frequency range (Lopes da Silva et a1. 1970b), which appears 
analogous to a similar effect in humans near 10Hz (van der Tweel et a1. 1965). 
Under halothane anesthesia, the dog may produce rhythms which are also roughly 
twice the frequency of the human halothane rhythm (Nunez 1981a). But, these theo­
retical/experimental comparisons are clouded by the existence of a 12-Hz rhythm in 
the dog, which is recorded in some parts of the cortex and the thalamus, is attenuated 
by opening eyes, and is considered by some to be the analog of the human alpha 
rhythm (Lopes da Silva et a1. 1973). Possible explanations of the 12-Hz dog rhythm 
are that it is analogous to a lower mode than the human alpha, or is more dominated 
by local delays, or a combination of both effects. 

The cat produces a cortical rhythm near 40 Hz which is believed to be generated 
by local delays in the olfactory bulb (Freeman 1975). It is interesting to speculate 
that this apparent matching of local and global delays may not be fortuitous; perhaps 
the local delays are "learned" as the result of the influence of global modes. Other 
animal experiments are also of interest to this theory. Lesions of midbrain structures 
in cats are shown to change the damping, but not the dominant frequencies of the 
EEG, thereby supporting the idea that the cortex is the medium responsible for reso­
nance (Wright and Kydd 1984b). Also, lesions in the cortex of cats indicate that 
EEG is altered only when the white matter is also lesioned (Gloor et a1. 1977), a 
result consistent with the theoretical idea that the long-range connections may domi­
nate normal modes. 
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While the oversimplifed version of the global wave theory outlined here appears 
to account at least partly for spontaneous EEG rhythms and some aspects of event­
related potentials, cognitive processing can be expected to disrupt standing waves 
and to complicate spatiotemporal patterns. Also, some EEG phenomena - for ex­
ample, the 3-8 Hz hippocampal theta rhythm - appear to be dominated by local 
effects and do not fit into global theories. A more comprehensive theory is required 
that would encompass many hierarchical levels of neural interaction. With this goal 
in mind, a formal theory of statistical mechanics of neocortical interaction has been 
under development for the past several years (Ingber 1982). The theory suggests that 
EEG rhythms may owe their origins to multiple mechanisms at multiple scales of 
interaction between cortical columns containing a few hundred to a few million 
neurons. In this view, local and global theories of cortical dynamics are not mutually 
exclusive, even when applied to the same EEG phenomena. Standing waves occur in 
the cortex as a limiting case (Ingber 1985) and a quantitative mechanism for short­
term memory is described (Ingber 1984). We may be approaching a time when 
aspects of conscious experience can be realisticly derived from neuronal firing pat­
terns. 
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Gross Electrocortical Activity as a Linear Wave 
Phenomenon, with Variable Temporal Damping 

J. J. WRIGHT, R. R. KYDD, and G. J. LEES 

1 Introduction 

Electrocortical waves may be defined as potentials arising at a recording site, gener­
ated by current flows in a surrounding conductive medium. The currents are them­
selves generated by distributed electromotive forces on the brain surface. The distri­
buted sources are slow potentials in dendrites, now known as "neuronal waves". The 
recorded signal represents coherent fields of dendritic activity, extracted against a 
background of incoherent activity (EluI1972). Since these fields of coherence appear 
to be closely correlated with cognitive states, it is necessary to find a physically mean­
ingful mathematical model of this activity, as a step towards explaining the overall 
processing of information in the brain. 

Ba~ar (1976) has described mathematical models as falling into "black box", 
"white box", and "grey box" categories. The model of electrocortical activity de­
scribed here is a "grey box", which aims to bypass some of the following problems: 

1. "White box" models of EEG activity have to isolate simplified properties of 
neuronal behaviour and coupling a priori (Beurle 1956; Karawahara 1980; Lopes 
da Silva et al. 1974; Pringle 1951; Nakagawa and Ohashi 1980; Wilson and Cowan 
1972, 1973; Zhadin 1974). Since real neurones are very complicated, there is diffi­
culty in isolating the most significant properties for modeling. Often, critical tests 
are hard to formulate and apply. 

2. "Black box" analysis of the EEG is equally difficult. Real EEG waves are non­
stationary and complicated (Walter and Brazier 1968; Walter and Adey 1968). 
Many different types of equation can mathematically characterise the wave forms 
over a given epoch, particularly if some of the parameters of description are al­
lowed to be time varying, but this does not determine the class of wave phenome­
non involved. There are also incompletely defined transforming processes inter­
vening between the surface dendritic voltages and the recorded signal (EluI1972; 
Nunez 1981; Walter and Adey 1968). 

Because of these difficulties, we have formulated a model of electrocortical activ­
ity which made minimal physiological assumptions, and allowed maximum freedom 
for complicated and nonlinear interactions between neurones. However, the model 
is sufficiently constrained that a definite class of wave phenomena are predicted. 
Thus we hoped to establish a physically correct parameterisation of EEG waves, and 
also a framework within which detailed cellular models could then be developed. In 
this line of reasoning we were following arguments similar to those advanced by 
Freeman (1975), Ba~ar (1980) and Nunez (1981). 
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© Springer-Verlag Berlin Heidelberg 1988 



184 J. J. Wright et al. 

The essence of our conclusions is that EEG waves are linear waves; that is, waves 
which obey a superposition principle, meaning that separate waves pass through 
each other by adding together at each point. As a consequence, in conditions where 
the wave medium is bounded, or closed upon itself, such waves can form "standing 
waves" from their bidirectional passage. At frequencies at which this occurs, there is 
said to be a resonant mode of the system. Millions of such modes must be possible in 
the brain, but their frequencies are limited to a few bands. Further, control of these 
wave patterns depends both on the strength of excitation of the system, and the rates 
at which the excited patterns die away. These propositions are discussed below. 

2 Outline of the Model 

The conceptions upon which the model is constructed are diagrammed in Fig. 1. De­
tails are given in Wright and Kydd (1984a) and Wright et al. (1985c). 

2.1 A Generalized Description of Cortical Dendritic Activity 
Considering All Cortical and Subcortical Interactions 

We begin by considering the dendrites of the cerebral cortex as a mass of voltage (or 
current) sources of arbitrarily small size. The point voltage of each of these elements 
varies over time about a mean value, and can thus be fitted to the general, in­
homogeneous differential equation, 

x(t) + D(t)x(t) + N 2 (t)x(t) = input signals, 

where x(t) is the membrane voltage at time t, and D(t) and N(t) are first considered 
as free parameters. 

Next, notice that neuronal elements ordered into many classes of closed loops 
exist in this system, within cortical columns, via cortico-cortical reciprocal connec­
tions, cortico-subcortical pathways, etc. These nonlinear loops are cross-coupled to 
a massive extent. Thus, without loss of generality, we can represent these as quasi­
additively coupled, as shown by the set of equations 

Xl + D1(t)X1 + Ni(t) Xl = Ki(t)X2 + ... + Kk(t)xn to 

Xn + Dn(t)xn + N~(t)xn = K7(t) Xl + ... + K~ -1(t)Xn -1 

where Kj(t) are again free parameters representing a wealth of nonlinear interac­
tions. 

2.2 Restrictive Assumptions 

The parameters of the above generalised description can be constrained in the fol­
lowing way, by imposing physiological interpretations on the parameters: 
1. Each Ni(t) principally represents system perturbation about a dominant cycle 

time for a specific circuit, created by closed cycles of activity in pathways of nearly 
fixed conduction time, but subject to outside interference and nonlinearities 
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Fig. 1. A schematic representation of the brain as a "grey box". (After Wright et al. 1985a) 

2. Each Kj(t) represents a coupling imposed by fixed structural features, perturbed 
by complex nonlinearities and interactions 

3. The parameters Dj(t) can reflect multiplicative interactions between the coupled 
loops in accord with the following general relationship, 

Dl (t) = F} (t) Xl + ... + FHt) Xn to 
Dn(t) = F1(t) Xl + ... + F~(t) Xn· 

The free parameters Fj(t) used to represent this multiplicative interaction are sub­
ject to the same type of considerations as Ni(t) and Kj(t). 

4. Thus, each Ni(t), Kj(t), Fj(t) can be assumed to have a time-invariant mean Nj , 

Kj or Fj, with unspecified variances. All Ni(t), Kj(t), Fj{t) may also be assumed 
to be stochastically independent in the large, because of their complexity, and 
also because they are largely influenced by local interactions. However, the ana­
tomical orderliness of the brain, with its many classes of similar repeating circuits 
and couplings, implies that all &' Kj, and Fj must be clustered about certain fur­
ther center values N i , Kj, and Fj. 
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2.3 Mathematical Development and Consequences 

2.3.1 System Properties 

The above coupled second-order inhomogeneous differential equations can be trans­
ferred to first-order state variables, Zi, i = 1 ... 2n. The system can then be rep­
resented at any instant by the matrix relations, 

j = g;(t) ~ 
and 

11= ~(t)x, 

where Q9( ~ are matrices representing the instantaneous couplings and natural fre­
quencies of the elements, ~ is the state-variable eigenvector, II the vector of instan­
taneous damping coefficients, and x the vector representing position in phase space. 

In steady state conditions, diagonalisation of g;(t) , using the central limit theorem, 
reveals that g;( and ~ are effectively invariant with time, and identical to a similar 
linear system of many cross-coupled oscillators that form "families" of repeating sub­
systems. Thus: 

1. The system is a linear wave medium. Since the system has closed boundary con­
ditions, each resonant frequency is associated with an invariant standing-wave 
pattern. 

2. The frequencies of the resonant modes are clustered about some smaller number 
of central values. 

3. A multitude of steady states are possible for systems in this class, which means 
that electrocortical waves are effectively waves in a linear system with time-vary­
ing damping for each of many invariant resonant modes. 

Transient nonlinear effects are to be expected during some or all of the transitions 
between the wealth of possible steady states, particularly in circumstances in which 
the instantaneous coupling parameters transiently become strongly stochastically de­
pendent. 

2.3.2 Input and Output Relations 

It can be further shown that input signals and active cell firing mean that the system 
is driven by white noise, so that, overall, a process of balance is being struck between 
driving signals and dissipative effects attributable to the temporal damping of the re­
sonances. 

The recorded output signal is equated with some linear transform of the coherent 
component of the overall electrocortical activity. Thus input and output relations are 
consistent with the findings of Elul (1972), and the power spectrum of the recorded 
signal, V2(ro), is given by 

V2 (ro) = IA (ro) 12 ·IIx; (ro) 12, 

where JA (ro) J is the transformation mediating between the surface signal and the re­
corded output. 
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2.4 Role of a Selected Pathway Within the System - the Lateral Hypothalamus 

To develop critical tests for the theory, we considered the effects of a unilateral le­
sion in some critical pathway upon the symmetry of left and right electrocortical sig­
nals. For this purpose, the lateral hypothalamus was of interest. This pathway con­
tains fibre systems that include ascending inhibitory neurones, particularly the 
dopaminergic and noradrenergic groups, running from brainstem to telencephalic 
sites (Graybiel and Ragsdale 1979; Lindvall and Bjorklund 1974). Reciprocal fibre 
systems exert descending controls from telencephalon to brainstem, suggesting that 
the lateral hypothalamus is an important mediator of telencephalon-brainstem inter­
actions. Lesions or stimulations of the pathway and of the specific ascending fibres 
exert profound effects upon motivation and attention (as evidenced by the phenom­
ena of sensorimotor neglect and intracranial self-stimulation) (Ljungberg and Unger­
stedt 1976; Marshall et al. 1971; Olds and Forbes 1981; Wise 1982), supporting the 
assumption from structure. 

Within the terms of the theory it is to be expected that damage to ascending lat­
eral hypothalamic fibres should exert two main effects: 

1. The release of telencephalic resonant modes from a damping input 
2. A change in the strength of active and noise-like driving signals within the tele­

ncephalon 

This follows from the essentially closed and prolific connections within the tel­
encephalon. Thus, most terms N;(t}, KJ(t} in the cd matrix are telencephalic para­
meters, and these principally determine the resonant modes. But the wide diffusion 
of brainstem pathways to the telencephalon implies that many terms in the ??l3 matrix 
reflect these diffuse inputs. Similarly, such diffuse inputs would be expected to per­
turb the levels of depolarisation of many cells in the telencephalon, thus leading to 
increased rates of firing and to increased strength of driving noise. (Put another way, 
impulses in the pathway perturb the higher system; sustained input quenches after­
discharge. ) 

3 Experimental Tests of Theory 

Tests were evolved to avoid many difficulties implicit in interpreting standard sys­
tems analysis procedures. Our basic experimental method was to record epochs of 
electrocortical activity from symmetrical left and right sites in experimental rats, and 
to make these recordings before and 2-4 days after unilateral lesion of ascending 
lateral hypothalamic fibres. This permitted several different procedures to be 
applied, all aimed at testing the internal consistency of the theory when theoretical 
equations fitted to certain aspects of the experimental data were used to predict 
other, independent aspects of the experimental findings. 

Using selective methods, these lesions were either of the dopaminergic mesos­
triatal and mesocortical systems, or the noradrenergic neurones of the locus 
coeruleus, or gross electrolytic lesions of the entire lateral hypothalamus. Controls 
with no specific damage weFe also studied. Recordings were obtained in quasi­
steady-state conditions of rest. 



188 J. J. Wright et al. 

3.1 Values Obtained Experimentally 

Fourier analysis of left and right channels, before and after lesion, yielded the sets of 
Fourier components a(m), b(m) for each channel/epoch. These yield the power spec­
trum 

V2(m) = a2(m) + b2(m) 

and phase 

cf>(m) = tan- 1 [b(m)]. 
a(m) 

Thus, experimentally we could obtain VtA, VtB, V~A' and V~, the power 
spectra of each channel/epoch. The subscripts LA, LB, CA and CB indicate lesion 
and control spectra, before and after lesion. From these we could directly calculate 
the ratio change in power attributable to the lesion, as 

G2 ( ) = VtA / V~A ( ) m, TT2 TT2 m, , 
YLB YCB 

and also the relative shift in phase attributable to the lesion is given by 

t1cf>(m) = {tan-1[b(m)] _tan-1[b(m)]} 
a(m) LA a(m) CA 

- {tan- 1 [~] - tan- 1 [~] } 
a(m) LB a(m) CB 

A priori, there is no necessary relation between power and phase changes. 

3.2 Theoretical Relations Expected 

It can be shown within the model that in idealised conditions of true steady state, 
with complete symmetry between left and right electrocortical signals before lesions, 
then 22 2 2 

[n M.-OJ ] [n -~'LAm ] 
IA (m) ItA L (M~ _ al)2 + rq;~ al + L (M~ _ al)2' + rq;~ oJ 

G2 ( ) = K ' ,LA , ,LA 
m [ n M~ _ oJ ]2 [ n - ~'CA m ]2 

IA(m)I~A L(M7-oJ)2+rq;7cA oJ + L(M7-oJf'+rq;7cA oJ 

where K represents the lesion/control ratio of power in noise-like driving signals, Mi 
are natural frequencies of the resonant modes, and rq;i LA, rq;i CA are the appropriate 
damping coefficients of the modes on each side, following lesion. Notice that IA(m) 12 
cancels with the assumed equality ofIA(m)ILA, IA(m)lcA. 

We also know that for any epoch and channel 

IA(m)12 = V2(m)/lxo(m)12 X 

n M~ _ oJ 2 n _ ~. m 2 

{[ L (M7 - 01)2 + ~ oJ] + [L (Mf - oJi + ~ oJ] } 

where Ixo ( m) 1 is a scaling factor. 
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Thus \A(m)\ can be obtained from V2(m), the direct power spectra, and para­
meters obtained by curve fitting the ratio change in power. 

Likewise 

A ¢(m) = tan- 1 

~ - ~iLAm 
L.... (M7 - ( 2)2 + ~LAm2 
n M7 - m2 

L (M7 - ( 2)2 +~LAol 

n -~iCAm 

L (M7 - ( 2)2 + ·~cAol 
n M2 _ m2 

L (M7 - md) + ~cAol 
which is composed of parameters obtained from G2 (m), the ratio change in power. 

4 Specific Predictions and Tests 

From the above equations, critical tests are possible by curve fitting ratio change in 
power, obtaining approximate parameters, and thus predicting other experimentally 
determinable relations. This must be done using an approximate low-order model. 
For convenience, we chose a model order describing the five principle resonant 
modes. These are the predictions to be tested: 
1. Curve fitting the ratio power change from different experimental animals will 

yield values for the principle resonant mode frequencies, clustered about the fre­
quencies of the major cerebral rhythms. There is no a priori reason why the theo­
retical function would find these values in ratio power changes. 

2. With animals showing progressive degrees of lesion of a critical ascending system 
(e.g. mesotelencephalic dopaminergic fibres), curve fitting will reveal a progres­
sive decrease in damping associated with a fall in the power of driving signals, on 
the side of the lesion (compared to the control hemisphere). 

3. The parameters obtained from curve fitting G2 (m) should predict the values of 
A ¢( m) with a significant correlation. 

4. Values ofiA(m)kA and iA(m)icA calculated from the absolute power spectra, and 
fitted parameters from the relative power, should be essentially equal. 

5. Similar results in all of these respects should be obtained with all three classes of 
lesion (dopaminergic, nor adrenergic and nonspecific). 

5 Results 

Detailed results have been presented elsewhere (Wright and Kydd 1984a, b, c; 
Wright et al. 1984, 1985 a, b, c). Here, we have summarised results relevant to the 
predictions made. 

5.1 Values of Natural Frequencies Found by Curve Fitting the Ratio Power Change 
Attributable to Unilateral Lesion 

Table 1 gives the centre values and distribution of the natural frequencies found in 
this way, from all three classes of unilateral lesion. Results are significantly clustered 
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Table 1. Summary of the group median natural frequencies and the mean absolute deviations about 
the cluster centres, under three conditions of unilateral lesion. Kolmogorov-Smirnov two-sample 
tests reveal no significant differences between distributions, although each distribution is nonrandom 

Class of unilateral lesion 
used to induce left/right EEG 
asymmetry 

N oradrenergic 

Dopaminergic 

Lateral hypothalamic electrolytic 

Cluster medians for natural 
frequencies estimated from 
ratio changes in power spectra 

2.81,7.67,12.06,16.31,25.09 

2.33,7.1,10.77,19.65,25.01 

3.89,7.03,10.73,18.6,24.57 

Corresponding mean 
absolute deviations about 
each cluster median 

0.78,0.77,1.07,0.73,2.43 

0.85,0.55, 1.96, 1.16, 1.08 

0.75,0.69,0.91,1.11, 1.22 

Table 2. Changes in parameters of relative power obtained from animals with varying degree of uni­
lateral damage 

Class of unilateral lesion 

Severe mesoteiencephalic dopaminergic 
damage (n = 5, median damage 27.5/33) 

Moderate meso telencephalic dopaminergic 
damage (n = 3, median damage 22.5/33) 

Mild meso telencephalic dopaminergic 
damage (n = 5, median damage 19/33) 

No dopaminergic damage (n = 4, 
needle passage damage only) 

Ratio power of driving 
signals, lesion/control 

0.33 

0.41 

0.63 

0.97 

Ratio of mean damping 
coefficients, lesion/control 

0.46 

0.51 

=1 

1.5 

about frequencies close to those of the great cerebral rhythms (p < 0.01, to p < 0.05), 
and the type of lesion has no significant effect on the results. 

5.2 Graded Changes in Relative Left and Right Damping, 
and Strength of Noise-Like Driving Signals, 
with Increasing Degree of Unilateral Lesion 

Table 2 lists the results which show the effects predicted. The association between 
damage, asymmetry of left and right damping, and decrease in K (the left/right ratio 
of driving power) is highly significant (p < 0.002). 

5.3 Correlation of Relative Phase Shift Attributable to Lesion, 
to That Predicted from Relative Amplitude 

This test has been performed for animal groups with severe and mild unilateral 
dopaminergic lesion, and for unilateral locus coeruleus lesion. Prediction is met at a 
high level of significance in each instance, but it is clear that a very rough fit of phase 
is obtained. An analysis of the errors shows that they are of the types expected from 
limited model order, imperfect maintainance of steady state, and limited left-right 
hemisphere coherence. One case is shown in Fig. 2. 
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Fig. 2. Top, relative amplitude changes following mild dopaminergic lesion to unilateral substantia 
nigra pars compacta. Data (dots) fitted by theoretical equation. Bottom, superimposed plots of ex­
perimentally determined shift in phase attributable to lesion (connected dots) and that predicted 
(line) from the amplitude changes. Several classes of approximation error explain the displaced base­
line and inverse correlation at low frequences of the spectrum. Data averaged from three animals 

5.4 Equality of Retrospective Calculations 
of Left and Right Electrode Transfer Characteristics 

Left and right electrode transfer characteristics for a single lesion class are shown in 
Fig. 3. Autocorrelated errors (also equal in degree left and right) have been intro­
duced by limitations of model order. The fitted straight line is introduced to give an 
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Fig. 3. Lesion (top) and non­
lesion (bottom) electrode trans­
fer characteristics, back-calcu­
lated from parameters of relative 
power and raw absolute power 
spectra. Findings are from 
animals with unilateral lesions of 

w (Hz) the dorsal noradrenergic bundle 

Table 3. Linear trends in estimated electrode transfer characteristics 

Type of unilateral lesion 

Gross electrolytic lesion, 
lateral hypothalamus (n = 8) 

Severe mesotelencephalic 
dopaminergic damage (n = 5) 

Moderate meso telencephalic 
dopaminergic damage (n = 3) 

Mild mesotelencephalic 
dopaminergic damage (n = 5) 

Dorsal noradrenergic 
bundle damage (n = 7) 

Linear trend on side 
oflesion 
(dB gain per octave) 

0.98 

1.03 

2.93 

1.26 

2.96 

Linear trend on side 
opposite lesion 
(dB gain per octave) 

1.12 

1.21 

4.06 

1.63 

3.39 

Difference in gain 
per octave 
(%) 

2 

2 

12 

4 

5 
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estimate of mean linear trend, in db/octave. Table 3 shows this mean linear trend 
over a variety of other cases, which are shown to all be roughly comparable, and re­
peatedly equal left and right. 

5.5 Similarity of Results for All Classes of Lesion 
Affecting Unilateral Ascending Fibres 

The above results show this equality in all important features. 

6 Conclusion 

The results of all the tests support the hypothesis, despite the unavoidable errors and 
approximations involved in the estimates. The agreement of findings using a variety 
of fibre systems, each projecting to different telencephalic sites, gives reason to be­
lieve the model is not unique for a specific control system. 

While the experimental limitations do not permit a conclusion of absolute wave 
linearity, they show that the system is approximately linear. The theory suggests that 
wave actions will be linear for all stationary periods of EEG, with nonlinear transi­
tions between steady states; and thus, positive results under the extreme limitations 
and simplifications needed to apply the tests argue for a fairly considerable inherent 
linearity in steady states. Given this approximate physical description of the nature 
of electrocortical waves, the following features are worthy of further consideration: 

1. During periods of comparative stationarity, multichannel recordings (from as 
many cortical sites as possible) could be analysed by linear techniques, to obtain 
dispersion relations, and hence wave equations of the telencephalic surface. Suit­
able experimental methods appear to include those of Lehmann (1971, 1984). 
These findings would greatly constrain the possible forms of integro-differential 
equations used in "white box" modeling (see Nunez 1981). 

2. A format for "black box" modeling is also implicit. Using techniques arising from 
autoregression analysis, different steady states of whole brain can be charac­
terised and represented in a phase space which is parameterised by dimensions 
equivalent to the damping coefficients of the resonant modes (see the matrix 
equations outlined earlier). A beginning in analysis along these lines has been 
made by Franaszczuk and Blinowska (1986), who have shown that autoregressive 
analysis applied to EEG is consistent with a variable-temporal-damping, con­
stant-res on ant-mode interpretation. Each steady state may be equated to an 
attractor basin within the phase space (see the chapters by Babloyantz and by 
Ba~ar and Raschke in this volume). 

3. Transitions between steady states may be viewed as a Markov process described 
by movement from one attractor state to another. Such a process may have the 
capacity to control information processing at the cellular level over widespread 
areas, and also to organise sequential stepping and looping of brain state transi­
tions, akin to a general computational programme (Wright et a1. 1985c). 

4. The physical interpretation of evoked potentials (at least of the late components) 
is clear for such a system: evoked potentials represent impulse functions of a 
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linear system, with the proviso that the "impulse" is poorly defined, and the 
damping coefficients of the modes may be time-varying over the epoch of record­
ing. Thus the present "grey box" model does appear to offer a link between 
"black box" and "white box" methods. 

7 Summary 

A theory of electrocortical wave activity has been described and critical tests for the 
theory outlined. The results support the theory's validity as a first approximation. 

The theory is provisional, in that detailed specifications of cell-to-cell couplings 
are not given. Instead, a general mathematical treatment for masses of linked circuits 
of neurone-like elements is developed. Diffuse fibre projections from brainstem to 
telencephalon are included. 

Assumptions constraining this general description arise from consideration of the 
circuit conduction times, the extreme complexity of cross-couplings, and the anatom­
ical orderliness of the system. These properties imply several important conse­
quences for gross electrocortical waves: 

1. The waves are physically equivalent to standing wave patterns on a closed sur­
face. The millions of possible standing waves occur at frequencies clustered about 
certain centre values. 

2. Ascending brainstem pathways (in particular, catecholamine pathways) exert 
effects combining noise-like driving of the resonant wave patterns and modula­
tion of the degree of damping of each standing wave. 

These findings may permit analysis of global brain function, using techniques of 
linear systems theory, to determine basic system properties, including wave equa­
tions, and the distribution of attractors within phase space. 
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Chaotic Dynamics in Brain Activity 

A.BABLOYANTZ 

1 Introduction 

The aim of this paper is to report on a new attempt at characterizing the electro­
encephalogram (EEG), which is based on recent progress in the theory of nonlinear 
dynamical systems (Brandstater et al. 1983; Nicolis and Nicolis 1984,1986; Babloyantz 
et al. 1985). The method is independent of any modeling of brain activity. It relies 
solely on the analysis of data obtained from a single-variable time series. From such 
a "one-dimensional" view of the system, one reconstructs the {Xd (where k = 1, ... , 
n) variables necessary for the description of systems dynamics. With the help of these 
variables, phase-space trajectories are drawn. Provided that the dynamics of the sys­
tem can be reduced to a set of deterministic laws, the system reaches in time a state 
of permanent regime. This fact is reflected by the convergence of families of phase 
trajectories toward a subset of the phase space. This invariant subset is called an 
"attractor. " 

Thus, from an analysis of the EEG considered as a time series, it is possible to an­
swer the following questions: 

1. Is it possible to identify attractors for various stages of brain activity? In other 
words, can the salient features of neuronal activities be described by deterministic 
dynamics? 

2. If attractors exist, what is their Hausdorff dimension D? This quantity gives a 
means of classifying attractors, and the dynamics they portray, as periodic, quasi­
periodic, or chaotic. 

3. What is the minimum number of variables necessary for the description of a given 
EEG activity? 

2 Phase Portraits 

Let us assume that the dynamics of the brain activity is described by a set of {Xo(t), 
X 1(t), ... , X n - 1(t)} variables satisfying a system of first-order differential equa­
tions. A differential equation of order n with a single variable X o, accessible from ex­
perimental data, is equivalent to the original set. Now both Xo and its derivatives, 
and therefore the ensemble of n variables, can be obtained from a single time series. 
However, it is more convenient to construct another set of variables {Xo(t), 
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Fig. l a-e. Two-dimensional phase portraits derived from the EEG of (a) an awake subject, (b) stage 
2 sleep, (c) stage 4 sleep, (d, e) REM sleep. The time series Xo(t) is made of N = 4000 equidistant 
points. The central EEG derivation C4-Al according to the Jasper system was recorded with a PDP 
11-44, 100Hz for 40s. The value of the shift from la to Ie is r= lOLit 

Xo (t + r), ... , Xo [t + (n - 1) r]}, which is topologically equivalent to the original set 
(Takens 1981). X may represent the electrical potential V recorded by the EEG. 
These variables are obtained by shifting the original time series by a fixed time lag r 
( r = m L1 t, where m is an integer and L1 t is the interval between successive samp­
lings). 

These variables span a phase space, which allows the drawing of the phase por­
trait of the system or, more precisely, its projection into a low-dimensional subspace 
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of the full phase space. With the help of the procedures cited above, we have con­
structed the phase-space portraits of various stages of sleep cycles. 

The phase portrait of the awake subject is densely filled and occupies only a small 
portion of the phase space (Fig.la). The representative point undergoes deviations 
from some mean position in practically all directions. In sleep stage 2, already a 
larger portion of the phase space is visited and a tendency toward a privileged direc­
tion is seen (Fig. 1 b). This tendency is amplified in sleep stage 4 and one sees pre­
ferential pathways, suggesting the existence of reproducible relationships between 
instantaneous values of the pertinent variables (Fig. lc). This phase portrait is the 
largest and it exhibits a maximum "coherence," which diminishes again when rapid 
eye movement (REM) sleep sets in (Fig.ld). 

A universal attractor for different REM episodes of a single night and a given in­
dividual seems unlikely, as the REM episodes are associated with intense brain activ­
ity and generation of dreams. Figure Ie shows a second REM episode in the sleep 
cycle of the same individual whose EEG recording was used in Fig.ld. 

We must now determine whether these phase portraits represent chaotic attrac­
tors, in which case they could be characterized further by a number corresponding to 
their dimensionality as defined below. 

3 The EEG Attractors 

Let us consider an ensemble of points in an n-dimensional phase space. We cover the 
set with hypercubes of size &. If N( &) is the minimum number of hypercubes neces­
sary to cover the set, the Hausdorff, dimension D of the attractor is defined as 
(Berge et al. 1984): 

D = InN(&) (1) 
In(l/&) 

where for small&, N(&) = &-D. 
From this definition, one easily verifies that if the set is reduced to a single point, 

then D = O. If the set of points represents a segment of line length L, then 
N(&) = L&-1 and therefore D = 1. In the case of a surface S, N(&) = S &-2 and D = 2. 
For these simple cases, the Hausdorff dimension coincides with the euclidean dimen­
sion. However, this is not so for a class of objects called "fractals," which may be 
illustrated by the following example. Let us consider a segment of unit length and re­
move the middle third of the segment. We repeat the same operation on the remain­
ing segments. If the deletion is performed an infinite number of times, we obtain an 
infinite number of disconnected points called a "Cantor set." A simple calculation 
based on Eq.l shows that the Hausdorff dimension of this set is D = 0.63, which is 
between 0 and 1. This number is the fractal dimension of the set. 

The phase portraits of Fig. 1 belong to the family of fractal objects. However, the 
Hausdorff dimension of the attractor cannot be evaluated in a simple way from 
Eq.1. 

Chaotic attractors constructed from a time series can be characterized by another 
method proposed by Grassberger and Procaccia (1983a, b). Let {(XO(t1) , ... , 
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Xo[t + (n -1)]} represent the coordinates of ~oint X in the phase space of Fig. 1. 
Given an Xi> we compute all distances IXi - xjl from the N -1 remaining points of 
the data. This allows us to count the data points that are within a prescribed distance 
r from point Xi in the phase space. Repeating the process for all values of i, one 
arrives at the quantity 

(2) 

where () is the Heaviside function, ()(X) = 0 if X < 0, and ()(X) = 1 if X> O. 
The nonvanishing of C (r) measures the extent to which the presence of a data 

point Xi affects the position of the other points. qr) may thus be referred to as the 
integral correlation function of the attractor. 

Let us fix a small 6 and use it as a yardstick for probing the structure of the attrac­
tor. If the latter is a line, clearly the number of data points within a distance r from 
a prescribed point should be proportional to r16. If the attractor is a surface, this 
number should be proportional to (rI6)2 and, more generally, if it is ad-dimensional 
manifold, the number should be proportional to (rl 6)d. We therefore expect that for 
relatively small r, C(r) should vary as 

C(r) - rd. 

In other words, the dimensionality d of the attractor is given by the slope of log C(r) 
versus log r in a certain range of values of r: 

log C(r) = dllog rl + CO (3) 

The results cited above suggest the following algorithm: 

1. Starting from a time series provided by the EEG, construct the correlation func­
tion, Eq. 2, by considering successively higher values of the dimensionality of the 
phase space. 

2. Deduce the slope d near the origin according to Eq.3 and see how the result 
changes as n is increased. 

3. If the d versus n dependence is saturated beyond some relatively small n, the sys­
tem represented by the time series should possess an attractor. The saturation 
value d is regarded as the dimensionality of the attractor represented by the time 
series. The value of n beyond which saturation is observed provides the minimum 
number of variables necessary to model the behavior represented by the attractor. 

The procedure cited above has been applied to two sets of EEG data corresponding 
to stage 2 sleep of two individuals and stage 4 sleep of three individuals (Babloyantz 
et al. 1985). Figure 2 gives the log C versus log r dependence for n = 2 to n = 7 com­
puted for stage 4 sleep. We observe the existence of a region over which this depen­
dence is linear. 

The slope of the curve log q r) versus log r has been evaluated with extreme care. 
After determining the boundaries of the linear zone by visual inspection, we deter­
mine the slope of m first points in this segment by using the least-square method. The 
operation is repeated all along the linear region by sliding m one point further. The 
computation is repeated for increasing values of m. If the region is linear, all these 



200 

1 1 I 

o~ 

~-1 -
'-

U 
(J'I 

3-2 

-31-

...... I 1 . l 

1 

I 

. :1 

2 
Log 

I 1 

.. ".".:::: :::~:: ~~~ ~~ ~!l !II'·' .. ··· 

..... ..... 

1 

r 

1 

3 

A. Babloyantz 

1 

-

-

-

-

1 

Fig. 2. Dependence of the integral correlation function C(r) on the distance r for stage 4 sleep. Para­
meter values as in Fig. 1 

d 

6 

5 

4 

3 

2 

o 

o 

2 3 5 

[J 

[J 

------0-------0 d2 

6 7 

[J 

8 n 

Fig. 3. Dependence of dimensionality d on the number of phase space variables n for a white noise 
signal (x), the EEG attractor of an awake subject (.1), stage 2 sleep (0), stage 4 sleep (+), and REM 
sleep (0), for the same number of data points as in Fig. 1 



Chaotic Dynamics in Brain Activity 201 

operations must yield the same value of the slope (within acceptable error bound­
aries). 

Although in principle every value of time lag r is acceptable for the resurrection 
of the system's dynamics, in practice, for a given time series, only a well-defined 
range of r gives satisfactory results. 

Figure 3 shows saturation curves describing the dependence of the slope d versus 
the dimension n of the embedding phase space computed for the awake state and for 
several stages of the sleep cycle. They are compared with the behavior obtained from 
a random process such as Gaussian white noise. There is no saturation for the awake 
state; however, we are far from random noise. A satisfactory saturation exists for 
stage 2 sleep. In this case, we find d = 5.03 + 0.07 and d = 5.05 + 0.1. Saturation 
curves for stage 4 sleep show d = 4.08 ± 0.05, d = 4.05 + 0.05, and d = 4.37 + 0.1. 
For the REM state, saturation is again poor. 

4 Time-Dependent Property 

The chaotic nature of the attractor can also be assessed with the help of a time­
dependent property. Although in the presence of a chaotic attractor all trajectories 
converge toward a subset of the phase space, inside the attractor, two neighboring 
trajectories may diverge. This fact reflects the extreme sensitivity of chaotic 
dynamics to the initial conditions. The rate of the divergence of the trajectories in 
time may be assessed from a time series (Wolf et al. 1985). The Lyapunov exponents 
Ai are the average of these individual evaluations over a large number of trials. A 
negative Lyapunov exponent indicates an exponential approach of the initial condi­
tions on the attractor; on the contrary, a positive Ai expresses the exponential di­
vergence on an otherwise stable attractor. Thus, a positive Lyapunov exponent indi­
cates the presence of chaotic dynamics. 

Using the Fortran code described by Wolf et al. (1985), we evaluated the largest 
positive Lyapunov exponent A for stage 2 and stage 4 of deep sleep. For stage 2, we 
find a positive value of ~ between 0.4 and 0.8. For stage 4, we find also a positive 
number 0.3 < A4 < 0.6. The inverse of this quantity gives the limits of predictability 
of the long-term behavior of the system. 

5 Conclusions 

We have shown that from a routine EEG recording, the dynamics of brain activity 
could be reconstructed. The fact that chaotic attractors could be identified for two 
stages of normal brain activity indicates the presence of deterministic dynamics of a 
complex nature. This property should be related to the ability of the brain to gener­
ate and process information. 

Unlike periodic phenomena, which are characterized by a limited number of fre­
quencies, chaotic dynamics show a broadband spectrum. Thus, chaotic dynamics in­
crease the resonance capacity of the brain. In other words, although globally a chao-
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tic attractor shows asymptotic stability, there is an internal instability reflected by the 
presence of positive Lyapunov exponents. This results in a great sensitivity to the in­
itial conditions and, thus, an extremely rich response to external input. 

The topological properties of the attractors and their quantification by means of 
dimensionality analysis may be an appropriate tool in the classification of brain activ­
ity and, thus, a possible diagnostic tool. For example, various forms of epileptic sei­
zures could be classified according to their degree of coherence (Babloyantz and 
Destexhe 1986). Moreover, the determination of the minimum number of variables 
necessary for the description of epileptic attractors is a valuable clue for model con­
struction. 
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The EEG is Not a Simple Noise: 
Strange Attractors in Intracranial Structures 

J. RaSCHKE and E. BASAR 

1 Introduction 

Since Berger's (1929) first description of the electrical activity of the brain, several 
approaches have been undertaken in order to correlate the activity at neuronal levels 
with the origin of the electroencephalogram (EEG). Creutzfeldt (1974) pointed out 
that the spontaneous electrical activity of the CNS and sensory evoked potentials are 
highly correlated to intracellularly measured postsynaptic potentials (EPSPs and 
IPSPs). Ramos et al. (1976) postulated that it is impossible to specify any general 
causal or predictable relationship between the waveform of an evoked potential and 
the firing pattern of a neuron. Some authors take the view that the spontaneous 
EEG activity is an expression of the incessant, irregular background neural firing. 
Do we have the right to consider the spontaneous activity of the brain as a 
background noise in the sense of ideal communication theory? Or rather, is the EEG 
a most important fluctuation, which controls the sensory evoked and event-related 
potentials? We have written elsewhere that the spontaneous activity plays an active 
role in the signals transmitted through various structure and recorded at various sites 
in the brain and that the EEG should not be considered as a noisy signal. Especially, 
we have assumed that regular patterns of the EEG reflect coherent states of the 
brain during which cognitive and sensory inputs are processed (Ba~ar 1980, 
1983a, b). 

The main goal of the present paper is to show that the brain's spontaneous activity 
is not a simple noise, but is an active signal probably reflecting causal responses from 
hidden events and sources during sensory and cognitive processing in the brain. 

There are several difficulties to overcome in order to describe well-defined states 
of spontaneous activity and evoked potentials. Although conventional methods of 
system theory, such as power spectral analysis, have been very useful for analyzing 
the brain waves as a first approach, the highly nonlinear character of the brain's 
dynamic behavior led us first to use phase portrait analysis, analogies with laser 
theory, and the Duffing equation (Ba~ar 1980, 1983a, b). Our preliminary results 
from an analysis of the EEG in phase space allowed us to speculate on the existence 
of strange attractors in the EEG (Ba~ar 1983a, b). 

In our newest approach we used the algorithm of Grassberger and Procaccia 
(1983), similar to the analysis of Babloyantz and Nicolis (1985). The EEG signal was 
embedded into phase space and we computed the dimension of the attractors of the 
acoustical cortex (GEA), the hippocampus (HI), and the reticular formation (RF) of 
the cat brain during slow-wave sleep stage (SWS). 

Springer Series in Brain Dynamics 1 
Edited by Erol Ba~ar 
© Springer-Verlag Berlin Heidelberg 1988 
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Our preliminary results showed that the field potentials (or EEG) in intracranial 
structures do not reflect the behavior of a simple noisy signal, as has been shown for 
the human EEG derived from scalp electrodes (Babloyantz and Nicolis 1985). How­
ever, field potentials from various brain structures have properties of strange attrae­
tors, indicating the presence of a chaotic system. The most important result in the 
present paper is the existence of differentiated dimensionality in functionally in­
dependent brain structures. This in turn makes the future application of this method 
most useful for the differentiated analysis of brain states and function. In this study 
we also discuss what is meant by "attractors" and "strange attractors" , and our belief 
that the use of such concepts in EEG research may lead to basic trends (see also the 
Epilogue). 

2 The Mathematical Procedure and the Concept of "Attractor" 

In order to describe periodic, aperiodic, or even chaotic behavior of nonlinear sys­
tems arbitrarily with more degrees of freedom, several approaches have been 
applied. Lorenz (1963) applied concepts of nonlinear dynamics to the convection 
phenomenon of hydrodynamics in order to describe atmospheric turbulence (N avier­
Stokes equation). He demonstrated the possibility that the unpredictable or chaotic 
behavior observed in such an infinite-dimensional system might be caused by a three­
dimensional (deterministic) dynamical system. 

In order to understand these arguments, we have to consider some recent tools 
from the theory of nonlinear dynamical systems. The description of systems behavior 
(in our case the EEG from different brain structures) must be analyzed not only in 
the time domain or frequency domain, but also in the phase space. In general, a 
phase space is identified with a topological manifold. An n-dimensional phase space 
is spanned by a set of n independent linear vectors. This requirement is generally 
sufficient. There are several possibilities for defining a phase space. We consider a 
proposal of Takens (1981) and span a ten-dimensional phase space by x(t), x(t + r), 
... , x (t + 9 r), where r means a fixed time increment. Every instantaneous state of a 
system is therefore represented by a set (Xl, ... , xn), which defines a point in the 
phase space. The sequence of such states (or points) over the time scale defines a 
curve in the phase space, called a "trajectory". As time increases, the trajectories 
either penetrate the entire phase space or they converge to a lower-dimensional sub­
set. In this latter case, the set to which the trajectories converge is called an "attrac­
tor". Figure 1 shows some simple (converging) attractors and a noise that does not 
converge in a two-dimensional phase space. 

In relation to the topological dimension of the remaining attractor, one can de­
duce various properties of the investigated system. If the dimension of an attractor is 
a noninteger, called a "fractal", the attractor is a "strange attractor" and can be iden­
tified with the properties of deterministic chaos. A characteristic phenomenon of de­
terministic chaos is a sensitive dependence on initial conditions. Similar causes do 
not produce similar effects. This is a very extensive statement, which apparently 
damages the causality principle of natural philosophy. However, by examining the 
properties of a strange attractor more precisely, one finds that a strange attractor 
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may have a strong conformity, called "self-similarity" , which is an invariance with re­
spect to scaling. 

Self-similar objects possess a fractal dimension (Schroeder 1986). What is a "frac­
tal dimension"? One of the oldest notions of dimension is that of a topological di­
mension DT. For a point, DT = 0; for a line, DT = 1, and for a plane, DT = 2. A first 
generalization is the Hausdorff dimension or fractal dimension DF• For simple sets, 
for example a limit cycle or a torus, the fractal dimension DF is an integer and is 
equal to the topological dimension DT . For a n-dimensional phase space, let N(e) be 
the number of n-dimensional balls (or cubes) of radius e required to cover an attrac­
tor. Then the fractal dimension DF is defined as 

DF = lim 10gN(e) 
HO Ilogel 

The classical example of a set whose fractal dimension exceeds its topological di­
mension [such sets are called "fractals" by Mandelbrot (1977)] is Cantor's set 

(Fig. 2). If one chooses e = ( ~ )n, then N (e) = 2n, and it follows that 

DF = ll'm 10gN(e) . 10g2n 10g2 
1 =hm-l 3n = -1 3 =0.630 ... 

&--.0 I og el n--> 00 og og 
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Note the self-similarity of Cantor's set. For example, the fractal dimension of the 
Lorenz attractor is Dp = 2.03. A generalization of the fractal dimension is introduced 
in information theory. The Renyi information of order q is defined as 

1 N(R) 

1q = 1 _ 7 10g L Piq (q =1= 1) 
i = 1 

N(R) 

1q = - L Pi log Pi 
i = 1 

(q = 1) 

Let Pi be the probability that an arbitrary point (of an attractor) falls into cube i with­
radius R and let N(R) be the number of nonempty cubes. The generalized dimen­
sions D q of order q are given by 

D = lim 1q(R) 
q R---> 0 log (l/R) 

For q = 0 we find Do = Dp. D j is called the "information dimension" and D2 is called 
the "correlation dimension". It is the case that 

Do ~ Dl ~ D2 ~ ... 

In practice, the correlation dimension D2 is the generalized dimension easiest to 
estimate from attractors generated by experimental data (Grassberger 1984, per­
sonal communication), because 

N(R) 
12 = - log L p? = - log C (R) 

i = j 

where C (R) is a measure of the probability that two arbitrary points X, y will be sepa­
rated by distance R. C(R) is called the "correlation integral" and can be easily com­
puted: 

1 N 

C(R) = J~ooN\~ 1 O(R -IX - )II) 

i*i 
where 0 is the Heavyside function. 
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Fig.3b. The correlation dimension D2 versus the embedding dimension n for the limit cycle, the 
torus, and noise shown in Fig. 1 
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It then follows that 

D z = lim log C(R) 
R-->O 10gR 

J.Roschke and E.Ba~ar 

The main point is that C(R) behaves as a power of R for small R. This means that it 
is possible to find a measure for the dimensionality of an attractor by evaluating 
C (R) and plotting log C (R) versus log R. For the Lorenz attractor, Grassberger and 
Procaccia (1983) found Dz = 2.05. 

Figure 3 shows the computation of the correlation dimension for the examples 
presented in Fig. 1. It is obvious that a noise signal has no attractor. By plotting the 
slope of the curves versus the embedding dimension, no saturation can be observed. 
On the contrary, there exist attractors of Dz = 1.00 for a limit cycle and Dz = 2.00 
for quasi-periodic flow. 

3 Experimental Procedure and Results 

In order to analyze the dimensionality of field potentials, five cats with chronically 
implanted electrodes were studied. The chronic electrodes were implanted in the 
GEA, HI, and RF. In total, 15 experimental trials during SWS activity were evaluat­
ed. The intracranial EEG signals were digitized by a 12-bit AD converter and stored 
in the memory of an HP 1000-F computer. The sampling frequency was Is = 100 Hz 
for all trials. 

Dimensions of the EEG signals were evaluated over a time period of about 20 s 
(N = 2048) and 40 s (N = 4096). Details of the software have been described else­
where (Raschke 1986). The phase space was constructed by using the time-delayed 
coordinates proposed by Takens. Theoretically, the evaluation of the dimension of 
the attractors should be independent of the arbitrary but fixed time increment r. In 
practice, this independence is not generally valid. Investigations of low-pass filtered 
noise (non-deterministic signals) have shown that dDz/dn depends on the time incre­
ment r. It is evident that in the case of nondeterministic signals, dD2/dn =l= 0 is ob­
served for every embedding dimension. 

However, by evaluating signals from a deterministic system, it is observed as a 
rule that the dimension D2 of an attractor does converge towards a saturation value. 
In this case, dDz/dn = 0 and this convergence is independent of the choice of , in a 
given interval '1 < ,< '2, Some recent investigations (Fraser 1985; Holzfuss 1985) 
have assumed that the best choice of ,corresponds to a minimum of the "mutual in­
formation" between two measurements, but these investigations have not yet been 
properly concluded. 

Figure 4 shows the two-dimensional phase space representation of the EEG signal 
for the three investigated brain structures in the case of the cat named Toni. The 
time period used for evaluation of these curves was about 40 s and the time delay to 
construct the phase space was about 60ms. Figure 5 shows the plot oflog qr) versus 
log r. In all the computations, the EEG signal was embedded in a ten-dimensional 
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Fig. 4. Two-dimen jonal phase space representation 
of the EEG attractors from the brain structures 
investigated 

phase space. Figure 6 shows the convergence of D z (slope of the curves from Fig. 5) 
towards the saturation value as a function of the embedding dimension n. Especially 
in this case, the dimensions of the attractors had the following values: 

DOEA = 5.00 ± 0.10 
DRF = 4.25 ± 0.07 
DRI = 4.32 ± 0.07 

Table 1 presents the correlation dimension D2 computed for all of the experimen­
tal data from five cats and 15 experiments. 

1. For both N = 2048 and N = 4096, one cannot determine an unambiguous confor­
mity. Both the results from a single cat and the dimensions from a single region 
vary within the range of acceptable limits. 

2. In 86% of the investigated trials, DOEA presents the maximal dimension. By tak­
ing into account all the evaluated data, the following mean values have been ob­
tained: 
DOEA = 5.06 ± 0.31 
DRF = 4.58 ± 0.38 
DHI = 4.37 ± 0.36 
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Fig. 5. Log qr) versus log r for the 
cat named Toni 

In other words, the data confirm the following important relation: 

D GEA > DRF> DHI 

4 Discussion 

The concept of dynamic patterns to use in understanding bioelectric phenomena was 
proposed by Katchalsky et al. (1974). A fundamental problem in the physical as well 
as in the biological sciences is the origin of a dynamic pattern. In physical science this 
problem can be attacked at vulnerable points; i.e., in systems that are simple enough 
to permit analysis both in physical and mathematical terms, dynamic patterns refer 
to those patterns that arise and are maintained by the dissipation or consumption of 
energy, such as traveling or standing waves generated in the air, on the surface of 
water, or by a vibrating violin string. They can be contrasted to static patterns, such 
as a stack of nesting chains, a crystal, or a virus capsid. 
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Table 1. Correlation dimension D2 computed for all of the experimental data from five cats and 15 
experiments 

N= 2048 TONI LENA DESY SARA ROMY LENA SARA D2 

GEA 5.00 4.35 4.66 4.93 5.00 5.00 4.82 ± 0.27 

RF 4.25 4.62 4.30 4.24 5.22 4.60 4.05 4.48 ± 0.39 

HI 4.32 4.35 4.00 3.80 5.00 4.15 4.85 4.35 ± 0.44 

N= 4096 TONI LENA ROMY DESY SARA TONI LENA ROMY D2 

GEA 5.30 5.00 5.17 5.30 5.10 5.00 5.60 5.45 5.24 ± 0.21 

RF 4.20 4.35 4.75 5.15 4.76 4.20 5.00 5.00 4.68 ± 0.38 

HI 4.40 4.28 4.44 4.66 4.00 3.90 4.61 4.76 4.38 ± 0.31 

According to Katchalsky et al. (1974), the central question is: how does uniform 
matter, obeying physical principles, i.e., laws of conservation of momentum, matter, 
and energy, spontaneously develop regular patterns? In other words, how is it that a 
set of isotropic causes can give rise to anisotropic dynamic effects? This appears to 
be the root problem of morphogenesis; extending from it are the more widely en­
countered problems of how preexisting static structures influence dynamic patterns. 

In the book by Katchalsky et al. (1974), some dynamic patterns observed in geo­
logy, meteorology, and astrophysics are also described; for example, dynamic pat-
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terns on a large scale in clouds and the solar coronasphere. According to traditional 
Newtonian mechanics, if certain things are known about a system - all of the forces 
acting on it, its position, and the velocity of its particles - it is possible to describe, in 
theory, all of its future states. However, the current that started with the pioneering 
work of H. Poincare at the turn of this century has made clear that the predictability 
of even classical deterministic systems can be quite limited. Simple nonlinear systems 
which are just as deterministic as the motions of the planets can behave in a manner 
so erratic as to prelude predictability past a short time (Shaw 1981). The existence of 
these "chaotic" systems raises both practical and conceptual questions. 

A simple example is described by Hooper (1983): "Suppose you are sitting beside 
a waterfall watching a cascade of white water flow regularly over jagged rocks, when 
suddenly a jet of cold water splashes you in the face. The rocks have not moved, 
nothing has disrupted the water, and presumably no evil sprites inhibit the waterfall. 
So why does the water suddenly "decide" to splash you?" Physicists studying fluid 
turbulence have wondered about this kind of thing for several hundred years, and 
only recently have they arrived at some conclusions that seem to solve the problem 
at least in part: the waterfall's sudden random splashes do not come from some in­
perceptible jiggle, but from the inner dynamics of the system itself. Behind the chao­
tic flow of turbulent fluids or the shifting cloud formations that shape the weather lies 
an abstract descriptor which the physicists call a "strange attractor." What is an 
"attractor" and what makes it "strange"? We shall try to describe it again by using 
the simple explanation of Hooper (1983). Suppose one puts water in a pan, shakes it 
up, and then stops shaking it; after a time it will stop whirling and come to rest. The 
state of rest - the equilibrium state - can be described mathematically as a "fixed 
point," which is the simplest kind of attractor. 

Let us now imagine the periodic movement of a metronome or a pendulum swing­
ing from left to right and back again. From the viewpoint of geometry, this motion is 
said to remain within a fixed cycle forever. This is the second kind of attractor, the 
limit cycle. All of the various types of limit cycles share one important characteristic: 
regular, predictable motion. The third variety, the strange attractor, is irregular, un­
predictable, or simply strange. For example, when a heated or moving fluid moves 
from a smooth, or laminar, flow to wild turbulence, it switches to a strange attractor. 

Chaotic behavior in deterministic systems usually occurs through a transition from 
an orderly state when an external parameter is changed. In studies of these systems, 
particular attention has been devoted to the question of the route by which the chao­
tic state is approached. An increasing body of experimental evidence supports the 
belief that apparently random behavior observed in a wide variety of physical sys­
tems is caused by underlying deterministic dynamics of a low-dimensional chaotic 
(strange) attractor. The behavior exhibited by a chaotic attractor is predictable on 
short time scales and unpredictable (random) on long time scales. 

The unpredictability, and so the attractor's degree of chaos, is effectively mea­
sured by the parameter "dimension". Dimension is important to dynamics because it 
provides a precise way of speaking of the number of independent variables inherent 
in a motion. For a dissipative dynamical system, trajectories that do not diverge to 
infinity approach an attractor (Farmer 1982). 

The dimension of an attractor may be much less than the dimension of the phase 
space that it sits in. In other words, once transients die out, the number of indepen-
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dent variables to the motion is much less than the number of independent variables 
required to specify an arbitrary initial condition. With the help of the concept of 
dimension it is possible to discuss this precisely. For example, if the attractor is a 
fixed point, there is no variation in the final space position; the dimension is zero. 
If the attractor is a limit cycle (pendulum) the phase space varies along a curve; 
the dimension is one. Similarly, for quasi-periodic motion with n incommensurate 
frequencies, motion is restricted to an n-dimensional torus (dimension of chaotic 
attractors) . 

Noise is a common phenomenon in systems with many degrees of freedom. Under 
the influence of noise, observables show irregular behavior in the time and broad­
band Fourier spectra. There is an important difference between a noise signal and 
chaotic fluctuations resulting from the motion of a larger number of system dimen­
sions. The noise signal does not have a finite dimension, whereas chaotic systems 
with differential equations show finite dimensionality. This difference can be shown 
by the evaluation of the dimension. 

The field potentials of the cat brain showed almost stable mean values of 5.06, 
4.58, 4.37 for the GEA, the HI, and the RF, respectively. In other words, various 
structures of the brain indicate the existence of various chaotic attractors with fractal 
dimensions. The signals measured in these different structures do not reflect proper­
ties of noise signals, but reflect behavior of strange attractors of quasi-low dimen­
sion. The measured dimensions in these various structures are seemingly different 
attractors which might be functionally uncoupled; in other words, even during the 
SWS stage, where a state of hypersynchrony is observed in all of the various brain 
structures, the attractors show significant differences. These differences are stable 
and statistically relevant. We want especially to report that the dimension of the 
GEA is significantly higher than that of the HI and the RF. This is a kind of differ­
entiated behavior that cannot be observed by the analysis of power spectra (see 
Fig. 7). In simple words, the cat GEA seems to show a more complex behavior with 
a greater degree of freedom than do such structures as the RF and HI. There is no 

limit cycle behavior in the studied structures (see also the Epilogue of this book). 
Our computations, which are not yet finished and may be theoretically imperfect, 

showed that the spontaneous activity of the cat cortex depicted a dimension of 
around 8-9. The acoustical evoked potentials during the waking stage showed much 
lower dimensionality than did the spontaneous EEG during the same waking state: 
the dimension of the evoked potential usually varied between 3.5 and 5. 

In our earlier studies, we pointed out the possibility of modeling globally the 
evoked potentials of the brain with the Duffing equation, assuming that nonlinear 
forced oscillations of various brain structures could be described with solutions of the 
Duffing equation or similar equations (Ba~ar 1980, 1983b). We argued further that 
neural populations of the brain may be regarded as a large number of coupled oscil­
lators, each comprising millions of neurons. If n oscillators are left uncoupled, their 
attractor will be an n-dimensional torus, with n independent frequencies. If the oscil­
lators are coupled, however, the dimension will be reduced. It is possible, for exam­
ple, that they will entrain at a single frequency (limit cycle). In a condition of slightly 
less entrainment, the attractor might have three independent frequencies, i.e., be a 
three-dimensional torus. One might think that with even less entrainment, the at­
tractor could be a four-dimensional torus. Our preliminary analysis of the brain's 
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spontaneous activity had already pointed out the possibility of correlating the EEG 
with the behavior of a strange attractor (Ba~ar 1983b). The present results now show 
that the new algorithm of Grassberger and Procaccia offers an index of the degrees 
of freedom in the spontaneous activity of the brain. The results presented in this 
study have a number of new implications. 

Three important applications are straightforward: 

1. If the fractal dimension is a more precise indicator of state changes of the brain 
than are power spectra, it can be used in addition to power spectra to describe the 
state changes in every dimension of EEG analysis: for example, in pharmaco­
encephalography and in studies of the evolution of the EEG by comparative anal­
ysis of the field potentials of vertebrates, low vertebrates, and invertebrates. 

2. Even in the same brain there can exist structurally and functionally independent 
EEG dimensions. Can one structure of the brain undergo a transition, say from a 
low-dimensional to a high-dimensional level, while another structure shows the 
opposite behavior? It is difficult to interpret changes in entropy. The use of the 
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dimension concept seems to be an adequate method for describing ordered states 
and for describing dynamic transitions impossible to see in power spectral anal­
ysis. 

3. It seems that various intracranial structures have various independent attractors. 
It is possible to describe the ensemble of attractors with a matrix configuration in 
which various substructures of the brain can occupy a defined place in the matrix. 
In this case the transition matrices could tell a lot about the multiplicity of attrac­
tors as well as about the coupling and decoupling of attractors. The description of 
multiple attractors could be very useful for the description of cognitive processes, 
for which sufficiently descriptive parameters are still missing. 

The results of the present study constitute a step forward in our preliminary ef­
forts to try to describe the evoked potentials of the brain and the EEG as forced non­
linear oscillations, for which we tried to correlate the processes involved in the Duf­
fing equation. Haken (1985) pointed out interesting formal analogies between laser 
and brain. We also pointed out similar formal analogies in the generation of evoked 
potential patterns (Ba~ar 1983b). However, at present, formal analogies with a laser 
can be considered only for a simple laser. By using fractal dimensions to describe the 
EEG and the evoked potential, we believe that we can find new descriptors to de­
scribe neural analogies with a multimodallaser. 
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III. New Scopes at the Cellular Level 



Assessment of Cooperative Firing in Groups of Neurons: 
Special Concepts for Multiunit Recordings 
from the Visual System 

R. ECKHORN and H. J. REITBOECK 

1 Introduction 

Progress in elucidating the cellular basis of visual perception has always depended on 
relating structure to function. At present, structure-function problems confront the 
field of cortical neurophysiology with the following types of questions: (a) what are 
the intrinsic dynamic operations in a local cortical module and what is its relevance 
for visual perception; (b) what are the principles of sensory processing within a single 
cortical area with its laminae, columns, and slabs; (c) what is the function of the dis­
tributed systems connecting the multiple visual areas? These problems are inherently 
population problems; i.e., to answer these questions, the dynamic interactions of 
neuron groups have to be studied. In our Marburg group we have developed (a) 
techniques for recording the spike trains from up to 19 single units; (b) computer­
aided procedures for the simultaneous visual stimulation of several units; and (c) 
real-time correlation methods to assess cooperative firing in groups of neurons. 

2 Recording Equipment 

Figure 1 shows our fiber electrodes and electrode manipulator equipment (Reit­
boeck 1983a, b; Reitboeck and Werner 1983). A 7-channel and a 19-channel device 
have been constructed. They allow moving each electrode independently of the 
others, which has some major advantages over fixed electrode arrays, because 
(a) neurons with correlated activities can be searched for; (b) the electrodes can 
be positioned for optimal single-unit isolation; and (c) the intact dura of cats and 
monkeys can be penetrated by lowering the electrodes one by one. The electrode tip 
arrangements are interchangeable between concentric and linear arrays. With a 
specially developed high-temperature puller, both the electrode's metal core and its 
quartz insulation are drawn to fine tips. 

3 Recording Procedure 

After dura penetration, the pOSItions and preferred directions as well as the 
ocularities of the multiunit fields are plotted for all electrodes on the projection 
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Fig. 1. Recording technique. Upper left, 7-channel (A) and 19-channel (B) microelectrode mani­
pulators (Reitboeck 1983a). Exchangeable manipulator heads for 19- (C, D) and 7- (E) electrodes. 
Their geometric tip configurations are shown below. Right, fiber electrodes with 100 and 65/lm 
shafts with differently drawn tapers and ground tips 

screen in front of the cat. Then single-unit activity of the desired cell type in a given 
layer is searched for with a single electrode. During electrode advancement, an 
appropriate visual stimulus is given. Having sufficient isolation of a single unit, we 
advance another electrode to a position where a second unit is isolated, etc. 

Generally we can record single unit activity from up to 19 electrodes. In practice, 
however, it would be too time consuming to search always for 19 isolated units. Our 
restriction normally to four to six units is caused by conceptual problems with multi­
unit data analysis that have not been solved by any group to date . Not the recording 
techniques but rather the insensitive, complicated, and time-consuming correlation 
procedures generally used are the main bottleneck for effective multiunit experi­
ments. 

4 Assessment of a Group's Stimulus-Response Correlations 

A first estimate of the stimulus-response transfer properties is obtained with our 
method of deriving the receptive field cinematogram (RF-Cine) of visual units 
(Krause and Eckhorn 1983). Fig. 2 shows a schematic diagram of our method. A 
bright or dark disk of appropriate diameter moves randomly across the RF locations 
of all simultaneously recorded units. For clarity, only a single electrode and one 
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Fig. 2. Scheme of stimulation and data evaluation for receptive field cinematograms. Left, randomly 
moving disk stimulus on the RFs of the investigated units . Center and right, scheme for the evalua­
tion of the average prespike stimulus ensemble. For simplicity, only a single electrode, spike train, 
and delay ( - 56 ms) are shown 

spike train are plotted. From the stimulus and response data of each unit, a computa­
tion is made of where , when, how often, and in what direction the disk has preceded 
a spike. By this procedure, probability-density distributions of the disk's positions 
and movement directions are obtained as pre impulse stimulus ensembles in visual 
space at different stimulus-response delays. The position probabilities are plotted as 
circles with proportional diameters. Taking the uncorrelated stimulus-response situ­

ation as reference, there are values above the statistical expectation, plotted in 
black , from where spikes were elicited with increased probability, and grey circles 
where the stimulus appeared less often than was expected. The dashes seen at the 
centers of the circles indicate the mean stimulus direction and, by their length, the 
probability of the mean direction at that particular position . 

Figure 3 shows 12 consecutive stimulus distributions (frames) representing the 
same visual space at different prespike times. Such a sequence is called a RF-Cine 
and represents 2 x 256 first-order (linear) cross-correlations, one set for the stimulus 
position-to-response correlations and the other for the direction-to-response correla­
tions. The typical elongated shape of a simple cell's excitatory subfield flanked by 
two inhibitory regions is seen in the frame at r = 56 ms before spike initiation. Also 
interesting are the facts that (a) the excitatory region continuously shifts its position 
from the uppter left to the lower right in a direction perpendicular to its orientation; 
and that (b) it shows significant metamorphosis of its shape (Krause et al. 1984) . 
Such substantial dynamic field changes , which cannot be unraveled with common RF 
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Fig . 3. Receptive field cinematogram of an A18 simple cell, recorded from layer III/IV. The plot was 
calculated from a recording of 100s with 761 spikes. Frame dimensions 6° x 6° visual angle. Ran­
domly moving disk stimulus (bright , 1° diameter); E01C. More details in text 

measurement techniques, were found in more than 30% of the simple cells in areas 
17 and 18 (A17, A18). RF-Cines of all simultaneously recorded units can be obtained 
from a single 100-150 s experimental run. 

5 Automatic Search for an Appropriate Group Stimulus 

For the assessment of internal group connections with correlation techniques, the 
spikes on these connections have to occur during a 10-20ms interaction window, the 
duration of which is given by the postsynaptic potentials (PSP) time constants and by 
delays in interneuronal spike transmission. A stimulus capable of eliciting such 
simultaneous discharges is here called an "appropriate group stimulus." Such a 
stimulus can be derived from a group RF-Cine, which can be obtained either by 
superimposing the single unit's RF-Cines (appropriate for similar overlapping RFs) 
or by calculating the pre-event stimulus history not for the single-unit spike events 
but for nearly simultaneous spikes in all neurons of the group. An appropriate group 
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stimulus then is derived either by selecting the stimulus disk's most effective move­
ment trajectories from the group RF-Cine or by directly using the forms and posi­
tions of excitatory areas in the frame sequence for the generation of a stimulus pic­
ture sequence. Both procedures can be carried out on-line and automatically with 
the aid of computers and a controlled picture generator (Habbel and Eckhorn 1985). 

6 Cross-Correlation Analysis 

One of our three real-time methods for the assessment of cooperative firing is cross­
correlation. In Fig. 4, typical visual cortex interactions are illustrated by cross-cor­
relograms. The lower plots have a time scale of ± 1 s while the upper ones are ex­
panded from the lower central ± 100 ms. In A, the correlations are shown between 
two simple cells from A17 and A18, respectively, with overlapping RFs having 
nearly the same RF properties. The random-dot pattern stimulus was gated during 
its movement course. The start/stop movement cycle generated a strongly locked re­
sponse in phase, as can be seen by the broad peaks in the lower part of Fig. 4A. The 
narrower center peak, however, is caused by the random structure of the dot pattern 
moving across the fields. A time-expanded version of this peak (upper Fig.4A) 
shows a delay of 12 ms between the A17 and A18 cells, which is confirmed by the 
small 4ms peak probably caused by a direct excitatory connection. In Fig. 4B, the 
correlograms are shown for a pair of A18 complex cells. They were stimulated with 
a continuously and randomly moving disk. The slightly leftward-shifted broad center 
peak is caused by the common stimulation, which caused different response delays 
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Fig.4A-C. Cross-correlograms of three pairs of visual cortex neurons with overlapping RFs. (A) 
Two simple cells, Al7 and A18. (B) Two complex cells, A18. (C) Simple and complex cell A18. 
More details in text 
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in both units. The time-expanded version also shows a common synaptic input, as 
can be read from the narrow centered peak. Inhibitory interactions or common an­
tagonistic input was found less frequently and was in most cases accomplished by ex­
citation. In Fig. 4C, an example of this is shown for a simple/complex pair in A18 
stimulated with a random-dot pattern gated in its movement path. 

7 Dynamic Changes in Correlated Activities 

A major problem with the cross-correlation is its low sensitivity to inhibitory inter­
actions (Aertsen and Gerstein 1985) and its failure to comprise dynamic coupling 
changes. For periodic stimuli, we improved a method of Gerstein and Perkel (1972) 
that reveals the periodic coupling changes in correlation histograms (Schneider et a1. 
1983). Such a dynamic coupling measure has the advantage over time averages that 
the varying types as well as the different instances of high and low correlation can be 
related to their causes (special stimulus phases, sudden changes in attentiveness, 
etc.). Figure 5 shows correlation histograms of an A18 simple/complex cell pair 
stimulated under four different conditions. A central correlation peak (r = Oms) and 
two smaller structures at delays of about ± 180 ms can be seen with changing ampli­
tudes at different stimulus phases. 

A B c o 

Fig. 5A-D. Correlation histograms of A18 complex/simple-cell pair under four stimulus conditions. 
(A) Constant velocity movement of bar in preferred and opposite direction, 2 s cycle, left eye. (B) 
Same as A but right eye . (C) Circular movement of stimulus, 2s cycle, right eye. (D) Same as C but 
left eye. Electrode separation 330 11m; complex cell in 700 11m, simple cell in 775 11m depth from sur­
face. N = 106 stimulus cycles. Scheme of RFs on the right. At the top the cross-correlograms are 
plotted on the same scale 



Assessment of Cooperative Firing in Groups of Neurons 225 

Both cross-correlograms and correlation histograms comprise only pair inter­
actions. For groups larger than about six neurons, new methods are needed. 

8 A "Neuron-Like" Network for Real-Time Correlation 

The brain has no direct knowledge of physical stimuli, but extracts sensory informa­
tion from the spatiotemporal patterns of the afferent neural sensory signals. This is 
accomplished by a network of interacting neurons. It, therefore, seemed promising 
for us also to assess the spatially and temporally correlated activities of neuron 
groups with a "neural network." A correlator was developed that has some simple 
properties derives from interconnected neurons. In Fig. 6, the first two channels of 
the correlator are shown diagrammatically (Schneider and Eckhorn 1984; Eckhorn 
et a1. 1986). Each recorded spike train (a) is converted to smooth PSP (c) by leaky 
integrators (b). The subsequent correlation procedure is performed by multiplications 
of all possible combinations of PSP signals; that is, all pair-wise, triple, quadruple, 
etc., interactions are evaluated (f). This evaluation is greatly simplified by the use of 
an analog-to-stochastic converter (d), which encodes the PSPs into stochastic im­
pulse sequences (e). Multiplications are simply carried out by AND gates. The par­
ticipation of the single neurons in the joint activity of the group are derived as weighted 
running averages (i) of the multiplicator-signals (g) with a second set of leaky inte­
grators (h). These coupling values are displayed via LED bars (j). That is, only one 
actual coupling strength is displayed per recorded spike train. This restriction is of 
great value for real-time assessments of correlated group activities, because the 
experimenter is not "overloaded" by controlling outputs from all combinations of 
connections. It is sufficient during the experiment to know whether the recorded 
group activity is worthy of being stored in the computer so that more detailed analy­
ses can be obtained afterwards off-line. 

Figure 7 shows two examples of correlator output signals. In B the actual correla­
tion values of two complex units are shown. They are moderately phase-locked to 
the cyclic movement of a random bar pattern. This is better seen in the correlation 
cycle histogram below (Bb), which is the ensemble average of the original signals 
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Fig. 6. Scheme of real-time correlator with "neuronal properties" 
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Fig. 7.A, B. Actual correlator output and correlation cycle histograms for two pairs of visual cortex 
neurons with overlapping RFs. Stimulus: constant velocity movement of random bar pattern against 
(first half cycle) and in optimal direction (second half cycle) . (A) Two simple units . (B) Two com­
plex units . a, Signals at one correlator output in response to 31 successive stimulus periods. b, Corre­
lation cycle histogram, the ensemble average of a. c, Correlation cycle histogram obtained after in­
terval shuffling of original spike trains; dotted line , maximum of c. d , Correlation cycle histogram 
calculated after shifting one spike train by one stimulus period 

above. In A, the correlated activities of two simple units are shown in response to the 
same stimulus. A bar with appropriate orientation travelling across the RFs always 
excited the units nearly simultaneously. Here, sharp phase-locking to the stimulus 
pattern is present, which can be seen more clearly in the correlation histogram 
below. Especially interesting are the comparisons of traces (Fig. 7b) with the lower­
most traces (Fig. 7d). The latter were calculated with one spike train shifted by one 
stimulus period ("shift predictor"). In the case of the two simple units (Fig. 7 A) , the 
original correlation cycle histogram and its shift predictor are nearly identical; i.e., 
all correlations were caused by the common stimulus. On the contrary, the shift pre­
dictor calculated for the two complex units (Fig. 7Bd) shows only smaller and much 
less frequent events; i.e ., the numerous correlations seen above (Fig.7Bb) are 
mainly caused by synaptic interactions. These results were confirmed by cross-corre­
lations. 
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Summarizing our preliminary results from the cat's primary and secondary cortex, 
we can say that the correlations that could be ascribed to horizontal intracortical con­
nections are normally weak. Synergistic activities were found at distances of up to 
2 mm, but only when the FRs overlapped and when the cell type and the orienta­
tional and directional specificities were nearly identical. This finding is supported by 
the preliminary data of Gilbert et al. (1985), who made pair recordings in cat and 
monkey striate cortex. More frequent and stronger correlations were found when the 
electrode tips were confined to a small vertical column of about 200 11m width. Corre­
lated activities from the same type of cell were synergistic because of common ex­
citatory input or mutual excitation. Inhibition was seldom found, and only in con­
junction with excitation when both cells were of different types. 
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Generation of Fast and Slow Field Potentials 
of the Central Nervous System 
Studied in Model Epilepsies 

E.-J. SPECKMANN and J. WALDEN 

1 Introduction 

This chapter deals with the potentials detectable in the space surrounding cellular 
elements of central nervous structures. Such potentials, which can in part also be 
recorded from outside the central nervous system as for example, the electroenceph­
alogram, sensory evoked potentials, contingent negative variatons, etc., are general­
ly called "field potentials." 

The first section describes the elementary mechanisms underlying the generation 
of field potentials. The second and third sections are devoted to cortical field poten­
tials during focal and generalized tonic-clonic seizure activity elicited in animal ex­
periments. Such model epilepsies have the advantage that the bioelectrical activity of 
a single cell is representative of a larger population of elements, which facilitates the 
analysis of field potential generation (Caspers and Speckmann 1970; Creutzfeldt and 
Houchin 1974; Speckmann and Caspers 1979a; Lopes da Silva and van Rotterdam 
1982; Speckmann and Elger 1982,1984; Caspers et al. 1984; Speckmann et al. 1984). 

2 Elementary Mechanisms Underlying the Generation of Field Potentials 

In this chapter, neurons and glial cells will be considered as the generative structures 
of field potentials in the central nervous system. Other structures - such as, for 
example, meninges and the blood-brain barrier - can be neglected as generators in 
this context (de Robertis and Carre a 1965; Palay and Chan-Palay 1977; Caspers et al. 
1984). 

In neurons, postsynaptic potentials are thought to playa predominant role in the 
generation of field potentials. With the initiation of an excitatory postsynaptic poten­
tial, a net inflow of cations occurs at the membrane region located under the synapse 
(Eccles 1964; Hubbard et al. 1969; Shepherd 1974). That inflow induces a depolari­
zation of the subsynaptic membrane. The process described is associated with the 
development of a potential gradient along the neuronal membrane in the intracellu­
lar and extracellular space. This potential gradient forces ions to move along the 
nerve cell membrane. The flow of cations is directed to the sub synaptic region in the 
extracellular space and is inverse in the intracellular space. With the generation of in­
hibitory postsynaptic potentials, an inflow of anions or an outflow of cations appears, 
which hyperpolarizes the membrane in the subsynaptic region as compared with the 
surrounding segments of the membrane. Thus, a potential gradient along the cell 
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membrane is established as in the case of the excitatory postsynaptic potentials, but 
with an opposite polarity. This potential gradient again induces an ionic current. 
Under these conditions, the flux of cations is directed from the sub synaptic mem­
brane to the surrounding membrane regions in the extracellular space, but has an in­
verse direction in the intracellular space (Hubbard et al. 1969; Creutzfeldt and 
Houchin 1974; Lopes da Silva and van Rotterdam 1982; Speckmann and Elger 1982; 
Speckmann et al. 1984). 

In glial cells, the membrane potential is determined mainly by the extracellular 
K+ concentration (K+ activity). When the extracellular K+ concentration increases 
and then re-decreases, the glial cells depolarize and repolarize, respectively. The de­
pendence of the membrane potential of glial cells on the extracellular K+ concentra­
tion causes a functional linkage between glial and neuronal structures, as neuronal 
discharges are accompanied by a potassium outflow. When the K+ concentration is 
elevated only locally, a potential gradient develops between the depolarized area 
and the adjacent regions. This leads to an intra- and extracellular current flow as de­
scribed above. Because glial cells have been found to have widespread processes and 
to be connected with each other, potential gradients and current flows of considera­
ble spatial extent may develop (Kuffler and Nicholls 1966; Kuffler et al. 1966; Or­
kand et al. 1966; Somjen 1973, 1975; Somjen and Trachtenberg 1979). 

As described above, membrane potential changes in neurons and glial cells are 
accompanied by primary transmembraneous ionic currents, which may lead to sec­
ondary ionic currents along the cell membranes in the extra- and intracellular space. 
Field potential generation is caused by the current component flowing through the 
extracellular space. The mechanisms concerned are shown in Fig. 1. Figure 1A 
shows a long neuronal element perpendicularly oriented within a structure of the 
central nervous system; e.g., within the cerebral cortex. One end of the element is 
lying close to the surface of the cortex and is contacted at an excitatory synapse by 
an afferent fiber. The bioelectric activity of the model tissue in Fig. 1 is explored with 
intracellular and extracellular electrodes. The activity in the afferent fiber is moni­
tored by the micro electrode MEL The membrane potential of the perpendicular 
neuronal element is recorded by the microelectrodes ME2 and ME3 inserted into the 
two ends of the unit. The field potentials are picked up by the extracellular elec­
trodes E1 and E2, one located at the surface of the cortex and the other within the 
cortex, near the deeper end of the neuronal element. 

When an action potential appears in the afferent fiber (Fig. 1A1), the excitatory 
synapse is activated. That leads (a) to a net inflow of cations; (b) to a potential gra­
dient along the neuronal element; and thus (c) to a current flow in the intracellular 
and extracellular space. Because of the movement of positive ions in the intracellular 
space, an excitatory postsynaptic potential can be recorded from all parts of the 
model neuron (Fig. 1A2, 3). As a consequence of the ionic movements in the extra­
cellular space, field potentials are built up. At the surface electrode E1, the net in­
flow of positive charge into the neuron gives rise to a negative field potential 
(Fig. 1A4) and at the depth electrode E2 - metaphorically speaking - the approach 
of positive charges leads to a positive field potential (Fig. lAS). A reversal of polar­
ity of the field potentials occurs between the electrodes E1 and E2. 

When an inhibitory synapse located at the deeper end of the neuron is activated, 
an extracellular current flow and consequent establishment of field potentials take 
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Fig. lA, B. Elementary mechanisms underlying the generation of field potentials in the central ner­
vous system. (A) Mechanisms responsible for a single potential fluctuation . ], Recording the mem­
brane potential (MP) of the afferent fiber by means of an intracellular microelectrode (MEl). 2, 
and 3, MP of a neuronal element recorded at both its superficial and deep end with microelectrodes 
ME2 and ME3 . S, excitatory synapse . 4 and 5, Field potentials are picked up at the surface (SURF) 
of a central nervous structure with extracellular electrode E1 and in the vicinity of ME3 with elec­
trode E2. (B) Mechanisms responsible for wave-like fluctuations at the cerebral cortex.] and2, Re­
cording the MP of an afferent fiber and of a superficial dendrite with intracellular microelectrodes 
MEl and ME2. 3, Measurement of the DC potential (3a) and the EEG (3b) at the cortical surface 
with the extracellular electrode E1. (From Speckmann 1986; modified after Speckmann et al. 1984 
and Speckmann and Elger 1982) 

place, similar to those described for the superficial excitatory synapse. Thus, in the 
model of Fig. lA, a negative field potential develops at the surface of the cortex 
when a superficial excitatory or a deep inhibitory synapse is activated. The genera­
tion of superficial field potentials of positive polarity can be explained on corre­
sponding principles (Hubbard et al. 1969; Rall1977; Lopes da Silva and van Rotter­
dam 1982; Speckmann and Elger 1982; Speckmann et al. 1984). 

Single potential fluctuations, the basic mechanisms of which have been described 
(Fig. 1A), can combine into wave-like fluctuations when the afferent fiber activity is 
appropriately distributed in time and space (Andersen and Andersson 1968). In the 
model experiment on cortical units shown in Fig. 1B, grouped discharges occur in the 
afferent fiber, which are then replaced by a sustained activity (Fig. 1B1) . The as­
cending action potentials evoke excitatory postsynaptic potentials at the upper 
neuronal element. Corresponding to the discharge pattern of the afferent fiber, the 
individual postsynaptic potentials summate to long-lasting depolarizations 
(Fig. 1B2). These de polarizations give rise to field potentials that can be picked up 
at the cortical surface (Fig. IB3). The extracellular potentials elicited by grouped 
and sustained afferent activity are reflected precisely in epicortical DC recordings 
(Fig. 1B3a) , whereas for technical reasons, only faster field potentials appear in con­
ventional EEG recordings (Fig.1B3b) (Caspers and Speckmann 1969,1974; Gumnit 
et al. 1970; Goldring 1974; Speckmann and Caspers 1974, 1979b; Caspers et al. 1979, 
1980). 

/ . 
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Fig.2A-C. Cortical field potentials during focal seizure activity. Distribution of field potentials 
within the motor cortex and descending neuronal activity to the spinal cord. Simultaneous record­
ings of epicortical (EEG), intracortical (CFPl-3), and spinal (SFP) field potentials. Superimposi­
tion of 15 single potentials. SURF, cortical surface. I, WIll, V, cortical laminae. Seizure activity was 
elicited by local application of penicillin to the cortical surface (A, B) and in deeper laminae of the 
cortex (C). (AI, A2, B1, B2), Recordings 5 min (1) and 15 min (2) after the epicortical penicillin ap­
plication. Additional epicortical application of penicillinase before (A) and after (B) the penicillin 
administration. Vertical extension of seizure activity is indicated by hatched columns. (From 
Speckmann 1986; modified after Elger et al. 1981) 

3 Cortical Field Potentials During Focal Seizure Activity 

The functional significance, the extension, and the laminar distribution of field 
potentials can be studied in greater detail using seizure activity as a model. This sec­
tion deals with focal seizure activity. After the topical application of an epileptogenic 
agent - e. g., penicillin - to the surface of the cerebral cortex, steep negative field 
potentials develop. These focal epileptiform potentials are associated with character­
istic changes in membrane potential of individual neurons in the area of drug applica­
tion. The neuronal reaction consists of a steep depolarization, accompanied by a 
group of high-frequency action potentials, a plateau-like diminution of the mem­
brane potential in the course of which action potentials are blocked, and a more or 
less steep repolarization. Such membrane potential fluctuations have been found to 
be characteristic for neuronal epileptiform activity and labeled "paroxysmal de­
polarization shifts" (Jasper et a1. 1969; Purpura et a1. 1972; Speckmann et a1. 1972, 
1978; Elger et a1. 1981; Klee et a1. 1981; Elger and Speckmann 1983; Speckmann 
1986). 

Typical experiments in which focal seizure activity was elicited in cortical motor 
regions for the forelimbs and hindlimbs are presented in Fig. 2. In the experiments 
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shown in Fig. 2A and B, penicillin was applied to the surface of the cortex, and in the 
experiment shown in Fig. 2C, penicillin was injected into deeper cortical layers. Field 
potentials were recorded simultaneously from the surface as well as from different 
cortical laminae, with an interelectrode distance of 300 11m. To get a preliminary idea 
of the functional significance of seizure potentials recorded at the surface of the 
motor cortex, neuronal activity descending to the spinal cord was controlled. For this 
purpose, spinal field potentials were measured from cervical and lumbar segments. 
Figure 2 shows that negative seizure potentials were recorded 5 min (A1, B1) and 
15 min (A2, B2) after epicortical penicillin application. There were stereotyped epi­
leptiform potentials at the cortical surface, but the intracortical potential distribution 
differed considerably. Thus, the field potential in layer V was mainly positive in A1, 
A2, and B1, whereas it was mainly negative in B2. As indicated by the hatched 
columns, only in the latter case did seizure activity reach pyramidal tract cells. Con­
sequently, neuronal activity descending to the spinal cord was restricted to these con­
ditions, as indicated by synchronized spinal field potentials. When penicillin was 
applied in deeper cortical layers, negative field potentials were generated in the re­
gion of application (Fig. 2C). Simultaneously, atypical potential fluctuations ap­
peared at the cortical surface (Elger and Speckmann 1980, 1983; Elger et al. 1981; 
Petsche et al. 1981; Pockberger et al. 1983, 1984a, b). 

From these findings, the conclusions may be drawn that (a) a vertical segment of 
the cerebral cortex reacts in homogeneously in the given experimental conditions; 
and (b) the field potentials measured at the cortical surface are not necessarily rep­
resentative of the field potentials in deeper cortical layers and, under certain condi­
tions, may not even be representative of those in superficial laminae. 

4 Cortical Field Potentials During Generalized Tonic-Clonic 
Seizure Activity 

Tonic-clonic seizure activity can be elicited in animal experiments using a variety of 
techniques. In the experiments reported in this section, convulsive activity was in­
duced by repetitive systemic administrations of pentylenetetrazol. Epileptic seizures 
elicited in this way are characterized by slow negative displacements of the cortical 
DC potential with superimposed fast potential fluctuations (Fig. 3). In what follows, 
the slow DC shifts and the fast DC fluctuations will be considered successively 
(Caspers and Speckmann 1969; Gumnit 1974). 

As a first step, the shifts in the cortical DC potential are compared with changes 
in the membrane potential of pyramidal tract cells. Typical recordings are presented 
in Fig. 3. Parts Band C of Fig. 3 demonstrate that the negative shift ofthe epicortical 
DC potential is associated with a series of paroxysmal depolarization shifts. Also, the 
DC potential measured from the pyramidal tract cell layer shows a negative shift dur­
ing tonic-clonic activity (Fig. 3D). Thus, the mean neuronal depolarization is accom­
panied by DC shifts of the same polarity in epicortical and laminar recordings. 

Besides the described correspondence between the shifts in epicortical and lami­
nar DC potentials and the changes of membrane potential in pyramidal tract cells 
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Fig. 3A-D. Cortical field potentials during generalized tonic-clonic seizure activity. Relationship be­
tween changes in epicortical and laminar DC potentials and in membrane potential (MP) of pyram­
idal tract cells. Seizures were elicited by systemic administration of pentylenetetrazol. (A) Schematic 
drawing of the electrode arrangement. SURF, cortical surface; DCSURF and DCLAM, epicortical and 
laminar DC potential. (B) Simultaneous recording of DCsURF and MP of a pyramidal tract cell. (C, 
D) Graphical superimposition of simultaneous recordings of DCsURF and MP (C) and of DCsURF and 
DCLAM (D). Interruption of recordings: 30-60 s. (From Speckmann 1986; modified after Speckmann 
and Caspers 1979b) 

during epileptic actlVlty, there are also discrepancies between these bioelectric 
events, which become apparent especially at the onset and termination of seizures. 
On one hand (a) the first neuronal paroxysmal depolarization shift coincides with 
monophasic negative or positive or biphasic positive-negative fluctuations in the epi­
cortical DC recording; and (b) the neuronal hyperpolarization occurring at the end 
of an attack parallels a slow redecline of the negative DC shift at the cortical surface 
(Fig. 3C). On the other hand, there is a close correlation between membrane poten­
tial changes in pyramidal tract cells and shifts of the laminar DC potential (Fig. 3C 
and D). From these findings, the conclusion may be drawn that the laminar DC 
potential in question is predominantly generated by somata of pyramidal tract cells 
and adjacent neuronal structures and that superficial cortical elements, e.g., apical 
dendrites, have to be taken into account as generative structures for the epicortical 
DC potential. The correspondence of all the described cortical bioelectric phenom­
ena during ictal activity can be explained by a simultaneous excitation of superficial 
and deep generator structures by afferent neuronal activity (Speckmann et al. 1972, 
1978; Speckmann and Caspers 1979b). 
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Fig. 4. Comparison of potential fluctuations at the cortical surface (DC), of field potentials (FP) in 
the fifth cortical lamina, and of the membrane potential (MP) of a pyramidal tract cell (PTC) during 
generalized tonic-clonic seizures. Epileptic activity was induced by systemic administration of 
pentylenetetrazol. Motor cortex; cat. The negative DC shift occurring during the seizure is indicated 
by the dashed line in the upper row. U, voltage. (From Speckmann et al. 1984) 

As a second step, the fast potential changes superimposed on the shifts of the DC 
potential are compared with changes in the membrane potential of pyramidal tract 
cells. A typical experiment is shown in Fig. 4. Field potentials recorded at the cortical 
surface and in the pyramidal tract cell layer are shown simultaneously with the mem­
brane potential changes in pyramidal tract cells . The recordings show that every 
paroxysmal depolarization of a pyramidal tract cell is associated with a solitary nega­
tive fluctuation of the laminar field potential. These stereotyped intracellular and 
extracellular potential fluctuations in deep cortical layers are accompanied by field 
potentials at the cortical surface with either solitary negative or positive configura­
tions or with positive-negative configurations (Creutzfeldt et al. 1966a, b; Speck­
mann et al. 1972, 1978; Speckmann and Caspers 1979b). 

Whereas the laminar fluctuations in the DC potential are obviously generated by 
the somata of pyramidal tract cells, the generation of the different waves of the 
superficial EEG may be explained on the basis of the following three observations: 

(a) correlating the shape of the seizure potentials in the epicortical EEG with the 
extent of the negative DC shift, it becomes apparent that surface negative fluctua­
tions tend to be associated with a small DC shift and that surface positive fluctuations 
appear only if the negative shift at the cortical surface exceeds a critical value (Fig. 4; 
Speckmann et al. 1972, 1978; Speckmann and Caspers 1979b; cf. also Caspers 1959, 
1963); 

(b) a close correlation exists between the amplitude of the negative DC shift at 
the cortical surface and the discharge frequency in afferent systems (Speckmann et 
al. 1978; Speckmann and Caspers 1979b); 
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A 

MP~ 
Fig. SA, B. Hypothetical diagram of an interpretation of fast DC waves of opposite polarity occur­
ring during generalized tonic-clonic seizures. Hatched arrows, asynchronous input to the cerebral 
cortex; heavy lines, phasic volleys initiating single convulsive discharges; PTe, pyramidal tract cell; 
IN, interneuron; MP, membrane potential; UA, extracellularly recorded unit activity. (A) With a 
moderate asynchronous input to the cortex (small hatched arrow), a burst of VA triggers a paroxysmal 
depolarization shift in a PTC and evokes a depolarization of superficial neuronal structures and thus 
a negative fluctuation in the DC recording at the cortical surface . (B) With an increased asynchronous 
input to the cortex (widened hatched arrow; Bl), a phasic volley reaching the cortex triggers paroxysmal 
depolarization shifts in the PTC and interrupts the asynchronous input by an inactivation of IN (B2) . 
The latter process results in a disfacilitation of superficial neuronal structures and thus in a positive 
fluctuation of the epicortical DC potential. (From Speckmann et al. 1984; drawings after original 
tracings from Speckmann et al. 1978) 

(c) the afferent input to superficial cortical structures is enhanced at the beginning 
of negative fluctuations and reduced during positive ones (Speckmann et al. 1978; 
Speckmann and Caspers 1979b). 

These observations may be combined into a hypothesis which is illustrated in 
Fig. 5. In this diagram, the afferent input to superficial generator structures, which 
can be regarded as being predominantly asynchronous, is symbolized by the width of 
the hatched arrows. As a consequence, the afferent input and the resulting negative 
DC shift at the cortical surface are smaller in part A than in part B. In the situation 
shown in part A, a highly synchronized afferent input, symbolized by heavy lines, 
reaches not only deep cortical structures but also superficial ones, via intercalated 
neurons. This triggers a paroxysmal depolarization shift in pyramidal tract cells and 
depolarizes neuronal elements close to the cortical surface. Thus, the paroxysmal de­
polarization of the soma of pyramidal tract cells parallels a negative potential fluctu­
ation at the surface. In the situation shown in part B, the pre-existing afferent inflow 
is high (widened hatched arrows), which causes an elevation of interneuronal activ­
ity. If a synchronized afferent input then takes place , paroxysmal depolarizations are 
still triggered in the pyramidal tract cells. The activity of interneurons, however, is 
transiently interrupted because of inactivation. This process decreases the excitatory 
input to superficial neuronal elements and thus leads to a positive field potential at 
the cortical surface, associated with a stereotyped paroxysmal depolarization and a 
monophasic negative field potential in the depth (cf. also Fig. 4; Speckmann et al. 
1978, 1984; Speckmann and Elger 1982; Speckmann 1986). 



236 E.-J. Speckmann and J. Walden 

5 Conclusions 

In summary, the results presented demonstrate: (a) neuronal activity within the cere­
bral cortex does not show a constant relationship to the epicortical field potential; 
and (b) deep and superficial field potentials are generated at functionally different 
generator structures. Therefore, epicortical field potentials can be interpreted in 
different ways as far as neuronal activity in the cortex is concerned. 
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IV. Cognitive Potentials 



The Many Faces of N euroreductionism 

G. WERNER 

1 Introduction: Reductionism 

The generally held belief that a person's psychological functions such as perception 
or cognition are in some way related to processes and events in the nervous system 
is the essence of neuroreductionism. However, this seemingly straightforward pro­
position is subject to ambiguities in that the concept of reductionism allows for sev­
eral interpretations, which in turn have also triggered antireductionist arguments. To 
escape from these ambiguities, it has become necessary to impose certain constraints 
on reductionist thinking, with corresponding implications for empirical research. 
However, while the practicing neuroscientist continues to go unperturbed about his 
business of applying his methodological repertoire to the systematic examination of 
processes, events, and the structural organization of the nervous system, the task of 
integrating his observations into a coherent conceptual context, has largely become 
relegated to the philosopher of science, the theoretical psychologist and, more re­
cently, the computer scientist and system theoretician. Yet the neuroscientist, too, 
has a vote in these deliberations. 

My intent in this overview is to take a position somewhere between the experi­
mentalist and the pure theoretician and to obtain - in a metaphorical vein - a fusion 
of the two images in stereoscopic vision. This intent is based on the conviction that 
observation and theory are inextricably tied together in a recursive relationship, with 
neither one nor the other being able to run its course profitably for any length of 
time. This is, of course, simply another way of stating the doctrine of Francis Bacon. 

The desired outcome of such an examination with stereoscopic vision is to be able 
to match empirically testable propositions with logically consistent concepts of re­
ductionism in order to remove the latter from the pedestal of an ontological faith to 
an empirically contingent and methodologically reputable account. From the prag­
matic point of view the experimentalist, resolving ambiguities of reductionism has 
important implications, for different concepts of reductionism entail different scopes 
of desirable and attainable goals of experimentation. 

In its boldest form as a regulative principle in science, reducibility to physics -
and, hence, the unity of science - has been considered for some time the rite of pas­
sage for theories in the special sciences. As a result, the latter would disappear to the 
extent to which this program would succeed. The expectation of the reductionist pro­
gram in this strong form as "eliminative reductionism," endorsed by Rorty (1970) 
and Feyerabend (1970), is that each explanation using psychological terms can be 
rendered in physiological terms without unaccounted residue: where there are 

Springer Series in Brain Dynamics 1 
Edited by Erol Ba~ar 
© Springer-Verlag Berlin Heidelberg 1988 



242 G. Werner 

psychological explanations, there will be neurological explanations. The success of 
this program is said to be achieved by the uncovering of "bridge laws," which are 
symmetrical, transitive relations containing predicates of both the reducing and 
reduced domain. The theory of psychoneural identity is a special case of this radical 
reductionism insofar as it claims that each "type" of mental event is identical with a 
type of neurological event, whereby "type" refers to classes of entities, events, and 
properties. Almost no one subscribes to this view nowadays. Dennett (1978) offered 
a telling analogy that makes the implausibility of this form of "type - type reduc­
tionism" transparent: a clock is the type of thing that tells time; stated in this form, 
"clock" is described in functional terms. Now, when trying to define "clock" as a 
type of physical thing, it becomes readily apparent that there is no one physical prop­
erty, event, etc., by virtue of which all individual ("token") clocks belong to the 
physical type of clock. Hence, each individual clock is a physical thing, but there is 
no vocabulary in physics that can meet all the requirements of talking about clocks 
in terms of the function they subserve. 

The token-physicalist concludes that a weaker doctrine than eliminative reduc­
tionism must do: reduction must be restricted to instances of individual pairs of 
events in the reducing and the reduced domain. But Fodor (1976) warns that even if 
individual (token) psychological events are token neurological events, there is no 
ontological warrant that all kind predicates of psychology strictly correspond to kind 
predicates in any other discipline. Rather, as Fodor (1976) put it "it is an institu­
tionalized gamble" that such lawful connections between event predicates in the 
reducing and the reduced science can, in fact, be found. Putnam's (1981) reasoning 
supports this skeptical attitude: it is in principle possible to design vast numbers of 
automata which would satisfy kind predicates of psychology without satisfying any 
neurological predicates at all; moreover, it is conceivable that identical psychological 
states can be instantiated at different times by different neurological states. Con­
sequently, functional accounts are, in principle, not uniquely reducible to mechanis­
tic accounts. As Fodor (1968) put it, "psychological states are not available for 
microanalysis". However, notice that this premise is itself contingent on empirical 
validation. I will argue later that the considerable evidence generated by the previ­
ously mentioned institutionalized gamble weakens the credence one may at first 
grant the a priori status of this postulate. Nonetheless, the question remains: is there 
more to reductionism than an institutionalized gamble in Fodor's sense, and is it pos­
sible to delineate conceptually sound and pragmatically useful positions that can 
guide the experimentalist's pursuits? 

In a recent monograph, Clark (1980) examined in detail the scope of a "model 
reductionism" that assures internal consistency of the relationship between reduced 
and reducing science and avoids unwarranted ontological commitments. In this con­
text, a model comprises a structure of relationships between states and processes, 
shared by two separate domains of which one (i.e., the reducing domain) is well 
understood, and the other contains hypothetical terms under empirical investigation. 
Explanatory reduction is then said to occur if events and processes in the reducing 
model domain can be assigned to each theoretical term in the reduced domain. 
Model reduction succeeds if an isomorphism of relationships between reduced and 
reducing domain can be justified. To illustrate: the behavior of a closed volume of 
gas is described by certain quantitative relationships between volume, pressure, and 
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temperature. In the first step, certain identity claims are made, e.g., pressure and 
average kinetic energy of particles impinging on the container's wall are considered 
equivalent; then, justification for the identity claim is established by quantitative cor­
respondence between temperature on the one hand, and pressure as well as mean 
kinetic energy, on the other. Hence, applicability of, say Boyle's law corresponds to 
appropriate equations in statistical mechanics. Thus, model reduction is justified. 

In contrast to mere analogy, model reduction imposes a strong constraint. If, for 
instance, a model is found that can account for a set of psychological phenomena, 
but requires processes that are known not to be realizable in the nervous system, it 
is considered disconfirmed. For example, consider a model of psychological func­
tions in vision that would require computations that could demonstrably not be 
executed by the nervous system. The impossibility would require abandoning this 
particular psychological model. Accordingly, model building in psychology and 
neurology are complementary, and both disciplines work together towards defining 
a unified theory. 

In the conventional sense, a theory is a partially interpreted calculus in which the 
nonlogical terms receive sense and reference through association with observational 
predicates. Since the theory is common to both domains of empirical discourse, the 
assignments of observational predicates are admissible in both domains; hence, there 
is validity in both psychological and neurological discourse running side by side. In 
contradistinction from eliminative reductionism, two levels of discourse coexist and 
are joined by a common theory. Explanations in psychological and neurological 
terms can employ a different vocabulary, and address different observables as long 
as the relationships between these terms in their respective domains are of the same 
structure (i.e, stand in the same antecedent-consequent relationship). Accordingly, 
the exile imposed on mental processes and events by positivism and logical be­
haviorism is waived, and "mentalese" is once again elevated to the status of a reput­
able scientific dialect. 

In the structuralist tradition, sameness of structure goes beyond the static descrip­
tion of relationships between components; it also requires identical transformation 
rules, such that a perturbation in one domain is accompanied by a corresponding 
transformation in the isomorphic domain. 

Model reduction seeks to offer an escape hatch from the dead end of an ontolog­
ically encapsulated, eliminative reductionism by offering a different concept of 
"bridge laws:" in place of translation rules for properties in "type physicalism" or 
mechanistic bridge explications in "token physicalism," model reductionism posits 
structural isomorphism as the connecting principle, while granting continued auto­
nomy to the connected disciplines. Clark (1980) attempts a valiant refutation of the 
indictment by the critics of type and token physicalism by adducing some seemingly 
successful examples of neuroreduction of motivated behavior; but it still remains a 
matter of debate whether his illustrations fall more into the category of analogies 
than of genuine model reduction. 

The transposition of these general considerations to the central topic of this over­
view motivates, in the first place, the delineation of some currently prevailing doc­
trines in psychology as models of psychological processes. It will then become possi­
ble to scrutinize the extent to which these psychological models are suited to concep­
tualize research of brain events. This, in turn, will allow the application of the acid 
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test of neurological realizability of psychological models as the prerequisite for 
stipulating isomorphism in the sense of model reductionism. 

2 Models of Computation and Representation 

The sorting out of deficencies of token physicalism in interaction with arguments 
from machine analogies led to the emergence of the doctrine of functionalism: men­
tal events are to be characterized in terms of their causal relations to input-events, 
output-events, and other mental events (Fodor 1981). As Dennett (1978) put it, "to 
say that a particular belief or pain, for instance, is a particular functional state is to 
say that anything, regardless of its composition, chemistry or other physical features 
that fulfill the same functional (i.e. causal) role in a functionally equivalent system 
would be the same belief, pain, etc." A given psychological state is said to have a 
content in virtue of the causal role it plays in regulating behavior. In the specific form 
of "machine functionalism," this doctrine provides the umbrella for much of the cur­
rent work in cognitive psychology, psycholinguistics and artificial intelligence; it is 
based on the notion that the computing paradigm is the best bet for granting scien­
tific status to psychological theories. 

Starting from an observed competence, say for stimulus discrimination, the task 
is to devise a performance model (often in the form of a computer program) that 
would display that same competence. A complex operation is decomposed into 
elementary processes that can be stated in formal, syntactic terms. The next step is 
to seek support for the claim that the performance model is isomorphic to the "real" 
situation. Dennett (1978) captured this idea in a delightful pun: "getting the cat 
skinned at all can be a major accomplishment; getting it skinned in the way people 
seem to get it skinned is even better." Functionalism is in accord with the research 
strategy of model reductionism. Consider the competence of learning: getting it 
skinned at all amounts to devising models that exhibit this competence; finding a 
model that satisfies neurologically realizable and identifiable process and events is 
skinning it even better, as it affirms isomorphism between psychological and 
neurological competence. 

As an historical side remark. Freud was cognizant of this functionalist approach. 
In his posthumously uncovered manuscript "Project for a Scientific Psychology," he 
took ideas of psychological competences, such as wish fulfillment in dreams, repres­
sion, etc., as points of departure and designed the blueprint of a model that would 
be functionally equivalent; except that we would now say that he skinned it in a way 
that is different from the way the nervous system does it, at least as we now know 
(Hobson and McCarley 1977). 

A considerable number of current and recent studies adhere to the same para­
digm: consider, for instance, the numerous efforts to design associative networks 
that mimic learning and memory (Sutton and Barto 1981; McClelland and Rum­
melhart 1981). These attempts consist of either implementing a psychological com­
petence with mechanisms known to be realized in the nervous system or, else, in­
venting mechanisms that can be searched for in the nervous system to achieve clo­
sure on the skinning. Several of these "neurologizing" architectures were recently re­
viewed by Anderson (1984). 
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Within the framework of functionalism, psychology in general and cognitive psy­
chology in particular are currently inspired to a large extent by the intuition of a fun­
damental similarity between computation and cognition. This intuition is nourished 
by the notion that brains, like computers, are physical systems whose performance 
can be described in terms of rules operating on symbolic representations. The 
functionalist views representations as provisions for successful causal interaction 
with the environment. Although the notions of representation and computation are 
currently the implicit or explicit reference points for burgeoning fields of study, it has 
not been possible to muster any stronger endorsement than that they are "the only 
detailed hypothesis available for exploring how it is possible for a physical system to 
exhibit regularities that must be explained as rule following or even as governed by 
goals and beliefs" (Pylyshyn 1980), or "it is the best we have got - and it is over­
whelmingly likely that computational psychology is the only one we are going to get" 
(Fodor 1980). 

Even though cognitive psychology appears to flourish on the soil of the computa­
tionirepresentation intuition, there seems to be reason for some caution against 
grasping at the "only straw floating," as J. Lettvin is reported to have once said 
(quoted from Dennett 1981). 

The appeal to representation in cognitive psychology entails a further specifica­
tion of the nature of the computational processes as being both formal and symbolic, 
the latter to the extent to which they involve semantic attributes such as truth, refer­
ence, and meaning. 

While the concept of computation and representation appears heuristically useful 
in cognitive psychology, it has in the last analysis led to a disavowal of the complete 
realization of any form of reductionism. Some cognitivists reason along these lines: 
conditions for ensuring the internal consistency of a view of mental activity as literal 
computation include a fundamental distinction between two kinds of explanation of 
behavior (Pylyshyn 1980, 1984); these are, first, the operation of causal or biological 
laws as necessary and sufficient conditions and, secondly, the availability of an inter­
nal representation with semantic properties. This distinction separates "fixed" men­
tal capacities such as the mind's "functional architecture" from capacities that are 
context dependent and can vary from situation to situation. Paraphrasing an illustra­
tive example given by Pylyshyn (1980) may help clarify the distinction: while prepar­
ing notes for this overview, I have ideas in mind that I selected as the goals and ob­
jectives I wish to communicate. I proceed writing notes. Clearly, my brain states 
cause me to move my hand in particular ways as I lead the pencil over the paper, but 
these movements are members of a larger equivalent class of brain states that encom­
pass reference to the as yet not accomplished goals of formulating my ideas. This 
latter relationship to my brain states of writing are not causal in any direct sense; 
instead, these states are representations of an intention with which the execution of 
my hand movements are connected by certain rules. The goal state of completing 
the outline is seen as an independent, autonomous level of representation (a se­
mantic description) for which the brain states of executing the hand movements are 
the causal-executive channel; it can be accessed by many different semantic rep­
resentations. This example is to underscore the distinction between semantic-inter­
pretive symbolic codes and functional architecture as a multiple-realization relation­
ship. 
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When speaking of contents of representations, cognitivists have conceptual con­
tent in mind, and not the reference of this content to the real world. As the morning 
star and the evening star have the same referent in the real world, but different sense 
11 la Frege, they are said to be intensionally different, and this difference is reflected 
in the different contents of their representations. 

The internally consistent elaboration of the general distinction between a fixed, 
informationally encapsulated form of brain processes and representations with 
semantic content has run a pessimistic course of resignation that reached its most 
explicit formulation in Fodor's (1983) monograph entitled "The Modularity of 
Mind." Fodor cuts the homogeneous perception-cognition cake of the "new look" 
psychologists into vertical slices of domain-specific, hard-wired, autonomous facul­
ties, which one may in first approximation equate with the functional architecture of 
the sense modalities; their output is thought to covary with environmental states in 
the manner of "compiled transducers" (Fodor and Pylyshyn 1981). This is to connote 
the independence of their function from such situational fractors as a goals, beliefs, 
or wishes. Their isolation from the organism's background knowledge limits their 
function to supplying primarily input-data-driven presentations of proximal stimulus 
configurations to the top layer of the cake after some unspecified degree of computa­
tional elaboration by neuroanatomically and genetically specified mechanisms. 

In contrast, the top layer is said to extend isotropic ally over the cake's entire sur­
face, with information "flowing every which way" (Fodor 1985), lacking articulate 
architecture and with no markings that tell how to divide it up. This top layer is con­
sidered the domain of symbolic representations; wholistically encompasses semantic 
contents and is resistant to analysis of global interdependencies between sets of pro­
positions and beliefs. It would functionally correspond to Quine's "webs of belief" 
or, perhaps more remotely, to Husserl's Noema (Dreyfus 1982), or to the closed 
semiotic systems of de Saussure and Peirce. 

Fodor (1983) gloomily concludes, "just as the earlier Turing machine models pre­
cluded any serious neuropsychology, so does the account of the stipulated isotropic 
central processor, for - as Dreyfuss has independently and incessantly emphasized -
we have no idea how a computational formalism would operate in such a setting." 
With some irony, we must notice that the most prominent offspring of functionalism 
has defeated model reductionism, which was seen by some as one of its promising 
offsprings. Sic transit gloria mundi! 

I shall return to this question after some detour. 

3 Quo Vadis, Neurophysiologist? 

The implications for the neuroscientist are far reaching: some cognitivists have 
carved the brain for him into a territory he has no business entering, lest he take the 
risk of transgressing alleged conceptual boundaries; his travel permit is restricted to 
the land of functional architecture. This territory bears the stamp of information­
processing machines, running on compiled programs which cognitivists declare out­
of-bounds to the world of propositional attitudes such as beliefs, expectations, and 
goals; a criterion of "cognitive penetrability" has been set up as frontier guard. This 
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criterion has two sides: on one side, it circumscribes processes in the sensory trans­
ducers which can fully be accounted for by stable, causal mechanisms; on the other 
side are processes whose regularities and general features cannot be captured in be­
havioral or neurological terms, but are thought to require the appeal to semantic, 
representational, and intentional accounts. By way of illustrating, consider the per­
ceptual process. To the extent to which it requires inference and is subject to the per­
ceiver's belief system, it is cognitively penetrable; but a noninferential contribution 
of transducers with fixed modes of operation is also part of the process. Accordingly, 
fluctuations in late components of visually evoked responses relative to a person's 
expectancies must be considered cognitively penetrable, but the transduction of the 
visual stimulus in the retina is not. Although in each case physical processes cause 
the organism's response, the explanation of the entire class of evoked cortical re­
sponses requires recourse to generalizations in cognitive (semantic, intentional, sym­
bolic) terms. 

As a methodological device, cognitive penetrability purports to divide the entire 
range of psychology (and by implication, neurology) into two classes: those functions 
that are and those that are not modified by a persons's goals or beliefs. This ist not 
to be construed as a departure from materialism, but merely reflects the stance of 
some cognitivists that generalizations over certain classes of psychological functions 
call for explanations in cognitive terms, which, as a class, are not reducible to causal­
mechanistic accounts. However, at least at first glance, this conclusion conflicts with 
the extensive, recent evidence for neurobiological mechanisms of "state control," re­
flected in regular relationships between states of motivation, attention and prior 
knowledge, and neuronal activity (Mountcastle et a1. 1981; Wurtz et a1. 1984; Hob­
son 1984). 

This radical position departs in a fundamental way from the more conservative 
cognitive neuropsychology that treats perceptual-cognitive faculties in a unitary fash­
ion within the framework of information processing; encoding, retrieving, and trans­
forming information are the units of its currency. With this currency, the perceiver is 
thought to resolve the "poverty-of-the-stimulus argument". The critical issue is 
whether or not the information contained in the stimulus per se supplies all that is 
needed for the perception of the object. Granting the importance of the data-driven, 
"bottom-up" processing of stimulus information does not eliminate the need - so it 
is argued - for some contribution by stored, prior knowledge. Once this position is 
adopted, the puzzle becomes: how does the form of these mental contents differ 
from the propositional format of conscious knowledge (Rock 1985)? When Fodor 
(1985) proposed that "very much wanting the Mueller-Lyer illusion to go away does 
not make it disappear," Rock (1985) would presumably answer: "because uncon­
sciously represented knowledge in the form of visual memories overrides consciously 
apprehended knowledge." 

The approach of Palmer (1982) can serve as an illustrative example of the di­
lemma: a chain of sequentially arranged "analyzers" is thought to partition the out­
put from lower-order analyzers progressively, according to rules of transformational 
equivalence. The task of higher-order analyzers is to extract relations over the spatial 
distribution of the energy flux impinging on receptors from the environment, which 
display transformational invariance under the group of similarity transformations of 
Euclidean geometry. If one subscribes to a relatively naive realism, one could argue 
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- as Shepard (1984) implies - that the embodiment of the similarity transformation 
group of Euclidean geometry evolved under evolutionary pressure: it would have be­
come part of the functional architecture. However, perceived shape is relative to a 
reference frame, roughly analogous to coordinate systems in analytical geometry. 
The selection of the reference frame by the perceiver, although multiply determined 
by properties of the target stimulus, also appears influenced by an "intentional com­
ponent" as a biasing process, based on expectations (Palmer 1985). 

Of course, this - shall we say, moderate - type of cognitive theory is also compu­
tational and representational, as any transformation requires some data structure to 
be operated on by an algorithm of sorts. But note the different place assigned to in­
tentional-semantic functions as the distinguishing feature that separates the "radi­
cals" from the "moderates." 

4 How Functional Is Functional Architecture 

The concept of functional architecture is noncommittal with regard to the nature of 
the input signal: are the functionally relevant properties of the impinging stimulus 
array extracted by algorithms, such as those elaborated in great detail for the optic 
array (Marr 1982), or is there some form of "direct" pick-up of "invariant proper­
ties" from the stimulus array, as Gibson's ecological approach proposes (Gibson 
1979)? Some cognitivists, for instance Fodor and Pylyshyn (1981), seem to see possi­
bilities for reconciliation in what, for years, had been a radical dichotomy between 
these two positions. In their mind, the issue is no longer whether input processing is 
computational or not, but rather what it is that is being computed, and what are the 
primary data for computation: is it possible to extract computationally useful con­
cepts from Gibson's genuine insights, even though they may entail consequences that 
are diametrically opposed to his radical refutation of algorithmic approaches? 

Gibson said, "invariants are detected in the optic flow." Recent investigations 
have, in fact, established principles of computational information extraction from 
optic flow (Clocksin 1980; Buxton 1983; Riseman and Arbib 1977) and thus began to 
eliminate one of the objections to Gibson's position, which were based on the alleged 
failure to specify operationally how to capture the information in optic flow. This 
circumstance could bring the dialectic between computation and anticomputation to 
an end. But is this really the central issue? Perhaps not, and the arguments go like 
this: Gibson's "heresy" is fundamentally related to the objection against separating 
syntax and semantics; however, this very separation is an essential aspect of formal 
computation (Haugeland 1981; Hopcroft and Ullman 1969). Once this separation 
has occurred - so says the ecological psychologist - any subsequent assignment of 
semantics by interpretive functions is arbitrary. Hence, the computed representation 
has no structural and functional resemblance to its referent. Any attempt to recon­
cile the ecological with the representational view is thus doomed on first principles 
(see Carello et al. 1984). 

I will now suggest considerations that may enable the neurophysiologist to contri­
bute to this dialectic. After Hubel and Wiesel's discorvery of the feature-detecting 
neurons in area 17 of the visual cortex, structurally and functionally fixed line and 
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edge detectors (and, later on, spatial frequency detectors) were taken to be the ex­
clusive raw material for any theory of vision, and - in generalization - for much 
speculation about any perceptual process; see for instance Werner (1974). The 
sophisticated algorithms developed by Marr and his associates were designed first to 
generate and then to operate on the "primal sketch" as the basis of segmentation of 
the neural response panorama into regions that would correspond to "real" objects. 
Based on psychophysical data of Stevens (1983), Marr (1982) also explored other 
kinds of measurements that can be extracted from variations of texture, and how 
shape could be recovered from shading; the computational problems are consider­
able (Grimson 1981). Despite their computational sophistication, currently existing 
artificial intelligence vision systems require generally substantial a priori knowledge 
of real objects (Mackworth 1976). An alternative approach to figural synthesis seeks 
to bridge the step from local to global processes differently: visual contours would 
emerge as invariants under transformations of vector fields (Roffman 1984; Dodwell 
1984). 

One of the main difficulties with the implementation of computer vision algorithms 
in the conventional (von Neuman) architecture of digital machines resides in the 
temporal constraints: a perceptual process carried out by the brain in, say, 100 ms in­
volving computational elements (i.e., neurons) with a basic speed of about 1ms per 
operation, requires in the machine implementation millions of time steps. Therefore, 
alternatives deserve serious consideration. 

Beginning with the input stage: is it conceivable that line and edge detection are 
but one component of the output made available by the registration devices? If it 
were possible to identify neurons that could form canonical groupings over the 
energy flux of their receptors, a radically different situation would emerge; for in­
stance, edges and slants would fall out secondarily as boundaries between regions. 
The issue is the "forest before the trees" phenomenon (Navon 1977), in the sense 
that analysis of aggregates could precede the analysis of their components. Riseman 
and Arbib (1977) and Ullmann (1983), amongst others, have emphasized the consid­
erable economy resulting from a dual approach to segmentation by region-based as 
well as edge-detecting methods. Here is a specific question to the neurophysiologist: 
have we, in fact, exhausted the search for different forms of "raw measurements" 
that may be available at the input stage? Actually, it did not become apparent until 
recently that neurons in the visual projection pathway signal more complex and also 
time-varying aspects of the visual scene in anything but the rigidly fixed, static man­
ner of the Rubel-Wiesel neurons (Fischer and Krueger 1974; Regan and Beverley 
1979; Zeki 1979; Smith and Marg 1974). 

The question is actually of a more general type. Experimental design in 
neurophysiology is generally guided by a search for the encoding of physical vari­
ables that are basic in Newtonian physics or Euclidean geometry, although there is 
no a priori reason to assume that perceptual systems must necessarily begin by regis­
tering elementary variables in physics. Runeson's (1977) startling illustration of the 
possibility of "smart" perceptual mechanisms that would use shortcuts and register 
complex variables directly, efficiently, and economically can serve as an alerting 
signal to the neurophysiologist. The lesson from Runeson is that suitable concatena­
tions of elementary physical variables to fixed units of operation can turn complex 
into simple computational tasks. 
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The point of this excursion is that, conceivably, the computational intuition may 
possess more and still unexplored power than cognitivists and neurophysiologists 
have granted it: first, at the level of transducers, by considering edge detectors to be 
not the only format of input. This entails a search for smart neurons that directly 
register composites of Newtonian variables. 

A second limitation of the conventional computational paradigm in cognitive 
science is attributable to its restriction to the notion of von Neuman machines, which 
are based on the sequential operation of a central processor on passive data struc­
tures. The accumulating evidence from the neurosciences calls the appropriateness 
of this prototype for computation in the nervous system into serious doubt. Con­
sider, for instance, that the visual pathway, at least in higher mammals, consists of 
different categories of neurons with distinctive physiological properties and separate 
regional distribution, each contributing distinctively to vision; see Lennie (1980) for 
a review. Likewise, consider the degree to which different cortical areas specialize 
for different details in the visual field (Zeki 1979). The parallel to a system of 
hardware-connected, interacting processors is inviting (Ballard et al. 1983), but the 
principles of computation in such a system are, at this stage, far from transparent, 
both in the theory of computation and in the neurosciences (Fahlman 1981; Feldman 
1981). Nevertheless, the rapid rise of interest in computing architectures consisting 
of multiple processors working together has significant implications for the neuro­
sciences. Computer architectures with massive parallel structure make it possible to 
replace the time-consuming algorithms for symbolic information processing and the 
constraints of content-addressable memories in the conventional von Neuman con­
figuration with suitable connectivity between separate processors; the connectivity is 
equivalent to wired-in semantics (Brown 1984). Thus, the burden of neural computa­
tion shifts to the structure of connections in networks of neurons. 

Consider the difference: conventional computation is based on serial operations 
with abstract symbols whose meaning originates with the rules that contain and 
manipulate them. This symbol-processing approach mimics certain forms of human 
mental competences remarkably well (Newell and Simon 1972). The parallel archi­
tecture is, in some sense, the flip-side of this: it grants the activity in a collection of 
processing elements the status of meaning-carrying symbols and enables the activity 
pattern in the collection of processors to causally determine the interaction with 
other collections of processors. Minsky (1980) sketched an outline for the way in 
which neural computation may be organized by this principle: the place of the central 
processor with content-addressable memory of the conventional paradigm is taken 
by a "society" of processors of simple complexity, and direct access to a limited 
number of other, local processors is postulated. The agents communicate by passing 
excitatory or inhibitory signals between them, according to their respective internal 
states. The patterns of their activity are thought to correspond to particular mental 
states. Although not yet developed in operational details, this approach seems to 
offer promising possibilities for avoiding the troublesome problem of computing rep­
resentations of the external world in real time by assembling its tokens from 
hardware-connected, ready-made components. 

The formal characterization of the logic that governs the behavior of such a socie­
ty of agents is a problem that has occupied McCulloch in a very substantial way 
(McCulloch 1965), and it may now be possible to capitalize on the extensive studies 
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of non-Aristotelian logic that Guenther (1964) undertook to find a suitable decision 
algorithm in contexts of interrelated agents. 

History is also coming full circle in another way, though enriched with new con­
ceptual foundations and technical tools. The random nets of elementary computing 
units with self-organizing capability of the 1960s (Rosenblatt 1962) surface now as 
fixed connectionist or random interconnected networks (Amari and Arbib 1982; 
Grossberg 1982; Feldman and Ballard 1982) that can model an action-oriented 
notion of perception and the transition from a random to a quasi-stable functional 
organization. 

The growing interest in the formal properties of connectionist models is being 
reciprocated by a corresponding emphasis on coalitions in groups of neurons at the 
theoretical level (Anderson and Hinton 1981), at the level of neurophysiological in­
strumentation development (Reitboeck and Werner 1983), and with initial efforts to 
capture quantitative indices of the activity patterns in clusters of neurons (Reitboeck 
1983). The trend is away from the "localist" view that each single neuron represents 
a particular feature of the environment to a view of coalitions of neurons as dynami­
cally functioning units, in the sense of Hebb's cell assemblies (Jusczyk and Klein 
1980). 

Based in part on the work of Minsky and Papert, Ullman (Ullman 1984) cautions 
appropriately against facile generalizations. There is room for both serial and paral­
lel operations, much as there is evidence from psychophysical observations for a divi­
sion of labour between seeing "where" and seeing "what," the former being attribut­
able to preattentive parallel processes, and the latter requiring serial search by focal 
attention (Sagi and Julesz 1985). At a more intuitive level, the image of multiple 
knowledge sources, each with in incomplete view of the world but scheduled to inter­
act for refinement and error correction, presents itself as an attractive paradigm 
(Kohler 1983). The computational prototype for this is the Hearsay II speech-under­
standing system (Erman et al. 1980) or a hard-wired or simulated implementation of 
NETL (Fahlman 1982). 

5 The Exorcism of the Homunculus 

Of course, computation and representation, naively viewed, can resurrect an ugly 
ghost. Unless conceptual rigour is observed, the image of homunculus watching 
some display in the brain is conjured up. Worse still, cortical maps with at least some 
superficial resemblance to the spatial organization of perception seem to lend some 
credence to a tangible role of an inner screen. The specter of dualism and infinite re­
gress looms threatingly on the horizon! Koenderink (1984) recently generated one of 
the most elegant exorcisms in connection with the time-honored problem of "local 
sign:" how can a place label be assigned to a peripheral nerve fiber carrying impulse 
responses from excitation of its receptors? The line of thought runs roughly as fol­
lows: the only thing the brain has access to are the fluxes of nerve impulses in a 
matrix of receptive fields; such a record has structure insofar as there are constraints 
on the possible simultaneous/successive orders in which the matrix elements can be­
come active. Hence, the totality of all possible patterns of simultaneous/successive 
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orders of activity is, de facto, isomorphic with the geometrical structure of some 
abstract space. In this sense only is it then permissible to say that the matrix of neural 
elements carries (represents) geometric information. But note that the geometric 
structure - as Koenderink put it - is "not in the record but in the description of the 
apparatus." The place of the homunculus watching the picture on the screen is now 
taken by an algorithm that computes correlations over the record; the geometry is 
implicit in the activity of the network. As Dennett said, "the more procedural knowl­
edge becomes in a representation, the less homuncular is the problem." 

In Koenderink's view, the data structure and the algorithms are available for two 
purposes: to govern sensory-motor behavior reflexly; and to acquire experientially a 
"key" for coordinating categorial descriptions of successive/simultaneous orders of 
neural activity in the record with perceptual "images." For both situations, activity 
patterns in groups of nerve fibers or receptive fields are the truly relevant neural 
datum. 

We can see in this principle of neural population function the shades of Pitts and 
McCulloch (1947) and their elaboration by Arbib (1980) to the concept of cooperative 
computation in somatotopically organized neural networks: a population of neurons 
governs behavior through their joint activity, except that in Koenderink's view 
somatotopy is itself a function of population activity. Indeed, it has been proposed 
that somatotopic organization of sensory projections may be more an evolutionary 
expedient than have primary functional significance (Werner 1970). McCulloch's 
principal concern with the "redundancy of potential command" in neuronal popula­
tions, to which he sought the solution in various forms of non-Aristotelian logic 
(Guenther 1979), then reduces to some form of correlation algorithm that feeds on 
the constraints on simultaneous/successive orders of activity in neural assemblies as 
the equivalent of geometrical structure in abstract spaces. Similarly, the allocentric 
and egocentric spatial maps of which Lieblich and Arbib (1982) speak could be con­
strued to reflect differences within a class of related algorithms with distinct spatial 
isomorphisms. 

Liebich and Arbib (1982) endow their maps explicitly with motivational and 
action-oriented functions. Along with Koenderink's previously stated view, this 
implies the causal functions of neural representations and implies in addition that 
neural representations are recursively updated and enriched with each action per­
formed. Shaw and Mingolla (1982) swiftly "ecologized" the Lieblich-Arbib concept 
of representations by equating allocentric maps (and trajectories for their traverses) 
with Gibson's (1979) affordance structure for subject-environment transactions. 

In the next section, I will follow a path that also highlights an action-oriented and 
structure-oriented approach. Although this path has been available for some time, it 
is not much traveled, perhaps because it carries these elements to consequences that 
violate some deeply rooted habits of thought. 

6 Semantics or Structure? This Is the Question 

The preceding sections of this overview brought us at several junctions up against 
semantics as a controversial issue. This was the case with the split amongst the Cog-
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nitivists, with the split between cognitivists and the ecological psychologists, and with 
the advice of some cognitivists that we shall never know how "higher nervous sys­
tem" functions operate. I alluded to possible and yet inadequately explored expan­
sions of the experimental and theoretical knowledge base that could, perhaps, heal 
some of these splits within a representational and information-processing frame­
work. But we have not yet considered the possibility of the basic flaw in the rep­
resentational paradigm. 

One basic fact - self-evident to the point of often not receiving adequate attention 
- is that all that is accessible to the nervous system are the states of activity of its 
neurons, in turn giving rise to other states of activity (see Koenderink 1984). In this 
sense, the nervous system is a self-referring system (Maturana 1970). Any change 
produced by an independent, external source instigates a change in the state of activ­
ity of some of the elements in the system. Here is the crucial issue: is this change an 
"image" of the external event, or is it - as Maturana and Varela (1980; Varela 1979) 
propose - a response to an external perturbation that is primarily determined by the 
system's internal organization and structure. In the latter view, a firm distinction is 
drawn between the organism's response to an external event and the way in which an 
observer, beholding both the organism and the environment, can conceptualize this 
response. As far as the organism (and its nervous system) is concerned, the inter­
action with the environment sets in motion a perturbation of its internal organization 
and structure which attain recursively a new equilibrium state. For the observer, on 
the other hand, the interaction can be viewed as an informational transaction be­
tween the organism and its environment. In other words, to speak of representation 
in the nervous system is to obscure the constructive, recursive interdependence be­
tween organism and environment, which is a function of the organism's structure. 
The semantic discourse of the observer has no referent qua nervous system. Without 
intending a pun, here is a conceptual connection to the connectionist trend of paral­
lel processing: the semantics is wired into the system. 

From this position it follows that three (and only these three) problem areas are 
valid approaches for empirical research in neuropsychology: 

(a) to correlate behavior of the organism with observable changes in the environ­
ment; 

(b) to describe the neurophysiological processes set in motion by the external per­
turbations as evidence for the nervous system's homeostatic, self-referring structure; 
and 

(c) to treat the organism's responses as ways in which it specifies its environment 
(rather than its ways of representing the environment) (Maturana et al. 1972). 

Here is an example how the story goes. Consider size constancy as the divergence 
between perceived object size and retinal image size; conventionally, this phenomenon 
is analyzed in terms of distance and size as features of the external environment. In 
contrast, Maturana et al. (1972) ask, are there processes internal to the perceiver'S 
organism that would account for size constancy without recourse to features of the 
environment? Their observationally supported answer is yes; size constancy is a 
function of accommodation as a manifestation of the nervous system's compensatory 
response to the environment. Instead of distance being a feature of the environment 
that needs to be "grasped" by the perceptual system, the sensory event of size con­
stancy is specified by the organism's response to changes in the stimulus input that 
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results in a change of the ciliary muscle innervation. The system's response to a per­
turbation, which is determined by its internal organization, becomes manifest as a 
sensory response. 

The change of perspective is radical; one might even be inclined to say it is of 
quasi-Copernican scale. Note the shift in outlook, from the environment as the be­
holder of physical features of percepts, to the nervous apparatus as a self-contained 
system which specifies features of the environment by its internal reactions to pertur­
bations. The objects of perception in an observer-included epistemology as "tokens 
of stable behavior" are for the nervous system equilibrium states in recursions of sen­
sory-motor interactions (von Foerster 1984). Accordingly, perception and percep­
tual space do not represent features of the environment, but are expressions of the 
anatomical and functional organization of the nervous system in its interactions. 
Kant and Leibniz still cast long shadows! 

Whether this change in perspective illuminates a successful path around the 
roadblocks of semantics and intentionality in neuropsychology remains to be seen; 
but, considering the difficulties with them, it may be worth the gamble. Disentangl­
ing the knots of reductionism would be one of the trophies. 

7 Summary 

Recent trends in cognitive science invite a reexamination of neuroreductionism. The 
role assigned to semantics and intentionality challenges the scope of legitimate prob­
lem formulation in the neurosciences. This overview traces some of the implicit and 
explicit conceptual strands to their consequences, and indicates approaches that may 
circumvent apparent inconsistencies and conflicts. Of the several considerations 
raised, a primary role is given to the replacement of the serial processing paradigm 
of conventional computing by a parallel architecture of multiple, interconnected pro­
cessors in models of psychological functions and in the interpretation of neurological 
data. In the parallel mode, some of the semantics of the information interchange can 
be attributed to the structure and the strength of connections between processors. 
The question is: how much semantics is wired into the nervous system? 
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The Endogenous Evoked Potentials 

T. W.PrCTON 

1 Introduction 

This paper reviews some "endogenous" potentials that can be recorded from the 
human scalp in relation to the processing of sensory stimuli into behavioral re­
sponses. Twenty years ago, Sutton et al. (1965) distinguished between the endogen­
ous and exogenous evoked potentials. Exogenous potentials are determined by the 
physical nature of the evoking stimulus, whereas endogenous potentials are related 
to the psychological significance of the stimulus to the subject. 

2 The NlOO and Attention 

The human brain is able to attend to selected channels of incoming information and 
to ignore others. A typical example of selective attention occurs at the cocktail party. 
The experienced guest at such a party can ignore the monologue of the boring person 
before him and attend to a more interesting conversation at some other location. In 
1973, Hillyard et al. described an evoked potential paradigm based on this cocktail 
party effect. Two trains of tones were presented to the subject, one train of low-pitch 
tones to the left ear and one train of high-pitch tones to the right ear. In one condi­
tion, the subject attended to the low tones in order to detect an occasional subtle 
change in frequency, and ignored the high tones in the other ear. In a reciprocal con­
dition, the subject attended to the high tones and ignored the low tones. The attend­
ed tones evoked a negative wave at lOOms (the NlOO) that was greater in amplitude 
than when the tones were ignored. More recent experiments have shown that this en­
hanced NlOO is probably caused by a superimposed negative process that begins dur­
ing the NlOO wave and that may outlast it. This "processing negativity" (NiUWinen 
and Michie 1979; NiUitanen 1982) or "negative difference wave (Nd)" (Hansen and 
Hillyard 1980, 1983; Picton et al. 1985) is best demonstrated by subtracting the 
evoked potentials obtained when the tones are ignored from those obtained when 
the tones are attended. This is shown in Fig. l. 

The nature of this negative process is not known. It could represent some addi­
tional sensory evaluation of the attended stimuli, a fixing of such stimuli in memory 
for later comparison, or some supervisory processes that activate and direct the sen­
sory evaluation or the memory access. Regardless of the nature of the generator, the 
Nd wave does indicate a relatively early selective processing of incoming stimuli. As 
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Fig.l. Selective attention. In this experiment, the subjects were presented with two trains of 50ms 
65 db nHL tones. One of the trains was presented to the left ear and the other to the right ear. One 
of the trains contained "standard" tones of 500 Hz and occasional (p = 0.2) "target" tones of 475 Hz; 
the other train contained standard tones of 1000 Hz and target tones of 1050 Hz. The subject was re­
quired to attend to one ear in order to detect the occasional target tones in that ear and to ignore the 
tones being presented in the other ear. This figure shows the grand mean evoked potentials from 
eight subjects. The data have been collapsed over both ear and tonal frequency. Waveforms were re­
corded from the vertex using a chest reference with negativity at the vertex plotted upward. The 
upper waveforms represent the evoked potentials to the standard and target tones when they were 
attended (dotted line) or ignored (straight line). The lower waveforms represent the difference be­
tween the attend and ignore conditions. When tones are attended, there is an extra negative wave 
superimposed upon the response. This shows up in the difference waveform as the Nd wave. The 
detected target tones are associated with a large positive wave called the P300. This only occurs if 
the target tones occur in an attended ear 

such, it may be helpful in investigating the problems that occur in patients with atten­
tional disorders. McGhie and Chapman (1961) have suggested that one of the main 
deficits in schizophrenia is an inability to attend selectively to incoming information. 
The schizophrenic subject therefore finds himself bombarded with far too much in­
formation to process appropriately. Baribeau-Braun et al. (1983) demonstrated that 
schizophrenic subjects show a normal attentional change in the NlOO when stimuli 
were presented at rapid rates but not when stimuli were presented more slowly. The 
deficit in schizophrenic patients is therefore not an absent filtering mechanism but 
rather an inability to maintain the setting of the filter over prolonged interstimulus 
intervals. 

3 The P300 and Information Processing 

The detection of an improbable "target" stimulus in a train of "standard" stimuli is 
associated with a large late positive wave in the evoked potential with a peak latency 
of approximately 300ms, called the P300. The more improbable the target stimulus, 
the larger the amplitude of the P300 wave (Duncan-Johnson and Donchin 1977; 
Fitzgerald and Picton 1981). As the amount of information in a stimulus is inversely 
proportional to the logarithm of its probability, the P300 appears to reflect some 
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aspect of information processing (Campbell et al. 1979). The P300 is clearly an endo­
genous wave, as it may be elicited by the absence of a stimulus if such a stimulus 
omission is both unpredictable and task relevant (Sutton et al. 1967). In simple tasks, 
the P300 occurs a little later than the reaction time (Goodin and Aminoff 1984). It 
manifests some cerebral event occurring after the sensory stimulus has been evaluat­
ed (McCarthy and Donchin 1981; Magliero et al. 1984). 

The peak latency of the P300 wave increases with age. Goodin et al. (1978a) ini­
tially reported that the P300 wave increased in latency by 1.8 ms per year between 
the ages of 15 and 76 years, whereas the earlier NlOO wave did not change signifi­
cantly with age. Similar age-related increases in latency have been found in many 
different laboratories using many different kinds of stimuli (Pfefferbaum et al. 
1984a; Picton et al. 1984). Some papers have reported that the increase in latency is 
greater the older one gets (Brown et al. 1983), but most papers have shown a fairly 
linear increase of 1-2 ms per year. Many patients with dementia have P300 latencies 
that are significantly longer than the normal range for their age (Goodin et al. 1978b; 
Pfefferbaum et al. 1984b). 

In order to determine what the age-related increase in P300 latency reflects, Stuss 
and I have related this latency to performance on various tests of mental function 
(Army Individual Test 1944; Shipley 1946; Thurstone and Thurstone 1962). Al­
though we used many different tests, there were basically two kinds. The first kind 
evaluated verbal memory or vocabulary. In this kind of test, the subject must give or 
recognize the definition or synonym of a word. The subject either knows the answer 
or not. The test evaluates the content and accessibility of long-term memory. The 
second kind of test evaluates reasoning ability. In this kind of test, the subject must 
go through a sequence of mental operations. For example, in the trail making test 
(Army Individual Test 1944) the subject has to link up a set of numbers in order on 
a page. This requires the subject to search for the first number, move the pencil to 
that number, determine which is the next number, search for that number, move the 
pencil to that number, and so on. In other tests, the subject determines the next 

Table 1. Correlations with P3 latency 

Variable 

Age 

Trail making test 

Shipley institute of living scale 

Vocabulary 

Abstraction 

Primary mental abilities 

Verbal meaning 

Numerical facility 

Reasoning 

Spatial relations 

Coefficient 
of correlation 

0.54 

0.56 

-0.25 

-0.45 

-0.36 

-0.47 

-0.55 
-0.50 

Data obtained from 52 normal subjects between the ages of 
21 and 78 years 
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members of a sequence of numbers or shapes. The subject must first examine the se­
quence, hypothesize a rule governing the sequence, test the typothesis, if it fails for­
mulate another hypothesis, test the hypothesis, if it works determine the next shape 
or number in the sequence, and so on. These kinds of tests require the continual up­
dating of a working or scratch-pad memory. The P300 latency is related to perfor­
mance on such tests much more than to performance on vocabulary tests (Table 1). 
One possibility is therefore that the P300 reflects the updating of working memory 
(Donchin 1981). Its latency on a simple task would therefore assess the speed of 
memory updating. 

4 N400 and Language 

Kutas and Hillyard (1980) recorded a late negative wave with a peak latency of ap­
proximately 400 ms following the presentation of a semantically inappropriate word 
at the end of a sentence: "He spread the warm bread with socks." This late negative 
wave did not occur if the final word in the sentence was physically inappropriate 
rather than semantically incongruous. Stuss et al. (1983) found a similar late negative 
wave in the response to a picture that the subject must name (Kaplan et al. 1976). 
The N400 wave therefore seems to be associated with some access to semantic mem­
ory. Two recent experiments illustrate that the N400 wave varies with the amount of 
memory search necessary to obtain the meaning of a stimulus. Fischler et al. (1983) 
presented sentences wherein the subject was an example and the predicate was a 

APHASIC f\ d H 

NORMAL 

Fig. 2. Evoked potentials during naming. In this experiment, the subjects were presented with pic­
tures from the Boston naming task. These were displayed on a video monitor for 1 s. The visual 
stimulus was preceded by a warning tone. The subject was required to determine the name of the 
picture and to repeat this 2 s later. The evoked potentials were recorded from a vertex electrode 
using a chest reference. Negativity at the vertex was plotted upward. Normal subjects showed a large 
late negative wave - the N400 - in response to the picture (arrow). The upper tracing represents the 
recording from a mildly aphasic patient. The responses were limited to those in which the patient 
actually gave the correct name for the picture. This patient shows a totally different waveform from 
that observed in normal subjects. There is a large late positive wave at about the same latency as the 
normal N400 (arrow) 
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category. The sentences could be either negative or affirmative and either true or 
false. A larger N400 wave occurred when the sentence was negative and true ("A 
robinlis notla tree") or when the sentence was affirmative and false ("A hammerlisla 
building"). Kutas and Hillyard (1984) found that the N400 to the final word of a sen­
tence was inversely related to the predictability of that word occurring in the context 
set up by the sentence. A larger N400 occurred for "The bill was due at the end of 
the hour" than for "He mailed the letter without a stamp." 

Stuss and I have been investigating the N400, by recording during a naming task 
in patients with aphasia. Although aphasia varies with the location of the lesion, all 
aphasic patients have some disorder of naming. It is therefore possible that different 
morphologies of the evoked potential during naming may relate to different lan­
guage disorders. The evoked potentials shown in Fig. 2 illustrate one pattern of ab­
normality that we have seen in aphasic patients. The evoked potentials of the aphasic 
patient were recorded when the patient named the stimulus correctly. Despite being 
correct, the actual waveform of the response is quite different from that seen in nor­
mal subjects. There is a large positive wave at about the same latency as the normal 
N400. This indicates that although the aphasic patient is performing correctly, the ce­
rebral mechanisms underlying this performance are quite different from those used 
by the normal subject. 

5 The Contingent Negative Variation and Anxiety 

Walter et al. (1964) reported that when one stimulus warned a subject about a sec­
ond "imperative" stimulus that required a response, a negative baseline shift devel­
oped between the two stimuli. This negative baseline shift was called the "contingent 
negative variation" (CNV). It occurred when a subject realized an important associ­
ation between two stimuli; i.e., that the second stimulus was contingent upon the 
first stimulus. 

Anxiety can decrease the amplitude of the CNV. There are two possible explana­
tions for this effect. One is that the anxious subject cannot concentrate on the task 
because he or she is distracted by the thoughts and feelings related to the anxiety 
(Tecce et al. 1976). The second explanation is that the anxious subject has a higher 
baseline cortical negativity, and that the CNV can increase only a little above this al­
ready high baseline because of a ceiling negativity (Knott and Irwin 1973). The 
relationship between anxiety and the CNV has been investigated during a simple 
learning task (Proulx and Picton 1984). Subjects with low levels of anxiety were easi­
ly able to learn the association between a pair of tones and a buzzer that they were 
asked to turn off as quickly as possible. This learning was associated with a con­
tingent negative variation (Fig. 3, top). Subjects with high levels of anxiety showed 
two patterns of response. One type of subject learned the association and developed 
a larger CNV than the low-anxiety subjects (Fig. 3, middle). This type of subject 
experienced high levels of anxiety during the experiments. The other type of high­
anxiety subject did not realize the association and did not develop any measurable 
CNV (Fig. 3, bottom). This type of subject, however, did not experience any high 
level of anxiety during the task. These results suggest that a subject who is prone to 
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Fig. 3. Anxiety and expectancy. In this task, subjects were presented with pairs of tones separated 
by 1 s. The tones were either high (2kHz) or low (1 kHz) in frequency, and there were therefore four 
different possible pairs. One particular pair was followed by a buzzer. The subjects were instructed 
to turn off the buzzer as quickly as possible, but they were not informed of the association between 
the paired tones and the buzzer. If the subject recognized the association between the tones and the 
buzzer, he could react more quickly to the buzzer. The evoked potential waveforms plotted with the 
continuous lines show the responses to the high-high pair of tones when they were associated with 
the buzzer. The dotted line tracing shows the event-related potentials recorded in association with 
the low·low pair of tones. The upper responses are from a subject who scored low on measures of 
trait anxiety. A negative wave occurs in association with the high-high pair of tones and the buzzer. 
The subject shows little state anxiety and turns off the buzzer quite quickly. The middle tracings are 
taken from a subject who scored high on measures of trait anxiety. A large contingent negative 
variation develops in association with the high· high pair of tones. The subject shows high levels of 
state anxiety and performs relatively well. The lower tracings are from another subject who scored 
high on measures of trait anxiety. No contingent negative variation develops. The subject turns off 
the buzzer very slowly, but does not develop much state anxiety during the taks 

anxiety can choose either to become involved in a task or not. If the subject becomes 
involved, there is more cortical activation than normal and the subject experiences 
increased stress. If the subject does not become involved, there is little stress but the 
performance is poor. 

6 Conclusion 

The endogenous evoked potentials recorded from the human scalp can suggest some 
of the cerebral mechanisms underlying attention, information processing, language 
perception, and anxiety. At present, they are helpful in delineating possible cerebral 
mechanisms in normal subjects and in suggesting the abnormal processes that may 
occur in patients with disorders of higher nervous function. Because of the wide 
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range of normality, the endogenous evoked potentials are not sufficiently precise to 
provide diagnostic information in individual subjects. 
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Cognitive Processing in the EEG 

H. POCKBERGER, P. RAPPELSBERGER, and H. PETSCHE 

1 Introduction 

The usefulness of the EEG for the detection of brain diseases, particularly epilep­
sies, has been shown convincingly over the years. Its clinical application has been 
based mainly on a visual description of more-or-Iess regular potential fluctuations, in 
terms of frequency bands and voltages and of several specific grapho-elements such 
as spikes, spike-wave complexes, and others. Thus, different focal or generalized 
EEG patterns could be empirically assigned to pathological or normal activities of 
the brain. 

With the introduction of computer-aided EEG analysis, a new challenge emerged 
and has led, among other things, to a deeper examination of the "normal" EEG and 
its possible alterations by mental processes. Such analyses, however, require the 
choice of appropriate parameters to be extracted from EEGs recorded during the 
performance of different cognitive or decisive acts. 

The selection of such parameters ultimately determines the choice of the experi­
mental design. For instance, studies of event-related potentials put the greatest 
emphasis on amplitude, waveshape, and latency of certain grapho-elements occur­
ring before, during, and after the stimulus. Since these responses are usually small, 
they have to be extracted from background noise by averaging a large number of 
trials. Therefore, such parameter extractions can be done only with tasks of short du­
ration, which puts narrow limitations on the experimental design. 

Contrary to this, studies of the ongoing EEG recorded during different mental 
tasks have the advantage of greater versatility of experimental design, so that it is 
possible to study complex mental activities, such as reading, mental arithmetic, and 
others. 

The application of spectral analytical methods makes possible the quantification 
of the EEG in terms of power and coherence, yielding information about activities 
recorded at different electrode sites on the scalp and also giving insight into the 
dynamic interactions between different neocortical areas. 

The aim of our studies is to show task-dependent changes in the ongoing EEG 
during mental activities, using these analytical methods. 

2 Methods 

EEGs were recorded from 19 electrodes placed according to the 10-20 system. 
Linked earlobe electrodes served as a common reference. Healthy volunteers were 
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Fig. 1. Flowchart of parameter 
extraction from different EEG 
recordings (control - task -
control) for further processing by 
statistical means. See text for 
further details 

seated in a comfortable chair and instructed about the different tasks (reading, lis­
tening to a story, mental arithmetic, contemplating a picture, and listening to music). 
Each task lasted 1 min and was preceded and followed by a control period of 1 min 
during which subjects were asked to relax and either to keep their eyes closed or to 
look at a black spot about 2 m in front of them. These two control periods served as 
a comparison for the EEG recorded during the task. 

Figures 1 and 2 outline the general timetable of such an experiment and the subse­
quent analysis in a digital computer. The 19 EEG signals were stored on analogue 
tape and digitized at 256 per second. From every minute of recording, 15 2-s epochs 
were selected for spectral analysis after visual inspection for artefacts. Then power 
spectra and cross power spectra were computed between adjacent electrodes in the 
transversal and longitudinal direction and between electrodes on homologous areas 
on both hemispheres (interhemispheric coherences). From these spectra, broad­
band parameters were selected for the theta (4-7.5 Hz), alpha (8-12.5Hz), beta! 
(13-18Hz), beta2 (18.5-24Hz) and beta3 (24.5-31.5 Hz) band. Finally, coherence 
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Fig.2. Flowchart of the two main pathways for the computation of probability maps. Either the 
EEGs of one group are compared (control - task) with statistical tests or the EEGs of different 
groups recorded under the same situation are compared 

spectra were computed. These broadband power and coherence parameters were en­
tered, along with results of a questionaire (right-left hander, male-female, musician, 
mathematician, etc.), into a data bank that served as a basis for further statistical 
evaluation of EEG changes. Significant changes of power and coherence parameters 
were presented in topographical maps. Thus, significant EEG differences caused by 
mental activity, or other differences between two groups of subjects (e.g., right­
handers vs. left-handers) could be plotted in so-called probability maps. 

3 Results 

For demonstration, examples of a study with healthy volunteers are given. Figure 3 
shows the probability of changes in EEG power and coherence in connection with 
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Fig. 3. Probability maps for power and coherence changes during reading [Fisher permutation test 
(Edgington 1980) for a group of 16 right-handed males] as compared with a resting condition im­
mediately before. Squares indicate either an increase (black) or decrease (open). Their size corre­
sponds to an error probability of 0.90,0.95, and 0.99. The vertical bars between the squares in the 
middle and the right columns indicate the pairs of electrodes for which coherence was calculated 
(middle column, transversal and longitudinal coherence; right column, interhemispheric coherence). 
Whereas alpha power decreases, beta power increases in different areas. Coherence increases 
primarily in the beta bands and decreases in the theta and alpha bands 
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Fig.4. Probability maps for EEG changes during mental arithmetic. Note different decreases in 
power in the five frequency bands and localized increases and decreases in coherence. Further 
details are given in the text. Symbols as for Fig. 3 
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silent reading as compared with a control period prior to this task (relaxed and look­
ing at a black spot at a distance of 2 m) for a group of 16 right-handed male students. 
Regarding power, one observers a decrease in alpha power, primarily in the caudal 
part of the scalp. In contrast to this, theta, betal and beta3 power increase in different 
locations (see left column of Fig. 3). 

Coherence changes are different. First, increases and decreases occur in a single 
frequency band. Secondly, the changes are more circumscribed. The probability 
maps indicate that theta and alpha coherences decrease, whereas coherences in­
crease in the beta bands. Furthermore, the decrease in alpha coherence is strictly 
confined to the left and right frontal and left temporooccipital regions. The increase 
in beta coherence occurs instead in the central and parietal areas. Interhemispheric 
coherences show a decrease in the frontal regions in the theta and alpha band and an 
increase in the paramedian regions (see left column of Fig. 3). 

A different pattern of power and coherence changes is observed during mental 
arithmetic (adding the natural numbers silently beginning with one, with eyes closed) 
when compared with the EEG when relaxed with eyes closed (see Fig. 4). The prob­
ability maps show that power decreases significantly in all five frequency bands, par­
ticularly in the theta and alpha band and to a lesser degree also in the betal and beta2 
band. No clear lateralization to either hemisphere can be seen. 

Again, coherence changes are more localized than during the reading task. Alpha 
coherence decreases in the right and left frontal and also in the left temporooccipital 
regions. Contrary to this, an increase in beta coherences is found, particularly in the 
beta3 band, which is more confined to the central and parietal regions (see middle 
column of Fig. 4). 

The interhemispheric coherences (left column of Fig. 4) reflect an increase and 
decrease in the alpha and beta bands, similar to the transversal and longitudinal 
coherences. Particularly the paramedian regions show an increased beta coherence 
during mental arithmetic. 

As a third example, power and coherence changes during listening to music with 
eyes closed are shown in Fig. 5. A period of being relaxed with eyes closed was re­
corded prior to this task and served as a comparison. Significant power decreases are 
observed in the theta, betab and alpha bands, the alpha decreases being more con­
fined to the left hemisphere. 

Coherences change in both directions, but are less significant than during reading 
and mental arithmetic. However, interhemispheric coherences show a characteristic 
change in that a decrease in the theta and alpha band in contrast to an increase in the 
beta bands in the frontal and temporal regions. 

Evidently these three examples, derived from the same group of male students, 
show remarkable differences and therefore support the long-held belief that infor­
mation about mental activity can be drawn from the EEG. In comparison with the 
EEG changes during mental arithmetic and during listening to music, in which power 
is decreased in all frequency bands, reading shows an increase and decrease of power 
in different frequency bands. The cause for this difference might be that during read­
ing the eyes were open, whereas the other two tasks were performed with eyes closed. 

One also observes different changes in coherence during these three different 
tasks. The smallest changes in coherence are observed during listening to music, 
whereas mental arithmetic is accompanied by the most significant changes, particu-
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Fig.5. Probability maps for EEG changes during listening to music. Power as well as coherence 
changes are less significant than during reading or mental arithmetic (compare Figs. 3 and 4). For 
further details, see text. Symbols as for Figs. 3 and 4 
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larly in the beta3 band. This might be caused by the different degrees of difficulty of 
the three tasks and the different degrees of personal engagement in every task. 
Moreover, personal talents and interests were not taken into account. 

4 Discussion 

The development of computer-aided EEG analysis has brought into being an en­
tirely new source of information. Several groups of investigators have developed new 
methods of EEG mapping, but have obtained results that unfortunately differ to 
some extent (Buchsbaum et al. 1982; Duffy et al. 1981; Giannitrapani 1985; Gevins 
et al. 1979). The major cause of the diversity of these results seems to lie in the inves­
tigators' selection of different parameters, methods, and paradigms. It is important 
to select the parameters properly and to try any meaningful interpretation. 

With regard to power, the traditional view of the alpha as a mere "idling" rhythm 
has to be discussed anew. The same holds true for activities in the beta bands. Coher­
ences additionally add to the problem of interpretation. According to our experi­
ence, changes in power and coherence do not necessarily occur at the same place and 
in the same direction, so that these two parameters have to be viewed as complemen­
tary. The coherence function describes the linear correlation of two signals in the fre­
quency domain and is independent of the amplitude of the signals. It has been ar­
gued that the basic level of coherence depends in part on the fiber connections be­
tween two areas (Busk and Galbraith 1975; Beaumont et al. 1978). Shaw and Ongley 
(1972) suggested that a decrease in coherence may indicate the involvement of an 
area in processing information. Our findings prove that such a generalized statement 
does not conform with reality, as coherence may increase in one frequency band but 
decrease in another. For example, the reading and mental arithmetic tasks showed 
primarily a decrease in coherence in lower frequency bands and an increase in the 
higher ones. Additionally, we observed that the theta and alpha coherence decreases 
in quite different regions, whereas the beta coherence increases, the latter being 
largely confined to the central and parietal regions (compare Figs. 3 and 4). 

Two further comments should be made. The first deals with the concept of 
"lateralization". Most of the phenomena hitherto observed by us during mental tasks 
proved to involve both hemispheres, though usually at different locations and to 
different extents. These findings underline the point of view held by LeDoux (1983), 
who criticized the misconception regarding hemispheric dominance often found in 
psychophysiological pUblications. Similarily, Geschwind (1984) regarded hemi­
spheric dominance as an often misunderstood concept. According to his point of 
view, this misunderstanding originated in wrong interpretations of histological obser­
vations related to speech disturbances, which led to the concept of a left-sided dom­
inant hemisphere and a right hemisphere of minor importance in right-handed 
people. 

The final point to be discussed regards the problem of how the brain may adapt 
to different situations. In an earlier study, we found that EEG changes are different 
if a control period before listening and after listening to music is compared with 
listening to music (Petsche et al. 1985). Another study showed different EEG 
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changes for depressive patients and healthy persons during verbal tasks, although 
both groups performed the tasks equally well (Pockberger et al. 1985). 

All these observations led us to the conclusion that the experimental design - i.e., 
the sequence of tasks presented to a person - might influence the results derived 
from a comparison of EEG records during different situations. It seems that any 
change of neocortical activity caused by a certain task situation depends heavily on 
the prior state of activity. This implies that one is confronted with a dynamic system, 
which not only reacts by switching on or off certain subsystems, but also modulates 
the interaction of different specialized subsystems. Therefore one has to expect 
many EEG changes that are not necessarily localized to a certain area or even 
lateralized to either hemisphere during cognitive processing. 
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An Analysis of Preparation and Response Activity 
in P300 Experiments in Humans 

H. G. STAMPFER and E.BA~AR 

1 Introduction 

The limitations of the averaging technique in studies of sensory evoked potentials 
(EPs) and "endogenous" event-related potentials (ERPs) have been discussed by 
various authors (Sayers 1974; Ba~ar et al. 1975, 1976a, b; Squires and Donchin 1976; 
Van der Tweel et al. 1980). These authors have questioned the assumptions under­
lying the averaging technique (identical stimuli, identical responses, and random 
stationary background EEG activity that is not correlated with the EP and ERP re­
sponse) and have suggested that EP and ERP slow potentials may be manifestations 
of stimulus-evoked and response-evoked synchronization, frequency stabilization, 
frequency selective enhancement and damping, and phase reordering of spectral 
components of the spontaneous EEG activity already present. That is to say, these 
slow potentials signify a dynamic change in the spontaneous EEG activity associated 
with an "event" of signal or information processing in the brain. From this perspec­
tive, the "background" EEG activity should not be considered as "noise" that has to 
be averaged out, nor should the EP and ERP signal be interpreted in terms of some 
"additive component" to the spontaneous EEG activity. 

Evidence from previous studies (Ba~ar 1983; Ba§ar et al. 1979a, b) has suggested 
that pre stimulus EEG activity also bears an important functional relationship to 
post stimulus response characteristics. We have used the expression "preparation 
changes" to refer to alterations in pre stimulus EEG activity during ERP experiments 
and have suggested that a study of this activity is important in understanding ERP re­
sponse characteristics. 

In view of the above considerations, frequency domain analysis may hold greater 
potential for understanding the genesis of these slow potentials, especially if attempts 
are made to relate poststimulus changes to pre stimulus EEG activity. Such an ap­
proach offers greater opportunities for understanding the brain's state-dependent 
system dynamics, since it is not possible to measure response variation in averaged 
data, nor is it possible to investigate the functional relationship between pre- and 
poststimulus EEG activity. 

The findings presented here were obtained by applying a combined analysis pro­
cedure to ERPs elicited by auditory stimuli under different experimental conditions. 
The combined analysis procedure includes single-sweeps analysis, selective averag­
ing, response adaptive filtering of pre- and poststimulus EEG epochs, and frequency 
domain analysis. 

The studies were undertaken specifically to explore the frequency perspective and 
underlying brain dynamics of the P300 change in humans, which had hitherto been 
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described almost exclusively in terms of averaged latency/amplitude measures. 
Apart from studying the P300 response characteristics in the frequency domain, we 
were particularly interested in further testing our general hypothesis that pre stimulus 
activity also changes under different experimental conditions, and that these changes 
in turn have an important influence on ERP response characteristics. 

2 Experimental Design 

Our studies consisted of three different experiments. The first was a conventional 
auditory "oddball" experiment, in which subjects were asked to count random and 
infrequently occurring target tones. In the second experiment, we presented a series 
of alternating target and nontarget tones, with constant interstimulus interval. Sub­
jects were again asked to count the number of target tones. In the third experiment, 
we presented the same regular tone series as in the second experiment, but, differ­
ently from the first and second experiments, we also informed subjects that target/ 
nontarget tones would occur in a regular, alternating sequence. Subjects were again 
asked to ignore the nontarget tones and mentally count the target tones, but were 
additionally asked to mentally anticipate the occurrence of target tones. 

2.1 Baseline Data 

Background EEG and auditory sensory EP data were recorded for each subject prior 
to the above-mentioned experiments to provide graduated "baselines" for the com­
parison of ERP changes. 

2.2 Subjects 

Studies were carried out on 12 healthy, drug-free, volunteer subjects, whose ages 
ranged from 25 to 45 years. A monetary reward was promised if subjects counted the 
correct number of target tones. 

2.3 Experimental Setup 

EEG activity was recorded at the vertex Cz position of the international 10-20 sys­
tem for electrode placement, with the reference electrode placed on the left ear. The 
filter band-pass of the EEG amplifier was set to 0.1-70Hz. EEG activity was re­
corded continously on a paper trace during all data collection. Facilities were avail­
able for silent behavioral observation of subjects via closed circuit television. 

Subjects were seated in a quiet, but not fully soundproof room, with their eyes 
comfortably closed during every experiment and period of background data collec­
tion. Auditory stimuli consisted of 1500Hz nontarget tones, which subjects were 
asked to ignore, and 1550Hz target tones, which they were asked to count mentally. 
These stimuli were step-function tones with 500!1s rise time and 800ms duration and 
were delivered at 70 db above hearing threshold. They were presented through a 
loudspeaker mounted 2 m directly in front of the subject. 
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In the oddball experiment, target tones accounted for about 18% of the stimuli 
presented. The interstimulus interval in the oddball experiment varied randomly be­
tween 4.3 and 1O.6s. In the experiments with regular stimuli, the constant in­
terstimulus interval was 2.65 s. A total of 80 tones was presented in all experiments. 

2.4 Data Collection 

With every stimulus presented, 1.6 s of EEG activity preceding the stimulus, and 1 s 
of EEG following the stimulus were sampled at a rate of 800 Jls. Digitized data were 
labeled and stored on computer disk. Paper-trace EEG records were also kept. This 
sequence of EEG-EPograms, and, in terms of this study, also EEG-ERP epochs, is 
shown in Fig. 1. Background EEG activity used for comparison of EP and ERP 
changes was obtained by recording 80 single sweeps of the EEG activity, with the 
same timing and data collection methods as if subjects had received tone stimuli. 

2.5 Data Analysis 

The application of the combined analysis procedure to pre- and poststimulus EP and 
ERP epochs, and the relevant theoretical considerations have been discussed by 
Ba~ar in previous publications (Ba~ar et al. 1975, 1976a, b, 1979a, b). For present 
purposes it is necessary only to mention the main aspects of this analysis procedure. 

2.5.1 Averaging and Selective Averaging 

By not averaging our data progressively during the study, we can evaluate various 
"selective averages" at any time after the study. All the necessary raw data is always 
available on disk or magnetic tape. This approach also permits more efficient ar­
tefact rejection than various direct, on-line methods. 

2.5.2 Evaluation of the Amplitude Frequency Characteristics of EPs and ERPs 

The selectively averaged EP and ERP data are transformed to the frequency domain 
by means of the fast Fourier transform (FFT) to obtain the amplitude frequency 
characteristics which reflect the quantitative properties of the studied system in 
terms of its frequency components (see Fig. 3 below). 
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2.5 .3 Response-Adaptive Filtering 

The amplitude maxima of the amplitude frequency curves are used to set the band 
limits of digital filters used to analyze various data. These filters do not create any 
phase shift and their band limits depend upon the response characteristics for each 
subject in different experiments. That is to say, these filters are adapted to the time­
locked frequency selectivities detected in the averaged sensory EPs and ERPs of the 
subject. 

3 Results 

Figure 2 shows typical averaged data from three of our 12 subjects. The top half of 
Fig. 2 shows the sensory EP for each of the three subjects. The bottom half shows the 
ERPs from each of the same three subjects in the oddball experiment. The dashed 
curves show the response to nontarget tones, and the solid curves show the response 
to the target tones. It can be seen that the sensory EP and the ERP to nontarget 
tones show a similar configuration in all three subjects. By contrast, the averaged 
response to target tones shows a large positive deflection at around 380 ms, which 
represents the late positive component or P300 peak. 

Figure 3 shows the amplitude frequency characteristics from one of the subjects 
whose averaged EP and ERPs are shown in Fig. 2. These curves were used to define 
the band limits of the digital filters used to analyze the EP, ERPs, and single sweep 
epochs from this subject. In this case, band limits were selected as 1-3.5, 3.5-8, and 
8-13 Hz. These filter limits were based on the amplitude maxima peaks shown in the 
curves. 
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Fig. 2. (A) Averaged sensory EPs for each of three subjects. (B) ERPs for the same three subjects 
in an oddball experiment 
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Fig. 4. Averaged response and filtered components of the averaged EP and ERP 

3.1 Filtered Components of Averaged Responses 

Figure 4 shows the averaged response and the filtered components of the averaged 
EP and ERPs from the subject whose frequency amplitude curves are shown in 
Fig. 3. The top traces are the averaged responses (EP, nontarget ERP, target ERP). 
Below each trace are the various filtered components, with their respective band 
widths indicated on the right side of each trace (1.0-3.5, 3.5-S.0, S.0-13.0Hz). 
Assuming that the averaged peaks shown in the top traces are formed by the super­
position of different frequency components, it can be seen that in the sensory EP, for 
example, the NlOO peak is formed mainly by theta and alpha activity (3.5-S.0 Hz and 
S. 0-13.0 Hz). The P200 peak is formed predominantly by the first positive deflection 
of theta activity, although the first positive deflection of delta activity also contri­
butes. 

Figure 5 shows the same filtered frequency components arranged to provide a 
comparison, within each of the three frequency bands, of the particular frequency 
activity in the EP, ERP to nontarget tones, and ERP to target tones for the same 
subject. 
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Fig. 5. The same filtered frequency components as in Fig. 4, arranged to provide a comparison of the 
particular frequency activity in the EP, ERP to nontarget tones, and ERP to target tones 

4 Comparative Analysis of Poststimulus EP, 
Nontarget ERP and Target ERP Frequency Changes 
and Their Contribution to Different Latency Peaks 

4.1 1.0-3.5 Hz Delta Activity 

Dealing first with delta activity, it can be seen that the configuration of activity in this 
frequency band is grossly similar in the EP, nontarget ERP, and target ERP, except 
for a progressive latency shift to the right of the major positive deflection, which is 
maximally delayed in the response to target tones. This maximum positive deflection 
in the target ERP was often followed by a negative deflection peaking at around 
600 ms. Our data suggest that this N600 deflection should be considered as a continu­
ation of the positive deflection at around 3S0 ms and as part of the mechanism giving 
rise to changes in the delta bandwidth. 

4.2 3.5-S.0 Hz Theta Activity 

Activity in the theta range showed the greatest and most consistent task-related 
changes, i.e., in the response to oddball target tones. In the EP and nontarget ERP, 
the maximum amplitude, or poststimulus enhancement, is usually seen in the first 
post stimulus wave, whereas in the target ERP response, the maximum amplitude is 
usually seen in the second and sometimes in the third wave. More generally, there is 
prolonged theta oscillation in target ERP responses , such that this frequency band 
often makes a significant contribution to the P300 deflection and N200 peak, which 
will be discussed below. The above-mentioned theta changes were observed in all 12 
subjects after filtering the averaged responses. 

4.3 S.0-13 .0Hz Alpha Activity 

Stimulus-elicited oscillations in the alpha band are usually maximally desynchronized 
at around 3S0ms in the response to attended target tones. However, the alpha activity 
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of the ERP response to target tones, as seen in Fig. 5, shows a frequently observed 
finding that the second major oscillation is greater for target than for EP and non­
target ERP responses. This second oscillation contributes to the N200 peak. Our 
findings suggest that whereas alpha activity does not appear to make any direct con­
tribution to the P300 peak, it does show task-related ERP changes. 

4.4 N200 Peak 

A negative peak at around 200 ms was a conspicuous feature of the averaged ERP to 
nontarget and especially to target tones. This N200 peak can be seen readily in 
Fig.2b. Frequency analysis of the averaged response revealed that this peak results 
mainly from the delayed theta amplification, or enhancement, and, to a lesser ex­
tent, from the more prominent second oscillation in the alpha band. This peak can­
not be observed in the sensory EP, and it is suggested that it should be regarded as 
part of the changes involved in the oddball P300 response. 

4.5 P165 Peak 

In the sensory EP, a positive peak at around 200 ms is formed by the superposition 
of delta, theta, and more variably, alpha time-locked oscillations (see Fig. 4). It can 
be seen that in the task-related ERPs, a similar peak occurs earlier, at around 
165 ms. According to our analysis, this P165 peak is formed by time-locked theta and 
alpha activity, which have become more prominent because of the latency shift to the 
right of the major positive deflection in the delta frequency range. 

5 Functional Interdependence and Independence 
of 1-3.5, 3.5-S.0 and S.0-13.0Hz Activity 

The results presented to this point have given evidence that a subject's averaged EP, 
nontarget ERP, and target ERP show poststimulus differences within delta, theta, 
and alpha frequency bands. We have drawn attention to specific changes within 
these frequency bands in the averaged ERP response to target tones; the main ones 
being a delayed positive delta deflection, prolonged theta oscillation and delayed 
maximum enhancement, as well as poststimulus oscillation changes and desynchroni­
zation at around 380 ms in the alpha band. However, analysis of single sweep epochs 
from the same subject in the oddball experiment revealed that these frequency 
changes can occur together or independently during the course of the experiment. 
Figure 6 shows four single sweeps, from the same subject in the oddball experiment, 
filtered within delta, theta, and alpha frequency bands. It can be seen that in sweep 
C, there is no evidence of a positive delta deflection or latency shift; there is very 
little poststimulus alpha oscillation, but there is prolonged theta oscillation as well as 
delayed maximum enhancement. Sweep B, by contrast, shows characteristic delta 
(delayed positive deflection), theta (prolonged oscillation and delayed maximum 
enhancement), and alpha (prominent positive deflection around 165 ms and desyn­
chronization at around 380ms) changes as mentioned above. These findings suggest 
that different frequency components may act together or independently. This sug-
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Fig. 6. Four single sweeps filtered within 
delta, theta, and alpha frequency bands 

gests further that different psychophysiological mechanisms may come into opera­
tion to a different extent following stimulation in the oddball experiment. 

6 Pre- and Poststimulus Variation 
During the Course of Any Single Experiment 
and the Relationship Between Pre- and Poststimulus Activity 

Figures 7, 8, 9, and 10 show single-sweep EEG-ERP epochs from one subject in 
different experimental conditions. These epochs have been filtered in different band 
widths derived from the frequency amplitude curves, to show examples of pre- and 
poststimulus variation during the course of different experiments within these fre­
quency bands. 

Figure 7 shows 0.5-3.5 Hz (delta) activity of target-tone epoch numbers 43-61 in 
the third experiment, in which subjects were informed that target/nontarget tones 
would be presented in a regular alternating sequence. It can be seen that the general 
configuration of activity is very regular in both pre- and poststimulus epochs. Fur­
thermore, there is evidence of a preferred phase angle at the point of stimulation. In 
the examples shown, there is evidence of a tendency to maximum negativity at the 
time of stimulation. 

By contrast, Fig. 8 shows baseline EEG epochs filtered in the same band width 
(0.5-3.5 Hz), and it can readily be seen that there is no evidence of pre- or post-
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Fig. 7. Delta activity of target-tone epoch numbers 43-61 in the third experiment 

Fig. 8. Baseline EEG epochs filtered in the same band width as in Fig. 7 

stimulus regularity. It should be emphasized that the percentage of single sweeps 
showing phase alignment at the point of stimulation can vary from 35% to 85% be­
tween subjects. The subject's cooperation and/or capacity to focus attention may be 
important in determining this percentage. 

Figure 9 shows single sweep epochs, filtered in the alpha range (8-13 Hz), from 
the same subject in the second experiment, in which subjects were not informed 
about the regular alternation of target/nontarget tones. Only target responses are 
shown. It can be seen that the magnitude of pre stimulus alpha activity increased 
progressively during the experiment and was associated with increasing phase align­
ment at the point of stimulation. These changes were evident in most subjects by 
about the 20th target tone, although there was variation between subjects. The onset 
of these changes occurred earlier when subjects were informed about the regular 
occurrence of target tones and was observed to occur by about the tenth target tone. 

Figure 10 shows filtered theta (3.5-8.0Hz) activity of single sweep target-tone 
epochs, from the same subject, in the auditory oddball experiment. Prolonged, regu­
lar oscillations and delayed maximum enhancement can be seen after sweep No. 49, 
i.e., the tenth target tone, which also marks a reduction of prestimulus theta ampli­
tude. The onset of these changes varied between subjects and also under different 
experimental conditions. Further quantification and study is required to understand 
these variations. For present purposes, we wish merely to report the more obviously 
observed changes in pre- and poststimulus activity during the course of various ERP 
experiments. 

We have used the expression "preparation changes" for the more regular or syn­
chronized activity and phase alignment, within different frequency bands, that is evi­
dent in the prestimulus EEG activity during the course of an experiment and also be-
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tween different experiments. It would appear that the expectancy and experience of 
regular target stimuli leads to physiological prestimulus synchronization, which in 
turn influences the poststimulus response characteristics, such as, for example, the 
prolonged theta oscillations and delayed maximum enhancement that we have re­
lated to different averaged peaks in our oddball experiment. 

7 Changes Between the Average of Early and Late Sweeps 
During an Experiment 

One would expect that if the poststimulus frequency characteristics change during 
the course of an experiment, the change should also be reflected in the average of 
early and late sweeps. Figure 11 shows averaged data from the oddball experiment 
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Fig. llA-D. Averaged data from the oddball experiment. 
(A) The average of the first eight responses to target 
tones. (B) The average of the first ten responses to non­
target tones. (C) The average of the last eight responses 
to target tones. (D) The average of the last ten responses 
to nontarget tones 

from the same subject. It can be readily seen that whereas there is not a definite P300 
peak at around 380 ms in the average of the first ten nontarget responses, there is a 
clear P300-like change that lessens considerably in the average of the last ten non­
target responses. 

The changes in the response to nontarget tones during the experiment suggest 
that the subject's evaluative attention to target and nontarget tones was more equal 
early in the experiment, and that later the subject was able to discriminate and ignore 
nontarget tones more confidently. 

The same trend was evident in the second and third experiments, and, as might 
be expected, the least difference between early and late nontarget tones was found 
in the third experiment, where subjects were informed that the target and nontarget 
tones would alternate regularly. 

8 Summary 

In summary, we have described frequency perspectives of sensory EPs and ERPs eli­
cited by auditory stimuli under different experimental conditions. We have described 
task-related changes within conventionally defined delta, theta, and alpha frequency 
bands. There is no reason to suppose that other frequencies may not be found to con­
tribute in important and various ways to the development of ERP changes. It may be 
best to conceive of a family of task-related frequency changes, the identification of 
which may provide useful measures and understanding of EP and ERP phenomena. 

Our finding of interdependent and independent task-related changes in different 
frequency bands as evidenced by single sweep analysis was thought to be particularly 
interesting and deserving of further studies. We have found evidence of what we 
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have termed "preparation changes" in pre stimulus EEG activity under different ex­
perimental conditions, and have suggested that pre stimulus activity bears an impor­
tant functional relationship to poststimulus response characteristics. 

We recognize that quantification and further studies are required to substantiate 
our findings and hypothesis. However, we are of the opinion that the frequency 
perspective as well as the study of pre- and poststimulus activity may help to further 
understand sensory EPs and ERPs. 
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The CNV Potentials and Adaptive Preparatory Behaviour 

D. P APAKOSTOPOULOS 

1 Introduction 

The contingent negative variation (CNV) has been described by its discoverers 
(Walter et a1. 1964; McCallum and Walter 1968) and others (Low et a1. 1966; Love­
less 1973) as the sustained slow negative potential change which develops between 
two stimuli, separated by one or a few seconds, when the first of these stimuli (Sl) 
acts as a warning for an action or decision to be taken with the occurrence of the 
second (S2). This commonly adopted description of "the" CNV implicitly stresses 
the singularity of "the" or "a" CNV wave and waveform. Data will be reviewed in 
this paper that form the basis of opposing such a notion. Some of the implications of 
these data, in CNV research and clinical application, will be discussed. The term 
"CNV potentials" will be used in the present paper, except when referring to the 
literature. 

The discovery of the CNV influenced the experimental outlook of many neuro­
scientists. Amongst the reasons which determined this influence, some need particu­
lar consideration. The CNV offered the first evidence that not only stimulus-related 
but also subject-related "mental state" activities have a neurophysiological basis in 
man. This development had occurred in the final period of an era during which men­
tal concepts like attention were regarded by many as unnecessary. At the same time, 
psychologists were holding themselves "aloof from neurophysiology, claiming that 
the investigation of behaviour can proceed independently of the investigation of 
what goes on in the brain" (Berlyne 1969). Those investigators who objected to one 
or both of these attitudes saw in the CNV the beginning of a new era. The closely 
following discoveries of the P300 and of the Bereitschaftspotential (Sutton et a1. 1965; 
Kornhuber and Deecke 1965) reinforced such views. 

Another fundamental contribution of the CNV to the field of cognitive neuro­
sciences is that it focused discussion on the nature of the relationship between par­
ticular cognitive processes and particular brain electrical phenomena and con­
sequently on even more fundamental levels of neurobiological operations. The CNV 
discovery was also instrumental in obliging people to consider the importance of sus­
tained or dc electrical changes in the brain. Finally, as an extension of research on 
the CNV, Walter et a1. (1964) proposed "the application of the new methods to the 
investigation of neuropsychiatric disorders." 

It could be considered as indicative of future developments that the early major 
paper which confirmed the brain origins of the CNV criticised as inaccurate the term 
"contingent" and proposed its replacement by the term "conative" because "the exis-
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tence of the shift does not depend upon the occurrence of either Sl or S2" (Low et 
al. 1966). The use of the CNV to investigate neuropsychiatric disorders was also 
questioned on theoretical grounds developed on the interpretation of experimental 
evidence. Weinberg (1975) argued that it is difficult to see how the CNV can be used 
to investigate psychiatric diseases if every waveform variation can also be recreated 
in normal subjects. Even the inclusion of the CNV amongst the brain electrical 
activities related to cognition has been strongly disputed by Rohrbaugh and Gaillard 
(1983) who remarked that "it is with some irony that 'their' chapter on the CNV 
appears amidst a collection of papers dealing with cognitive aspects of event-related 
potentials" . 

In view of this criticism, it seems justified to re-examine certain fundamental 
issues of the CNV's neurophysiological nature and psychological relevance. 

2 Neurophysiological and Psychological Issues 

The neuronal generators of the potential changes constituting the CNV are, like 
those of all the brain macropotentials, unknown. This indisputable fact led many 
neurophysiologists to dismiss scalp-recorded field potentials as serious contenders 
for providing information about brain function. Others, however, observed that, as 
"in so many other fields of science, if we wait until we understand some of the 
elementary processes, we find that we don't ever get to the more complicated ones" 
(Jasper 1969) and advocated that these different approaches "have to be made in 
parallel". However, "in parallel" should not be interpreted to mean in isolation from 
one another. Speculations on the nature of brain macropotentials should take into 
account the established facts obtained with microelectrodes directly from the animal 
brain. Nevertheless, because of serious species-specific differences, uncritical utilisa­
tion of such data could deteriorate into an elaborate but fruitless exercise. Clearly an 
intermediate step is necessary. This step can be provided from direct recordings with 
micro electrodes from the human brain during various behavioral sequences. Scarce 
such data may be, but it is upon them as a basis that the neurophysiological nature 
of the scalp-recorded CNV potentials should be discussed. A corollary of adopting 
such an attitude is the suggestion of developing techniques to reveal the characteris­
tics of the cortical and depth data in scalp-recorded activities and not the assumption 
that the brain behaves according to elaborate reformulations of badly distorted in­
formation. The brain will not oblige and frustration could be the not inexpensive 
penalty. 

The relevance of the CNV potentials to psychological theory cannot be separated 
from their neurophysiological characteristics or be seen in isolation from the multi­
plicity of meaning attributed to any psychological construct by different authors. To 
break this vicious circle, the development of new concepts on the basis of 
neurophysiological data was proposed (Papakostopoulos 1978). These new concepts 
could prove to be an inadequate beginning, but because their definition will be based 
on quantifiable criteria, any mistakes could be traced back and necessary corrections 
could be applied. 
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Evidence for locally generated CNV potentials has been accumulated from direct 
cortical and subcortical recordings as well as from scalp electrodes. The method, 
rationale, and results of cortical and subcortical recordings have been previously dis­
cussed. It was shown (Papakostopoulos et al. 1980) that CNV potentials from corti­
cal ares 4 mm apart can be different in waveform or can have similar shapes but with 
amplitudes varying independently in the two areas. It was also shown that frontal 
and temporal areas also develop CNV potentials. The CNVs of the temporal areas 
start considerably later than those recorded simultaneously from the centroparietal 
cortex. CNV potentials from the frontal areas start as early or earlier than the centro­
parietal potentials; their amplitude, however, remains small throughout the 
foreperiod in comparison with other areas. CNV potentials were not recordable 
from electrodes judged to be located in orbital cortical areas. Recordings from the 
upper brain stem and rostral to the thalamus (McCallum et al. 1973, 1976) revealed 
CNV potentials with negative and positive polarity respectively and a difference in 
latency between those potentials and the cortical potentials. 

The indications from the implanted electrodes for area-specific CNV poten­
tials were pursued and verified with scalp electrodes, using specially designed 
methodological and experimental procedures. With a pattern recognition method, it 
has been shown that the waveforms of the simultaneously recorded CNV potentials 
from frontal and central areas are significantly different (Weinberg and Papakosto­
poulos 1975). It was also shown that the frontal and central potentials correlated 
differently with motor performance (Papakostopoulos and Fenelon 1975). The area 
specificity of the CNV potentials was upheld by the results of Papakostopoulos and 
Jones (1980). Recent results by McKay et al. (1985), based on average source-densi­
ty profiles, further confirmed the area specificity hypothesis of the CNV potentials. 
The data shown in Fig. 1 provide additional evidence. These data were recorded dur­
ing an experiment (Papakostopoulos and Jones 1980) in which the subject was re­
quired to press a button using a prescribed level of force after a stimulus (Sl) and to 
release it quickly after another stimulus (S2) appearing 2 s later. In between Sl and 
S2, a high-frequency or low-frequency tone could appear (interposed stimulus, Si), 
indicating an increase or maintenance of the applied force, respectively. It is appar­
ent from Fig. lA that the CNV potentials in frontal and parietal areas behave in 
different ways after the Si. This area-specific behaviour of the CNV potentials is not 
easily apparent in all experimental paradigms. Data collected from the same subjects 
and same locations as in Fig.1A are shown in Fig. lB. It can be seen that the CNV 
amplitude in the parietal location is well maintained. The task, however, was some­
what different. The subjects were required to press a button after S2 and to ignore 
anything else. 

The neuronal organisation underlying the CNV potentials in each particular area 
seems to be specific and different from that necessary to generate other types of 
potentials recordable from the same area. Cortical areas with different types of 
intrinsic rhythmical activities generate CNV potentials, and within the same area, 
changes in CNV amplitude and abundance in various frequency bands proceed in­
dependently. Potentials closely associated with CNV onset and cutoff vary indepen­
dently from the sustained potentials. Figure 2 shows consistent CNVs associated with 
variable NlOO to S2 and vice versa. The independence of the CNV potentials and the 
P300 potentials has been shown with cortical recordings (Papakostopoulos and Crow 
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Fig. 1 A, B. Superimposed CNV averages from four subjects and four left hemisphere locations. F3 
and F4 according to the 10/20 system. LPC and LP about 2 cm anterior and posterior of C3 respec­
tively. (A) Thick line, maintenance; thin line, increase; interrupted line, decrease of original force 
with the occurrence of Sl (a high- or low-frequency tone); 51, click; 52, flash. (B) Recordings from 
the same subjects and locations, with instructions to press a button after S2 and ignore S 1. Note the 
suppression of the CNV potentials at P3 during the Sl-S2 interval in all conditions in A(?) but not 
in B. Note also the different waveform of the CNV potentials during Sl S2 in A and B conditions 

1976) and scalp recordings (Donchin and Heffley 1979). In view of this indepen­
dence, it can be argued that the CNV potentials develop in a particular brain area 
only when a particular type of information processing takes place. Otherwise they 
have area-dependent functional specificity. 

The overall brain pattern of this "mosaic" -like development of sustained poten­
tials could be different during different types of preparation. Because of the spatial 
averaging characteristics of the scalp, it is to be expected that the skin-recorded CNV 
could change in waveform if the experimental situation changed, as indeed happened 
in the previously maintained experiment of Weinberg (1975). On this basis, the sus­
tained potentials that develop after an unexpected Sl, or prior to self-paced move­
ments (Bereitschaftspotential), or during prolonged Sl-S2 intervals, also have differ­
ent overall brain patterns of development and thus different waveforms. To segre-
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Fig. 2. Superimposed CNV potentials (N = 6, Cz referred to linked mastoid electrodes) and the 
simultaneously recorded eye movement activity at FPz from two subjects (PP and AL). Note the 
variability of NlOO after S2 in subject PP and of the CNV potentials in subject AL, and the stability 
of the eye monitor traces and the NlOO after Sl in both subjects 

gate certain aspects of scalp-recorded waveforms under the titles of "early", "late" 
or "true" CNV could lead to the same confusions that were generated by the "singu­
larity" -biased description of the CNV. 

Faced with the plurality of the CNV potentials and the inherited transformation 
of their scalp-recorded waveform according to experimental conditions, it was pro­
posed (Papakostopoulos 1978) that "diversity" or "rigidity in experimental para­
digms" should alternate according to the specific question under investigation. In a 
study of head-injured patients, Curry (1983) adopted a rigid recording procedure in­
corporating diverse experimental conditions and the results seem both diagnostically 
and therapeutically interesting. 

In parallel with the CNV potentials, a constellation of other electrobiological 
changes takes place during the foreperiod (Papakostopoulos and Cooper 1973, 
1976). The excitability of the spinal monosynaptic reflexes increases, the respiration 
pattern can change, the heart rate decreases, and pupil diameter and blink reflexes 
also change, as does finger blood volume. By alteration of experimental procedures, 
it can be shown that these widespread changes can occur independently of each 
other. This independence suggests that they are controlled and integrated in a cer­
tain pattern by different brain systems acting in parallel. A manifestation of simul­
taneous activity of many brain systems is the area-dependent functional specificity of 
the CNV potentials. It is proposed that the type of each particular pattern of integra­
tion and the adequate realisation of this pattern, during the preparatory period, 
determines the characteristics of the forthcoming overt behaviour. It is hypothesised 
that a number of trials are necessary before the establishment of the most appropri­
ate pattern of integration for a particular overt behaviour. Cooper et al. (1979) refer­
red to this stage of nervous activity as the "scopeutic mode". With repetition of a 
particular behaviour, the integration of the various subsystems is adjusted and finally 
stabilised. We have referred to this stage as the "categoric mode". It was assumed 
that each system is more active during the scopeutic mode, whereas less activity is 
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necessary during the categoric mode, to achieve similar results in terms of perfor­
mance. 

3 Support for a Dual Dynamic Concept 

This dual dynamic concept receives support from neurophysiological and be­
havioural data. In Fig. 3, data recorded from four subjects are illustrated. Averages 
of 11 trials, according to the mode reaction time, are shown from the beginning, the 
middle and the end of a long experiment. It can be seen that although the reaction 
time of each subject is the same throughout, the CNV amplitude declines to half of 
its initial value by the end of the experiment. These results have been confirmed in 
another series of recordings (McCallum 1978), during which it was also observed that 
unexpected change in some experimental parameter result edina reversal of the de­
clining CNV trend. In yet another recording (D . Papakostopoulos, in preparation), 
two experimental conditions were interlaced. In one of them, a click was always 
followed by a series of clicks to which the subject had to respond with a button press 
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Fig. 3. Three sets of averaged (N = 11) CNV potentials. Electro-oculographic activity (EO G) and 
the electromyograms (EMG) selected according to the mode of reaction time (shown above the 
EMG of the upper set) from four subjects (Sf) during the first (upper set), the second (middle set) 
and the last (lower set) 100 trials of a prolonged experiment. Note the progressive decline in CNV 
amplitude while the corresponding EOGs remain unchanged 
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Fig. 4. Superimposed CNV averages from 12 subjects 
when S 1 did not permit prediction and when it 
indicated (PRED) the type of action required after 
S2 (UNPRED). Thick trace , the first 32 trials; thin 
trace , the last 32 trials of a total of 160 in each 
condition. Note the reduction of CNV and NlOO 
amplitude in the predictable condition 

(predictable condition). In the other, a flash was followed by either a high-frequency 
or low-frequency tone but a button press was required with only the high-frequency 
tone (unpredictable condition). Twelve subjects were tested. The CNV drop in 
amplitude between the beginning and the end of the experiment was not significant 
(two-tailed paired t test) in the "unpredictable" condition (T = 1.294, P = 0.2) and 
was significant (T = 2.340, P = 0.02) in the condition that allowed consistent predic­
tion. There was no significant difference in reaction times between the beginning and 
the end of the experiment in either condition. These data suggest that the experi­
mental conditions that prevent the establishment of the categoric mode also prevent 
a drop in amplitude of the CNV potentials (Fig. 4). The differential drop of CNV 
amplitude in the two interlaced conditions, without any detrimental effect on perfor­
mance, strongly suggests that specifically preparatory functions are mediated by the 
CNV potentials and not some kind of unspecific change in the arousal level during 
these long-lasting experiments. It also suggests that these preparatory functions are 
situation specific and adaptable to situation change. It seems that during certain be­
havioural sequences, a process of adaptive preparation occurs and that sustained 
potentials underlie this process. Adaptive preparation presupposes continuous sen­
sorimotor, perceptual and cognitive interaction between the subject and his environ­
ment. If the CNV potentials reflect the neurophysiological basis of certain aspects of 
this interaction, their relevance in understanding mental functions cannot be over­
emphasised. 

It could be asked, in view of the above results, whether the proper integration of 
the preparatory functions could be selectively prevented. Data relevant to this ques­
tion were collected during the following experiment. While the subject was perform­
ing a usual 2-s foreperiod CNV experiment, irrelevant somatosensory stimuli were 
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Fig. SA-C. CNV potentials (N = 6) with an irrelevant somatosensory stimulus appearing randomly 
at various times outside the Sl S2 period (A) and during this period (B) from one subject. In (C) are 
shown the CNV values measured fo r lOOms before S2 in the condition illustrated in (B) from 
another seven subjects. Note the CNV suppression when the irrelevant stimulus occurred 500 ms be­
fore S2 

presented randomly but at five specified times during the foreperiod and five outside 
the S 1-S2 interval. Separate averages of the CNV potentials (N = 6) for each of the 
ten experimental conditions were collected from eight subjects. CNV data from one 
subject and CNV values from the remaining seven subjects are shown in Fig. 5. It can 
be seen that the CNV development in all but one instance proceeds in a similar way 
independently of the presence or absence of the irrelevant stimulus. However, when 
the stimulus occurs 500 ms before S2, the CNV amplitude drastically diminishes. It 
seems that at that instant, the integration of preparatory functions has been com­
pleted but is amenable to disturbance. Some milliseconds later, the whole process is 
so rigid that it can proceed unaffected by irrelevant environmental interference. 
However, even at this late stage, lOOms before S2, the present action can be aborted 
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and the reaction time to the forthcoming imperative signal inhibited if the interposed 
stimulus conveys such an instruction (Papakostopoulos and McCallum 1973). This 
suggests that specific preparatory processes are affected and not processes related to 
stimulus selection. 

4 Conclusions 

It can be concluded that the term CNV includes a variety of sustained electrical 
potentials recordable from many cortical and subcortical brain areas. These poten­
tials have area-dependent functional specificity and develop during those be­
havioural conditions in which flexible and adaptive spatiotemporal integration of 
many bodily systems is necessary for the preparation and accomplishment of pur­
poseful behaviour. The waveform and amplitude of the local potentials and their 
integrated pattern are situation specific and adaptable to situation change. It is 
suggested that the CNV potentials, together with other configurations of sustained 
potentials, reflect processes underlying adaptive preparation and that they offer a 
distinct possibility of studying neurophysiologic ally the organisation of human be­
haviour with noninvasive techniques in numerous situations and different environ­
mental conditions. 
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Magnetic Fields from the Human Auditory Cortex 

K.SAERMARK, J.LEBECH, and C.K.BAK 

1 Introduction 

Since the first observation by Reite et al. (1978) of auditory evoked magnetic fields 
(AEF) from the human cortex, several research groups have been actively engaged 
in such studies (Reite et al. 1978; Elberling et al. 1981, 1982a, b; Hari et al. 1980, 
1982; Arlinger et al. 1982; Romani et al. 1982; Zimmerman et al. 1983; Tuomisto et 
al. 1983; Pellizone et al. 1985; Bak et al. 1985). It appears well established by now 
that the experimentally measured AEF perpendicular to the skull surface can be ac­
counted for in terms of a model consisting of an equivalent current dipole (ECD) 
embedded in a volume conductor (for ECD, see for example Williamson and Kauf­
man 1981), with a source strength, the dipole moment measured in units of amperes 
times meters, determined by the intracellular axial currents in the neural tissue in 
question (Plonsey 1981). However, for a dipole oriented in an arbitrary direction, 
only the tangential component generates the field normal to the skull. The measured 
magnetic fields are, of course, not caused by a single active neuron, but rather to an 
array of neurons, which may be modelled as a distribution of elementary current 
dipoles. If these can be regarded as independent, noninteracting units, excited syn­
chronously, the field may be calculated as if its origin were that of a single equivalent 
current dipole. The dipole moment, pet), will in general be time dependent and the 
magnetic field is given by B(f, t) = pet) G(f, Ts), where G is a geometrical factor that 
depends on the position of the point of measurement r, the position of the source r" 
and on instrument properties, but not on the time t. It follows that spatial mapping 
studies allow for a determination of both the source location and the source strength 
P; we note that it also follows that the latency T, for an ECDE model, is independent 
of the position of the point of measurement. 

In our experiments, the magnetic field is measured by means of a first-order 
SQUID gradiometer system (SHE); see Bak et al. (1985) for experimental details. 
Here we mention only that the analog signal from the magnetometer is low-pass 
filtered from dc to 80 Hz (18 db per octave), time epochs of 800 ms are sampled (256 
points), and averaging is based on 60 sweeps employing a fixed noise-rejection level. 
Off line, the recordings are digitally low-pass filtered from dc to 18 Hz. The stimuli 
used were tone bursts (TB) and, in some experiments (Arlinger et al. 1982), a fre­
quency-glide stimulus (FG). 
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2 Results and Discussion 

Most AEF work has concentrated on examinations of the lOO-ms signal, i.e., the 
magnetic equivalent of the electric NlOO component, although results for a 50-ms sig­
nal have also been presented (Romani et ai. 1982; Zimmerman et ai. 1983; Pellizone 
et al. 1984). However, we first comment on the problem of source location for the 
100-ms signal. 

With respect to source location, the results of our group (summarized in Elberling 
et al. 1982b) indicate a location near or within the primary auditory cortex at the 
sylvian fissure in the superior surface of the temporal lope, with the orientation of 
the dipole being nearly perpendicular to the sylvian fissure and the "lOO-ms" peak 
current directed downwards. Further, a significant hemispheric difference with 
respect to the posterior-anterior source location was pointed out, as were also 
interhemispheric and aural differences with respect to the source strength (Zimmer­
man et al. 1983). This source location seems to be in general agreement with the re­
sults obtained by the New York group (Pellizone et ai. 1984) and the Helsinki group 
(Tuomisto et ai. 1983). Bearing in mind that the AEF is insensitive to a normally 
oriented current dipole, the location is also in good agreement with a recent re­
evaluation (Scherg and von Cramon 1985) of mapping studies of auditory evoked 
(electric) potentials. On the other hand, the evidence presented by Elberling et al. 
(1982a) for a tonotopical organization has been questioned both by Pellizone (1984) 
and by Tuomisto et al. (1983). Whereas Elberling et aI., using monaural stimulation 
in the contralateral configuration RH/LE and random lSI (range 1.5-4.5 s), found 
an anterior shift of the source location for the 100-ms signal with decreasing fre­
quency of the TB, no such shift was found by Pellizone et al. and only for one out of 
three subjects by Hari et al. However, Pellizone et al. used binaural stimulation and 
random lSI (range 3-4 s) and Hari et al. used monaural stimulation and constant lSI 
(= 4 s). It is therefore not obvious that the three sets of experiments can be com­
pared offhand, and the question concerning a tonotopical organization of the source 
for the IOO-ms signal is still open. We add, however, that based on quite a different 
approach, namely positron emission tomography, Lauter et al. (1985) presented re­
sults in good agreement with those of Elberling et al. (1982a). 

However, Pellizone et al. (1984) did find a tonotopical organization for the source 
of a steady-state signal obtained by applying a sinusoidally amplitude-modulated 
pure tone (modulation frequency 32 Hz, modulation depth :S 100%) as stimulus (see 
Romani et al. 1982) and, further, for TB stimuli they found (for one subject) that the 
source of an observed 180-ms signal, equivalent to the electric P200 signal, was 
shifted anteriorly (-1 cm) relatively to the 100-ms signal source; they further argued 
that their results were consistent with those of Tuomisto et al. (1983) in suggesting 
different neural origins for the lOO-ms and 180-ms signals. Tuomisto et al. (1983) 
base this conclusion (see Mari 1982) upon a comparison of the form of the 100-
200ms complex with the form of the (electric) NlOO-P200 complex for increasing 
values of lSI, the two types of measurements being performed simultaneously (six 
subjects only). Especially they note that the magnetic signal observed at a latency of 
180-200 ms is poorly developed for increasing values of lSI (1-16 s) in contrast to the 
(electric) P200 signal. We comment on this problem below. 
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Fig. 1. Left, recordings for the lSI values: 1,1.5,2,3,4,6, and 12 s (top to bottom). Right, amplitude 
fit for lOG-ms signal 

In Fig. 1, we show a set of average recordings (seven different sessions scattered 
over several months) illustrating the development of the IOO-200-ms complex for in­
creasing values of lSI. In Fig. 1 we have further fitted the amplitude of the lOO-ms 
signal to a "recovery function" of the type B = Bo[l- exp (t/to)], where t = lSI and 
to is a time constant. Similar recordings have been obtained for the same subject in 
the RH/LE configuration (two sessions) and for three other subjects in the LH/RE 
configuration (five sessions). From this we find that the latency of the lOO-ms signal 
is practically constant, but the latency of the 180-200-ms signal shows a slight de­
crease in value with increasing lSI; the amplitude of the lOO-ms signal and - in 
contrast to Hari et al. (1982) and Tuomisto et al. 1983 - of the 180-200-ms signal in­
creases gradually with increasing lSI and follows reasonably well a recovery function 
of the type given above. Quantitatively, one finds from Fig. 1 a time constant to = 
2.1 s for the IOO-ms signal; in a similar way, one finds for the 180-200-ms signal a 
time constant of to = 1.3 s. The difference between the two time constants may sub­
stantiate the claim (Hari et al. 1982; Tuomisto et al. 1983) that the two signals are of 
different neural origins. For the same subject one finds for the other contralateral 
configuration, RH/LE, a rather longer time constant to = 4.4 s (two sessions) for the 
IOO-ms signal. To illustrate the intersubject variability, we give the median value and 
range of to for the IOO-ms signal in the LH/RE configuration (population: one and 
three subjects, see above): to (median) = 2.4s, range 1.8-3.5s. Finally we remark 
that in Fig. 1, in the lSI region 4-6 s, there may exist a "bump" structure; this be­
havior has been observed for nearly all measurements performed until now and 
could further substantiate a claim for more than one neural source affecting, how­
ever, both the 180-200-ms signal and the lOO-ms signal. 

The intensity dependence of the lOO-ms signal was recently discussed in some de­
tail (Bach et al. 1985) and we here summarize only the main findings. We measured 
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Fig. 2. Left, reduced amplitude b vs. reduced intensity q. Right, latency (squares) and times for max­
imal slope (triangles and circles) vs. lIq; 100-ms signal. (Reproduced from Bak et al. 1985) 

the amplitude, latency, and time positions for the maximal slopes (positive/negative) 
of the 100-ms signal for the RH/LE configuration (N = 3; TB 1 kHz; five sessions 
per subject) and for the LH/RE configuration (N = 5; TB 0.5, 1, 2, and 4kHz; two 
sessions per subject) as a function of the applied intensity Ii (i = 1 ... n), the inten­
sities being measured relative to the psychoacoustic threshold. The stimuli were 
applied with a random lSI in the range 1.5-4.5 s. To analyze the data, we first select 
among the Ii a reference intensity, say la, and next define two dimensionless variables: 
a reduced field b = B(!)/ B (10) = P(!)/P(Io) - the latter form follows as the measure­
ments are performed at a fixed space point - and a reduced intensity q, defined by q2 
= (I/Io). In Fig. 2, we show a plot of b versus q, both for an individual and for the 
corresponding population. Analogous results were obtained for the second of the 
above-mentioned groups at the frequencies cited. These results suggest the validity 
of the relation b = q, which from the definitions of band q leads to the relation p2 (I) 
= Pj[lO 10glO (W/Wth)], where PI is a constant and W is the physical sound intensity of 
the stimulus (th = threshold). As the dipole moment P can be written as P = Lim 
where L is the length of the current dipole and iav is the average axial intracellular 
current of the current dipole, one also has i~v = i~v,1 [10 10glO (W/Wth)]' where iav,l is a 
constant. Assuming L ~ lOO!lm and using P(I) ~ 2.10-8 Am (Elberling et al. 
1982b), one finds iav •I ~ 3.10-5 A. These estimates relate, of course, to the equiva­
lent current dipole and not directly to neuronal circuits. In Fig. 2, we also show the 
characteristic times (latency and maximal slopes) versus 11 q for the same individual. 
One notes the linear behavior and the common intersection at To ~ 60ms. Physi­
cally, To is a transit time from the onset of the stimulus to the activation of the cur­
rent dipole. Figure 2 further implies a constant relative linewidth with a Q value 1IQ 
= 1.3 for the 100-ms "resonance." The population results for the two groups show 
the same behavior as the individual results in Fig. 2. We remark that similar results 
(including To ~ 60 ms) are obtained for FG stimuli with a suitable definition of the 
parameter q (Saermark 1983). 
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Fig. 3. Left top, experimental variation of latency (circles) and time of maximal positive slope; lOO­
ms signal. Left bottom, calculated variation for the array of elementary current dipoles shown 
schematically to the right 

Finally we discuss a spatial variation of the latency for the 100-ms signal observed 
in all of our mapping recordings (performed since 1979) for contralateral and ipsi­
lateral configurations, the measurements being performed along tracks parallel with 
the T4 (T3)-nasion line. The variation consists of a small systematic latency change 
that becomes rather abrupt close to the point of polarity reversal of the 100-ms sig­
nal. We illustrate this in Fig. 3 (individual, five sessions), where we also show the 
variation of the time position for the maximal (positive) slope of the 100-ms signal. 
This variation could be caused by the presence of another signal with a separate 
source (Elberling et al. 19S2a) but can, however, also be explained by a different 
mechanism (Saermark 1983) involving a dynamic aspect. Thus, assume that the 
elementary current dipoles of the neuronal array giving rise to the 100-ms signal are 
not excited synchronously, but that a time delay exists across the array. Then the sig­
nal parameters (latency, amplitude, line shape, half-width, etc.) depend on the posi­
tion of the measuring point. A simple computer simulation reveals that a latency var­
iation similar to that experimentally observed is easy to obtain, as shown in Fig. 3; 
here we have used a monophasic, Gaussian-bell form for P(t) with a halfwidth of 
20 ms and a time delay of 30 ms. The array configuration is shown in Fig. 3 (L = 1 em, 
u = 45°, Zo = 3 em, 100 elementary current dipoles uniformly distributed). Qualita­
tively, the calculated and observed latency variations are very similar; however, it 
will be next to impossible to deduce the various parameters from the observed varia­
tion, except for noting that the projection (A' B') of the array (AB) on the experi­
mental track roughly covers the region where the abrupt change in latency takes 
place. It should be emphasized, however, that if the concept of a time delay is correct 
and if P(t) has a form more complicated than a simple Gaussian bell, e.g., a bi- or 
triphasic form giving rise to a lS0-200-ms signal, then the spatial variation of the 



304 K. Saermark et al.: Magnetic Fields from the Human Auditory Cortex 

l80-200-ms signal (amplitude, latency, shape) will in general not parallel that of the 
lOO-ms signal, but there will still be only one generator or source for the signal com­
plex. In addition, there may be other signals (e.g., brain waves) present in the re­
cordings; these problems will be discussed in greater detail elsewhere. 
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Interpretation of Cerebral Magnetic Fields 
Elicited by Somatosensory Stimuli 

R.HARI 

1 Introduction 

Magnetoencephalography (MEG), the recording of the weak magnetic fields pro­
duced by the brain, has developed rapidly during the last decade. Electroence­
phalography (EEG) detects cerebral currents regardless of their orientation with re­
spect to the skull, whereas MEG gets contributions only from tangential currents. In 
the cortex, the main current flow is perpendicular to the surface. Therefore, in most 
fissures, the currents are tangential to the skull and thus detectable with MEG. In 
man, about half of the cortex is theoretically accessible to MEG. Because MEG is 
superior to EEG in locating current sources, it essentially increases the possibilities 
of studying the functional organization of the human cortex. 

The interpretation of field patterns of magnetic evoked responses - i.e., locating 
the underlying neuronal activity - is based on several hypotheses about the 
physiological and anatomical properties of the structures studied. The validity of 
these hypotheses can be tested with simulations and measurements of activity whose 
origin is known. For example, neuromagnetic studies of the somatosensory projec­
tion areas SI and SII, whose locations and internal organizations are rather well 
known on the basis of stimulation studies in man and recordings in the monkey, illus­
trate clearly the usefulness of the method. 

In the following, I describe the basic procedures of the analysis of magnetic field 
data and their application to the study of somatosensory cortices. The significance of 
MEG in locating current sources underlying evoked potentials is also briefly dis­
cussed. 

2 Neuromagnetic Signals and the Inverse Problem 

It is generally assumed that the magnetic field recorded outside the head is generated 
by intracortical currents associated with postsynaptic potentials. In order to locate 
the source currents of the evoked magnetic responses, the measurements are made 
at several points over the scalp. Field maps at different latencies are then constructed 
by computer. The patterns change rapidly with time: clearly dipolar patterns appear 
at certain latencies, usually during the peaks of the responses, whereas at other 
latencies the patterns are more complicated. 

The inverse problem - i.e., the determination of source currents within a sphere 
on the basis of the magnetic field outside the sphere - does not have a unique solu-
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tion: several current distributions can generate identical field patterns. To restrict 
the solutions to those that are possible regarding the brain, both anatomical and 

physiological knowledge is needed. 

3 Source Models 

Despite the fact that current configurations are complex at the neuronal level, simple 
models help to organize existing knowledge and to test hypotheses about brain func-

measured theoretical difference 

28 ms sensory g = 86,4% 

46 ms sensory g = 73,4% a = 85,9 fT 

46 ms sensory g = 87,7% 

Fig. lA-C. Examples of dipole fitting. The field patterns were obtained from data gathered over the 
right central sulcus at latencies of 28ms (A) and 46ms (B, C) after stimulation of the sensory 
branches of the left median nerve. Left, measured field patterns; middle, theoretical patterns gener­
ated by the equivalent dipole in the middle; right , the residual fields (measured minus theoretical). 
The goodness of fit values (g) and the residual noise values (0-) are given. Comparison of (B) and 
(C) shows that the area included in the fitting affects both g and 0-. Crosses, measurement locations, 
which are separated by 16mm. The isofield lines are separated by 35fT. Continuous lines, flux out 
of the skull. Dotted lines , flux into the skull. (Adapted from Kaukoranta et al. 1986) 
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tion. It is reasonable to begin modeling with the simplest model- i.e., the current di­
pole model. The equivalent dipole, that best explains the measured field distribution 
is usually found by a least-squares fit. The local radius of curvature of the measure­
ment surface is a good estimate for the radius of a spherical model. The goodness of 
fit can be expressed in a way analogous to that used in linear regression analysis 
(Kaukoranta et al. 1986). This value must, however, be judged critically because it 
depends strongly on the choice of the measurement points, as shown in Fig. 1. 

If the model is adequate, the "residual" - i.e., the measured minus the theoretical 
field (Fig. 1) - should not show any systematic features and should not differ from 
noise. The sources and magnitude of noise must therefore be estimated. The stan­
dard deviation of an averaged response gives an estimate for the noise produced by 
the variability of the signal, by the cerebral "background" activity, and by the instru­
mental noise. When 150 responses to median nerve stimulation are averaged with a 
passband of 100 Hz, this type of noise is in our laboratory of the order of 60 fT. An 
important additional source of noise is that caused by the inaccuracy in the position­
ing of the probe in successive measurements. This noise depends on local field 
gradients. Assuming a typical dipolar source 3 cm beneath the scalp and a positioning 
inaccuracy of ± 3 mm, the noise is of the order of 15 fT (Kaukoranta et al. 1986). 
The estimate of the total noise in the experiment illustrated in Fig. 1 is then about 
V (602 + 152) = 62fT. The residual noise at the latency of 28ms (Fig.lA) does not 
exceed this value and thus the dipole model can be considered adequate. At the 
latency of 46ms, however, the conclusion is that either a single dipole does not ex­
plain the pattern satisfactorily or our noise estimate is too small. 

The physiological interpretation of the data in Fig. 1 is that the hand area of SI in 
the posterior wall of the central sulcus is activated at the latency of 28 ms. Other simi­
lar data suggest that the activity continues at SI for at least 150 ms. The current 
source detected after stimulation of the thumb is lateral to the source activated by 
stimulation of the little finger (Fig. 2), and the stimulation of the peroneal nerve at 

I-----t 
3cm 

Fig. 2. A summary of sources activated by different types of stimuli in one subject. Arrows, projec­
tions of the equivalent dipoles on the skull during the main peak of the responses. 1, Painful elec­
trical stimulation of the tooth pulp; 2, electrical stimulation of the left peroneal nerve (activation of 
SII); 3, painful carbon dioxide stimulation of nasal mucosa; 4, auditory stimulation with short tones; 
5, electrical stimulation of the left thumb; 6, electrical stimulation of the left little finger; 7, electrical 
stimulation of the left peroneal nerve (activation of SI; the dipole is pointing towards the reader) 
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Fig. 3. The dependence of the radial component of the magnetic field on the distance between the 
source and the detector. Two current dipoles are situated in a homogeneous sphere (radius = 

100mm), 10mm beneath the surface, 30mm from each other, symmetrically in respect to the origin. 
The field was calculated on an arc perpendicular to the orientation of the dipoles (x-axis). On the 
surface of the sphere (thin line) the pattern is complicated, whereas, 20mm outside the sphere (thick 
line), the higher spatial frequencies have faded away and the dipolar term dominates. The ampli­
tudes have been normalized according to the maximal value; the maximum field is about seven times 
stronger on the surface than 20 mm above it 

the ankle evokes activity at the mesial surface of the hemisphere. These findings agree 
with with the known somatotopy of SI. Further, it is possible with MEG recordings 
to locate activity originating in SII (Hari and Kaukoranta 1985). 

The success of dipole models in neuromagnetism has clear physical reasons. Any 
current distribution can be described by a current multipole expansion whose lowest­
order term is a current dipole. The higher-order terms (quadrupolar, octupolar, etc.) 
decrease rapidly with distance. Therefore, even a complex source looks dipolar when 
observed from far away (see Fig. 3), and from the typical measurement distance we 
cannot detect the actual complexity of the source. Of course, good agreement of the 
data with a current dipole model does not mean that the real source is a dipole. 

Interpretations of field patterns are generally based on the assumption that the 
head is spherical with concentric electrical inhomogeneities. However, real heads 
also contain nonconcentric inhomogeneities, which alter volume currents and thus 
magnetic field patterns as well; such inhomogeneities are for example the falx and 
the skull beneath the frontal lobe. Therefore even a dipolar source may generate a 
nondipolar field pattern in unfavorable conditions. 

4 Comparison with Electrical Data 

Simultaneous electrical and magnetic recordings give more information about the 
underlying neural events than either method alone. Magnetic fields are generated by 
tangential currents or tangential components of tilted currents. We can resolve 
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Fig. 4. A flowchart of procedures when the sources of electrical potentials are studied with combined 
electrical and magnetic recordings 

tangential currents from magnetic recordings and then compute forward the poten­
tial produced by these sources (Fig. 4). If the theoretical potential distribution agrees 
with the measured one within noise, tangential currents can be considered the only 
source of both electrical and magnetic records. In the opposite case, radial and/or 
deep sources must be taken into consideration. This kind of approach was used by 
Wood et al. (1985), who studied the origin of the early responses to median nerve 
stimulation with combined electrical and magnetic recordings. 

Electrical potential distributions are usually very complex when recorded directly 
from the cortex. This fact has provoked criticism directed against dipole models. As 
discussed above, the details of the current configuration cannot be detected with 
MEG because the measurement distance is long. This limitation is also true of the 
electrical scalp recordings; both types of records give a simplified picture of the 
source. Therefore magnetic recordings are more comparable to electrical scalp 
recordings than to electrocorticography. 

5 Conclusion 

MEG is a new noninvasive means to study mass actions of the human nervous sys­
tem. MEG studies can be used to confirm in the human brain findings that have been 
made in electrophysiological studies of experimental animals or to reveal new princi­
ples of cerebral function. Multichannel recordings will, in the near future, consider­
ably increase the spatial resolution of the technique. Although simple source models 
have been successful in the analysis of different types of neuromagnetic data, one im-
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port ant task in the future is to improve the interpretation of complex - i.e., non­
dipolar - field patterns. 
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Auditory Evoked Magnetic Fields 

M.HoKE 

1 Localizing the Origin of Evoked Potentials 

Evoked potentials are remotely detectable traces of neural excitation processes. 
They are commonly used as scalar measures to monitor the functional state of a 
sensory system. The time domain waveform, however, if recorded in the far field of 
the generators, only very poorly reveals time-variant aspects (with respect to time 
elapsing since stimulus onset) of the underlying processes. Potentials from different­
ly excited and differently located generators superimpose, and the anisotropic body 
tissue distorts considerably the distribution of the propagating electric field. The at­
tribution of a voltage, measured over the scalp at a specified instant, to a specified 
process occurring in neural generators at a specified location is at least ambiguous, if 
not impossible. Even if the field distribution over the scalp is determined with multi­
channel recordings, the solution of the inverse problem still remains equivocal. Con­
sequently, the only reliable measures of far-field recorded evoked potentials are 
peak latencies and, with less reliability, amplitudes - i.e., in a certain sense "static" 
measures - obtained at specified instants, while the remaining portion of the time 
domain waveform - i.e., the "dynamic" aspect (though I am aware of the fact that I 
use the term "dynamic" in a different sense) - is disregarded. 

The introduction of superconducting quantum interference device (SQUID) 
magnetic field sensors has opened a new dimension of noninvasive investigation of 
neural processes, both spontaneous and evoked. The SQUID, which makes possible 
the measurement of extremely weak magnetic fields, provides a more reliable means 
for localizing the source of neural activity (under certain limiting assumptions), be­
cause the propagation of magnetic fields within the human body is virtually undis­
torted. Therefore SQUID measurements seem to be the most appropriate tool not 
only for studying the time-dependent aspects of evoked neural activity, but also for 
deciding between contradictory hypotheses, which cannot be done on the basis of 
electric potentials. There has been a controversy for almost two decades over 
whether scalp-recorded cortical evoked potentials originate from the specific primary 
cortical projection area or from "nonspecific cortex." The latter locus of origin has 
been favored by quite a few authors because, independently of the modality of the 
stimulus, the largest potential amplitudes are recordable over the vertex region [a 
finding that led to the often-used term "vertex potentials" (Davis 1976)]. On the 
other hand, Keidel and his group (Keidel 1976) inferred as early as 20 years ago 
(David et al. 1966) from animal experiments that, except for painful stimuli, in which 
a general excitation all over the cortex can be observed, auditory and vibratory 
stimuli exclusively evoke excitation over the specific primary projection areas. 
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In 1978, the transient auditory evoked magnetic field (AEF) elicited by brief 
clicks was first detected (Reite et al. 1978). [For a comprehensive history of the in­
vestigation of AEF, see the excellent review by Okada (1983).] Two years later, Far­
rell et al. (1980) gave convincing evidence for the polarity reversal of the field direc­
tion of the 50-ms click-evoked transient component over both parietal regions. This 
pattern pointed to the existence of two symmetrical current dipole sources located in 
the parietal region and oriented in the vertical direction. Hari et al. (1980) demon­
strated the similarity of the waveforms of both the auditory evoked potential and the 
simultaneously recorded AEF. Precise mapping experiments (Elberling et al. 1980, 
1982; Hari et al. 1980) clearly showed maxima of the outward-going and inward-going 
flux at the ends of the Sylvian fissure, which led to the conclusion that the scalp dis­
tribution was generated from two bilateral current dipole sources located at the pri­
mary auditory cortices (near the superior surface of the temporal lobes approximately 
20mm below the surface of the skull). The dipoles are oriented in the superior­
inferior direction, almost perpendicular to the Sylvian fissure. Three reproducible 
hemisphere/ear differences have been established: (a) the dipole is located approxi­
mately 14mm posterior in the left hemisphere as compared to the right hemisphere; 
(b) the strength of the dipole generally is stronger over the left hemisphere than over 
the right hemisphere; and (c) contralateral stimulation produces stronger fields than 
does ipsilateral stimulation. In addition to these amplitude differences, latency dif­
ferences can also be established for contralateral versus ipsilateral stimulation. The 
100-ms field component of the transient response occurs approximately 9 ms earlier 
with contralateral stimulation as compared to ipsilateral stimulation (Elberling et al. 
1980). A similar measure (7.5 ms) was derived from the phase of the steady-state re­
sponse by Romani et al. (1982). 

Tonotopic representation was recently investigated by Elberling et al. (1982) 
using tone bursts of different carrier frequency and by Romani et al. (1982) using 
amplitude-modulated tones. Location in the tangential x-y plane and depth of the 
equivalent current dipole source show an almost logarithmic dependence on the car­
rier frequency of the stimulus. 

Therefore we can state that AEF measurements have clearly answered the ques­
tion about the origin of evoked potentials. It is now unequivocal that evoked poten­
tials (and corresponding evoked magnetic fields) originate from the specific primary 
cortical projection area. 

Though AEFs allow sufficient localization of its source (the locus of the "equi­
valent current dipole"), localization calculations have been commonly restricted to 
one or two specified instants after stimulus onset (the time of maximum of the lOO­
ms and 180-ms component of the transient response; see Hari et al. 1980; Elberling 
et al. 1980, 1982). Therefore, the calculated location is true only for that very 
moment. The experimental paradigm employed in the study of Romani et al. (1982) 
is not appropriate for attributing the calculated location to a specified instant. A 
modulated tone with a modulation frequency (or a click with a repetition rate) of 
32 Hz elicits the steady-state response, as was first described by Galambos et al. 
(1981). This implies that, during stimulus presentation, the entire auditory system is 
permanently excited so that magnetic fields from multiple sources in different parts 
of the auditory system must necessarily superimpose. The recorded signal is a tem­
poral and spatial average of auditory excitation. Consequently, the concept of one 
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single current dipole source is not applicable for a modulated tone. That there are at 
least four different cortical and subcortical sources for the steady-state response was 
recently experimentally proven by Yoshida et al. (1984). 

2 Dynamic Behavior of the Locus of Excitation 

Since the dynamic behavior of the locus of excitation - i.e., its dependence on time 
after stimulus onset - has not been considered so far, we have focused our research 
on that very point - i.e., on whether the equivalent current dipole source of the tone 
burst-evoked transient response is stationary or whether its location changes during 
excitation. The results presented here are based on data collected from five individ­
uals with normal hearing, of whom one is left-handed (Lehnertz 1985; Spittka 1985). 
Technical details of stimulation, recording, and data processing must be omitted 
here; they are being published elsewhere (Lehnertz 1985; Pantev et al. 1986a-c). 

Isofield contour maps of one individual, obtained from data recorded over the 
right hemisphere with contralateral stimulation, are reproduced in Fig. 1. Though 
the style of this set of maps, calculated for instants at every 8th ms, is certainly in­
adequate for revealing all of the hidden information, it gives at least a certain im­
pression of the underlying process. It vividly demonstrates the emergence from noise 
and vanishing back into noise of the 100-ms and 160-ms components, as well as the 
polarity reversal around 110 ms after stimulus onset. The variation of the dipole 
parameters (location and orientation) is, in that particular case, only gradual, except 
for the reversal of dipole orientation. 

It will be substantiated later in this paper that comparisons of dipole parameters 
obtained at specified instants under different conditions as to side of recording and 
side of stimulation may be misleading in some cases. The particular case demon­
strated in Fig. 1 is one exception in which a comparison is possible, because the di­
pole location remains largely constant around the extrema of the dipole moment. 
Only cases like this one clearly exhibit the typical hemisphere/ear differences de­
scribed in the literature. Figure 2 allows a comparison of the dipole location in the 
subject of Fig. 1 for both hemispheres with both contralateral and ipsilateral stimula­
tion, at those instants when the dipole moment assumes an extremum (88 ms and 
160ms after stimulus onset). It concerns a case which has never been published be­
fore: a left-handed individual whose results differ from all published data insofar as 
the dipole is located approximately 15 mm posteriorly on the right hemisphere rather 
than on the left hemisphere. This is the only case where the dipole was found to be 
located posteriorly on that hemisphere, while in all remaining (right-handed) indi­
viduals the dipole was found to be located posteriorly on the left hemisphere. Corre­
sponding to the side reversal of dipole location in the horizontal direction, we also 
found a side reversal in dipole strength for the left-handed subject: the dipole 
momentum is stronger on the right hemisphere rather than on the left hemisphere. 
A consistent finding with the data published in the literature is that contralateral 
stimulation generally produces stronger dipoles than does ipsilateral stimulation, in­
dependently of right- or left-handedness. Though it would be premature to draw 
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Fig. I. Isofield contour maps of auditory evoked magnetic fields (transient response to WOO-Hz tone 
bursts, monaurally presented with an intensity of 60db sound pressure level), calculated for time 
instants every 8th ms, beginning 40 ms after stimulus onset (inserted at the top of each map), from a 
left-handed subject. Recording side: left hemisphere; contralateral stimulation. The space between 
two adjacent isocontour lines represents 60fT. Areas between isocontour lines are shaded according 
to the strength of the recorded field (dark; outward-going flux; light; inward-going flux). Heavy line: 
zero field strength; crosses, origin of the coordinate system (corresponding to T3/T4); dark arrow, 
location and orientation of the equivalent current dipole in the tangential plane, with length propor­
tional to the dipole moment 

final conclusions from findings with just one subject, they at least strongly suggest a 
dependence of the relative horizontal location and the strength of the dipole moment 
on right- or left-handedness. The vertical position - if we continue to regard only the 
instants determined by the extrema of the dipole momentum - between the left and 
right hemispheres of the same individual differs only slightly: the dipole is generally 
located approximately 3 mm superior on the left hemisphere; there is no obvious 
dependence on handedness and side of stimulation. If, however, we compare maps 
from different individuals, obtained under identical experimental parameters, we 
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Fig. 2. Isofield contour maps ob­
tained from the same subject as 
in Fig. 1, computed for two time 
instants (88ms and 160ms after 
stimulus onset). Maps for both 
hemispheres with both contralat­
eral and ipsilateral stimulation 
are shown for comparison. For 

o full explanation, refer to the cap­
tion of Fig. 1 

find considerable interindividual differences in the absolute position in the tangential 
plane (as much as 2cm in the horizontal direction and 2.5cm in the vertical direc­
tion) as well as in depth and orientation of the dipole. 

That a comparison like this is often inadmissible can easily be inferred from the 
study of the time dependence of the dipole parameters (i.e., changes of the dipole's 
location in the tangential plane, depth, direction, and moment with time elapsed 
since stimulus onset). The results we obtained showed as great a variability as did the 
interindividual comparison. Figure 3 gives examples for the time dependence of di­
pole location, calculated for two subjects. In case A (the left-handed individual of 
Figs. I and 2), location in the tangential plane, depth, and direction remain constant 
for a relatively long time (70-110ms and 130-170ms), especially around the 
maximum of the first (lOOms) component. The moment exhibits the advantage of 
contralateral stimulation already described with respect to shorter latency and great­
er strength. In case B, however, the dipole parameters exhibit quite a different be­
havior. Only the depth is relatively constant around the maximum of the IOO-ms 
component. Its angle, however, as well as angle and depth of the 180-ms component, 
shows a dramatic but monotonic change with time. The movement of the location in 
the tangential plane is much more complex; it does not even assume a monotonic 
shape around the extrema of the dipole moment. 

Systematic trends of the parameter changes have not yet been possible to infer. 
There certainly exist several possible sources for the enormous time dependence, 
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Fig. 3A, B. Dipole moment, orientation, depth, and location in the tangential plane as a function of 
time after stimulus onset, calculated for every 4th ms, from data obtained from two different indi­
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Solid line and open squares, contralateral stimulation; dashed line and asterisks, ipsilateral stimula­
tion. The space between symbols represents 4 ms 
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especially of the dipole location. First, one should bear in mind that we measure 
exclusively the tangential component ofthe dipole vector; i.e., we might sometimes 
miss the major vector component. This, however, cannot account for the entire ex­
tent of the time dependence. If we adhere to the hypothesis that the locus of origin 
of evoked potentials and evoked fields is the specific primary cortical projection 
area, we then have to assume that there must be an anatomical variability of compar­
able extent. However, the correlation with precise morphological data still has to be 
done. In view of the excellent signal-to-noise ratio, as expressed in the continuous 
course of the isocontour lines and the time functions of the dipole parameters, tech­
nical or computational reasons seem to be improbable. In our opinion, the results 
indicate rather that a single equivalent current dipole model, instead of a multipole 
expansion, does not represent the appropriate approach. This hypothesis is also 
favored by field distributions from other individuals (not shown in this paper) that 
definitely cannot be generated by single current dipole sources. 

We have been able to demonstrate that the study of the time dependence - the 
dynamic aspect - of the dipole parameters of evoked responses in order to obtain in­
formation on the underlying cortical excitation processes, is much superior to simply 
studying one or two specified time instants. The results strongly suggest the need for 
comparative anatomical data as well as for the development of more sophisticated 
mathematical models. The model that Saermark presents elsewhere in this volume, 
which assumes a delayed progression of cortical excitation, seems to represent an 
important and promising approach towards a better understanding of the time 
dependence of cortical excitation processes. 
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Iterative Estimation of Single-Trial Evoked Potentials 

H.J.HEINZE, H.KuNKEL, and M.SCHOLZ 

1 Introduction 

Evoked potentials offer an excellent opportunity to study the stages of cerebral in­
formation processing in a clearly defined experimental setting. This applies espe­
cially to the so-called endogenous potentials (see Picton and Stuss 1980 for a defini­
tion), for which a relation to various cognitive functions is widely accepted. The task­
dependent changes of these potentials permit an experimental test of models of per­
ceptual functions developed by cognitive psychology. 

Adequate decoding of the information contained in these electrophysiological 
phenomena is a crucial prerequisite of this research. A key problem is the extraction 
of the evoked potentials from the spontanous EEG. In evoked potential research, 
signal extraction is commonly achieved with a very simple filter, by so-called averag­
ing. This synchronous stimulus summation of a number of EEG segments is based on 
the hypothesis that the spontanous EEG can be viewed as a stochastic process with 
an expected value of zero, whereas the evoked potentials can be regarded as being 
invariant over all segments. A number of considerations can be held against this as­
sumption. First, habituation and learning processes might occur over an experimen­
tal period, which might lead to an uncontrolled change of the cognitive set and con­
sequently to changes of the components of the potentials. Secondly, a relationship 
and interference between the evoked potential and the spontanous EEG has been 
shown by Ba~ar (1980, 1983, 1985) and others. Conventional averaging will - in the 
best case - yield only the time-invariant portions of the potentials; the question of 
interference with the ongoing EEG cannot be answered. The extraction of single­
trial potentials is therefore highly desirable for the detailed analysis of evoked poten­
tial data. However, the separation of spontaneous EEG and evoked potentials con­
stitutes a difficult problem, for reasons discussed below. Up to now, most methods 
for single-trial analysis have employed a reference signal (template) to which the 
single segments were compared, using the least -squares principle. Generally, the 
averaged evoked potential is used as such a template. Pattern recognition techniques 
have been used as an alternative to the least-squares approach. 

In the present paper, a method for single-trial potential evaluation is presented, 
using a model of time-series analysis for the construction of an adaptive digital filter. 
The selectivity of this filter is improved by an iterative procedure. The quality of this 
estimator is controlled exclusively by criteria derived from the mathematical model. 
No reference signal is needed and no filter criteria have to be specified a priori from 
the averaging procedure. 
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2 Selective Filtering of Single-Trial Response from the EEG 

2.1 Definition of the Problem 

The core problem of single-trial potential analysis is the lack of a priori criteria that 
would allow a reliable separation of spontanous EEG from evoked potential in a 
single EEG segment. Many of the proposed methods, specifically those using least­
squares estimators, define separation criteria using the average evoked potential. In 
doing so, one is faced with two substantial drawbacks. First, the variance of the 
single potential can be considered only relatively to the average evoked potential. 
The second problem is with the validity of the filtered data, since it can be shown that 
some least-squares methods will extract a "potential" from an EEG segment which 
by construction does not contain a signal. 

A powerful alternative approach uses internal criteria; i.e., criteria derived from 
the structure of the filter constructed for the extraction of single-trial potentials and 
their validation without any external specifications, in particular without the need of 
a reference signal. In such an approach, a basic distinction is made between the spon­
tanous EEG as a (largely) stochastic signal and the evoked potential as a (largely) 
deterministic signal. This distinction is based on the experimental definition of the 
evoked potential as being a triggered signal. If no additional information is at hand 
for single-trial analysis, a signal can be considered deterministic only with a certain 
probability if it occurs repeatedly; i.e., at least twice. This means that at least two 
successive EEG segments are needed for this method. In these circumstances, an 
"evoked potential" is defined as being the periodic signal contained in both seg­
ments. No additional assumptions are made about the shape of the potentials. A 
method for single-trial analysis based on these considerations can be constructed by 
adapting a mathematical model to the signal configuration in question - a periodic 
signal masked by colored noise - and then deriving an algorithm for the extraction of 
the periodic portion. 

2.2 Basis 

A suitable mathematical model, describing the so-called autoregressive moving aver­
age (ARMA) processes, is found in the field of time-series analysis. An ARMA pro­
cess ist the stochastic equivalent of higher-order differential equations and charac­
terizes a linear stochastic process, which is additively mixed from a periodic and a 
stochastic portion. Above a certain signal-to-noise ratio (SNR), the spectrum of such 
an ARMA process permits the distinction between periodic and stochastic signal 
portions and is therefore suitable for the construction of a filter for certain periodic 
frequency portions. By now, powerful algorithms for the calculation of stable 
ARMA spectra are available (Cadzow 1980; Kay 1980; Heinze et al. 1984), permit­
ting an identification of periodic signal portions even at a relatively low SNR. 

Figure 1 gives the basis for the use of the ARMA spectrum as an adaptive filter 
by a computer simulation. Figure la shows a periodic signal, which is additively com­
posed from three sine wave frequencies; in Fig. 1 b this signal has superimposed 
white noise with a SNR of 0.3. The ARMA spectrum (Fig. lc) that is calculated from 
this noisy signal identifies clearly the three frequencies of the original signal. If this 



SIGNAL (II HZ + 30 HZ + 55 HZ) 

- 5 . 00 +-~~~~~~~~.-~~~~~~~~ Sec 

a Q.O 0.300 0 . 600 

5 .00 SIGNAL + NOISE (SNR • 0.3) 

- 5 . 00 +-~ __ ~~~~~~,-~ __ ~~~_~ Se c 

b 0 . 0 0.30 0 0.60 0 

0 . 0 Hz 

C 
1.1 . 0 30 . a 60 . 0 

5. 00 U E)(TRACTED SIGNAL 
Fig. la-d. Basis ofthe ARMA filter-
ing procedure. (a) Periodic signal 
additively composed of three sine 
wave frequencies (11 Hz + 30 Hz + 
55Hz). (b) Signal additively mixed 
with noise (1Hz - 250Hz) in a 
signal-to-noise ratio (SNR) of 0.3. 
(c) ARMA spectrum of the noisy 
signal. The three frequencies of the 
original signal are clearly identified. 
(d) ARMA filter of the noisy signal. 

-5. 00 Sec The original signal is recovered with 

d 0. 0 0. 300 0.600 a negligible amplitude difference 



324 H. J. Heinze et al. 

spectrum is used as the transfer function of a nonrecursive digital filter and the noisy 
signal is subjected to this filter, the original signal is recovered (with a neglectable 
amplitude difference (Fig.ld). It should be emphasized that the algorithm for the 
calculation of the ARMA spectrum is not constrained to white noise conditions, but 
works just as efficiently if the target signal has superimposed colored noise. Note also 
that no previous knowledge about the extracted signal is required with this method. 

2.3 Development of the Algorithm 

As described in the previous two sections, the principle of the desired algorithm is to 
extract the periodic portion from two consecutive EEG segments and to test whether 
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the extracted signal meets the criteria for an evoked potential. The algorithm can be 
subdivided into several steps (Fig. 2). The first step involves the estimation of the 
SNR in two consecutive EEG segments, from which two criteria for the use of the 
ARMA filter are derived (see below). If these criteria are fulfilled, the target signal 
is extracted by the ARMA filter. The filtered signal is finally subjected to certain 
control criteria. If these criteria are met, the selectivity of the filter and thus the qual­
ity of the estimator is optimized iteratively. This stepwise procedure is described in 
the following section. Mathematical derivation and proofs cannot be considered here 
because of space limitations. A detailed account and program listings are being pub­
lished elsewhere (Heinze et al., in preparation). 

2.3.1 Estimation of SNR 

The estimation of the SNR in two consecutive EEG segments is aimed at determin­
ing the share of the total variance accounted for by the periodic signal component. If 
this share exceeds a certain threshold, the periodic frequencies can be identified in the 

ARMA spectrum. If the SNR is defined as the ratio power ~Sig~al? ' a formula can be 
power nOIse 

derived; under the assumption that 

el = eez and e = 1 

the SNR can be estimated as 

SNR = Kov(xj,xz) 

!(Var(XI) + Var(x2)) - KOV(XI,X2) + ![E(XI) - E(X2)f 
2 4 

(1) 

where Xi, with i = 1,2, denote the vectors of the data points of both EEG segments, 
ei the data values of the two evoked potentials, and ni the data values of the spon­
tanous EEG, e denotes a scalar factor; Kov stands for covariance, and E stands for 
expected value. 

Equation (1) is based on the implicit assumption of identical potentials in both 
segments. Since potentials of the same shape, albeit different amplitude, can simu­
late an acceptable SNR, it is necessary to estimate the ratio of both amplitudes - i.e., 
the factor e - explicitly. Under the assumption of equal variances of the spontanous 
EEG in segments Xl and Xz, the following equation holds: 

(2) 

In the simulation studies, a SNR value of greater than or equal to 0.3 and an interval 
of 0.5-1.5 for the factor e were determined as necessary prerequisites for the use of 
ARMA filtering. 

2.3.2 Filter Algorithm 

The algorithm for the calculation of the ARMA filter has been described by Cadzow 
(1980) and Heinze et al. (1984) and will not be considered here in detail. The princi­
ple goal is to determine the parameters of the transfer function of the stochastic pro­
cess. Of great importance is the definition of the model order. Unfortunately, until 
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tively improved spectrum after one 
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(e) Signal extracted from both seg­
ments by the selective filter (solid 
line), compared with the original 
evoked potential (dotted line). 
(f) Signal extracted from both seg­
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now no sufficient method for determination of the ARMA model order has been de­
scribed. However, in the case considered here, characterization of the process is sec­
ondary to a high resolution of the spectrum. Therefore, following the suggestions of 
Chan and Landford (1982) we calculated the so-called pseudo-inverse, encountered 
in the determination of the AR coefficients ai, by an orthonormalization procedure. 
The resulting increase in stability of the estimation of the ARMA spectrum permits 
choosing the filter order according to the desired frequency resolution independently 
of possible instabilities of the spectrum. The digital filter used is a modification of the 
algorithm of Stearns (1979). 

2.3.3 Selective Spectrum and Iterative Filtering 

In principle, the ARMA spectrum will yield peaks for the periodic signals according 
to the underlying frequencies (see Figs. lc, 3c). As the spontanous EEG is colored 
rather than white noise, it is to be expected that the spontanous EEG portions in two 
consecutive segments will lead to peaks as well, which, in the worst case, might have 
the same spectral distribution as the evoked potential. It is therefore necessary to 
calculate a selective spectrum in order to reduce maximally the portion of the spon­
tanous EEG. A solution to this problem can be found in the following way. If the 
evoked potentials in two consecutive segments are assumed to be highly identical (as 
follows from Eqs. 1 and 2), the ARMA spectrum of the spontanous EEG can be es­
timated from the difference of the two segments. This estimation is based on the area 
properties of the integrated spectrum and uses empirically determined correction 
factors (Heinze et aI., in preparation). 

After subtraction of the spectrum of the difference signal from the spectrum of 
both segments, the portion of the spontanous EEG in the calculated new spectrum 
is markedly reduced. The new spectrum is again used as a filter. If the control criteria 
for the extracted signal are met, this procedure is repeated iteratively until no further 
optimization can be obtained. 

2.4 Convergence Conditions and Control Criteria 

The iteration is based on several criteria, which at the same time represent a validity 
control for the filtered signal: 

1. The SNR (Eq. 1) is improved by a factor of at least 1.5 
2. The factor c falls into the interval 0.5-1.5 after filtering (Eq. 2) 
3. Certain frequency and time characteristics must be congruent. For details see 

Heinze et al. (in preparation). 

Two examples, simulations of visual (pattern) evoked potentials, are given to 
clarify the procedure (Figs. 3 and 4). The signals were constructed with the use of 
spline functions and digital filtering of white noise. It is apparent in Fig. 3 that the 
main components of the single-trial potentials are sufficiently well estimated. Figure 
4 demonstrates a borderline case for this method with a SNR of 0.3. Again the single 
potential is clearly identified. In these cases, an improvement of the SNR by a factor 
of 10-20 was obtained after the first iteration. The consistency of the estimator was 
tested in simulation studies, for which details are given in Heinze et al. (in prepara­
tion). 
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Fig. 5. Examples of single visual evoked potentials from one trial with a normal subject 

3 Application to Visual Evoked Potentials 

Investigations by Coppola et al. (1978) showed the SNR for single-trial visual evoked 
potentials and spontanous EEG to be between 0.4 and 0.6. As our simulation studies 
yielded a threshold SNR of 0.3, the visual evoked potential in certain ways consti­
tutes a borderline case for this method. It is of some interest whether the single-trial 
potentials of this exogenous brainwave phenomenon show variability across an ex­
perimental period and whether the single-trial potentials are altered by pathological 
conditions. For further control, the averages of the selected segments were com­
pared before and after filtering. Apart from small amplitude differences, identical 
averages were obtained in all cases. 

Figure 5 shows visual pattern-reversal evoked potentials recorded from a healthy 
male subject during a single run. A considerable variation in the shape of the single­
trial potentials is apparent, although the so-called PI component is identifiable in all 
cases. An interesting repetition of certain patterns is observed, for example in seg­
ments 20121, 30/31, and 40/41, but no specific conclusions about the nature of this 
phenomenon can be drawn at the present stage of investigations. PI latencies of the 
single-trial potentials of four healthy subjects are given in Fig. 6. As expected, the 
latencies are distributed around mean values between 100 and 120 ms, as they are 
commonly found for the average visual evoked potential. Markedly shortened as 
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Fig. 8. P1 latencies of the single visual evoked potentials of four patients suffering from multiple 
sclerosis 

well as lengthened latencies are also obtained, of which the latter, considering the 
empirically determined confidence intervals, would have to be regarded as signifi­
cantly pathological. Results for the PI amplitude show a similar pattern. 

Analogous pictures can be seen with patients suffering from multiple sclerosis 
(Figs. 7, 8). PI latencies are on average lengthened far beyond the usual 120ms, al­
though potentials with PI latencies in the normal range are observed in most of the 
subjects. 

4 Discussion 

The results presented show that visual evoked potentials cannot be regarded as 
stationary events. This is remarkable, because visual evoked potentials are generally 
viewed as exogenous, stimulus-dependent potentials. Their relatively precisely de­
fined neuroanatomical substrates lets them seem to be functions of simple stimulus­
registration processes; an interference with higher-order cognitive functions seems 
unlikely. As yet, little is known about the variability of the exogenous potentials. 
Gasser et al. (1983) and Mocks et al. (1984) developed a method for estimating the 
variability of visual evoked potentials. Barber and Galloway (1979) investigated 
adaptation processes of these potentials with the aid of blockwise averaging. Of 
some interest in this respect are also the observations of Zerlin and Davis (1967), 
who recorded auditory evoked potentials from a patient with exceptionally large NIl 
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P2 amplitudes, permitting analysis without prior averaging. They found an ampli­
tude variability with a generally normal distribution and observed no systematic 
trend effect. 

Similar results are seen in the present study. Latencies and amplitudes of the 
visual evoked potentials are randomly distributed and no systematic effects have yet 
been seen. This fact stands against the assumption of a simple linear relationship be­
tween stimulus and evoked response in the EEG. Coppola (1979), based on the 
Wiener model for nonlinear systems, could show that the visual evoked response is 
strongly influenced by nonlinear effects. In this respect, Ba~ar's model (1980) of a 
synchronization of spontanous EEG and the evoked potential, in which the evoked 
response is proposed to depend largely on endogenous synchronization processes, is 
important. The study of single-trial potentials will - among other effects - ease the 
investigation of the possible interactions of spontanous EEG and evoked potentials. 
Application of the method elaborated in this paper to endogenous potentials will 
prove valuable in the study of short-term fluctuations of cognitive functions. Specifi­
cally, single-trial potential analysis might be used for the prediction of the results of 
cognitive tasks executed by subjects. 
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Auditory Evoked Potentials: Topodiagnostic Value, 
Spatiotemporal Aspect, and Phase Problem 
(Rarefaction Versus Condensation) 

K.MAURER 

1 Introduction 

Of the many waves elicited during acoustic stimulation, two of the most important 
with regard to new trends in human electrophysiology are waves with short latency, 
the so-called auditory brain stem response (ABR), and one wave with long latency, 
the so-called P300. The ABR has been applied in diagnostis for about 10 years and 
has contributed to a better understanding of auditory function and to a more precise 
diagnostic procedure in brain stem lesions (Starr and Achor 1975; Stockard and 
Rossiter 1977; Maurer et al. 1979). P300 has been known since Sutton et al. (1965) 
described evoked potential correlates of stimulus uncertainty. 

After an acoustic stimulation, approximately 15 brainwaves appear, which can be 
divided according to their latency into components with early, middle, and late 
latency. The earlier such a wave occurs, the more exact is its association with well­
defined structures in the CNS. This applies in particular to the ABR, which origi­
nates in structures such as auditory nerve and brain stem. In longer latency condi­
tions, the influence of psychological factors increases. 

An important technical factor influencing latencies and amplitudes of the ABR is 
the phase of the stimulus. Responses to condensation (C) stimuli (which push for­
ward on the tympanic membrane) differ from responses to rarefaction (R) stimuli 
(which pull backward on the tympanic membrane). The phase problem has been 
known since Kiang et al. (1965), Goblick and Pfeiffer (1969), Salomon and Elberling 
(1971), Maurer et al. (1980) and Maurer (1985) described earlier peaks to R stimuli. 
The difference between responses to C and R stimuli is crucial, because threshold 
estimation and topodiagnosis often vary, depending on the phase of the stimulus. 

The topodiagnostic and spatiotemporal aspects and the significance of taking into 
account acoustic polarity (R vs. C) will be demonstrated in normal persons and pa­
tients with neuro-otological and psychiatric diseases. 

2 Topodiagnostic Aspect 

Wave I of the ABR originates at the beginning of the auditory nerve. This is certain 
for wave N1 has long been used in electrocochleography (ECochG) for audiological 
purposes. Wave I is a volume-conducted farfield potential of potential N1. 

In experiments with animals, it was possible to show the origin of wave I in the 
distal part of the auditory nerve (Maurer and Mika 1983). The rabbit exhibits the 
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Table 1. Topodiagnostic categories distinguished by means of the ABR 

Peripheral hearing disturbance 

Neural hearing disturbance 

Central hearing disturbance 

External ear 

Middle ear 

Cochlea 

K.Maurer 

Cerebellopontine angle 

Auditory nerve 

Medulla 

Pons 

Midbrain 

same anatomical characteristics as the human concerning the cerebello-pontine 
angle; this animal is therefore suitable for topodiagnostic examination. As in the 
human, one detects five waves, however with shorter latencies. If impulse propaga­
tion is disrupted by means of a pressure lesion upon the auditory nerve, wave I, 
which originates distally to the injury, can still be recorded. Waves III and IV origi­
nate according to our best information in brain stem structures such as the pons and 
midbrain, but the origin of waves II and V is still a matter of discussion. 

This association of waves with structures makes possible a clinical classification of 
hearing disturbances as peripheral, neural, and central, which can be used in topo­
diagnosis (Table 1). The ABR provides a topodiagnostic information mainly in the 
longitudinal plane. The fact that both the left and the right auditory pathways pro­
duce independent potentials makes it possible to evaluate not only the longitudinal 
but also the transverse extension of a lesion. If both auditory tracts are involved, one 
may find lesions on the same as well as at different levels. Besides longitudinal and 
transverse aspects, one must also consider the aspect of lateralization; that is, that 
left-sided and right-sided lesions can be distinguished. The origin of waves I and II 
on the side of stimulation is certain and one may also assume an origin ipsilateral to 
the stimulated ear for waves III to V. This is proven by the effects of unilateral brain 
stem lesions, which lead to unilateral decay of waves on the same side. 

3 Spatiotemporal Aspect 

Whereas the ABR is caused by circumscribed activity of nuclei in the brain stem and 
helps in identifying the site of a lesion, the long-latency auditory evoked potentials 
(AEP) originate in complex cortical structures and exhibit a topographic distribution 
over the skull and an evolution over time. A newly developed computerized topo­
graphic technique called "brain mapping" enables the visualization of spectral, spa­
tial, and temporal characteristics of evoked potential data (Duffy et al. 1979; Duffy 
1981; Morihisa and McAnulty 1985; Maurer and Dierks 1987). One wave, the so­
called P300, is of special interest with regard to the dynamics of sensory and cogni-
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Fig. la, b. AEP and topography of the auditory evoked P300. (a) Left: Display of late AEP with 
peaks N100 and P200. Right: Topography of AEP at a time interval of 330ms and after stimulation 
with a frequent 1000 Hz tone . A wave P300 is not present. (b) Left: Display of late AEP and a P300 
complex at 330ms. Right: Topography of P300 with a maximum of positivity at points P3, PZ and P4 
and a decrease towards the frontal and temporal areas. The colored calibration bar indicates positive 
and negative amplitude values in the range of + 15 to -15 ~ V 
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tive processing in the brain. The P300 is a late component of evoked potentials and 
is elicited by change in attended stimuli in any modality. Because they provide new 
information about the brain's response, the P300 and its spatiotemporal aspect are of 
special interest in psychophysiological conditions. 

Figure 1 shows the topogrpahic distribution of P300 waves elicited by acoustic 
stimulation in a normal individual. Whereas presenting a frequent tone with a fre­
quency of 1000 Hz causes clear definable waves N 1 (~100 ms) and Pz (~180 ms), 
adding an infrequent 2000 Hz tone causes a late positive peak at about 300 ms. This 
wave has a maximal distribution in the centroparietal area (9 J.l V at point Cz)' 

Results in schizophrenic patients support the view that a major factor in the dis­
order may be the inability of the brain to focus on relevant stimuli. According to 
Morstyn et al. (1983), and consistent with several of our own observations (Maurer 
et al. 1987), a deficiency in activity in frontal and temporal areas may be assumed. 
Although preliminary, the brain mapping method provides new insight into late 
evoked potential behavior in endogenous psychoses and dementia. 

4 Aspects of Stimulus Phase 

4.1 Phase-Dependent Alterations in Normal Persons 

Whereas waves I, II, and III were stable in shape, waves IV and V had variable con­
figurations, as shown in Fig. 2, in which groups a-f were selected to characterize the 
different responses. The wave variations did not occur systematically; with the same 
stimulus phase, the two ears of a given subject could give rise to identical or to differ­
ent patterns. A total of 100 ears of 50 subjects were evaluated. Figure 3 shows the re-

Fig. 2a-f. Alterations of waves IV and V in normal hearing subjects. (a) Separated waves IV and V; 
(b) single IV/v complex; (c) wave IV as shoulder of wave V; (d) wave V as shoulder of wave IV; (e) 
absence of clear definable wave IV; (f) absence of clear definable wave II. Calibration 200nV 
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Fig. 3. Schematic drawing of wave alterations and percentage occurrence in the different phases. 
R, rarefaction; C, condensation 

sults. R stimuli produced a high percentage of separated waves IV and V (about 
80% ). C stimuli tended to elicit either a IV IV complex (group b) or a pattern with 
wave IV as a shoulder of wave V (group c) or wave V as a shoulder of wave IV 
(group d). 

4.2. Latencies with Respect to Stimulus Phase 

Statistical calculations to find phase-dependent latency differences are problematic 
because wave patterns are not systematic. Although about 80% of ears gave rise to 
waves of group a after R stimuli, patterns b-e occured in about 20% of the ears. 

When the Wilcoxon test for the peak latencies of waves I-V was applied in 50 
subjects, using separate Rand C stimuli, waves I, II, and IV appeared earlier after 
R stimuli, whereas wave V appeared earlier after C stimuli (Table 2). 

A statistical method that considers the whole wave pattern along a time axis 
seemed to be more promising. For each ear and each polarity, the cross-correlation 
function (Rxy) was determined. The cross-correlation function is a measure of the 
similarity of a function x(t) to another function yet), if yet) moves along a time axis 
with respect to x(t). r is the shifting time. The greater the similarity, the larger 
Rxy( r). Therefore Rxy( r) reaches a maximum if the ABR after rarefaction is similar 
to the response after condensation. A time shift of Rxy towards positive values of r 
signifies shorter latencies to stimuli. To avoid differences between the right and left 
ear, the statistical calculations were done separately for each ear. Table 3 shows 
latencies of the maxima of Rxy for 12 normal subjects. Figure 4 shows the ABR from 
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Table 2. Latency change correlations with rarefaction 
and condensation stimuli 

Wave 

II 

III 

IV 

V 

Stimulus 
conditions 

R-C 

R-C 

No difference 

R-C 

C-R 

Probability 
of an earlier peak 

5% 

1 per 1000 

1 per 1000 

1% 

R-C, rarefaction before condensation 
C-R, condensation before rarefaction 

K.Maurer 

Table 3. Latencies of the maxima 
of the cross-correlation function 
from the ABR in 12 subjects with 
normal hearing 

No. Right ear Left ear 

0.15 0.10 

2 -0.02 0.07 

3 0.17 0.04 

4 0.01 0.01 

5 0.13 0.03 

6 0.09 0.09 

7 0.11 0.09 

8 0.07 0.09 

9 0.05 0.03 

10 -0.09 -0.04 

11 0.07 0.05 

12 0.05 0.20 

-, Condensation before rarefac­
tion; otherwise rarefaction before 
condensation 

a 22-year-old woman in response to Rand C stimuli and the corresponding cross­
correlation-function. The Wilcoxon test showed a significant difference (a < 1 % ) be­
tween responses to Rand C stimuli in such a way that latencies were shorter in the 
Rmode. 

4.3 Phase-Dependent Alterations in Audiology 

Threshold determinations with Rand C stimuli are time consuming. Near threshold, 
at least two trials have to be done for each polarity to guarantee reproducibility. Ten 
patients suffering from sensorineural hearing loss combined with loudness recruit­
ment were investigated. Four patients exhibited reproducible components near 
threshold only in the R mode. In six patients, the threshold could be determined 
more precisely in the R mode (Fig. 5). 

4.4 Phase-Dependent Alterations in Otology 

A total of 28 patients with surgically identified acoustic neuromas were tested. In 17 
cases, the wave pattern was identical in the two phases. In 11 cases, however, Rand 
C gave rise to different wave patterns, resulting in a different topodiagnosis. 

4.5 Phase-Dependent Alterations in Neurology 

Phase-dependent differences often occur in diseases that affect the brain stem, and 
they obscure the diagnostic decision as to the lesion level. A total of 31 patients with 
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Fig. 4a-c. ABR in response to 
rarefaction (a) and condensation 
(b) stimuli. (c) Cross-correlation 
function (Rxy). r, shifting time 

"definite" multiple sclerosis (MS) were tested. Eleven cases had normal waves I-V; 
in 20 cases, altered waves were indicative of a brain stem lesion. In the 20 cases with 
altered waves, the responses of 40 ears could be evaluated. Nineteen ears had identi­
cal patterns in the two phases, whereas 21 of the ears gave rise to different wave pat­
terns, depending on the phase of the stimulus (Fig. 6). More than 50% of the MS pa­
tients exhibited different patterns after Rand C stimuli, resulting in a different topo­
diagnosis. 
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Fig. 5. Threshold determination in the rarefaction and condensation mode. Thresholds: R = 50 dB; 
C=60dB 

5 Conclusions 

In earlier times, technical limitation permitted the detection only of the late AEP. 
These late waves, however, did not contribute to topodiagnosis in neurology. The 
topodiagnostic aspect became clinically relevant only about a decade ago, when 
Sohmer et al. (1974) and Starr and Achor (1975) found early-latency AEP (l-lOms); 
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Fig. 6. BAEP in MS. Upper part, alternating mode (A); middle part, rarefaction mode (R) with 
waves I-III (right ear); lower part, condensation mode (C) with waves I-V (right ear). Calibration 
300nV 

these waves originate in well-defined brain stem structures, such as the auditory 
nerve, medulla, pons, and midbrain. 

Whereas the origin of waves I, III, and IV is well established, the origin of waves 
II and V is still not fully understood. Their extracranial origin was assumed by M~ller 
et al. (1981). This question can most likely be clarified by studying wave alterations 
in well-defined neurological lesions, such as vascular syndromes; e.g., the Wallen­
berg syndrome. In this disease, among other neural lesions, those of the cochlear 
nucleus eliminate AEP components starting with wave II. As for wave V, findings in 
conditions with increased intracranial pressure point to a mesencephalic origin. 

As long as the late-latency AEPs were recorded by a limited number of electrodes 
(mainly by a vertex electrode), their diagnostic value was restricted to threshold esti­
mations. This limitation was overcome when Duffy et al. (1979) introduced a 
spatiotemporal technique by attaching multiple electrodes (16-20) at the surface of 
the skull. In this way it was possible to evaluate the topographic distribution and 
spread of electrical activity over time. Evoked potentials with long latency became 
attractive again, because lateralization of electrical activity in the brain could be ex­
amined in psychiatric patients. Although there have been only a few studies in pa­
tients with endogenous psychoses, the results show that brain mapping is able to de-
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Fig. 7. Schematic drawing of the stimulation modality in the rarefaction and condensation mode. 
l, electrical waveform; 2, acoustic waveform; 3, upper part, waveform pattern due to rarefaction; 3, 
lower part, waveform pattern caused by condensation with delay of latencies of waves I and II 

fine regional differences in spectral content between schizophrenic patients and a 
control group (Maurer and Dierks 1987). Figure 1 showed the chronologic resolution 
of the P300 wave. It may be possible to do further studies of the cognitive dynamics 
of the brain's electrical activity. 

The phase-dependent latency shift and change of pattern of AEP is generally 
accepted. However, the reason why Rand C stimuli create different responses in 
subjects with normal hearing and in patients with neuro-otological diseases is not yet 
fully understood. Salomon and Elberling (1971) discussed the possibility that Nl 
(wave I) firing is phase locked to the outward movement of the eardrum (R); they 
assumed a latency shift of half a cycle caused by reversal of the stimulus (Fig. 7). This 
hypothesis, however, does not explain the shorter latencies after C stimuli found in 
about 20%-30% of subjects with normal hearing. 

The assumption of an excitation exclusively linked to the R mode could not be 
confirmed by our experiments. One reason may be the incalculable behavior of 
sound in the external auditory canal; only the electrical waveform can be determined 
exactly. Experiments similar to those done by Salomon and Elberling (1971) and 
Maurer et a1. (1984) should therefore be carried out with probe measurements of 
sound pressure in the ear canal after Rand C tone pips. 

The phase problem can be studied only in part by electrically producing half-sine 
waves of different durations. If one assumes a nearly biphasic acoustic pattern and 
an initial upward deflection (R) responsible for excitation, a similar upward deflec­
tion should occur in the opposite phase. 

According to probe measurements in the auditory canal in man (Maurer et a1. 
1984), this latency shift is of the order of 0.1-0.2ms. Salomon and Elberling (1971) 
described an increase in latency of Nl in the same range as the phase shift of sound 
pressure in the ear canal when reversing stimulus polarity. 

The phase-dependent differences complicate threshold determination in audiol­
ogy and obscure topodiagnosis in neurology. What hearing loss is to be diagnosed if 
Rand C result in different hearing levels (Fig. 5)? What diagnosis is to be made if R 
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indicates a medullary brain stem lesion whereas C points to mesencephalic damage 
(Fig.6)? 

In cases with different patterns and marked latency shifts, the alternating phase 
mode has to avoided, as the summating process may obscure the peaks specific to 
each phase; false positives may then be generated, including even pathological wave 
forms. 
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Introduction 

T. MELNECHUK 

We now begin the final session of this conference with remarks by seven speakers on 
"How brains may work." The title is not "How the brain may work" because, as Dr. 
Bullock has pointed out, different brains may work somewhat differently, and the 
title is not "How brains work" because we still do not know. 

The purpose of the session is to facilitate the explication of new models of brain 
function. Therefore each of the seven panelists has been asked to do three things -
to give the essence of the old way of thinking that needs modification, to give the 
essence of his new alternative view, and to make its main implications explicit - and 
to do these three things in only 10 min. 

The last of these short talks will be given by Dr. Ba~ar, who, like the six speakers 
before him, will talk about his own ideas, instead of improvizing a synthesis of the 
different conceptions of neural dynamics that we will have heard. However, I expect 
that he will enrich the proceedings volume with an epilogue that will place in a broad 
perspective the ideas we are about to hear. 

After the seven short talks on how brains may work, Dr. Freeman will conclude 
the session with his second talk of the afternoon, which will review relevant meth­
odology, both technical and conceptual. I expect him to argue for, among other 
things, the importance of interpreting one's own findings and the findings of others 
in terms of explicit models. Neuroscience has been described as rich in data and poor 
in theory. I for one have an intellectual hunger for neuroscientific synthesis, as ex­
pressed in the following light yet serious poem by the mythical Dr. Orpheus. 

Each question Nature answers, like a seed 
Of grain, yields seven new ones at its gleaning, 
Whose answers fill the journals that we read 
With kernels not yet cerealed to meaning. 

As good empiricists pile up new facts 
Upon the heaps whose bulk already wearies, 
I bless each integrator who contracts 
The mounds of data to a few clear theories. 

Painstakingly, as in a film by Kubrick 
That cumulates the details of a dooming, 
The theorist, beneath his roomy rubric, 
Connects phenomena in their subsuming. 
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I honor bits, though they are focal and minute, 
And think the mind is not a thing to coddle, 
Yet oh, my bliss when facts are not just brute 
But evidence for some synthetic model! 

T. Melnechuk: Introduction 

In this spirit of welcoming new theoretical ideas, I commend our seven speakers 
in advance, and also call to your attention the interesting synthetic concepts of other 
participants in this conference - including, for example, the theory of Schild (1984) 
on the coordination of neuronal signals as structures in state space, and the theory of 
Harth and Unnikrishnan (1985) of perception and imagery as a process involving 
cyclic interaction between the brain stem and higher sensory relays. 

Now we turn to the first of our scheduled talks. 
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Melnechuk: Our first speaker, in honor of Leibniz, Kant, and Hegel, is a philoso­
pher, both in the current disciplinary sense and also in the older sense of "natural 
philosopher," since he was a working scientist in an earlier phase of his career. He is 
Dr. Werner Leinfellner, of the University of Nebraska and of the Technical University 
of Vienna. 

The Brain-Wave Model as a Protosemantic Model 

W. LEINFELLNER 

For the last 40 years, the human brain has generally been regarded as an analog of 
the digital electronic computer, as a vast switching network of 100 billion neurons 
wired up as in a computer or a telephone net and communicating with one another 
by means of impulses transmitted electrically along fibers and electrically or chemi­
cally across synaptic connections. 

This computer model of the brain has not gone unchallenged. At the philosophi­
cal level, it is objectionable to some for reinstating the dualism of mind and body, by 
considering the relationship of mentation to the brain only in terms of the relation­
ship of computer programs to hardware. 

At the empirical level, both psychological and biological evidence has suggested 
the inadequacy of the computer model of the brain, as I will now show. 

To begin with, the psychological objections to the computer model: the scope and 
character of human intelligence are very different from those of a computer. In re­
cent years, Dennett, Searle, Simon, Fodor, and I (Leinfellner 1984,1985,1986) have 
pointed out several limitations of the computer model. 

First, a computer functions only like a formal logical system. The results of 
Weizenbaum with ELIZA in 1965, of Pribram in 1971, of Winograd with SHRDLU 
in 1973, of Schank and Abelson in 1977, and of Hofstadter in 1980 can all be sum­
marized as establishing that a computer is a Turing simulation of formal thinking. As 
a result, it can understand only a small part of natural language. Dennett in his 
"spaceship" example and Searle in his "Chinese learning" example deny vigorously 
that computers will ever understand semantics or the full use of language. Secondly, 
formal manipulations of symbols and programs do not capture meaning; a computer 
knows a symbol but not what it symbolizes. Thirdly, a computer's program is in most 
cases syntactic but not semantic. 

In brief, computers generally are realizations of only the logical and computable 
functions of intelligence. Thus they perform only a part of what we call "intelli­
gence," which also includes cognitive and semantic functions, the maximization of 
survival and replication. 

Complete intelligence, whether biological or artificial, requires the effective 
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synergetic cooperation of several subsystems: (a) a sensorium for receiving external 
stimuli; (b) a representational and memory subsystem; (c) a subsystem for mak­
ing evaluations in terms of pleasant and unpleasant; (d) a subsystem for drawing 
inferences (here is the place for the computer); (e) an effector device, a motor sub­
system. 

The biological purpose of such an intelligent system is to solve problems under 
uncertainty and risk and under the constraint of maximizing survival. The question 
arises: could computers maximize survival? Hofstadter thinks that in the future, 
once computers become able to replicate, they will have feelings as mammals do and 
consequently will maximize their survival. At this time, that idea belongs to science 
fiction; contemporary computers do not have feelings, do not evaluate their chances 
for survival, and cannot respond to the huge variety of external stimuli. 

Clearly, electronic computers and human brains are two fundamentally different 
embodiments of intelligence. The question is not what the brain can learn from the 
computer, but what the computer can learn from the brain, since the computer is in­
adequate as an analogy for a brain that provides the intelligence that maximizes 
survival and uses natural language. 

How could one expect a brain modeled after a computer, with its circuits able to 
perform only logical and recursive operations, to underlie the intelligent and cogni­
tive semantic functions of our language? Even a model like the advanced "associa­
tive computers" of Hopfield, which are neural-net simulations constructed "in the 
spirit of biology," cannot explain how we perceive gestalts which integrate thousands 
of bits of incoming information. 

Happily, there is a brain model that is inherently compatible with representation, 
cognition, and semantics, and thus with intelligent behavior that maximizes survival, 
so it can explain how we evolved language and how we use language. 

The model I speak of was made necessary by neurophysiological discoveries that 
weakened the case for the computer model. For example, neurons were discovered 
to function in a much more continuous and complicated way than do yes/no 
switches. 

However, the most profound challenge to the computer model of the brain has 
been made by such neuroscientists as Adey, lohn, and Ba~ar, who, for more than 20 
years, have been finding evidence for faster transneural communication than can be 
performed by action potentials, and for quantitative correlations between brain wave 
patterns and stimuli - in short, evidence that led them to propose versions of an 
alternative model of the brain that de-emphasizes neuronal connections and empha­
sizes neural fields. 

As is well known, the brain is pervaded by a complex electromagnetic field. The 
waves in it, which range in frequency from less than ten to several hundred hertz, can 
be picked up by electrodes on the scalp and displayed and measured on oscilloscope 
screens. 

In the new model, perceptions, memories, thoughts, and computations are en­
coded in specific patterns of brain waves, which can resonate and build up superim­
positions. Such communication by brain wave is certainly one way, and may be the 
only way, in which millions or billions of neurons can cooperate almost simultane­
ously, as there is evidence they do. I will call this communication via electromagnetic 
field "the silent internal language of the brain." 
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Perhaps the most important feature of the new brain wave model is that it pro­
vides an empirically based mechanism that is appropriate for realizing the cognitive, 
semantic, and linguistic functions of thought and language. The brain wave model 
can be called "protosemantic," because the electromagnetic field activity of the 100 
billion neurons in the human brain is perfectly suited to instantiate an operative­
operational model of semantics I developed several years ago (Leinfellner and Lein­
fellner 1978) and have since explained in more detail in recent publications (Leinfell­
ner 1984, 1985, 1986). 

My semantic model is a speculative linguistic and philosophical model that 
employs the concept of a unified cognitive semantic intelligence. Therefore it is able 
to explain what the digital-computer analogy for the brain could not explain - name­
ly, the causal connections of thinking and language, of unconscious and conscious 
mental processes. Since it is based on the empirical brain wave activity of cerebral 
neurons, one can hope that ultimately it will be tested rigorously by neurophysio­
logical methods and thus subjected to correction or refutation. 

The main neurophysiological assumption of this cognitive semantic model is that 
cerebral neurons are able to represent invariant sensory input, including dynamic 
light wave patterns (visual input), sound wave patterns (auditory input), mechanical 
patterns (tactile input), and chemical patterns (olfactory and gustatory input) by 
mapping them, in the form of frequency patterns, onto quasi-isomorphic or homo­
morphic brain wave patterns (evoked encephalograms), which are available and 
understandable to all of the brain's neurons. 

In terms of such specific wave patterns generated by neuronal activity, the under­
lying empirical basis of the semantic functions of thought and language can now be 
explained for the first time. 

Concept formation can be explained by the well-known neurophysiological phe­
nomenon of the superimposition of brain wave patterns to form a new, complex pat­
tern. This is the process that underlies abstraction, as when, for example, we com­
prehend all the individuals who smoke tobacco as the class of smokers. 

Memory can also be easily explained. Brain wave patterns are stored dynamically 
and can be reactivated (for instance, by resonance with an environmentally stimu­
lated current instance of the same pattern), for, besides underlying representations, 
they are also the neurophysical basis of remembering. 

The brain wave model also explains the cognitive semantic function of our language 
in a way that the computer analogy cannot. With regard to the process of naming and 
the reference relationship between thing and name, the brain wave model assumes 
that activity of the 100 billion neurons creates, among other semantic activities, a 
cognitive linguistic representation of the sensory input coming in from an external 
object. It does so by encoding the input in an invariant evoked brain wave pattern, 
which, about 3 ms later, via Wernicke's and Broca's areas, causes the speech muscles 
to utter an invariant linguistic expression, a name, which also comprises a a sound 
wave pattern of our language. Thus, when we see a rose, the word that we utter is 
invariably "rose." I call this process the "translation" of the silent brain wave language 
into the spoken language. 

Ross Adey's experiment, which found that different evoked brain wave patterns 
were associated with the utterance of the two phonologically identical words "rose" 
and "rows," demonstrated the semantic sensitivity of brain waves. Because the 
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meanings of the two words are different, the two patterns that represent them are 
different - that is, they do not resonate, and so the linguistic expressions triggered by 
the patterns are different too. Conversely, if the brain wave patterns that represent 
two words do resonate, as say in the case of "body" and "extended object," then the 
linguistic expressions will be found to be synonymous. 

The translation of the silent brain wave language into speech means that we have 
two windows into the brain, one direct and one indirect. The brain wave patterns 
that we observe on screens are the direct window and the linguistic expressions of 
our spoken language are the indirect window. 

Wittgenstein, in his later philosophy, assumed that thinking, whatever it may be 
in itself, is objectified as language, and he defined analytic philosophy as the analysis 
of the semantic functions of language. Wittgenstein's reduction hypothesis of think­
ing to language is actually a philosophical anticipation of this neurophysiological 
translation hypothesis. 

I will conclude with the main philosophical consequences of the new model. 

1. The brain wave model revolutionized the theory of knowledge and permits con­
structing an evolutionary epistemology. It explains cognitive processes even on 
the level of mammals that are intelligent but incapable of language, as I have 
shown in detail (Leinfellner 1984, 1985, 1986). 

2. It explains the survival mechanisms of intelligent animals that function even with­
out the help of language. If invariant representation is guided by survival maximi­
zation, intelligence will be manifested both in how the environment is perceived 
and in how problems and conflicts are solved. 

3. It regards spoken language as the external communication of intelligent brains. 
Ba~ar (1980) pointed out that all mammalian brains have similar brain wave char­
acteristics. Chimpanzees, lacking vocal cords like ours, cannot speak, but their 
brains very quickly adopted the American sign language of the deaf to "translate" 
their silent internal mammalian brain language into external signs. The female 
chimpanzee Washoe even taught the sign language to her baby. Therefore the 
proto semantic model can explain the phylogenetic and ontogenetic origin of 
spoken language from the silent internal brain wave language of the neurons. This 
translation hypothesis, which was first proposed by Jaynes, could well be called 
after Pallas Athena, who sprang full-grown from Zeus's head. 

4. Since the model is based on dynamic storage of brain wave patterns, it is consis­
tent with current dynamic theories of semantic memory - for example, those of 
Tulving (1983) and Schank. Moreover, the superimposition of brain waves posited 
by the model would permit the brain to possess a far greater storage capacity than 
the 1013 bits permitted by the computer model. 

5. Since the demonstration (Leinfellner and Leinfellner 1978) that logic can be re­
duced to operative-operational semantics, the brain wave model includes the 
logic-oriented computer model as a special case. 

6. It throws light on Wittgenstein's hypothesis that human consciousness is the ob­
jectification of the silent internal brain language as spoken language, moreover, 
the overflow of individual memory into spoken language creates a cultural memory, 
an interindividuallinguistic storage system, comparable to the "third world" of 
Popper and Eccles (1977). 
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7. If spoken language originates from and reveals the silent internal language of 
individual brains, which it translates into language, then language is the inter­
individual communication of individual brains that makes possible the inter­
individual cooperation we call "culture." 

As an example of that cooperation, I cite the welcome help and comments I 
received during discussions with Dr. Erol Ba~ar and other members of the Institute 
of Physiology on the occasion of my visit in Lubeck, and from Dr. W. Ross Adey and 
Dr. E. Roy John, which it is a pleasure to acknowledge. I also acknowledge with 
gratitude the help and support of the Research Council of the University of 
Nebraska and of Dean Meisels, who made this work possible. 
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Melnechuk: Our second speaker is Dr. Theodore H. Bullock, Professor of Neuro­
sciences at the University of California, San Diego. Dr. Bullock is an expert on the 
nervous systems of all the marine creatures from jellyfish and bony fish to cetaceans 
and surfers. He has long been arguing for the conceptual importance of both the 
similarities and the differences between nervous systems. 

How May Brains Work? 
A View from Comparative Physiology 

T. H. BULLOCK 

The first assertion that must be made about the title question is that for the present 
and a long time to come we expect divergent answers from experts who do not dis­
agree but have different expectations of explanation or understanding. It may help 
to state my personal view of what constitutes understanding in the context of how the 
brain works. In the broadest terms, to explain or understand the mechanism of a 
phenomenon is basically to describe it in the language of any lower integrative level, 
even the very next level. There are always levels below us (nervous system, sub­
system, circuit, cluster, cell, organelle, molecule, atom, particle, etc.); thus any 
explanation is just pushing the mystery down to phenomenology at a lower level. 
This is relevant because the extreme diversity of points of view about understanding 
the brain, many of them resulting from outstanding successes in cellular, membrane 
and molecular approaches, underlines a diversity in the conceptual goals of various 
integrative levels of inquiry (Gerard 1940). 

What Do I Mean by "Understanding" a System like the eNS? 

Focusing on the brain as a system, I will illustrate one view with the somewhat 
analogous problem "How does a university work?" When the discourse is aimed at 
the system level, the chemistry of typewriter ribbons and the physics of telephones, 
even the composition of sample individuals are not the most insightful initial ap­
proaches, although they are relevant and even important, especially in explaining 
malfunction. Findings such as "it works by shuffling material called paper," or "it 
works by temperospatial configurations of sets of units called committees" are also 
not satisfying, although they may represent quite significant advances if they are 
based on evidence that excludes some plausible alternative. 

Somewhat closer to an initial understanding of the system would be such claims 
as the following. The university is found to work by (a) interactions among partially 
equivalent but nonredundant individuals; (b) each with rich but fragmentary and 
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filtered inputs; (c) making decisions at widely different levels of consequence; (d) 
based on those inputs but integrated with endogenous tendencies; (e) taking actions 
partly in concert, partly quite out of phase with others, (f) every individual unique 
but none indispensable; (g) the system adjustable by reason of a network of connec­
tivity and shared competences; and (h) though normally the individuals operate with 
distinct responsibilities. 

Now, in the sense that these statements provide an explanation, though quick and 
superficial, of how universities work, I see our chairman's challenge about the brain 
as calling for these kinds of statements as soon as we have even tentative evidence 
about the working brain. At least this may account for some of my biases and pet 
peeves. 

Three Ps in the Brain: Partners, Properties and Processes 

On this view, the working brain is not a soup of chemical messengers or a skull full 
of sparks or circuit boards. It might be understood by simultaneous consideration of 
the three Ps: specified partners, built-in but malleable properties, and parallel as well 
as serial processes - just as we might understand the university by simultaneous con­
sideration of three Cs: intra-individual capacities; inter-individual codes; and de­
partmental, senate, and regental (trustee's) committees. 

The concept embodied in the three Ps is compatible with but goes beyond the 
widely held imagery of circuits of specified neurons in extended arrays. Even this is 
not to be taken as agreed, without qualification - as Roy John will tell us. If we want 
agreement, we may have to go back to the neuron doctrine - still seminal, still the 
great simplifying principle which has made successive generations of research pos­
sible and which has held up amazingly well. There are significant revisions, but not 
upsetting revisions - for instance, that there are signals of many kinds, both chemical 
and electrical, that signals are not only all or none but also graded, that signals are 
both received and emitted by dendrites, by somata, and by axonal terminals, that 
there are microcircuits and local circuits in the angstrom to micrometer range and 
macro- and field effects in the multimicron to ten micrometer range. 

Specified Circuits Account for a Lot 

The idea that large arrays of more or less well-specified neurons are connected in 
functioning circuits may not be universally agreed upon for higher levels in mamma­
lian brains but it has been the guiding principle for a large and astonishingly success­
ful enterprise in "circuit-breaking," both in the invertebrate and in the vertebrate 
nervous system. We now know major parts of some two dozen or so circuits, such as 
that for locomotion in a leech, feeding in a gastropod, and prey recognition and cap­
ture in a toad. Some are based on individually identified neurons. Others are based 
on defined classes of neurons, especially in the vertebrates, where the example of a 
piece of normal behavior best understood in terms of known neuron classes, connec-
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tions, and properties is a social response in electric fish which we can follow from the 
first order afferents to the motor neurons through at least 14 orders of neurons, with 
a great deal of detail in both structure and dynamics. Whether or not some other 
principles come into play with higher cognitive functions in mammals, this principle 
of well-specified circuits certainly obtains and we cannot as yet place limitations on 
what it can explain. 

As a concept it satisfies many people in the sense that they believe if we only 
knew the circuitry we would be able to account for most if not all of behavior. This 
is a large extrapolation from the known circuits. It has historical roots as an article of 
faith engendered by the extrapolation of Warren McCulloch and Walter Pitts from 
their theoretical neuron model more than 40 years ago. It is not upset in principle by 
the generally accepted addition of a more or less large stochastic component that is 
thought to improve reliability and signal discrimination in noise by population 
averaging. In vertebrates the popUlation is generally believed to be a largely re­
dundant number of cells; in invertebrates it is thought to be at the level of terminals 
and synaptic contacts. 

Limitations of the Circuit Concept 

There are two major limitations of this connectivity concept. The first I have touched 
upon: we cannot safely extrapolate to all higher nervous functions the belief that cir­
cuitry suffices. Certainly it exists, even in higher levels of the brain, as evidenced by 
neurons in the monkey superior and inferior temporal gyri that respond best to faces 
(Rolls 1984; Desimone et al. 1984). Specified connectivity is widespread in the cortex 
where complex, responsible decisions are made. But we do not know how far circuitry 
goes in explaining total behavior. We also lack a well-formulated, testable alterna­
tive principle, though vague appeals to large assemblies of cells in spatiotemporal 
configurations of activity, statistically characteristic for given states or cognitive 
events, are apparently satisfying to many authors and regarded as basically different 
from the circuitry concept. To me, the latter is not self-evident before the model is 
better specified. 

The other main limitation is that "circuitry" as a term and image does not take ac­
count of much that we know about the operating system. It is a necessary and valid 
term and image but inadequate today. For example, it does not ordinarily or by 
reasonable stretch of the usage include specification for each part of each neuron of 
its particular specialization among the many kinds of electrical potentials that act as 
both responses and signals (e.g., long hyperpolarizations with decreased conduc­
tance, plateau potentials, and others), or its chemical messengers and their receptors 
and lytic enzymes, or its dependence on the three-dimensional geometry of the axon 
terminal ramifications and dendritic arbors. We now believe there are common field 
potentials whose extracellular currents can be influential over many micrometers; 
transmitters and modulators can act over some tens of micrometers. Beyond all 
these, there is a long list of personality traits of neuronal loci (e.g., facilitation or its 
opposite, spontaneity, irregularity and type of interval distribution, bursting tendency, 
after-effects or rebound, etc.) which are decisive integrative properties that must be 
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spelled out for each locus of each neuron, the spike-initiating locus, the pacemaker 
locus, the point near the terminal where the spike fails, each axonal and dendritic 
branch point. 

We Need a New Concept to Fit the Known Data 

We are ready for and we desperately need a more adequate language and working 
model, to include and go beyond the "local circuits" (Rakic 1975) and the "para­
synaptic processes" (Schmitt 1984) - heuristic and indeed revolutionary ideas but 
neither one nor both embracing all the foregoing, known integrative variables (Bul­
lock 1959, 1967, 1968, 1976, 1977, 1979, 1980, 1984). I maintain that we are signifi­
cantly handicapped in our evaluations of proposals about how arrays of cells work 
together by this lack. 

My strong belief is that even when we have such a language and have incorporated 
its imagery into our everyday thinking, overcoming this handicap, that we will need 
to invoke or discover and recognize properties of organized systems of neurons that 
can only be called "emergents" - properties and processes which we could not have 
anticipated from knowing a lot about the elements. Very likely we are dealing with 
some of them now, without realizing their emergent character - aspects of the EEG 
and evoked and event-related potentials, for example. 

Finally, I believe that it is crucial to think of the stages of evolution, starting with 
the simpler nervous systems of jellyfish, worms, and insects, which have all the basic 
properties we are familiar with - the fundamental mechanisms most of the literature 
is concerned with but which do not distinguish us from lower invertebrates. A meet­
ing like this underlines that the human species is different in cognitive achievement. 
I think we have to strive harder to go beyond the commonalities and find the differ­
ences in partners, properties, and processes relevant to our humanity. 
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Melnechuk: Our third speaker is Dr. Robert Galambos, Emeritus Professor of 
Neurosciences at the University of California, San Diego. Dr. Galambos has made 
many important discoveries in auditory neurophysiology and continues to make 
them in his laboratory at the Children's Hospital Research Center in San Diego. He 
is also the person who, 25 years ago, pointed out that since 50% of the brain's vol­
ume and 90% of the brain's cells were neuroglia, it was thinkable that glia played a 
role in neural information handling (Galambos 1961). Dr. Galambos may therefore 
be interested in a report that the ratio of astrocytes and oligodendroglia to neurons 
was unusually high in sections of the right and left superior frontal gyrus and inferior 
parietal lobes of the brain of Albert Einstein (Diamond et al. 1985). 

Thoughts on "How Brains May Work": 
The Truism, the Guess, and the Prediction 

R.GALAMBos 

Glia are much more respectable than they were in the old days. Now I will try to 
make more respectable still another often-slighted aspect of brain function, by identify­
ing what I think is an excellent way to search for answers to one of the most important 
questions about how brains work. 

Back home, as I prepared for this moment, I found myself returning repeatedly 
to the supposed contrast between innate and learned behavior, and this is what I 
want to talk about. My interest in this problem began about 30 years ago, when Clif­
ford T. Morgan and I were writing a chapter on the neural basis of learning (Galam­
bos and Morgan 1960). Morgan kept asking whether we could point out neurological 
differences between innate and learned behaviors. In the end, we decided we could 
not. 

One fact was obvious even then: the fly behaves like a fly, and the dog behaves 
like a dog, because genes build different behaviors into the structures of their ner­
vous systems. Since then, the huge variety and complexity of the behavioral re­
sponses that genes create has never failed to impress me. There are millions of ani­
mal species, each with its unique arrangement of neurons - few or many - that unfail­
ingly delivers exactly the behavior its owner must display in order to succeed in its 
world. 

I marvel at how effectively the genes of each species have been selected to equip 
each organism with a body able to function under the physical conditions - tempera­
ture, barometric pressure, available nutrients, etc. - of the ecological niche that it 
will occupy, and including, as part of that body, a brain so constructed as to limit its 
owner's behavioral responses to those exactly suited for survival in that niche. 

I would rather be able to list the general rules by which genes build species-specific 
behavior into brains than be able to recite all there is to know about what goes on 
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within an auditory system. Generalizations that one can list about species-specific 
behavior include that it is: 

1. Elaborate, appropriate, exact. 
2. Inevitable: simple and complex reflexes make it impossible for an animal to avoid 

making certain responses to specified physical changes in the environment. 
3. Highly predictable: animals "know" how to find their food and mates; they build 

the correct nests for raising their young; they indeed do all the remarkable things 
Darwin described. 

My thoughts can be summarized with a truism, a guess, and a prediction. 

The Truism. An animal's phylogenetic structural heritage and its phylogenetic be­
havioral heritage are both read out by the genes passed on to it from its parents. 

The Guess. The mechanism that reads out the one heritage does not differ in prin­
ciple from the mechanism that reads out the other. Consider the bird: the way its 
genes construct the wing cannot be all that different from the way they organize 
neuronal aggregates so that the wing will be properly used in flying. 

The Prediction. Progress in solving one of these problems will move in parallel with 
progress in solving the other. 

Since the 1950s I have followed, amateurishly, the increasingly exact descriptions 
that molecular geneticists have given of how genes establish eye color, hormone 
levels, the presence or absence of enzymes, and so forth. The number and com­
prehensiveness of these successes has been growing at an accelerating rate. One 
needs only a superficial grasp of the recent discoveries about the development -deter­
mining genes called "homeotic" (Gehring 1985) to realize that the important details 
of the way drosophila genes read out the body of the fruit fly can reasonably be ex­
pected soon. Can we reasonably expect someone soon to describe exactly how 
drosophila genes construct the fruit fly's brain so that it produces the exact behavior 
the fruit fly needs for survival? 

According to at least one expert, the answer must be negative. I remember read­
ing his assertion that the number of available genes is too small to specify the develop­
ment of any complex nervous system. Some time ago, when I mentioned this claim 
to a geneticist friend, she said, "That may be so, but the fact is we know the function 
of only about 5% of the DNA in a eukaryotic cell like the neuron - the 5% or so that 
encodes the suite of proteins typically produced by that cell." When I asked for more 
details about the remaining 95%, she said there were no more details. She added 
that geneticists called that 95% "excess DNA" or even "junk DNA" because no one 
could specify what it did. 

Since then, functions have been found for various portions of the junk DNA 
(Lewin 1986). For example, it includes quasi-autonomous sequences called "selfish 
DNA," it includes noncoding sequences called "introns" that are contained within 
genes and that seem to facilitate mutation, and it includes novel control elements 
such as those called "enhancers." Can it be that in sorting through the remaining 
"junk," someone will find a fraction that automatically delivers, during ontogeny, 
exactly one package of species-specific behavioral responses? 



The Truism, the Guess, and the Prediction 361 

Whatever the fate of that speculation, I urge you to keep an eye on neurogenetics, 
for I expect workers in that field of neuroscience soon to give us news that will lead 
to an understanding of the brain mechanisms of innate behavior, and thus to a far 
greater understanding of how brains work. 
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Melnechuk: Our fourth speaker is Dr. W. Ross Adey of the Jerry L. Pettis Memorial 
Veterans' Hospital and Lorna Linda University in Southern California. Besides his 
well-known role as a pioneer investigator both of the EEG and of weak local fields, 
Dr. Adey was the neurophysiologist who sent an instrumented monkey into space 
and also analyzed the EEG of human astronauts. He brought the first big modern 
computer to UCLA for brain wave analysis and he is also an amateur radio astronomer, 
so he ranges all the way down from quasars to quarks - or at least to calcium ions. 

Do EEG-like Processes Influence Brain Function 
at a Physiological Level? 

W.R.ADEY 

I have been asked to speak on (a) the essence of the old way of thinking; (b) the es­
sence of the new way of thinking; and (c) what this implies about the basic functions 
of neural tissue. In a very brief survey, primarily from an historical perspective, the 
old thinking about brain mechanisms was very confining in its heavy emphasis on the 
so-called synaptic connectionist brain. 

It was not so many years ago that Professor Sir John Eccles delivered the 1953 
Waynflete Lectures in Hilary term at Magdalen College, Oxford with the title "The 
Neurophysiological Basis of Mind," in which he equated the physiology of the spinal 
motor neuron with mental processes (Eccles 1953b). I will say of my fellow Austra­
lian that nothing could be more inappropriate than the use of that approach, but he 
for his part dismissed the EEG as an epiphenomenon. It was considered at that time 
to be nothing more than the noise of the brain's motor. 

In that era of the 1950s, it was necessary to take something of a defensive stance, 
because he for one defined wave processes in the brain in terms of postsynaptic 
potentials and little loops of neurons within the cortex that had appropriate time con­
stants by reason of synaptic delays. His viewpoint was explicitly developed in a paper 
(Eccles 1953a). 

So, from my somewhat defensive castle in the sky, I recognized the importance of 
seeking correlations of the EEG with cognitive processes on a quantitative basis. In 
other words, it was necessary to perform studies that might reveal a constancy of 
brain wave response in relationship to particular task performances. If successful, 
one might then proceed to look for some aspect of causality; in other words, can an 
EEG-like process influence brain function at a physiological level ? 

Our work at that time involved, for example, studies with chimpanzees playing 
tick-tack-toe (Fig. 1). They could do this with avidity, and, with some objectivity, 
they would often give their candy reward for winning to the observer, rather than 
eating it themselves when they lost the game. EEG analysis was based on spectral 
techniques and the first cross-spectral measurements, including coherence measures 
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Fig.l. Chimpanzee playing tick­
tack-toe during ongoing recording 
of EEG for spectral analysis that 
established positive correlations 
between brain wave responses and 
particular task performances. 
(From Hanley et al. 1968) 

(Fig. 2). By simple pattern recognition procedures like discriminant analysis it was 
possible, using these spectral parameters, to arrive at a quite high level of correctness 
after the fact as to whether or not the animal was going to make a correct decision in 
playing a game like tick-tack-toe (Hanley et al. 1968). 

I emphasize how cumbersome these methods were. It was necessary to do a very 
elaborate computer analysis based on data that involved many superimposed seg­
ments in order to achieve any level of reliability. The application of the same tech­
niques to human EEGs allowed us to detect lying and other aspects of distorted 
higher nervous functions. 

Passing over the interim, which I have addressed in part in my paper, it has be­
come clear that certain aspects of causality do attach to EEG-like processes when 
they are imposed as artificial manipulanda on the brain. 

And so I come to the new thinking, and list several emergent needs. The first is 
that we should determine far more accurately than so far possible the sign of the local 
process at the cell and molecular level, in terms of transaction, storage, and retrieval 
of information. The following remarks are not offered in any polemic sense, but I 
was somewhat surprised and even a little disappointed to see that the epiphenomena 
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a Case 2 Sample size: 26 

Parameter Location Band Direction with 
in order of choice Performance 

1. Sum of spectra LHipp Delta Value 

2. Mean frequency RF-T Alpha Slowed 

3. Sum of spectra LAmyg Theta Value 

4. Bandwidth LHipp Alpha Narrowed 

5. Mean frequency RCM Alpha Increased 

CASE 2 

NOT 
PERFORMING PERFORMING 

W.R.Adey 

b Case6 After 

Parameter in Location Band Comparison with 
correct and in­
correct decision 

order of choice 

Mean Left ventral anterior Delta Increased in 
correct decision frequency thalamic nucleus 

Coherence Paracentral LV A Delta Decreased in 
correct decision nucleus 

Mean 
frequency 

Paracentral 
nucleus 

Beta-1 Decreased in 
correct decision 

Coherence LV A 

Coherence L Hipp 

Coherence LV A 

CORRECT 

L Hipp Alpha Decreased in 
correct decision 

L Amyg Beta-1 Decreased in 
correct decision 

L Caudate Beta-1 Decreased in 
correct decision 

CASE 6 

INCORRECT 

Fig. 2. (a) Pattern recognition techniques applied to EEG data from chimpanzee performing tick­
tack-toe task (see text). The boundaries enclose all samples of the particular situation; the asterisks 
indicate the position of the group means. Five steps were required to separate completely 26 samples 
of the two situations, not performing and performing. However, the first selection correctly classi­
fied them with more than 90% accuracy. AlI samples were obtained the same day, and aIle were cor­
rect. (b) EEG patterns accompanying correct and incorrect decisions in the performing chimpanzee. 
Each set of two parameters classified the decision with 100% accuracy; the sets are in order of in­
creasing success. (From Hanley et ai. 1968) 

of brain electrical activity still take pride of place in much of our thinking when we 
talk about the N300, the P300, the P400 in relation to contingency, to current memory 
stores, and to long-term memory storage. I do not decry the need to develop corre­
lates of that kind, but it is to me a chimera on reality, a fugue on reality that says very 
little about what is indeed going on in a brain if we are forced to limit our thinking 
to that level. It seems to me to be like trying to walk on water, and none of us are 
very successful at that. Perhaps we demean ourselves a little in failing to look beyond 
those recurring processes to the events that are the sign of local process at the cell 
and molecular level and that must surely underlie these phenomena observed at the 
cortical level. 

In the same context, I think there are dangers in simplistic concepts of the local 
domain - for example, as a column of cortex, expressed simply in terms of numbers 
of cells, or in dimensional terms. The concept of a local domain so expressed says 
nothing about the effects of humoral influences, or the global effects of the EEG it­
self, on the behavior of that dynamic, and the domain must indeed be a dynamic - as 
I view it, under no circumstances will it be fixed in dimension or in function. 

The question has been addressed to me as to whether the EEG does influence the 
neuronal wave. My answer, as I said at a 1973 symposium at Pebble Beach (Adey 
1975), is that there must indeed be a feedback process, in which that portion of the 
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wave which is distributed in the extracellular space comes to have some influence on 
a broader domain of which that cell is a part. 

The second need that we may address concerns signs of the local process in terms 
of signal space, channel capacity, and channel occupancy. I find it surprising that we 
have heard virtually nothing here about the communication sciences in that context. 
I was forcefully reminded of it yesterday, when Roy John showed that very beautiful 
picture of the EEG of a schizophrenic patient who, while concentrating on some vis­
ual task, received a flash of light, of which virtually no sign at all appeared in the oc­
cipitalleads. It bespeaks our need to recognize that we do not live in a tachistoscopic 
world. The imposition of punctate stimuli probably does little more than reflect, at 
the physiological level, the resetting of a brain which is in operation as a continuum 
in so many ways. 

I am mindful that 30 years ago this month, Robert Galambos and his colleagues 
published their findings on habituation of evoked responses to click stimulation in 
the cat and their dishabituation by a brief electric shock to the skin of the chest 
(Galambos et al. 1956). It was also in the summer of 1955 that Raoul Hernandez­
Peon visited the UCLA Brain Research Institute and, with Harald Scherrer, noted 
habituation of responses to brief tone bursts in the cat's cochlear nucleus, with dis­
habituation if the tone's frequency was changed. They also noted that if the cat's at­
tention was sustained, as in watching two mice, even a novel tone burst did not cause 
an habituated evoked response to return (Hernandez-Peon and Scherrer 1955). 
Therefore one wonders about the validity of an approach that preoccupies itself with 
punctate stimuli. 

Returning to the question of signal space and channel capacity, it's important to 
mention that the Russians have done very important work on what they call "infor­
mation overload neurosis." These studies by Bechtereva's group have looked at the 
Russian fighter pilot's ability to handle a variety of contingencies in very stressful 
circumstances, with most interesting results. 

Our third need is to develop concepts for the understanding of the nonlinear elec­
trodynamics of transductive coupling. This is a matter I have addressed in detail in 
my earlier paper at this conference, but I ask again: how can we know the signal 
space with our tunnel-vision approach to the electromagnetic spectrum of biological 
phenomena? We have chosen to preoccupy ourselves essentially with things that 
happen at frequencies below 100 Hz. 

I turn to some work with imposed electromagnetic fields, which had no place in 
what I said earlier. Figure 3 shows the use by Grundler and Keilmann (1983) of a far 
infra-red electromagnetic field, with which it was possible to produce directly resonant 
interactions with tissue macromolecules. As the frequency of this imposed field was 
varied over a range of a couple of hundred megahertz at 41 GHz, Grundler and Keil­
mann noted emergent periodicities in the growth of yeast cells. 

Figure 4 shows the cross-correlogram between two separate experiments, in 
which the periodicity is about 8 MHz. The peaks and troughs of the correlograms fol­
low the growth rates of yeast cell cultures. At the same time, by extrapolation, Hu­
bert Frohlich and others have pointed out that there is good reason to think that, 
arising from imposition of very high-frequency fields, there will be low-frequency 
phenomena at frequencies below 100 Hz (Adey and Bawin 1977). In view of this re­
lationship, it is inadmissible to limit our awareness of the brain to what we see 
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Fig. 3a, b. Microwave effect on 
yeast growth vs. frequency with 
use of either (a) fork antenna 
or (b) tube antenna. (From 
Grundler and Keilmann 1983) 

Fig. 4. Central part of cross-correlation of yeast response spectra Fig. 3, with C(N) - f f!a(J)f!b 
(f - ilf)df· The significant maximum at N = 0 ± 1 MHz proves together with the mirror symmetry 
around this point that both spectra a and b agree and reproduce the resonance positions to within 
± 1 MHz, while the width of the resonances at half-height is 8 MHz. (From Grundler and Keilmann 
1983) 

through the narrow channel of 100 Hz or so at the low-frequency end of the spec­
trum. I am reminded of the remark of my mentor at Oxford, LeGros Clark, who said 
that if the brain had been placed upside-down in the skull, so that the hippocampal 
system was exposed, how much more we would know about the limbic system than 
about the sensorimotor cortex. 

My last remark is a quotation (Trullinger 1978) about nonlinear electrodynamics, 
referring to solitons: 

Once the uninitiated can bring himself to revolt from his "linear" upbringing (via the harmonic 
oscillator and Schriidinger's equation), and accept the fact that large-amplitude localized objects can 
exist which do not spread in time, then he stands on the threshold of developing that wonderfully 
simple and beautiful pattern of thought that emphasizes the remarkable stability of such objects, 
their very natural use as elementary excitations or as fundamental objects present in the ground 
state, their coexistence in many cases with extended linearized solutions, their striking particle-like 
behavior, and perhaps most important of all, their essential role in describing so many physical 
phenomena that can not be explained in any other way. 
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Melnechuk: Our fifth speaker is Dr. E. Roy John, Director of the Brain Research 
Laboratories at New York University Medical Center, where he studies endogenous 
and exogenous brain waves, their distribution in the brain, and their application in 
psychiatric diagnosis. Ever since he reported findings inconsistent with the prevalent 
switchboard theory of brain function and proposed a statistical theory, connec­
tionists have grudgingly respected him as a maverick; now, as last, his time seems to 
have come. 

Resonating Fields in the Brain and the Hyperneuron 

E.R.JoHN 

Classical theory proposes that learned responses, from which it is largely derived, are 
mediated by activity in discrete circuits linked by experience. These circuits are es­
sentially labelled lines reserved for the mediation of those experiences, although 
they may be in profuse parallel. This is essentially a computer analogy, with pieces 
of information residing in places. 

Fig. I. Analysis showing similar 
latencies of acoustic evoked re­
sponse (AER) components re­
corded from the lateral geniculate 
(crosses) and the dorsal hippo­
campus (circles). Latency of 
component is plotted along the 
abscissa versus depth of penetra­
tion along the ordinate. Suc­
cessively later components are 
depicted by graphs from top (N]) 
to bottom (P5)' Each point is 
based on an average response to 
500 stimulus presentations in 
multiple behavioral trials. (Data 
from John and Morgades 1969b) 
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Fig. 2. (A) AERs (solid curves) and PSHs 
(shaded areas) simultaneously recorded 
from microelectrodes in the lateral genicu­
late body on the left side (L.G.) and the 
dorsal hippocampus on the right side 
(D.H.) during correct performance (CR) 
to the 8-Hz stimulus by cat 2. Numbered 
vertical lines indicate components con­
sidered to correspond with respect to 
relative latency. These and all other re­
sponses illustrated in this figure com­
puted from 500 stimulus presentations, 
except for the PSH derived from a single 
unit in LG, shown as a dotted line (N = 
5000). Note the correspondence between 
the curve describing the probability of 
firing of this single neuron observed over 
a long period of time and the PSH for the 
neural ensemble observed for one-tenth 
that time. (B) AERs and PSHs simulta­
neously recorded from LG and DH dur­
ing correct performance (CR) to the 
differential 2-Hz conditioned stimulus. 
(C) AERs and PSHs simultaneously re­
corded from LG and DH during presen­
tations of the 8-Hz conditioned stimulus 
which resulted in no behavioral perfor­
mance (NR). (D) AERs and PSHs simul­
taneously recorded from LG and DH 
during presentation of a novel stimulus 
illuminated by the 8-Hz flicker (ERJ) . 
(Data from John and Morgades 1969b) 

Consciousness is ignored in such analogies, even though the brain certainly per­
forms more than conditioned reflexes. I do not think our task is to explain only con­
ditioned reflexes. I am interested in human experience and how it is mediated by the 
brain. 

Abundant lesion studies demonstrate the extreme difficulty of deleting a specific 
memory engram. Classes of responses are affected, rather than specific responses; 
and retraining with extreme savings is usually possible. There are examples, that I do 
not have time to cite, showing that even severe interference with sensory input and 
motor output has little effect; as when Bob Galambos reported that we can take out 
98% of the visual tracts bilaterally and preserve patterned vision. Such findings tend 
to be ignored by those who prefer connectionistic approaches. 

I should tell you that I was trained at the University of Chicago by connectionists who 
had spent a lot of time contributing to classical neurophysiology. Warren McCulloch 
was one of my mentors. I began my research career not as a maverick but as some­
one who believed in the orthodox position with complete conviction; I went out into 
the laboratory expecting to find that things were as I had been told. In fact, hardly 
anything was as I had been told. 
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Fig. 3. Graphs on the left side illustrate 
the amplitude gradients of PSH peaks 
computed for a 2-Hz positive and 8-Hz 
negative flicker cue. Successively later 
components are depicted from top to 
bottom. In each graph, amplitude of the 
component is plotted as vertical dis­
placement, while depth of electrode 
penetration is plotted as horizontal dis­
placement. Each graph on the right 
shows the latency distribution of the 
PSH peak whose amplitude gradients 
are found in the graph at the same level 
on the left side of the figure. Component 
latency is plotted along the abscissa, 
while number of positions showing a 
peak at that latency is represented as the 
ordinate. (Data from John and Morgades 
1969b) 

Fig. 4. Difference waveshapes obtained by subtracting average responses computed during three 
trials resulting in no performance (NR) from average responses computed during five trials resulting 
in correct performance of the conditioned avoidance response (CAR). All recordings were bipolar, 
and 75 evoked potentials were used in each of the constituent averages. Note the correspondence in 
latency and waveshape of the difference process in these various regions. (Data from John 1967) 

Our data suggest a type of information processing which is fundamentally differ­
ent from the connectionist type. To remind you of the basis for these assertions, I am 
going to recapitulate some points, most of which I presented in my lecture. 

In trained animals processing learned but not novel stimuli, similar evoked poten­
tial (EP) waveshapes and temporal fluctuations in firing density appear in distributed 



Resonating Fields in the Brain and the Hyperneuron 

0.40,..-------------------, 

V> 

"iii 
:J 
'0 

.~ 

VI 
:J 
o 

" ., 
'" 

0.30 

0.20 

~ 0,15 ., 
" ., ., 
1. ., 
.c 

§ 0.10 
:;:: 
"' 
~ 
S 

0.09 

0.08 

~ 0.07 ., 
L 

0.06 

0.05 

0.04 0 

Flicker • 
Clicker 0 

Thalamic 
non specific 

Other • 

Visual / 
system. 

I 
,. Mesencephalic 

non specific 

sensory 
• Limbic system 

Non specific 
system 

• Auditory system 

Auditory 
Limbic system 
system J 

o Visual 

/ 

system 

o Motor 
system 

0.10 0.20 0.30 0.40 OSO 0.60 

Mean correlation between exogenous residuals 

371 

Fig. 5. Plot of mean correlation coefficients between exogenous residuals vs. endogenous residuals 
for different neural systems and for different cue modalities. Closed circles, flicker frequencies as 
stimuli. Auditory system: N = 305; auditory cortex (16 cats); medial geniculate (16); brachium colli­
culi inferioris (1). Limbic system: N = 303; hippocampus (16); dentate (5); cingulate (5); septum (5); 
pre pyriform (6); medial forebrain bundle (6); mammilary bodies (5); hypothalamus (7). Mesencephalic 
nonspecific: N = 158; reticular formation (18); central gray (1); central tegmental tract (1). Motor 
system: N = 146; motor cortex (4); substantia nigra (10); nucleus Ruber (4); nucleus ventralis 
anterior (9); subthalamus (5). Other sensory: N=54; sensorimotor cortex (4); nucleus lateralis 
posterior (1); nucleus ventralis postero lateralis (5); nucleus ventralis postero medialis (1). Thalamic 
nonspecific; N = 139; nucleus centralis lateralis (13); nucleus reticularis (6), nucleus reuniens (1); 
medialis dorsalis (5); pulvinar (1). Visual system: N = 394; visual cortex (18); lateral geniculate (18); 
brachium colliculi superioris (2). Open circles, click frequencies as stimuli. Auditory system: N = 48; 
auditory cortex (5); medial geniculate (5). Limbic system: N = 69; hippocampus (5); dentate (3); 
cingulate (3); septum (3); prepyriform (2); medial forebrain bundle (3); mammilary bodies (3); 
hypothalamus (2). Motor system: N = 37; motor cortex (1); substantia nigra (4); nucleus ruber (1); 
nucleus ventralis anterior (5); subthalamus (2). Nonspecific system: N = 50; mesencephalic reticular 
formation (6); central gray (1); central tegmental tract (1); nucleus centralis lateralis (3); nucleus 
reticularis (3). Visual system: N = 55; visual cortex (6); lateral geniculate (6); brachium colliculi 
superioris (1). N denotes the number of independent measurements within the designated system. 
Data from monopolar and bipolar derivations were combined. Replications varied across cats and 
structures. (Data Bartlett et al. 1975) 

neuronal populations. An EP recorded from one location can be strikingly like 
another recorded some distance away. In Figs. 1 and 2A, the population in the im­
mediate vicinity of one electrode in the lateral geniculate shows an EP and a post­
stimulus histogram that has peaks at about the same time as does a population in the 
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dorsal hippocampus on the other side. When the animal fails to recognize the 
stimulus, this coherent neuronal organization collapses (Fig. 2C). 

Note that the histograms have a trough at about 40ms. If you listen to the firing 
of these cells, they go brrRRR, pshshsh, BRRrr; that is, there is an input period, 
then inhibition, and then a second burst, which is the beginning of what we call the 
endogenous process. 

Potential gradients, constructed by chronically implanted moving microelec­
trodes, are flat across large distances (Fig. 3). This fact excludes volume conduction 
as an explanation for the coherent electrical phenomenon, as does the fact that geo­
metrically intermediate structures need not belong to the coherent system. 

Some of the early activity shown in Fig. 2 is afferent input, or exogenous; but after 
about 40ms in the cat, after that inhibitory period mentioned before, a later tem­
poral pattern is released that is endogeneous. It appears to be highly synchronized 
between some remote regions, far too near to being simultaneous to reflect synaptic 
transmission between those regions. We have measured the difference from absolute 
simultaneity down to 200 ~s, without being able to show a clear difference in the 
latency of the released phenomenon in a number of well-separated places (see Fig.4). 
However, intermediate positions can be found where these synchronized processes 
are absent, reduced, or markedly delayed. 

The quantification of exogenous and endogenous activity shows that both are ex­
tensively distributed throughout the brain, with a signal-to-noise ratio that differs 
greatly from region to region. With visual stimuli, the highest signal-to-noise ratio is 
in structures of the visual system (closed circles in Fig. 5). With auditory stimuli, 
shown by open circles in Fig. 5, the highest signal-to-noise ratio is in the auditory sys­
tem. The slope of the relationship between exogenous and endogenous shown on the 
graph is the same for auditory and for visual information. However, the relative 
position of sensory and nonsensory specific regions on this graph changes according 
to the stimulus modality. This suggests that what we call "sensory-specific regions" 
are merely the regions with the highest signal-to-noise ratio for a preferred modality, 
but the information is distributed throughout many brain regions. 

Direct brain stimulation with patterned trains of 200-~s pulses in many different 
brain regions of trained animals can produce the selective release of differential be­
haviors and can contradict sensory input signals as a function of the amount of cur­
rent and timing pattern in the pulse train (Fig. 6 and 7). The volume of the neuronal 

Fig. 6A, B. Contradiction of auditory (A) and visual (B) signals by brain stimuli. Each graph in the 
figure shows the effectiveness with which stimulation of the mesencephalic reticular formation at 
either of two frequencies (RFI and RF2) contradicted simultaneously presented visual stimuli (V2 
and VI, left) or auditory stimuli (A2 and Alo right), plotted as a function of increasing current inten­
sity. For cats 1, 3, and 6, frequency 1 was 4 per second and frequency 2 was 2 per second. For cats 
2, 4, and 5, frequency 1 was 5 per second and frequency 2 was 1.8 per second. Solid lines show the 
outcomes when peripheral stimulation at the higher frequency (VI or AI) was pitted against RF 
stimulation at the lower frequency (RF2) , while the dotted lines show the outcomes when the higher­
frequency stimulus was delivered to the RF. Cats 1, 5, and 6 were trained to perform avoidance­
avoidance discrimination (- -), while cats 2, 3, and 4 were trained to perform approach-approach 
discrimination (+ +). N refers to the total number of conflict trials carried out in each cat, accumu­
lated in three sessions for cats 2,5, and 6 and four sessions for cat 1 (visual RF conflict), and in three 
sessions for cat 2, four for cat 6, five for cat 4, and seven for cat 3 (auditory RF conflict). (Data from 
Kleinman and John 1975) 
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Fig. 7. Averaged evoked responses (top) recorded from the visual cortex to two-per-second out-of­
phase stimulation delivered to the medialis dorsalis and mesencephalic reticular formation. Evoked 
response waveshapes (left and right) are different depending on behavioral outcome. Difference 
wave and t tests between evoked responses on top, left, and right at bottom. (Data from unpublished 
observations by D.Kleinman and E.R.John 1975) 
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Fig. 8. Response waveshapes with averages based upon 
sequences of evoked potentials selected by the experi­
menter from the last 4 s of multiple behavioral trials. 
Average sample size, 15. See text for explanation. 
(Data from John et al. 1969) 

ensemble that is mobilized by the stimulus is proportional to the amount of current. 
The more improbable the coherence or nonrandomness of the population (higher 
current), the more the animal is convinced that internal reality is more valid than ex­
ternal reality. The same result can be obtained when the bursts in a train are sequen­
tially introduced at different electrodes. 

These effects begin at levels of stimulation that are as low as 10 f.lamp for 200 f.ls. 
Currents of this magnitude apparently flow in the brain during natural stimulation, 
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Fig. 9. Topographic map of event-related potential, 
240 ms after a click, in a patient aphasic after a stroke 

Fig. 10. (A) Topographic map of event-related potential, 240 ms after a click, in the same patient 
shown in Fig. 9, now pointing at a printed word that is the correct name for a picture. (B) Auto­
radiograph of a brain section from a split-brain cat, with a visual memory activated on the right but 
not on the left side. For details, see John elsewhere in this volume 

based on the MEG measurements discussed during my earlier presentation at this 
conference. 

These findings argue against connectionism. It is extremely implausible to con­
tend that electrodes inserted into the brain at arbitrary sites, into which one pumps 
bursts of 200-I1S, lO-l1amp pulses, are selectively activating labelled lines, let alone 
that when sequential bursts are distributed among different populations, each burst 
excites a different labelled line which mediates the same memory and converges to 
the right place at the right time. The probability of that coincidence in many elec­
trode positions in each of several cats seems rather low. 

The same neuronal systems involved in these processes can release various modes 
of oscillations to the same input, and these modes of oscillations are facsimiles of 
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evoked responses to absent events. We call this "differential generalization." In 
Fig. 8, V3 is an ambiguous visual stimulus. When V3 is mixed in a train of VIs, for 
which the appropriate behavior is to press one lever on a panel, as well as in a train 
of V2s, for which the appropriate behavior is to press another lever, this neutral 
event is responded to sometimes as though it were VI, and sometimes as though it 
were V2. 

Operationally, the interpretation of V3 is identified by which lever is pressed. 
When VI's lever is pressed, the response to V3 looks like the EP to VI. When V2's 
lever is pressed, the response to V3100ks like that to V2, yet V3 is V3 in both cases. 
Clearly, the shape of the oscillation does not depend on the input. It is a mental pro­
duct; and that mental product appears in many different places, at about the same 
time. 

Figure 9 shows a topographic map of the scalp distribution of the event-related 
potential of an aphasic stroke patient at rest, 240 ms after presentation of a click. 

Figure lOA shows the map elicited by the same click at the same latency, while 
that patient points to the name of the picture she sees, which of course activates a 
memory. To me, the difference between those two maps reflects the activation of 
millions of cells. In Fig. lOB, we see one slice from the brain of a cat remembering a 
visual form. That also involves millions of cells. A similar inference can be drawn 
from the map recorded from the surface of the head in the human and the map 
extracted from the radioautograph of a slice through the middle of the head of the 
cat. Let me tell you what they suggest to me. 

I propose that afferent input via classical sensory pathways comes to a variety of 
primary receiving ensembles in multiple regions, via discrete pathways. These inputs 
activate a significant proportion of cells in many ensembles. These cells recruit other 
cells by local current flow comparable to or greater than that which we impose in our 
direct brain stimulation. A resonance is rapidly established between these ensembles, 
which are oscillating in a common mode. As the density of involved ensembles 
reaches some critical level, a state change occurs, such that these oscillations become 
directly coupled by a field that has a characteristic temporal pattern. 

The discrete cells that are initially activated are analogous to the particles of 
dualistic physics, while the resulting coupled interactions are analogous to the waves 
of that physics. The coupled resonating fields constitute the system which represents 
the memory. Only that field has the capacity to integrate all of its constituent ele­
ments. None of the single neuronal elements can be informed about the whole field. 
Therefore the subjective awareness of the experience, or consciousness, must be a 
property of the emergence of a sufficiently organized field of energy within a cir­
cumscribed volume. I see no localizable alternative. I suggest the name of "hyper­
neuron" for this overall field, to indicate explicitly that it transcends the neurons 
from which it emerges. The individual neuron is important only insofar as it contri­
butes negative entropy to the region. 

Melnechuk: Before turning to our next speaker, I wish to mention, as possibly relevant 
to fast transcerebral electrical effects, a finding by Dr. Mark Ellisman, a neuro­
anatomist at San Diego, that the micro skeletons of adjacent neurons are connected 
across the synaptic gap by macromolecular filaments, visualizable only because of 
new developments in electron microscope technology (Ellisman et al. 1985). If this 
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finding is sustained, Golgi and the other reticularists may have been correct after all; 
and the brain may be a syncitium, if not at Cajal's cell level, at least at the molecular 
level, with interesting possibilities as a substrate for dynamic mechanisms. 

Reference 

Ellisman MH, Fields RD, Anderson KL, Deerinck TJ (1985) Transcellular filaments at synapses: a 
structural continuum linking synaptic membranes and cytoskeletons. Soc Neurosci Abstr 11(1): 
646 



Melnechuk: Dr.John emphasized gestalts in space. Our sixth speaker, Dr. Walter 
J. Freeman, emphasizes gestalts in time. Together, they honor the two categories of 
Immanuel Kant, who might not have been surprised by hemispheric specialization 
for sequences and for space. Dr. Freeman is Professor of Physiology at the Univer­
sity of California, Berkeley. He has been one of the leaders in replacing the stimulus 
- response view of Pavlov and Skinner with a dynamic view of the brain as inter­
active, predictive, and projective. 

A Watershed in the Study of Nonlinear Neural Dynamics 

W. J. FREEMAN 

I also received, as Ross Adey did, a missive from Ted Melnechuk asking for the es­
sence of the old, the new, and what the new implies. I am reminded of an anecdote 
about the American preacher-philosopher, Jonathan Edwards, who was asked how 
long it took him to prepare one of the speeches for which he was famous. He said, 
well, if it was a lO-min speech, it took him a couple of days; if it was an hour's talk, 
it took him a couple of hours, but if there was no time limit, he could start right now. 

Having had a couple of days to think about this, I have decided that it is possible 
to say what I want to say within 10 min, and to make a contrast between the old and 
the new. I think it is appropriate to do so, because we are in fact, all of us, standing 
on a watershed, with one foot in the old, and another in the new. The essence of this 
difference, as I see it, is expressed in the comparison between the time-honored ap­
proach to the nervous system of the past century or more as a ballistic process, rather 
than what we are now coming to see as an interactive process. 

When you look through the literature, particularly the models that people present 
of what they think their data mean, you see the representation of receptors with the 
same or differing modalities. The receptors feed into the nervous system with vary­
ing degrees of divergence or, alternatively, convergence, onto other sets of neurons. 
These in turn feed into the associational-integrative systems and eventually we have 
the motor output of effectors, the glands and the muscles. 

There can be parallel input, processing, and output, if you like, but always there 
is this cascading forward flow, so that a stimulus put in undergoes a sequence of 
transformations but, nonetheless, always has a forward motion coming through to 
the output. The phenomena we observe we analyze similarly as sequences of im­
pulses or as sequences of peaks in the evoked potentials, which we label as Nl, N2, 
N3, PI, P2, etc. - a sequence of bongs, beep-beep-boop, like those you hear from a 
ball going through a pinball game. We do our behavioral modeling similarly, in terms 
of a forward flow from stimulus to response, in the classical manner that we have 
taught now for the last century or so, despite repeated criticisms from people like 

Springer Series in Brain Dynamics 1 
Edited by Eral Ba~ar 
© Springer-Verlag Berlin Heidelberg 1988 



A Watershed in the Study of Nonlinear Neural Dynamics 379 

John Dewey, Merleau-Ponty, J.J.Gibson, and others. However, we do have a side 
branch, which Roy John has just alluded to, which is a type of eidetic memory that 
can hold past stimuli. In appropriate circumstances, some present stimulus can cause 
a release from memory of the stored trace of the past stimulus. It comes out and 
initiates the response, but still the action is all in the forward direction. 

It has been obvious for well over a century, in conjunction with the observations 
of the reticularists, led by Golgi, that this approach has serious deficiencies. Cer­
tainly, we do have the layers of neurons and successive laminar arrangements, but 
these cells have not merely their forward connections, they have dense interconnec­
tions, and thereby establish feedback relationships between themselves. Over­
whelmingly in neocortex and paleocortex, though not in cerebellar cortex, these con­
nections go in large numbers to other cells and back again. So when we ask, what are 
the implications of this new view, it is essentially that, as Roy John has already said, 
we cannot reduce the brain to single cells. 

I do strongly disagree with one hypothesis that both Roy John and Ross Adey 
have put before us, which is that field potentials provide the the causal mechanism 
for the establishment of coherences among large populations. As I see it, that leads 
to confusion on our part from a failure to see the significance of synaptic interactions 
now viewed as themselves supporting a mass action property. In other words, as I see 
it, the electrical fields do have a role in trophic, regulatory, and stabilizing functions, 
but not in information transactions, and to emphasize these EEG currents is to allow 
the overlooking of the more fundamental synaptic actions seen as a mass property. 
Each one of these neurons transmits to thousands of others, those thousands then 
transmit back as well as to others, and then back again, so what results is the 
emergence of an interactive assembly. 

We talk loosely about populations, but it is important to note that there is a dis­
tinct and highly important difference between the interactive assembly and the non­
interactive collection. The noninteractive collection simply performs as, let us say, 
an average neuron, but the interactions provide for the emergent properties of the 
whole. The classical example that Aharon Katzir-Katchalsky proposed is the distinc­
tion between a collection of water molecules in steam and those crystallized in a 
block of ice, where properties exist in the ice, such as tensile strength, thermal con­
ductance, and so forth, that cannot be defined at the level of the single molecule. 
The first implication of interaction is negative feedback; it supports the existence of 
these macroscopic entities in the macroscopic structure of the nervous system. 

The second implication has to do with our analyses of the multiple events that we 
record. You have seen ample numbers, in terms of the brain stem auditory response, 
N2, P3, etc. Typically, they are analyzed in terms of a series of peaks. What we 
should be doing is considering these in terms of the properties of interaction among 
a network of neurons, such that the types of activity we can observe let us say from 
an excitatory set feeding into an inhibitory set and thereby receiving inhibitory input, 
can give rise to sequences of responses. When looked at in terms of the more simple­
minded approach of one event after another, we have essentially a sequence of 
peaks, but what actually happens is something more in the nature of a sustained 
action or a damped oscillation. 

This brings me to a major implication regarding education in the analysis of feed­
back systems. It is my view that neuroscientists as a class suffer from a distressing 
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illiteracy bordering on agnosia about the nature of feedback analysis. Linear systems 
analysis in particular is one of the major intellectual achievements of this century. It 
is up there in a class with the double-helix model of DNA and the development of 
nuclear energy. In large part, it underlies the explosive development of our technology 
in the last 30-40 years. 

It is also exceedingly useful in neurophysiology, in order to be able to go from 
PSPs, impulse responses, and open-loop responses among noninteractive cells, to 
the closed-loop condition where one can predict sustained long-term responses, 
oscillations, and what the frequencies will be, and then from measurements on those 
frequencies and decay rates infer back to what the strengths of synaptic interaction 
are. These are the results that should come from these oscillatory events. They 
seldom do. The implication is that there is a great need for extensive education in the 
nature of feedback systems, and how to go from a network of neurons, for which we 
know the time and space constants, to prediction of what it will do under appropriate 
circumstances, so that we can in fact verify that what we see is interpretable and not 
the effect of artifacts in our data reduction process. 

Most of the responses that we see in evoked potential research have relatively 
high amplitude near the beginning and then taper off. Why is this so? Because that 
is what they must do in order for us to perceive them. We must have a system that is 
in a certain stable state. When we perturb it, it deviates from that state, and then 
goes back to that state. Only when it is back in that state can we perturb it again. 

We require that the system go back to its original state as the basis for our re­
peated measurements, but we know that these responses can in fact last much longer 
than our repetition rate will allow, particularly when you train the animal; Roy John 
has given evidence for this, as have I. We can extrapolate to say that under some 
appropriate conditions, our evoked response should in fact last indefinitely; it should 
blow up and take the system to a new stable state. 

With that we are getting into a domain which says that the nervous system, once 
put into a certain state, can generate its own activity over long periods of time. 
Beyond that, we can say that the nervous system creates its own activity patterns. 
This means that our old stimulus-response paradigm is as dead as it should be. What 
we have now is the emergence from the nervous system, or the creation by the 
nervous system, of its own internal frames of reference, its own internal dynamics. 

The real object of behavioral analysis is to understand how our stimuli influence 
the interactions among these large populations of neurons such that their internally 
generated behavior is modified and, by virtue of their survival value, those modifica­
tions feed back out into the environment to change it in a way that is advantageous 
to the continuation of the animal. 

Well, that is our watershed between the old and the new. We do not have stimuli 
going like billiard balls through the various relays of the nervous system. We have an 
interactive neural system that generates and sustains its own activity patterns. 
Stimuli act to modulate and modify the system, causing it to evolve from one state to 
another. The proper metaphor for the old view is the pinball machine. The proper 
metaphor for the new view is the dialog. Each experimental animal has a brain with­
in it that has basically the same capabilities that our brains do, and we, when in our 
laboratories, are in an interactive dialog with each of our experimental animals. 



Melnechuk: The seventh speaker is our chairman and host, Dr. Erol Ba~ar, of the 
Institute for Physiology of the Lubeck Medical University. Dr. Ba~ar has been a 
pioneer in applying concepts from modern physics to the search for integrative 
understanding of brain dynamics. Since he is so much at home in space - in phase 
space and frequency space - his right hemisphere must be well developed, but so too 
must be his left hemisphere, for he will address us in the fifth of his languages, which 
include Turkish, French, mathematics, German, and English. 

Thoughts on Brain's Internal Codes 

E.BASAR 

To be the seventh speaker will be very difficult, if what I say has to resonate with 
what was said by the previous speakers and be a complex reverberation. I hope you 
will permit me to postpone that chairman's task until I write the introduction and 
epilogue to the published proceedings of this conference, and instead let me tell you 
some of my ideas about how brains may work. 

However, before I do that, I would like to make a few comments about this ses­
sion. Some of you have asked me why these particular people were brought together 
under this title. I had always intended to have a concluding session called something 
like "Integrative Aspects," but Ted Melnechuk suggested calling it "How Brains 
May Work," and Bob Galambos suggested that its speakers include some of neuro­
science's longstanding "mavericks" - that American expression for nonconformist 
thinkers that I learned from him last June in Sand Diego. 

Now we have heard Bob Galambos say that if he were young, he would investi­
gate neurogenetics, in order to learn how the brain of each species "wires in" its vital 
species-specific information. 

To Ted Bullock, the brain in its entirety seemed to be like a university, with a 
number of strategies. In his pluralistic way, he compared several different species, 
advocated using several different windows - for example, single-unit recording of 
spikes, multi-unit recording, field potentials, EEG, and evoked potentials - and ex­
pressed dissatisfaction with mere network models. He seems to be working toward a 
global theory of the brain, as indicated in an important paper he published last year 
on quiet revolutions in neuroscience (Bullock 1984). 

From Werner Leinfellner, we have heard that the field model for neural com­
munication proposed by Ross Adey and Roy John, which Dr. Leinfellner calls "the 
internal language of the brain," is consistent with philosophical concepts of percep­
tion, cognition, and language. 

Ross Adey, in discussing his important early work, told us of the obstacles he met 
in using the EEG as a building block for this new type of brain model. 
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Roy John put an emphasis that I like very much on the complementary dualism 
of particle and wave models in fundamental physics as an analog of the contention 
between synaptic and field models in neuroscience. As you know, the first quarter of 
this century saw a very important new development in physics, quantum theory, 
which described some aspects of fundamental phenomena in terms of particles and 
other aspects in terms of waves. Both concepts have been successful, and the mar­
riage of both concepts has been even more successful. 

Walter Freeman is more inclined to the synaptic "particle" than to the "wave" 
model of communication in the brain, although he does consider field potentials to 
be significant in other roles. He made the important point that the usual form of the 
synaptic model seriously needs revision, from its old "ballistic" view of unidirectional 
information flow to a new "interactive" model of recursive information flow generat­
ing mass action. 

I now repeat what I expressed in my introductory talk and symbolized with an il­
lustration by Escher called "Relativity," that all of these windows on brain dynamics 
are important and necessary. The more windows we look through, the more mecha­
nisms we will discover. Maybe, as I remarked to Roy John yesterday, this session will 
encourage us to hold future workshops for comparing the views of brain function 
that he has likened to the particle and wave concepts, because a thorough compari­
son of the data that support the two views could lead to a better understanding of the 
brain, as similar comparisons have benefitted physics. 

Now for a few personal ideas about how brains seem to work. Bob Galambos has 
been a physiologist for 40 years, but I have been one for only 20 years, so, unlike 
him, I cannot yet say what other thing I would do if I had it all to do over again. I can 
only present ideas from the field I am in, the field of resonances. These ideas are a 
response to the question asked me last winter by several visitors to my laboratory, 
"how might the brain use these various resonance phenomena?" 

You may recall that in my lecture, I showed that when the brain is excited with 
various stimuli, it usually responds with waves in the frequency ranges of 4 Hz, 
10 Hz, 20 Hz, and 40 Hz. I have called these responses "invariant resonances" or "in­
variant resonance modes." Such resonance responses also follow the application of 
various modalities of sensory stimulation and the use of the paradigm of event­
related potentials. From these resonance phenomena, I have been able to derive ex­
citability rules, by using the excitability concept of several other physiologists, espe­
cially Dr. Sato, who first explained brain excitability. 

Now let us consider three different brain structures or networks, A, B, and C, 
which have excitabilities in the four frequency ranges of 4 Hz, 10 Hz, 20 Hz, and 
40 Hz, which I will call alpha, beta, gamma, and theta. Let us assume that structure 
A can be excited and can excite structure B, which in turn can excite structure C. 
When structure A excites structure B, there will be a transmission of signals in one 
of these frequency channels from structure A to structure B; and structure B, if not 
already excited in a different frequency, will then excite structure C in the same fre­
quency range (see Fig. 1). 

Let us now give another name to the specific resonant modes, calling them 
"passletters," because we have seen that a brain structure into which activity in the 
10 Hz frequency range is entering will, by an excitability rule, resonante in that 
range. In this case the passletter would be the excitability at 10 Hz. A second pass-
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letter is at 20 Hz and a third passletter is at 40 Hz. The term "password" or "pass 
characteristic" has already been used by Barlow, who in 1961 tried to develop a 
theory of passwords and pass characteristics in neural networks. My theory is some­
what different from his but I use his expressions. 

According to empirical results, alpha, beta, and gamma resonances do occur in 
the brain. Therefore we can suppose that the passleters represent resonant modes that 
help to optimize signal transfer between various brain structures. This idea of a way in 



384 E. Ba~ar: Thoughts on Brain's Internal Codes 

which brains may work was suggested by the excitability rules that I derived from ex­
periments (see the paper in this volume). 

Now I will go further and speculate that the passwords alpha, beta, gamma, and 
theta represent resonant modes that are invariant. However, passletters may perhaps 
combine during the transfer of messages through various brain networks to create a 
greater number of less elementary or complex combination which we may call 
passwords. For example, there can be only alpha transmission in all three of the 
structures A, B, and C, or there can be a combination of alpha and beta (passwords 
a, /3). A still more complicated password would be alpha-beta-gamme (a, /3, y), and 
so on (see Fig. 2). 

As Ross Adey said, the information capacity of a structure can be important, 
especially when it is busy, for if the information capacity of structure B is limited, or 
if structure B is busy at the time, the transmission in one or another of these special 
channels will not be optimal. This fact in turn may lead to the creation of an ensemble 
of passwords for complex sensory-cognitive inputs and other heterogeneous mes­
sages, by using reverberations of passwords, possibly via auto-excitation. How might 
such auto-excitation occur? One possibility is that structure A could excite structure 
B again, as in limbic system networks, for example. In such a case, it is possible that 
as a consequence of a preliminary input signal, the ensemble of neural structures A, B, 
and C could start to reverberate. Such reverberation would be possible only if all the 
structures had the ability to resonate in the same frequency channels. 

Finally, one can speculate further about why it would be advantageous for a brain 
to transmit by means of resonance phenomena. I have thought of one possibility. 
The simplest invariant transfer functions are probably represented in the brain by 
resonant networks, but this fixed hardware may create a much richter array of useful 
software. That is, it could be an economical principle of the brain to achieve good 
internal communication first by using a small number of similarly structured network 
as channels for a small number of frequencies, and then to combine the elementary 
passletters into a large number of compound passwords that could transmit a wide 
variety of complex patterns. This idea, to echo Ross Adey's phrase for his early 
belief that the EEG is important in information processing, is my castle in the sky. 
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Melnechuk: For our final scheduled talk we will hear again from Dr. Walter 
Freeman, who has accepted Dr. Ba~ar's invitation to give us a brief methodological 
overview covering the various techniques that were or should be mentioned at this 
conference. 

Overview of Methodology 

W. J. FREEMAN 

I was asked at the last minute, so to speak, and since, as I have already told you, a 
lO-min talk takes a couple of days to prepare, I cannot guarantee to be that brief. 

Let us consider our present group as an ensemble that is in the process of evolu­
tion, so we would like to look at what Waddington referred to as the "epigenetic 
landscape," to get some kind of overview as to where we are and where we think we 
are going or would like to be. 

We are talking about brain dynamics. I take the term "dynamics" very seriously, 
as a statement of process, of an ongoing flow of energy, of a changing form of struc­
ture based on the fluxes of energy. In the classical language of physics and chemistry, 
what we need to do is to describe these dynamics. In order to do so in a meaningful 
way, our first reliance must be on the study of behavior. We have to know what the 
animal is doing during the times that we are making our measurements. For this, we 
can use, and do use, the techniques of behaviorism. 

As an explanation, as a philosophical basis for understanding brain function, be­
haviorism is bankrupt. It has no value for understanding either behavior or the brain, 
but its residue of functional techniques for conditioning are invaluable as tools for us 
to use, to put animals - and people, for that matter - into states that will give us 
stable, reproducible kinds of brain activity that we can then hope to measure and 
eventually to understand. 

Similarly, computers were born as a mistaken metaphor or belief about how the 
nervous system operated. Von Neuman took his language from Warren McCulloch 
at a time when Warren had a mistaken idea of how nerve cells worked. This has now 
become the basis for artificial intelligence. Again, that approach, of rule-based 
machine intelligence - as Gerhard Werner described it for us so eloquently - is bankrupt 
as a way of trying to understand the brain. But from it we have an incredibly rich 
residue of hardware and software that we can use to our advantage for the analysis 
and reduction of our data. 

The third element that we need is an understanding of brain structure, including 
gross anatomy. Alan Gevins had a beautiful illustration of gross anatomy in relation 
to function in the NMR sections of one of his subjects. He can now get an accurate 
placement or a correlation, as it were, between the location of his recording sites and 
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the underlying structures that he believes are responsible for the electric fields. Ob­
viously we have to know the hodology - that is, the connectivity: which neurons are 
connected with which others, which centers are connected with which others, and in 
what manner. Also, as Bob Galambos has repeatedly emphasized, we have to know 
something about the chemical anatomy - the aminergic systems, the cholinergic sys­
tems, the ways in which the brain states are expressed in terms of concentrations and 
distributions of transmitter and modulator chemicals. 

Now we come to what occupied a major portion of our deliberations in the course 
of the meeting - namely, making observations. What we do in this procedure is es­
sentially to look at the energy gradients that exist during normal function of the 
brain. The brain is a structure undergoing the expenditure of energy, and in the 
course of that expenditure it generates electric and magnetic fields. 

Most of the information we have relates to electrical signals, from the passage of 
current that nerve cells generate to communicate from one part of a nerve cell to 
another, as an active electromotive force releases metabolic energy. Of course there 
are both dendritic potentials and action potentials. There is an active membrane site 
of generation and a passive site of action where the membrane current again crosses 
the membrane at some other part. Since current always flows in closed loops, it flows 
back through the extracellular space. With electrical recording, we can pick up the 
potential differences that are created by this flow of current; with magnetic recording 
we can pick up the colinear flows of current by virtue of their tight, high-density 
magnetic fields - relatively high, because they are indeed miniscule. These are the 
two main approaches for observables that we can in fact detect in studies of the 
active brain. 

There are also other approaches. One is to measure the heat, negative or positive. 
When the action potential occurs, there are conductance changes, and ions flow 
down passive membrane gradients, in what is in essence a flow of ions down their 
concentration gradient, as in the expansion of a gas. Therefore, with an action poten­
tial, one has a cooling off, followed by heating caused by a process of metabolic 
restoration. As far as I know, the only measurement of the negative heat of nerve 
was made on isolated axons. We have little else to say about this, because the 
amount of heat that is produced is not generally a measure of brain function; neither 
is entropy. In physical systems, one always wants to know what the entropy is. Brains 
are always open systems, and the disposal of excess heat and entropy is so effective 
that the laws of thermodynamics put no limitation on normal brain function. Heat 
stroke is another matter. 

Now we come to a variety of modulations, by the nervous system, of gradients im­
posed on it. One of the simplest and most straightforward techniques is to pass elec­
tric current across the tissues and measure the tissue resistance and reactance, in 
order to derive the impedance vector. If this is done properly in conjunction with 
anisotropicities, we need an impedance tensor. However, for our purposes, the noise 
level is so great that we are satisfied for the most part to assume a homeogeneous tis­
sue resistivity. We do not even worry much about the reactance. In this connection, 
Ross Adey has just reminded us that one can also apply high-frequency ratio waves 
to the nervous system and study the effects of their modulation, effects we pick up 
with secondary electrodes. 

Referring again to the magnetic field, there is also the technique of nuclear 
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magnetic resonance imaging, which imposes a magnetic field on the brain, and then 
manipulates the field with radio-frequency currents. By using appropriate tags, one 
can study the concentrations and fluxes of a broad variety of substances in the brain. 
This is an area that has not been touched on at this conference but is quite likely to 
enrich our understanding extraordinarily in years to come. Neural activity, after all, 
is not carried only by flows of electric current manifested in electric and magnetic 
fields. It is also carried by concentrations of transmitter substances, and we can learn 
a great deal by measuring the dynamics of brain activity at that level and not merely 
in terms of synaptic and action potentials. 

There are also a variety of delayed measures, deriving from the fact that the 
nervous system has to pay for its metabolic upkeep. We can measure the aftereffects 
of activity in terms of oxygen consumption and secondary effects on the partial pres­
sure of oxygen in various part of the brain. This has been done since the 1950s, when 
Grey Walter measured them with platinum electrodes. It is currently done by imag­
ing regional blood flow with any of half a dozen techniques, and also by the 2-deoxy­
glucose method, which in fact looks at the barn long after the horse has vanished, but 
has its uses. 

Of all our many tools and techniques, the most important are the models we con­
struct with which to interpret our observations. Let me recall a remark I recently 
quoted to Roy John, made by Lord Kelvin, I believe, at a meeting of the Royal 
Society in the 1880s when they still met as one group of biologists, physicists, and the 
rest. After a biologist had given a paper that reported the different number of scales 
there were on two species of fish, Kelvin stood up, said, "All science is measure­
ment, but not all measurement is science," and sat down. Of course what he meant 
was that the significance and value of measurements depend directly on the degree 
to which they are related to a larger body of data. Such relating is done with models, 
as Dr. Orpheus said in the poem we heard at the opening of this session. 

Again emphasizing dynamics as the theme of this conference, the classical language 
used for the description of dynamics in physics, chemistry, and other areas has been 
and still is partial and integral differential equations or their equivalent, in a number 
of variants. Similarly, when we approach brain dynamics in terms of actual observables, 
we need models expressed in differential equations to describe the rates of change in 
time and space of these varying quantities. We also need to specify the time and dis­
tance scales. Here we have a range of options. I think the best one is to opt for the 
particular scale that measures the psychological here-and-now of ourselves and our 
animals; that is to say, the time span of a second or of very few seconds, and the 
space of the immediate surround of an animal. In a way, this scale is brought into the 
nervous system by the receptor arrays, which characterize the dynamics of the nervous 
system in terms of seconds and millimeters. 

We can in fact go to much smaller levels, as Ted Melnechuk alluded to in men­
tioning reported molecular connections between neurons, but this is getting into 
microstructure. It seems to me that we want to get at the dynamics of the brain at 
time scales that relate to the transactions that the brain has with the environment, 
which do not occur at the molecular level, except -. 



388 W. J. Freeman 

Adey: Why do you say that? 

Freeman: Because there is an inability, as I see it, for the larger context of the brain 
to identify the events occurring at single molecules, or even at parts of neurons or 
even single neurons, and to amplify these into the large-scale activity of the nervous 
system. A brain-behavior event must last in the order of 50-lOOms and cannot exist 
in an action potential, no more than an action potential lasting about 1 ms can exist 
in the few microseconds of a molecular event in the membrane. 

Going on from considerations of scale, we also need to specify the dimensionality 
of the system under study: how many variables we want to observe, or think we are 
able to observe, or, in fact, must observe, in order to describe or account for the 
activities we are studying. 

Models take numerous forms. I will classify them somewhat arbitrarily into statis­
tical, linear, and nonlinear. Statistical models essentially are used for measurement, 
in order to define standard errors, degrees of confidence, and so forth. Statistical 
models are also used in classification, when, having obtained a collection of evoked 
potentials or segments of EEG or trains of units or of patterns of chemical reactivity, 
we want to classify them and apply statistics for that purpose - similarly with correla­
tions. None of this statistical modeling has anything to do with a causal analysis; it is 
simply a statement of what goes with what, what is distinguishable from what, and 
how well, and how certain we are of the numbers that we have derived. 

The entry into dynamics as I see it is best done in terms of the construction of dif­
ferential equations, and the place to begin is with linear differential equations. Jim 
Wright and Bob Kydd gave a beautiful example of the manner in which such equa­
tions can be developed and used. In order to use them effectively, it appears to me 
that the first step is to demonstrate, in accordance with the superposition principle, 
the additivity and proportionality of responses in comparison to inputs. This is an old 
physiological criterion. Sherrington used it, in conjunction with what he called the 
"algebraic" function of the nervous system, and his method, paired shock testing, is 
still commonly used. 

Once one has defined a linear domain, by use of superposition - and this is pos­
sible for a broad range of neural dynamic systems, including neural masses, single 
neurons, parts of neurons, and membranes - then it is necessary to derive and specify 
the characteristic exponents and frequencies. This is done essentially by the 
diagonalization of the matrix derived from measurement to get the eigenvectors and 
the eigenvalues. When you use the fast Fourier transform, this is implicitly the kind 
of information you are trying to extract from the data, though in this case it is a 
rather limited kind of information, having to do with what we call imaginary expo­
nents. In using this, one all too commonly does not worry or even think about 
whether or not the the data that are being treated in this way come from a linear sys­
tem or from a system that is performing in a linear range. Violations of the under­
lying assumption of linearity produce some strange and I think innately uninterpretable 
data. 

The range across which linearization can be achieved, or in which a system can be 
put into a linear range of function, is sometimes excessively restricted, but one can, 
by systematic variation of parameters, establish a sequence of ranges within which 
linearization can be undertaken. Then, the use of describing functions can expand 
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the domain in which linear analysis is feasible. This is such a powerful technique that 
by no means should it be neglected. It constitutes our vestibule to the real work, 
where we finally get down to what constitutes the serious approach to brain dynamics 
- the study of nonlinear systems. 

In coming to full-blown nonlinear systems, whether subsets of neurons, single 
neurons, or assemblies of larger scale, up to and including whole sensory systems, 
whole motor systems, the limbic system, ultimately the whole brain (though God 
forbid we should attempt to try that in the near future), we have already to know 
what the connectivity is - how these nerve cells are connected together. We need to 
know their open-loop time and space constants, the ranges they communicate over, 
their membrane passive time constants, their dendritic cable delays. We need to 
know furthermore what the nature of the nonlinearity is - and I should say "non­
linearities," since they are multiple: are they static, are they time-varying, are they 
dynamic, as in the Hodgkin-Huxley equations? We need to know where they are 
located in the topology. This is the approach that is necessary for a serious and delib­
erate simulation of these complex networks. Clearly one has to start off with so­
called simpler systems, which are not found merely in invertebrates; in fact, that 
phrase, "simpler systems," has been excessively devoted to invertebrates, which, if 
anything, are more complicated than vertebrates. 

The goal of nonlinear analysis is a description of the expected properties of the 
neural system that we are observing. We describe these in terms of the phase space, 
which consists of a specification of the attractors, which is simply a statement of what 
the characteristic patterns of change are that these systems tend to follow; the basins, 
which are the initial conditions that allow the system to change toward one or 
another of the attractors; the trajectories, which are the sequences of changes -
whenever you record an evoked potential, it is basically a display of a trajectory in 
nonlinear phase space; and finally the bifurcations, which are switchings from a 
tendency to follow one trajectory of change to a tendency to follow a different trajec­
tory. The latter basically indicate that the nervous system has made some structural 
change; learning may facilitate the ability of the nervous system to do that. 

Finally we have the need to ,est these models. A key feature here, which is often 
overlooked, is that models need not be born whole like Pallas Athena from the fore­
head of Zeus. We should rather recognize that we approach our goal in small steps, 
often wrong, but that with each experiment we do we learn a little more, we become 
a bit more enlightened, so that we can hope to optimize our understanding. 

The first thing to optimize is not the model per se, it is the measurement. Alan 
Gevins has pointed out an excellent way to do this, which is first to test the measure­
ments one makes against the observations one has made on behavior, in order to 
classify the behavior in respect to these measurements, and then to optimize the clas­
sification by adjusting the filters or whatever other data-reduction processes one has 
used. In other words, the most important question with the data is whether or not 
one has done the reduction right, for if it does not fit, most likely one either has an 
artifact or one did not analyze the data correctly to begin with. Only when one has 
explored that issue thoroughly can one go on to change the model and, one hopes, 
improve it. 

The improving of one's model is an evolutionary process. However, in the 
phraseology of Stephen Jay Gould, this evolution is not continuous but "punctate", 
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because what happens typically is that we settle on some model which seems to 
satisfy us for a period of a month or a year or a decade and we think that now we 
have got the truth, when in fact all we have got is a false energy minimum, a local 
region of stability that sooner or later will be upset by some physicist with a slide in 
his hand. 

Melnechuk: Thank you, Dr. Freeman. Does anyone have a necessary comment? 
Dr. Adey. 

Adey: Mr. Chairman, can Dr. Freeman say more about why he thinks the time 
course of molecular and membrane events is irrelevant to the organization of nervous 
function? 

Melnechuk: Dr. Freeman? 

Freeman: That is not quite what I said. What I was trying to say, and I did not say it 
correctly, is that the level at which we can find the information that relates to the 
transactions of the animal with the outside world is not to be found at the level of the 
time scales of single molecular reactions and single action potentials. I do not deny 
that photon capture is exceedingly important in the retina as a prelude to the process 
of identifying a picture as that of your grandmother. What I am saying is that the in­
formation available to the neurophysiologist is not going to be found by measuring 
any capture time of rods in the retina. It is to be found in some other process that ex­
tends over a period of something like lOOms. 

Adey: I could not agree more that molecular events do not directly yield an under­
standing of perception, any more than the Heisenberg equation can be directly ex­
panded into an understanding of chemistry, and yet we know that the Heisenberg 
equation implicitly contains all of chemistry, as we know that the molecular level of 
brain dynamics is at least a necessary substrate, both for the perceptual level that Dr. 
Freeman has spent a lifetime studying in the rodent olfactory bulb and its associated 
cortex, and also for the level of human mentation. 

If I may, I will epitomize findings made in our own and other laboratories in sup­
port of the idea that molecular processes do pertain in their time courses and even in 
other ways to cerebral mechanisms of cognitive processes, and that, counter to an­
other doubt expressed by Dr. Freeman in his first talk in this session, wave mecha­
nisms such as the EEG represent a fundamental aspect of cerebral information pro­
cessing. 

In brief, low-frequency EEG-like gradients impressed on neurons can (a) modu­
late behavioral states; (b) entrain EEG rhythms in monkeys, cats, and rabbits; (c) 
modulate neuronal firing patterns; (d) alter neuronal membrane potentials; (e) in­
crease neuronal efflux of neurotransmitters and calcium; and (f) modulate the activ­
ity of intracellular enzymes that control messenger functions, metabolic energy pro­
duction, and the synthesis of molecules involved in cell growth. EEG-like gradients 
have all these presumably related effects despite being six orders of magnitude smal­
ler than the membrane potential gradient. This is inexplicable in terms of classical 
models based on equilibrium considerations. The windowed character of these re-
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sponses with respect to frequency and intensity also argue their nonequilibrium and 
nonlinear nature. 

In addition, low-frequency oscillations in the membrane potentials of cerebral 
neurons produce currents in the pericellular fluid that influence adjacent cells. Leak­
age of such oscillations plays a prime role in the genesis of the EEG in brain tissue. 
Intercellular communication based on such oscillations is a clear possibility. 

Let me express two more thoughts regarding the connection of molecular time 
scales to those of cognition. First, I am mindful of Holger Hyden's remarkable lec­
tures at the University of Birmingham in England in 1973 (Hyden 1973), in which he 
emphasized the importance of electrically sensitive macromolecular systems that 
would be distinct from synaptic, connectionist organization in the brain, and would 
be responsible for the rapid establishment of a gestalt over wide cortical domains as 
an essential step in the establishment of memory traces and in the processes of recall. 
He further emphasized that the only class of macromolecules with this capability are 
proteins, and the turnover in brain proteins may take months. 

Secondly, the presence in the audience of Dr. Babloyantz reminds me that she 
works with Dr. Prigogine, who received a Nobel prize for work which, amongst 
other things, was related to dynamic phenomena like those of limit cycles, where 
very fast pacing at microsecond to nanosecond to picosecond levels determines much 
slower nonlinear processes, such as Zhabotinsky-Belousov reactions. These rapid 
phenomena are inherent in the way we believe that longer biomolecular cycles are 
determined. 

For such reasons, modern cell biology in general and the nonlinear electrodynamics 
of biomolecular systems seem directly relevant to the problems of cerebral physiol­
ogy and organization at various structural levels, and, beyond that, by implication 
and extrapolation, appear to some of us to have great relevance to the organization 
of behavior and mentation. 

Melnechuk: You have just demonstrated why we had seven minds here - for we hope 
that, as the superposition of the seven colors of the spectrum yields white light, the 
already partially overlapping views presented here today will before long converge 
into an illuminating unity. In that regard, and with particular reference to your point 
about the coupling of small fast phenomena to large slow ones, I wish to mention the 
synthetic idea of Dr. Arnold J. Mandell, which he has since developed much further 
(e.g., Mandell 1983), as he once expressed it in the title of a book chapter, "Vertical 
Integration of Levels of Brain Function Through Parametric Symmetries Within 
Self-similar Stochastic Fields" (Mandell 1980). 
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Nine months went by after the Berlin conference. Then, at the beginning of May 
1986 Walter Freeman visited my laboratories in LUbeck and gave a lecture on his 
recently obtained results on the nonlinear dynamics of brain potentials and strange 
attractors. At the beginning of June, I spent some time in La Jolla (San Diego) and 
had further fruitful discussions with Robert Galambos and Theodore Bullock about 
the results of the Berlin conference and especially the final workshop "How Brains 
May Work." Theodore Melnechuk had finished his correspondence with the seven 
speakers of the workshop and we discussed several issues that helped me to recon­
struct several points that emerged on the last day of the conference. In Palo Alto I 
met Roy John and, during an interesting trip to San Francisco and a walk in Muir 
Woods, we discussed his conecept of the "hypemeuron" and the possibility of reso­
nant propagation of fields in the brain. 

Study of EEG Needs Large Windows 

Having been together again with most of the panelists in Berlin, I am encouraged to 
write this epilogue, which in no way tries to summarize the conference. I think that 
this last task is the job of the conference participants and of the reader of this vol­
ume. Freeman had, anyway, given an excellent summary of relevant methodologies. 
My duty in writing these lines is to try to catalyze a large new effort to demonstrate 
the extent to which studies of the dynamics of brain field potentials, of the EEG and 
event-related potentials, may contribute to integrative neuroscience. The results of 
the conference showed us that this contribution could be very large and even explo­
sive. But this development has a price: the research scientist should not use narrow 
windows. He should not analyze just the EEG or just power spectral analysis or just 
averaged evoked potentials, or emphasize only a particular pathway or group of 
neurons in a given brain structure. As Theodore Bullock would say, we have to use 
not only one tool but a battery of tools, we have to use several strategies. 

Several examples of this kind of study are presented in the present volume. In 
order to give a few examples, I mention the work of Petsche who, years ago, started 
to explore the brain with an analysis of electrical activities in the Papez circuit and 
who now explores with his coworkers layers of the cat cortex on one hand and cogni­
tive potentials of the human brain on the other hand. Wright and Kidd, in their 
studies on biochemical and physiological aspects, have introduced new theoretical 
ideas in relation to theoretical physics. Nunez injected highly important thoughts 
about neurophysics and its possible contributions to understanding brain function. 
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Already decades ago, the five scientist panelists, namely Adey, Bullock, 
Freeman, Galambos, and John, started their research activities by using not only 
spike analysis at the cellular and neuroanatomicallevel but also the interpretation of 
field potentials and the EEG as an indispensable window for understanding integra­
tive functions of the CNS. The reader who will go through the papers and panel con­
tributions of these scientists will find in their narrative explanations the key to the 
emerging new trend in brain research which presents excellent windows to supple­
ment familiar connectivistic models. Those who know history can better predict the 
future. 

The difficulties mentioned by Adey in the early years of cognitive EEG research 
have existed in every young science. Research on field potentials has survived de­
spite the slogan "EEG Epiphenomenon." Its survival was based not only on the 
fruitful applications of research on event-related potentials in cognitive neuroscience 
and its tremendous application in clinical science but also on the fact that connec­
tivistic models have some great shortcomings and limitations despite their postulated 
precision and reliability. Especially in cognitive neuroscience, field potential re­
search seems to offer more physiological significance because it affords the possibil­
ity of performing behavioral experiments without application of anesthetic agents 
and of using the multichannel approach. On the other hand, the important new trend 
demonstrating that the EEG is not a pure noise but that it reflects a chaotic behavior 
stemming from deterministic signals should now cause much thinking on the part of 
those scientists who still link the EEG to the expression "epiphenomenon." It now 
seems probable that the EEG reflects one of the most basic properties of brain 
signalling. 

All Science Is Measurement ... 

At this point I want to repeat Freeman's recall of a famous statement made by Kelvin 
around 1870: "All science is measurement, but not all measurement is science." 
Most of the speakers in the conference confirmed this view by discussing their data 
not just as measurements but as the basis for functional interpretations or for pos­
sible and plausible future applications (see for example the contributions by Heinze 
et aI., Maurer, Picton, Saermark, Hari, and Hoke). In this epilogue, it is quite im­
possible to review all of these papers, which should be studied in detail. However, 
just to give an example, I refer to the papers by Heinze et al. and by Gevins to men­
tion the vigor of critical thinking in the new methodologies. In the chapter "New 
Scopes at the Cellular Level," the contributions of Speckmann and Eckhorn present 
important new trends at the cellular level. Although the epilepsy model merits im­
portant consideration in brain research, we did not have an opportunity to discuss 
this issue in the workshop. 
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Memory and Dynamic Memory 

There was a strong trend at the conference not to separate the sensory and cognitive 
processes of the brain as different functions. This trend was maintained during the 
conference through several contributions and their discussions. In the last session, 
this trend converged with another trend that related cognitive processes to such key 
concepts as those of dynamics, resonance, network, coherent fields, memory, and 
connectivistic (or nonconnectivistic) approaches. I did not ask the discussants to 
mention these key words repeatedly. I interpret this spontaneous behavior as a sign 
of an urgent scientific need to discuss these topics. Bergson (1939) tried to define 
memory as follows: "It is memory which makes the past and future real and there­
fore creates true duration and true time." 

Karl Lashley spent 30 years of his industrious life striving to discover the nature 
of the "memory trace" in the animal brain, beginning with experimental investiga­
tions of the rat's brain and ending with the chimpanzee. He was hunting for the 
engram, the record; that is to say, "the structural impression that psychical experience 
leaves on protoplasm." He failed to find it. Lashley's experimental work in animals 
tried to identify the locus of memory in the cortex. He trained rats to run mazes and 
then removed various cortical regions. It was not possible to find a particular region 
corresponding to the ability to remember the way through a maze. 

Evidence for the opposite point of view was developed in the late 1940s by the 
neurosurgeon Wilder Penfield who examined the reactions of epileptic patients 
whose brains were being operated on to remove epileptic foci. By inserting elec­
trodes into various parts of their exposed brains, he electrically stimulated neurons 
or neuron assemblies. Penfield (1975) found that stimulation of given neural struc­
tures created specific images or sensations in the patient. These artificially elicited 
impressions were of events from some earlier time of life, such as a childhood birth­
day party. The set of locations which could trigger such specific events was extremely 
small. Penfield's results opposed Lashley's conclusions; they seemed to imply that 
local areas are responsible for specific memories. Did Lashley's interpretation point 
out the possibility of distributed memory in the brain, as described, for example, in 
one extent, by Roy John? 

Because of such discrepancies in the study of the higher functions of the brain, 
several scientists have preferred a cell-by-cell analytical approach to brain function. 
The success of Rubel and Wiesel (1962) enhances the tendency of this type of analy­
sis, which is certainly an extremly important tool. They showed that neurons in the 
lateral geniculate nucleus and visual cortex of cats were sensitive to the position, 
orientation, and motion of stimuli in the visual field. Because of the discovery of cells 
in the visual cortex that can be triggered by stimuli of ever-increasing complexity, 
some people have wondered if there exists in one's brain a "grandmother cell" that 
fires if and only if one's grandmother comes into view. Does such a "superhyper­
complex cell" exist? 

Now, I want to consider the issue of learning and memory at the cellular level. 
There have been significant advances in this area for more than 20 years. A recent 
article that reviewed several memory processes and described a molecular frame­
work (Godet et al. 1986) led to three specific conclusions: 
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1. The same extracellular signal (neurotransmitter) that initiates short-term memory 
also initiates long-term memory 

2. By contrast, there are genes and proteins necessary for the cellular mechanisms 
underlying long-term memory that are not required for the mechanisms of short­
term memory 

3. Whereas proteins and mRNAs critical for short-term memory are pre-existing 
and turn over slowly, certain proteins and mRBAs necessary for long-term memory 
must be either induced or, if constitutively expressed, only transiently accessible 
to modification 

The emphasis of Galambos on mechanisms at the genetical level should be em­
phasized as a trend indicator in memory-related cognitive process. Remarks by 
Galambos illuminate necessary future trends. What can one make of all this? 

Field Potentials and Memory 

It would be an extremely difficult task for me to try to add a new synthesis about 
memory at the end of such a conference, which was not a conference specifically on 
memory models. However, I think that the reader of this book can develop an inter­
esting insight into a new window on learning and memory by reading the articles and 
discussion contributions of Adey, Freeman, Galambos, and John. I strongly recom­
mend that these articles be read and reread. I am sure that these readings would help 
to develop some new avenues in the direction of dynamic memories in the brain, 
which can now be described only globally and not yet in a uniform manner. The use 
of such expressions as superposition of fields, common modes, eigenvalues, reso­
nances, wave-particle properties (see John in this volume), and solitons reminded 
me of the discussions of Einstein, Heisenberg, Bohr, and Schrodinger in the first 
decades of this century. The fruitful discussions by Adey and Freeman and the re­
mark of Freeman about the contributions of John and Adey expressed attitudes simi­
lar to those expressed in discussions of physics at the beginning of the century. 

As I was myself reading and rereading the chapters written by the workshop par­
ticipants, Volkmar Weiss, an East German scientist with whom I have been corre­
sponding for 1 year, sent me a recent article entitled "Memory as a Macroscopic 
Ordered State by Entrainment and Resonance in Energy Pathways." This highly 
interesting but very speculative article helped me to put together some of my own 
speculative ideas about the brain's use of resonances in information processing. 1 I 
will try to describe these thoughts in the following pages. 

Resonances and Coherent States 

Adey was the first investigator to recognize the importance of correlating the EEG 
with cognitive processes on a quantitative basis. His pioneering work consisted of 

1 Segments from the paper by Weiss, along with some thoughts on order, chaos and dissipative struc­
tures, are given in the appendices to this epilogue. 
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studies that sought to reveal a constancy of brain wave responses in relationship to 
particular task performances. Adey now indicates the need to develop concepts for 
the understanding of the nonlinear electrodynamics of transductive coupling. John 
assumes that a resonance is rapidly established between neural ensembles that are 
oscillatory in an common mode. In other words, John and Adey suggest that field 
potentials provide the causal mechanism for the establishment of coherences among 
large neural populations. 

In my long-standing interpretations of sensory evoked and event-related poten­
tials, I have considered the EEG as the key operator, which undergoes a quasi-struc­
tural change, going from a usually incoherent state to a coherent state. I tried to de­
scribe precisely how brain structures involved in signal processing evoked by a sen­
sory stimulus would usually go to a lower level of entropy (Ba~ar 1980, 1983). 

For the time being, it is difficult and speculative to describe universal models of a 
dynamic type of memory. However, we can use a chain of steps towards such models. 
If we assume that fluctuating field potentials of the brain reflect properties of dissipa­
tive structures (neural oscillatory networks as dissipative structures), we are led to 
speculate about the existence of yet unknown simple communication mechanisms 
between structures. Discussions that arose in the workshop "How Brains May 
Work" mentioned some relevant experimental data. 

I also want to mention again the expression "common modes" used by several 
participants in the symposium, namely John, the group of Wright and Kidd from 
New Zealand, and myself. The reader who is oriented in theoretical physics would 
immediately mention the Schrodinger equation and the eigenvalues that correspond 
to common modes. Fitting with this, the speculative remarks of Weiss (1986) link 
various models presented at the conference. The brain is not just a physical system, 
and it is also not just a biological system; the brain is a most complicated biophysical 
system, in which physical laws and neuronal structures are interwoven. Accordingly, 
one speculative step that can be taken is to mention that its resonating fields may 
reach very high electrical amplitudes in comparison to the usual fluctuations of field 
potentials. If in the brain we had to deal with a wave equation, say the Schrodinger 
equation, then we could also speculate as to the existence of tunneling effects, which 
would in turn create unimaginably high voltages and favor extracellular communica­
tion. 

Such models are now very tentative, although some of the experimental data pre­
sented throughout the conference indicates that such phenomena are beyond pos­
sibility. Yet a clear theoretical explanation is missing in spite of data that should be 
taken into consideration very seriously. 

If such mechanisms do exist, they could permit unimaginably speedy information 
transfer in the brain, and the related dynamic associations and/or dynamic memories 
would resonate, couple, and integrate all of the known types of memory. I know that 
here I go a bit too fast and too far. However, I feel that after participating in the 
brainstorming afternoon session of August 22, 1985, in Berlin, it is my duty to ex­
press what I think. 

Can the brain use for communication what are probably the simplest physical 
mechanisms, such as dissipative structures? What do we know about molecular 
mechanisms? What did physicists know about gravitation or about far fields at the 
turn of the century? These questions do now establish a new trend in brain research. 
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I believe that the study of field potentials right now offers the only possibility of deal­
ing with similar neural problems. 

To be recommended strongly are the outstanding results of Freeman in which, 
during olfactory cognition, repeatable dynamic patterns in cortex are correlated to 
various percepts. Freeman's results, which indicate tuned oscillators with spectral 
resonances around 18-24 Hz and 40-70 Hz, should be discussed in conjunction with 
results of Galambos and coworkers showing interesting phenomenological responses 
in the 40-Hz range. 

While visiting the laboratory of Petsche in October 1985, I had the opportunity to 
learn about the multielectrode approach developed by him and his coworkers. A 
visit by Ulla Mitzdorf and Reinhard Eckhorn in my laboratories during the winter of 
1986 enabled me to hear more about their recent research. The more multielectrodes 
techniques develop, the more we will be able to link connectivistic models with 
global models. The multielectrode approach could also help us to learn more about 
ordered and chaotic states at the cellular level. 

EEG Is Not Simple Noise 

An important advance in studying the chaotic behavior of the EEG has been the 
description of the EEG dimension by means of the algorithm of Grassberger and 
Procaccia, as first used by Agnessa Babloyantz, and also described in this volume by 
Raschke and Ba~ar for the intracranial structures of the cat brain. For the quantita­
tive description of the erratic behavior observed in chaotic systems, it has become 
clear that simple spectral analysis of the measured signals does not provide an ade­
quate tool for characterizing the origin of the observed chaos. Several investigators 
have tried to describe the entropy and information content of the brain in several 
other ways, often including analogies (see for example Ba~ar 1980). 

The measurement of other independent quantities like the Hausdorff-Besicovich 
or fractal dimension or the dynamical (Kolmogorov) entropy appears to be necessary 
for determining the "degree of chaos" which is presented in the experimental data 
(Mayer-Kress 1985). 

Can We Measure Whether the Cortex Is More Complex 
than the Hippocampus? 

The fractal dimension, roughly speaking, provides some measure of how many rele­
vant degrees of freedom are involved in the dynamics of the system under considera­
tion. Naturally, a system with many degrees of freedom is generally going to be more 
complex than one with only a few degrees of freedom. The higher the dimension, the 
better the approximation of "pure random noise." Since the EEG activity does show 
chaotic behavior, with a dimension of about 4-5, we have the fascinating possibility 
of attributing deterministic properties to the EEG. Moreover, the new algorithm en­
ables us to state that, at least during the slow-wave sleep (SWS) stage, the cortex be-
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haves more complexly than does the hippocampus or the reticular formation (Raschke 
and Ba~ar, this volume). There seem to exist in the brain various strange attractors, 
even despite the great simultaneity of EEG waves during the hypersynchrony of 
SWS, as shown by the differentiated electrical behavior of various cranial structures. 
We expect higher-level information processing in the cortex. In fact, the cat cortex 
seems to be more chaotic than the hippocampus or reticular formation. At this point 
I want to mention Arnold Mandell's tremendous efforts ever the last half-dozen 
years to introduce nonlinear dynamics into biological science and especially into 
brain research, both at his colloquium at the University of California at San Diego 
and by means of several national and international conferences. 

Magnetoencephalography 

On the last day of the conference, we had a morning session on magnetoencephalog­
raphy (MEG), with contributions from Deecke, Hari, Weinberg, Saermark, and 
Hoke, which showed the immense future possibilities of MEG work that still suffers 
from the facts that the measurement can usually be performed with only one channel 
and that the long measurements greatly reduce the time resolution of the evoked 
magnetic fields. 

Session chairman Deecke emphasized that the EEG and MEG are, for the time 
being, complementary tools and that the MEG cannot entirely replace the EEG for 
short ranges of time. This session showed that we have to keep our eyes open for new 
technical developments in MEG research that could provide brain scientists with 
new abilities for highly extended results in field potential studies by providing much 
better resolution in topographical mapping. 

The View of a Philosopher 

Leinfellner emphasized the philosophical implications of the possibility of fast trans­
neural communication, especially the possibilities of understanding the intracranial 
language. As a philosopher, he tried to explain a new model in which perceptions, 
memories, thoughts, and computations are encoded in specific patterns of brain 
waves. He drew his conclusions after much reading of the literature on field poten­
tials and after visits to Adey's, John's and my laboratories. We spent an interesting 
day in Lubeck together last year. Although neither Adey, John, nor I could com­
ment during the workshop about his presentation, I think that readers will appreciate 
his efforts to globally interpret new brain theories emerging from the study of field 
potentials. 
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Who Tells the True Story? 

Bullock presented the first lecture in the Berlin conference and with his strong pres­
ence described in his contribution very important aspects of the analysis of neuronal 
networks. He has emphasized more and more in recent years that reductionist ap­
proaches to brain function will not suffice in understanding the brain. "If you want 
to understand how Budapest or New York work, it helps to study single individuals 
but it cannot suffice. You have to use some techniques that average individual differ­
ences and lump categories. The same is true if we want to understand how the human 
body works; single-cell studies are important but cannot suffice. The gap in mutual 
communication is regrettably wide between workers who study single neuronal units 
and those who study to compound field potentials of assemblies of neurons. This gap 
is unnecessary and counter-productive; neither approach can hope to tell the whole 
story. Even with both approaches working together and each extended in various 
ways, especially by multichannel recordings, we will be hard pressed for a long time 
to understand what is really going on in the brain." So stated Bullock (1983) in one 
of his recent studies in which he tried to emphasize the use not of simple methods but 
of strategies employing seven methods or ways of thinking (Bullock 1984). 

At this time it is difficult to mention all of the important remarks made by Bul­
lock. However, I find it very useful to mention here some of his recommendations 
for exploring the variety of brain potentials: "We should also have to show the dozen 
or more distinct kinds of potentials, including field potentials that integrate over 
some volume, the variety of differently spreading conductance changes, both in­
creases and decreases, and the local differences in the regenerative properties of 
patches of membrane, plus the local proclivities to facilitation, fast or slow, or its op­
posite, to rebound or other aftereffects, to iterativeness or oscillation, to burst for­
mation, autoinhibition and on and on. These examples are chosen at the unit level. 
However, we must recognize emergent properties of ensembles, such as synchroni­
zation, recruitment, kindling and the like". 

Four years prior to the Berlin conference, Bullock wrote: "We are all the more in 
need of innovative schemes for dealing heuristically with a large number of variables 
of different dimension. My message is simply this: let us keep our eyes open; there are 
discoveries to be made, principles to be induced, scientific revolutions to hatch". 

I think that the Berlin conference brought the participants various ideas for 
developing new strategies for exploring the brain and perhaps for seeing the brain as 
an ensemble of cells with various of their own strategies. 

The Beginning and the End 

In organizing the conference, I hoped to catalyze a new advance by putting several 
leading scientists together to give lectures and develop extended discussions. I hoped 
to create with the conference a framework that would spark an explosive trend in 
brain research by combining several commensurable views. Several issues of the con­
ference were made more explicit at the suggestion of Galambos, who advised me to 
be bold in my choice of themes and in motivating the senior lecturers and discus-
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sants. My collaboration on experiments with Bullock during the summer of 1984 in 
La Jolla gave me directly or indirectly new perspectives for handling an integrative 
approach to brain function and also for integrating several directions. I now repro­
duce a portion of my opening remarks at the conference: 

The Prologue 

... One of the tasks facing the organizer of any conference is to select a conference 
theme, or as we say in Wagnerian language, a Leitmotiv. Theser are severalleit­
motives in this conference. However, by reading the titles and abstracts, it is easy to 
see that one of the central concerns in many of the contributions is with the integrated 
understanding of the various measures of brain information processing. 

As you all know, the tempo of EEG-related research has increased tremendously 
since Hans Berger's pioneer contributions in 1929. In the early 1950's, Dawson's 
superposition techniques opened an era of evoked potential studies. The first averag­
ing computer was developed at MIT in 1950. The early studies of Brazier and Barlow 
were followed from 1960 onwards by a veritable explosion of papers. In 1964 and 
1965, further important discoveries emerged. In Bristol, Grey Walter and coworkers 
measured the CNV, in Germany Kornhuber and Deecke measured the readiness 
potentials, and in New York, Sutton, Braren, John, and Zubin measured the P300 
wave. Ross Adey and coworkers pioneered establishing psychophysiological para­
digms based on spectral analysis and the coherence function. 

The early researchers took cognizance of ongoing EEG activity in their EP 
studies, but in the late 1960's and early 70's, a bifurcation developed between EEG 
studies and EP and ERP studies. This bifurcation can be attributed to the wide­
spread marketing of evoked potential analyzers which treated the EEG activity as 
background noise that had to be eliminated by averaging. 

I propose that amidst this gathering of most distinguished scientists working with 
a variety of EEG-derived measures, we should explore further, as one of the central 
themes, the notion that the variously named slow potential changes which are often 
studied in isolation, remain fundamentally manifestations of the ongoing EEG activ­
ity, which should be regarded as the groundwork from which, rather than the 
background against which, these phenomena arise. 

Furthermore, I hope that emphasis will be given to the complementary informa­
tion that is obtained from a combination of the more integrated measures of various 
slow wave potentials, and the spike activity measures from single and multiple unit 
microelectrode recordings. 

The last day of the conference will give us the opportunity of learning more about 
the important and exciting new field of Magnetoencephalography. 

What we have learned from the study of the human brain may not yet reflect the 
underlaying dynamics involved. In this regard, we may require information from 
nonhuman brains and integrate the lessons we learn. We may need to look through 
the window of Dr. Bullock's work on nonhuman brains to enrich our understanding 
of human brains. 

Finally I would like to emphasize that imagination, courage, and theoretical 
speculation are also important in brain research. We should allow some time for 
visiting "castles in the air," even though it is expected that we will spend most of our 
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time on solid ground. Few major discoveries have been made without some courage­
ous and creative leap along the way, and in the last session, we have made provision 
for people to open for inspection their "castles in the air" and to discuss the architecture 
of these more ethereal dwellings. 

I think that the happenings in the conference fitted the hoped-for framework. 

Appendix 1 

Excerpts from a translation of Dr. Volkmar Weiss's article (Weiss 1986). 
Any cavity, here the brain, in which the waves are confined, has certain resonance frequencies 

(Planck 1900; Ba~ar 1980). It is a general property of waves in a confined space that they exist only 
at definite frequencies which are integral multiples of n (Feynman et al. 1963). A sinusoidal motion 
in time is called a mode. According to Fourier's theory (1811, 1812) any information at all can be 
analyzed by assuming that it is the sum of the motions at all the different modes, combined with ap­
propriate amplitudes and phases. If these modes are decoded, any information can always be 
analyzed as a superposition of n harmonic oscillators, with the frequencies nn corresponding to the 
modes (Sinz 1976; Wright et al. 1985; Franaszczuk and Blinowska 1985). 

The experimental data of the preceding papers are in principle in agreement with a number of 
models of phase transition and cooperative phenomena in brain advanced during the last years (e.g. 
Stuart et al. 1979; Ba~ar 1983; Kaiser 1983; Del Giudice et al. 1985). These theories treat the brain 
as a mixed physical system in which the electrochemical part interacts with a macroscopic quantum­
ordered state responsible for the creation and maintenance of memory. In any macroscopic quantum­
ordered state, cooperative modes appear as Bose-quanta (bosons). They occur as dynamic products 
of the system and result from the action of the quantum exchange forces. Each of these exchange 
particles is a boson and is observed as a wave which establishes and maintains a highly cooperative 
effect among the basic elements of the system ... 

The ordered states are created by rearrangement of the symmetry attributes. For this to occur, a 
symmetry carrier within the brain dynamics itself must exist and has to be a quantum mode, other­
wise stability is impossible. These symmetry-carrying agents are called "Goldstone bosons" (also cal­
led "collective modes") and undergo Bose-Einstein condensation into the resonant frequencies nn. 
In such a way information can be printed into the ground state as eigenvalues (Schrodinger 1926) of 
the Fourier transforms. A characteristic of the asymmetric ground state (long-term memory) is that 
the ground state is a macroscopic manifestation of quantum mechanics, analogous to the domain 
structure of a ferromagnet (and here realized by protein domains and their surroundings). Figura­
tively speaking, we may say that the brain consciously feels the presence of aligned vectors ... 

Besides the ground state, the brain has coherent states (Ba~ar 1980), excited by external or inter­
nal stimuli. Attracting cycles start in the oscillators. The existence of these metastable excited states, 
which will quickly die off, can be associated with STM. The average phase of internal oscillations, 
expressed in values of the exciting oscillation, varies by n radian in the range of entrainment (Haken 
1983). Whenever the system goes from the normal into this excited state, generalized long-range 
Goldstone bosons appear. At this moment of resonance, energy quanta are emitted having exactly 
the frequencies nn as the frequencies which triggered them into leaving that state. And the waves 
feed back to the elements which originated their oscillations. Driven by stimulation, the nonlinear 
dissipative system brain develops new macroscopic orderings (Haken 1983). 

Appendix 2 

Chaos and Order 

In Prigoginian terms, all systems contain subsystems, which are continually fluctuating (Prigogine 
and Stengers 1984). At times, a single fluctuation or a combination of them become so powerful, as 
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a result of positive feedback, that it shatters the pre-existing organization. At this revolutionary 
moment - a singular moment or a bifurcation point - it is inherently impossible to determine in 
advance in which direction change will take: whether the system will disintegrate into "chaos" or 
leap to a now higher level of "order" or organization, which Prigogine called a "dissipative struc­
ture." (Such physical or chemical structures are termed "dissipative" because, compared with the 
simpler structures they replace, they require more energy to sustain them. Prigogine insists that 
order and organization can actually arise "spontaneously" out of disorder and chaos through a 
process of "self-organization." 

Let us here repeat a Gedankenexperiment described by Prigogine and Stengers (1984): "Suppose 
we have two kinds of molecules, "red" and "blue". Because of the chaotic motion of the molecules 
we would expect that at a given moment we would have more red molecules, say, in the left part of 
a vessel. Then a bit later more blue molecules would appear, and so on. The vessel would appear to 
us as "violet", with occasional irregular flashes of red or blue. However, this is not what happens 
with, for example, a chemical clock; here the system is all blue, then it abruptly changes its color to 
red, then again to blue. Because all these changes occur at regular time intervals, we have a "coherent 
process". 

Such a degree of order stemming from the activity of billions of molecules seems incredible, and 
indeed, if chemical clocks had not been observed, no one would believe that such a process is pos­
sible. To change color all at once, molecules must have a way to "communicate". The system has to 
act as a whole. Dissipative structures introduce probably one of the simplest physical mechanisms for 
communication. 
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