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Preface

Study of urban growth is a branch of urban geography that concentrates on cities
and towns in terms of their physical and demographic expansion. Understanding
the urban patterns, dynamic processes, and their relationships is a primary
objective in the urban research agenda with a wide consensus among scientists,
resource managers, and planners; because future development and management of
urban areas requires detailed information about ongoing processes and patterns.
Analysis of urban patterns and processes, from remote sensing data, is a pertinent
topic in the current urban research agenda. Detailed spatial and temporal infor-
mation of urban morphology, infrastructure, population distributions, land-use/
land-cover patterns and transitions among different land-uses/land covers are
essential to be observed and understood. Urban remote sensing has attempted to
provide such information. Determining the rate and the spatial configuration of
urban growth from remote sensing data is not only a prevalent approach, rather it
has a long history. However, the models and methods applied on remote sensing
data, in terms of urban growth analysis, differ widely. Scientists and researchers
hold different opinions. Many of them are still working to develop new methods
and robust tools. This book is to document one such research.

This book aims to demonstrate some of the existing methods/models to test
their fitness for the analysis of urban growth in the city of Kolkata, an important
urban area from a developing country. In this study, four temporal satellite images
of 10-yearly intervals (1980, 1990, 2000, and 2010) have been classified to
determine the urban extent and built-up growth of Kolkata. These digitally clas-
sified imageries then have been used for the analysis. The analysis has been
performed in consideration of jurisdictional boundary of Kolkata Municipal
Corporation as well as the natural boundaries of the city. The main problem faced
in this analysis was lack of temporal ancillary datasets that were essential for many
of the widely practiced metrics. Therefore, the intention was to use some metrics
that are less demanding in terms of data and computation. However, it has been
found that most of these metrics are inferior in capturing insights into urban
growth and sprawl. In this study, therefore, most of these metrics have been
modified, either to overcome their limitations or to fit the study area.
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Although the research documented in this book aims to analyze the urban
growth of Kolkata, the book may be referred by urban researchers worldwide,
especially those using remote sensing data for their analysis. They will benefit
from the critical discussions and demonstrated methods/models.

This book comprises five chapters and three appendices. Each chapter starts
with a brief of the topics to be covered within the chapter. Chapter 1 provides an
introduction and overview. It focuses on the background, significance, objectives,
and methodological overview of the research. Chapter 2 discusses the review of
literature. This chapter briefly documents the patterns and processes of urban
growth and sprawl, and application of remote sensing data in such analysis. It also
critically reviews the analytical and quantification techniques of urban growth and
sprawl from remote sensing data. Finally, it progresses toward the scope of the
research. Chapter 3 is intended to describe the data and methodology. It describes
the data and software that have been used; how the remote sensing data have been
rectified and classified; how the accuracy assessment has been performed; what
were the steps involved in preparing the vector maps of Kolkata; how the census
data have been encoded; and how the built-up data have been extracted. Analytical
steps have also been explained in this chapter. Critical comments on the analytical
techniques, their evaluations, and justifications on reliance have also been dis-
cussed. Chapter 4 deals with the results obtained from the analysis. This chapter
presents the built-up data in terms of classified images and also of matrices. It
shows the status of urban growth and sprawl for the city of Kolkata. This chapter
also aims to discuss the findings, make arguments on the methodology in terms of
their merits and limitations, and construct logical statements. Chapter 5 draws the
conclusions and highlights the future scope of research and study. Appendix A
briefly describes the study area, its geographical location and properties, admin-
istrative and urban structures. Appendix B furnishes the census data for each
municipal ward and borough in Kolkata Municipal Corporation. Appendix C
furnishes the derived built-up data for each borough of Kolkata Municipal Cor-
poration, as well as for each natural boundary of the city.
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Chapter 1
Introduction

Abstract This chapter introduces the study and research focused in this book. It
aims to describe the background, significance, and objectives of the research;
overview, questions that are to be answered in the research, and methodological
overview. This chapter, as expected from any research-based book, acts as a
prelude to all other chapters. The background section briefs the urban growth,
sprawl, and the importance of remote sensing data and GIS techniques in urban
growth analysis. The significance section documents the importance of current
research. Other three sections (research objectives, research questions and meth-
odological overview) will help to shape the readers’ outlook on the research.

Keywords Urban growth � Sprawl growth � Kolkata � India � Remote sensing �
GIS

1.1 Background

A spatial and demographic process that concentrates human population within a
particular economy and society is generally regarded as urban growth. People
move from villages to towns and cities in expectations of better life and economic
opportunities. This movement is the primary cause of urban growth. A direct
consequence of urban growth can be observed as increase in built areas.

Urban sprawl is an undesirable pattern as well as process of urban growth. This
type of growth generally extends the core urban area to the outside rapidly in a
dispersed manner. It occurs during the suburbanization process of residence,
industry, and commerce. Sprawl encroach large amount of farmland, open space,
and forest; may bring negative impacts on environment and may cause more traffic
problems.

B. Bhatta, Urban Growth Analysis and Remote Sensing, SpringerBriefs in Geography,
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The concept of sprawl-emergence of a situation of unauthorized and unplanned
development, normally at the fringe areas of cities, especially haphazard and
piecemeal construction of homesteads, commercial areas, industrial areas, and
other non-conforming land-uses, generally along the major lines of communica-
tions or roads adjacent to specified city limits, is observed which is often termed as
the urban sprawl. The area of urban sprawl is characterized by a situation where
urban development adversely interferes with urban environment which is neither
an acceptable urban situation nor suitable for an agricultural rural environment
(Rahman et al. 2008).

‘‘Urban growth and sprawl is a pertinent topic for analysis and assessment
today. The environmental impacts of urban sprawl and the extent of urban prob-
lems have been growing in complexity and relevance, generating strong imbal-
ances between the city and its hinterland. The need to address this complexity in
assessing and monitoring urban planning and management processes and practices
is strongly felt’’ (EEA 2002).

In the industrialized countries the future growth of urban populations will be
comparatively modest since their population growth rates are low and over 80 %
of their population already live in urban areas. Conversely, developing countries,
like India, are in the middle of the transition process, when urban population
growth rates are very high. According to the United Nations report (UNFPA 2007),
the number and proportion of urban dwellers will continue to rise quickly. Urban
global population will grow to 4.9 billion by 2030. In comparison, the world’s
rural population is expected to decrease by some 28 million between 2005 and
2030. At the global level, all future population growth will thus be in towns and
cities; most of which will be in developing countries. The urban population of
Africa and Asia is expected to be doubled between 2000 and 2030 (UNFPA 2007).
This huge growth in urban population, coupled with several other factors, may
force uncontrolled urban growth. One of the biggest challenges for science,
engineering, and technology in the twenty-first century is how to control the urban
growth to protect natural resources and ecosystem.

The international participants are increasingly engaged with the urgent envi-
ronmental tasks for the sustainable development of their urban regions, the planning
challenges faced by the local authorities, and the application of remote sensing data
and geographic information system (GIS) techniques for the analysis of urban
growth to meet these challenges. Determining the rate of urban growth and urban
spatial configuration, from remote sensing data, is a prevalent approach in con-
temporary urban geographic studies. Maps of growth and a classified urban
structure derived from remotely sensed data can assist planners to visualize the
trajectories of their cities, their underlying systems, functions, and structures. There
are currently a number of applications of analytical methods and models available
to cities by using the remote sensing data and GIS techniques, especially for
mapping, monitoring, measuring, analyzing, and modeling (Bhatta 2010).

However, despite the promise of new and fast-developing remote sensing
technologies, a gap exists between the research-focused results offered by the
urban remote sensing community and the application of these data and methods/
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models by the governments of urban regions. This condition is true especially in
developing countries. There is no end to the interesting scientific questions to ask
about cities and their growth, but sometimes these questions do not match the
operational problems and concerns of a given city. This necessitates more focused
research and debate in the areas of urban growth analysis, in view of their
applications. The current research concentrates at the problems associated with the
analysis of urban growth and sprawl, for the city of Kolkata, by using remote
sensing data from a technological perspective, rather than scientific.

1.2 Significance

Urban development is the process of emergence of the world dominated by cities
and by urban values (Clark 1982). The occurrence of urban development is so
general, and its implications are so wide, that it is possible to view much of recent
social and economic history in terms of the attempts to cope with its varying
consequences. The rise of great cities and their growing spatial influence initiated a
change from largely rural to predominantly urban places and patterns of living that
has affected most countries over the last two centuries. Currently, not only do large
numbers of people live in or immediately adjacent to towns and cities, but whole
segments of the population are completely dominated by urban values, expecta-
tions and life styles (Clark 1982). From its origins as a locus of non-agricultural
employment, the city has become the major social, cultural and intellectual
stimulus in modern urban society. Urban growth is one of the forms of urban
development; which in recent decades became the paramount concerns to
politicians, economists, administrators, planners and developers, sociologists,
environmentalists, and proponents from many other disciplines.

Determining the rate of urban growth and urban spatial configuration, from
remote sensing data, is not a new topic in contemporary urban geographic studies,
rather it has a long history. There are currently many applications of analytical and
simulation models to cities by using the remote sensing data and GIS techniques
(Batty 2000).

Analysis of urban growth and sprawl also attracted a wide research focus in the
recent years, especially, by using remote sensing data. Many metrics and statistics
have been proposed by the researchers in the last two decades that have especially
been applied on cities in developed countries. Most of these metrics can measure
different properties of urban growth in relative scales; they are inferior in capturing
the urban growth and sprawl in absolute scales that can measure and evaluate the
urban growth and sprawl in black-and-white characterization. Researchers, in
general, used many metrics and scales toward the understanding of urban growth
and sprawl. Owing to several scales and parameters used in these studies it is often
difficult to get an overall idea from these measures (Bhatta et al. 2010a).
Furthermore, although these models can provide a better insight into urban
development, but in many instances they require extensive inputs in order to obtain
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the final result. In the industrialized countries they may have proper planning
policies for their cities, however the cities in developing countries lack such type
of policies in most of the cases and they grow with all freedoms. Many of the
aforementioned models, which have been developed and appreciated in the
international community, are mainly focused on the cities in industrialized
countries. Therefore, the merits of such models for the cities in developing
countries seem far less convincing. Furthermore, in several instances, the city
administrators in developing countries are not well conversant with the new tools
or methods and modern technologies such as geospatial technology. Therefore,
they demand simple analytical approaches that require minimal set of input data.

It has also been noticed that although many metrics and statistics are being used
in the existing practices of urban growth analysis, there is no such quantifiable
scale that can determine the goodness of urban growth in a single measure.
In conclusion, whether the growth in a specific urban area is good or bad, is often
based on the intuition of the analyst. It would be better if mathematical models
could help us in doing so. The concept of goodness in urban growth was earlier
introduced by the author and his colleagues (Bhatta et al. 2010b). But, the method
had several limitations. This title proposes a modified approach to overcome those
limitations.

The city of Kolkata, the capital of the Indian state of West Bengal, is one of
the largest cities in India. It is the main business, commercial and financial hub
of eastern India and the northeastern states. The city is more than 300 years old
and it served as the capital of India during the British governance until 1911.
However, despite of being one of the oldest cities in West Bengal and
deserving the highest commercial and political importance, the city has never
experienced properly designed planning policies as a whole. Several unplanned
and patchy developmental initiatives by the local governments have resulted in
serious problems viz. disparity in distribution of urban facilities and wealth,
sprawl, traffic congestion, and pollution. Therefore, there was an urgent need to
analyze the city’s urban growth for the past and present in order to prepare for
the future in view of the sustainable development; although till this research
initiated, no such significant attempt could be seen. This research was initiated
in the year 2006 with the objectives listed in Sect. 1.3. During the research,
several existing methods and models have been tested; new methods and
models have also been developed. The intermediate outcomes of the research
have been reported in several journals (Bhatta 2009a, b; Bhatta et al. 2010b).
However, as the research progressed, it has been found that in many instances
the reported methods and models have several limitations. Later, either they
have been replaced with a new one or modified to overcome their limitations.
This title documents the final outcomes of the research as a whole.
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1.3 Objectives

The main objective of this research was to analyze the urban growth and sprawl of
Kolkata for the last three decades (1980–2010) by using remote sensing data.
Since the city of Kolkata lacks multi-temporal ancillary datasets for the past which
were essential in the conventional ways of analysis, the research had to find out
some techniques that can suite this study area. In doing so, the research objectives
have been diversified as the evaluation of some existing models to the modification
of them, and to propose new models.

The objectives of this research were, therefore (1) to analyze the status of urban
growth in Kolkata for the past and present; (2) to evaluate some simple but
effective analytical approaches with a minimum set of input data; (3) to identify
the merits and limitations of some neoclassical models for the analysis of urban
growth and sprawl for the considered study area; (4) to modify some neoclassical
models to overcome their limitations that would be justified by the current
research; and last but not least (5) to propose new mathematical and schematic
models for the analysis of urban growth and sprawl which may be suitable for the
cities in developing countries as well as worldwide.

The emphasis, in this research, was on black-and-white characterization of
urban growth and sprawl, rather than relative measures.

1.4 Research Questions

The objectives, as stated in the previous section, form the following two sets of
research questions:

(1) What was the status of urban growth in the city of Kolkata in last three
decades? Whether the growth was increasing or decreasing? Did the urban
growth meet the growth rate of population within this area? How the per capita
consumption of built-up area changed with time? Was the urban growth
compact or dispersed? What was the degree of compactness or dispersion?
Whether the observed growth is acceptable or not?

(2) The aforementioned questions form another set of research questions, such as:
What may be the preferred techniques to extract the information from the
remote sensing imageries? To what extent the data extracted from remote
sensing imageries are reliable? Is it possible to conduct such research without
the support of remote sensing data? What are the metrics and models available
to analyze the urban growth from the remote sensing imageries? What may be
the merits and demerits of those metrics and models? Are they applicable
universally, especially in case of Kolkata? If yes, then, do they reveal satis-
factory results in case of Kolkata? Can they be justified through logical or
mathematical evaluations? Is there any necessity of modifying these models
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for more reliable or useful results? How can they be modified? Can a new
model be introduced for achieving better results?

It has been assumed that if these questions can be answered through a serious
study, the research will achieve its goals eventually.

1.5 Methodological Overview

The methodology started with the processing of remote sensing data toward the
determination of urban area by means of digital classification. These classified
imageries determined the urban growth rates and their related properties. The
analyses have been divided into two distinct parts: (1) in consideration of the
administrative boundary of Kolkata Municipal Corporation (KMC), and (2) in
consideration of the natural boundary of the city.

In the first part, analyses were performed for the last three decades (1980–2010)
to understand the pattern and process of urban growth and sprawl in the KMC area.
Four multispectral remote sensing imageries in ten-yearly intervals (1980, 1990,
2000, and 2010) have been used to conduct the research. Census data have also
been used to evaluate the urban growth in relation to populations and number of
housing units within the KMC. Several metrics have been tested, modified, and
proposed in this part of analysis.

In the second part, the natural boundaries of the city, for four temporal dates
(1980, 1990, 2000, and 2010), have been determined by means of digital neigh-
borhood search on the classified imageries. Then, some other metrics (such as, area
index, shape index, entropy) have also been applied to quantify the sprawl. Efforts
have also been made to make some adjustments within these metrics to overcome
their limitations. To check the degree of freedom (the extent to which the observed
growth meets the planned growth), Chi-square statistic has been applied in a
modified approach. Finally, to measure the goodness of urban growth, a modified
approach has been proposed.
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Chapter 2
Review of Literature

Abstract The literature on urban growth and sprawl is bigger than the scope of
this chapter. Application of remote sensing and GIS in the study of urban growth/
sprawl is also extensive in terms of their variations. A general research review
cannot embrace the totality. However, in this chapter, efforts have been made to
briefly document the important aspects that mainly focus on urban growth and
sprawl, their patterns and processes, and measurement/analysis. It has been found
that sprawl as a concept suffers from difficulties in definition. As a result, quan-
tification of this phenomenon is rather complicated and sometimes confusing,
especially if we use remote sensing data. There are dozens of metrics that are
practiced by the urban planners and administrators in their cities, especially in
developed countries. Merits and demerits of these measurements/analytical tech-
niques have also been addressed briefly. It also documents similar studies in India,
and proceeds toward the proposed research by documenting the scope of research.

Keywords Urban growth � Sprawl measurement � Remote sensing � GIS � Sprawl
technique advantages

2.1 Urban Growth and Sprawl

The spatial configuration and the dynamics of urban growth are important topics of
analysis in the contemporary urban studies. Several studies have addressed these
issues which have dealt with diverse range of themes (e.g., Acioly and Davidson
1996; Wang et al. 2003; Páez and Scott 2004; Zhu et al. 2006; Hedblom and
Soderstrom 2008; Geymen and Baz 2008).

Urban sprawl, as a concept, suffers from difficulties in definition (Johnson 2001;
Barnes et al. 2001; Wilson et al. 2003; Roca et al. 2004; Sudhira and Ramachandra
2007; Angel et al. 2007; Bhatta 2010). Galster et al. (2001) critiqued the
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conceptual ambiguity of sprawl observing that much of the existing literature is
‘lost in a semantic wilderness.’ Their review of the literature found that sprawl can
alternatively or simultaneously refer to: (1) certain patterns of land use, (2) pro-
cesses of land development, (3) causes of particular land-use behaviors, and (4)
consequences of land-use behaviors. They have reviewed many definitions of
sprawl from different perspectives. It seems that sprawl is used both as a noun
(condition) and as a verb (process), and suffers from lack of clarity even though
many would claim to ‘know it when they see it’ (e.g., Ewing 1994).

Although accurate definition of urban sprawl is debated, a general consensus is
that urban sprawl is characterized by unplanned and uneven pattern of growth,
driven by multitude of processes and leading to inefficient resource utilization. The
direct implication of such sprawl is change in land-use and land-cover of the
region as sprawl induces the increase in built-up and paved area (Sudhira and
Ramachandra 2007). It is worth mentioning that opinions on sprawl held by
researchers, policy makers, activists, and the public differ sharply, and the lack of
agreement over how to define sprawl certainly complicates the efforts to charac-
terize and restrict this type of land development. Researchers have made many
attempts to characterize the sprawl as shown in Table 2.1.

Table 2.1 clearly shows that sprawl can be analyzed from many perspectives
and it may vary from case to case. However, most of the researchers have
emphasized the density (e.g., built-up density, population density, and housing
density). Therefore, it can be considered that the best characterization of sprawl is
considering the density criterion.

2.2 Physical Patterns and Forms of Urban Growth
and Sprawl

Wilson et al. (2003) identified three categories of urban growth: infill, expansion,
and outlying; with outlying urban growth further separated into isolated, linear
branch, and clustered branch growth (Fig. 2.1). The relation (or distance) to
existing developed areas is important when determining what kind of urban growth
has occurred.

Indeed all types of urban growth are not considered as sprawl; one development
that can be considered as sprawl by someone may not be considered by others
(Roca et al. 2004). Furthermore, urban sprawl has a negative connotation, and not
all urban growth is necessarily unhealthy. In fact, some types of urban growth
(e.g., infill growth) are generally considered as remedies to sprawl. Therefore,
sprawl cannot be characterized by the simple quantification of ‘the amount of land
that has changed to urban uses.’ Sprawl phenomenon should be treated separately
than the general urban growth. Ewing (1994) reviewed several patterns of urban
sprawl, and argued that the pattern of sprawl is ‘like obscenity’, the experts may
know sprawl when they see it.
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2.3 Temporal Process of Urban Growth and Sprawl

Galster et al. (2001) considered the urban sprawl both as a pattern of urban land
use (a spatial configuration of a metropolitan area at a specific time); and as a
process, namely as the change in the spatial structure of cities over time. Sprawl as
a pattern or a process is to be distinguished from the causes that bring such a
pattern about, or from the consequences of such patterns (Galster et al. 2001). If
the sprawl is considered as a pattern it is a static phenomenon and as a process the
sprawl is a dynamic phenomenon. Some of the researchers have considered sprawl
as a static phenomenon, whereas some have analyzed it as a dynamic phenome-
non; however, most of the researchers shout for both.

Sprawl, as a pattern, helps us to understand the spatial distribution but as a static
phenomenon, in fact areas described as sprawled are typically part of a dynamic
urban scene (Harvey and Clark 1965; Ewing 1997). The dynamics of sprawl
process can be understood from the theoretical framework of urban growth pro-
cess. Herold et al. (2005b) present a hypothetical schema of urban growth process
using a general conceptual representation as shown in Fig. 2.2. According to them,
urban area expansion starts with a historical seed or core that grows and disperses
to new individual development centers. This process of diffusion continues along a
trajectory of organic growth and outward expansion. The continued spatial evo-
lution transitions to the coalescence of the individual urban blobs. This phase
transition initially includes development in the open space in interstices between
the central urban core and peripheral centers. This conceptual growth pattern
continues and the system progresses toward a saturated state. In Fig. 2.2, this
‘final’ agglomeration can be seen as an initial urban core for further urbanization at
a less detailed zoomed-out extent. In most traditional urbanization-studies this
‘scaling up’ has been represented by changing the spatial extent of concentric rings
around the central urban core.

The preceding framework suggests that some parts of an urban area may pass
through a sprawl stage before eventually thickening so that they can no longer be
characterized as sprawl. However, from this point of view, what, when, and where

Fig. 2.1 Schematic diagram
of urban growth pattern
(Bhatta 2010)
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it can be characterized as a sprawl becomes complex. Therefore, sprawl as a
process without considering the pattern cannot be characterized. Rather, it should
be considered as a pattern at multiple dates. ‘‘In any event, measuring the
respective dimensions of development patterns for an urban area at different times
will reveal the process (or progress) of sprawl’’ (Galster et al. 2001).

One may refer Bhatta (2010) for detailed discussion on urban growth pattern
and process. The title also addresses the causes and consequences of urban growth
and sprawl, smart and sustainable urban growth, and urban planning policies to
restrict the sprawl. The title cites several references that may be useful for the
study of urban growth/sprawl. Since the primary goal of current research is not
focused on urban planning, rather focused on the analysis of urban growth and
sprawl from remote sensing data, the documentation of review on urban growth/
sprawl/planning has been kept limited.

2.4 Remote Sensing for Analysis of Urban Growth
and Sprawl

Understanding the urban patterns, dynamic processes, and their relationships is a
primary objective in the urban research agenda with a wide consensus among
scientists, resource managers, and planners, because future development and
management of urban areas require detailed information about ongoing processes
and patterns.

Remote sensing, although challenged by the spatial and spectral heterogeneity of
urban environments (Jensen and Cowen 1999; Herold et al. 2004), seems to be an
appropriate source of urban data to support such studies (Donnay et al. 2001). It is
irrefutable that the earth observation is a modern science, which studies the earth’s

Fig. 2.2 Sequential frames of urban growth. The graph on the bottom-right shows N, number of
agglomerations, through a sequence of time steps (Herold et al. 2005b)
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changing environment, through remote sensing tools such as satellite imagery and
aerial photographs (EEA 2002). A report published by NASA highlighted the fact
that the advances in satellite-based land surface mapping are contributing to the
creation of considerably more detailed urban maps, offering planners a much deeper
understanding of the dynamics of urban growth and sprawl, as well as associated
matters relating to territorial management (NASA 2001).

In terms of analyzing urban growth, Batty and Howes (2001) believe that remote
sensing technology, especially considering the recent improvements, can provide a
unique perspective on growth and land-use change processes. Data sets obtained
through remote sensing are consistent over great areas and over time, and can
provide information at a great variety of geographic scales. The information derived
from remote sensing can help to describe and model the urban environment, leading
to an improved understanding that benefits applied urban planning and management
(Banister et al. 1997; Longley and Mesev 2000; Longley et al. 2001).

Analysis of urban growth from remote sensing data, as a pattern and process,
helps us to understand how an urban landscape is changing through time. This
understanding includes: (1) the rate of urban growth, (2) the spatial configuration
of growth, (3) whether there is any discrepancy in the observed and expected
growth, (4) whether there is any spatial or temporal disparity in growth, and (5)
whether the growth is sprawling or not.

In the recent years, remote sensing data and geographic information system
(GIS) techniques are widely being used for mapping (to understand the urban
pattern), monitoring (to understand the urban process), measuring (to analyze), and
modeling (to simulate) the urban growth, land-use/land-cover change, and sprawl.
The physical expressions and patterns of urban growth and sprawl on landscapes
can be detected, mapped, and analyzed by using remote sensing data and GIS
techniques. The decision support systems within the GIS can evaluate remote
sensing and other geospatial datasets by using multi-agent evaluation (Axtell and
Epstein 1994; Parker et al. 2003) which can also predict the possibilities in the
subsequent years using the current and historical data. In the last few decades,
these techniques have successfully been implemented to detect, analyze, and
model the urban growth dynamics. All these issues have been reviewed and
documented with a greater detail in Bhatta (2010).

2.5 Measurement and Analysis of Urban Growth
and Sprawl

The process of mapping urban growth results in the creation of abstracted and highly
simplified change maps of the study area (Singh 1989). Recently, urban change
detection focus has shifted from detection to quantification of change, measurement
of pattern, and analysis of pattern and process of urban growth and sprawl.

Urban growth can be quantified by measuring the built-up change between two
dates (Singh 1989; Jensen 2005). However, quantification of sprawl, as a pattern or
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process, is a real challenging issue (Bhatta et al. 2010a). Wilson et al. (2003) said
that without a universal definition, quantification and modeling of urban sprawl is
extremely difficult. They argue that creating an urban growth model instead of an
urban sprawl model allows us to quantify the amount of land that has changed to
urban uses, and lets the user decide what he or she considers as urban sprawl.
Angel et al. (2007) also support this concept. This statement, however, discourages
the efforts of quantifying the sprawl and makes the sprawl phenomenon more
ambiguous. ‘‘Although there have been many studies on the measurement of urban
form they have limitations in capturing the characteristics of urban sprawl’’ (Yeh
and Li 2001); the results obtained from such measurement processes are often not
easily interpretable. Several limitations of remote sensing data have made the
quantification processes more difficult (Du et al. 2002; Prenzel 2004; Paolini et al.
2006; Hardin et al. 2007).

Sprawl can be measured in relative and absolute scales (Bhatta et al. 2010a).
Absolute measurements are capable to create a black-and-white distinction between
a sprawled city and a compact city. Relative measures, in contrast, quantify several
attributes that can be compared among cities, among different zones within a city, or
among different time (date) for a city. In case of relative measures, whether the city is
sprawled or not is generally decided by the analyst, or even left without charac-
terizing the sprawl. It is important to mention that most of the sprawl measurement
techniques, in general, are relative measures, and can be used as indicators of sprawl.
Absolute measurement of sprawl is never possible with these measures, unless we
define a threshold toward the black-and-white characterization of sprawling and
nonsprawling. Defining a threshold is not an easy task. Researchers have made their
own assumptions toward defining this threshold, which are even less clear to the
scientists (Bhatta et al. 2010a). It is important to realize that relative measures, most
often, fail to draw conclusion on sprawl, and a threshold used in one area cannot be
used in other areas reliably. These measures may serve the scientific purposes well,
but can never become a technology, because to interpret the results one has to be a
scientist. Therefore, how these techniques can become a tool for a city administrator
is an obvious question.

Many metrics and statistics have been used to measure the sprawl. These
metrics are generally known as spatial metrics. Spatial metrics are numeric
measurements that quantify spatial patterning of land-cover patches, land-cover
classes, or entire landscape mosaics of a geographic area (McGarigal and Marks
1995). These metrics have long been used in landscape ecology [where they are
known as landscape metrics (Gustafson 1998; Turner et al. 2001)] to describe the
ecologically important relationships such as connectivity and adjacency of habitat
reservoirs. Applied to research fields outside of landscape ecology and across
different kinds of environments (in particular, urban areas), the approaches and
assumptions of landscape metrics may be more generally referred to as spatial
metrics (Herold et al. 2005a). Spatial or landscape metrics, in general, can be
defined as quantitative indices to describe structures and patterns of a landscape
(O’Neill et al. 1988). Herold et al. (2005a) defined it as ‘measurements derived
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from the digital analysis of thematic-categorical maps exhibiting spatial hetero-
geneity at a specific scale and resolution.’

Spatial metrics have found important applications in quantifying urban growth,
sprawl, and fragmentation (Hardin et al. 2007). Based on the work of O’Neill et al.
(1988), sets of different spatial metrics have been developed, modified, and tested
(Hargis et al. 1998; McGarigal et al. 2002; Riitters et al. 1995). Many of these
quantitative measures have been implemented in the public domain statistical
package FRAGSTATS (McGarigal and Marks 1995; McGarigal et al. 2002).

Spatial metrics can be grouped into three broad categories: patch, class, and
landscape metrics. Patch metrics are computed for every patch in the landscape,
class metrics are computed for every class in the landscape, and landscape metrics
are computed for entire patch mosaic. There are numerous types of spatial metrics
that are found in the existing literature, for example: area/density/edge metrics
(patch area, patch perimeter, class area, number of patches, patch density, total
edge, edge density, landscape shape index, largest patch index, patch area distri-
bution); shape metrics (perimeter-area ratio, shape index, fractal dimension index,
linearity index, perimeter-area fractal dimension); core area metrics (core area,
number of core areas, core area index, number of disjunct core areas, disjunct core
area density, core area distribution); isolation/proximity metrics (proximity index,
similarity index, proximity index distribution, similarity index distribution); con-
trast metrics (edge contrast index, contrast-weighted edge density, total edge
contrast index, edge contrast index distribution); contagion/interspersion metrics
(percentage of like adjacencies, clumpiness index, aggregation index, interspersion
and juxtaposition index, mass fractal dimension, landscape division index, splitting
index, effective mesh size); connectivity metrics (patch cohesion index, connec-
tance index, traversability index); diversity metrics (patch richness, patch richness
density, relative patch richness, Shannon’s diversity index, Simpson’s diversity
index, Shannon’s evenness index, Simpson’s evenness index); and many others
(McGarigal and Marks 1995; McGarigal et al. 2002).

The question is which spatial metrics are most appropriate for the measurement
and analysis of sprawl. Galster et al. (2001) identified eight conceptual dimensions
of land-use patterns for measuring the sprawl. Under the name of sprawl metrics,
Angel et al. (2007) have demonstrated five metrics for measuring manifestations of
sprawl and five attributes for characterizing the sprawl. Under each attribute they
have used several metrics to measure the sprawl phenomenon. However, they had
not recommended any threshold that could be used for distinguishing a sprawling
city from a non-sprawling city. Furthermore, interpretation of results from these
metrics is also difficult and confusing since metrics are huge in number and one
may contradict with other. Refer Bhatta et al. (2010a) for more detailed discussion.

Sierra Club (1998) ranked major metropolitans in USA by four metrics,
including: (1) population moving from inner city to suburbs; (2) comparison of
land use and population growth; (3) time cost on traffic; and (4) decrease of open
space. USA Today (2001) puts forward the share of population beyond standard
metropolitan statistical area as an indicator for measuring sprawl. Smart Growth
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America (Ewing et al. 2002) carried out a research to study the impacts of sprawl
on life quality in which four indices had been used to measure urban sprawl: (1)
residential density; (2) mixture of residence, employment, and service facilities;
(3) vitalization of inner city; and (4) accessibility of road network. All of these
metrics were relative measures and failed to black-and-white discrimination of
sprawling and nonsprawling.

Some of the researchers have also contributed to measuring sprawl by estab-
lishing multi-indices by GIS analysis or descriptive statistical analysis (Nelson
1999; Kline 2000; Torrens 2000; Galster et al. 2000, 2001; Hasse 2004). These
indices cover various aspects including population, employment, traffic, resources
consumption, architecture aesthetics, living quality, etc. Commonly used indices
include: growth rate (of a population or built-up area); density (population density,
residential density, employment density); spatial configuration (fragmentation,
accessibility, proximity); and others (per-capita consumption of land, land-use
efficiency etc.) (e.g., The Brookings Institution 2002; USEPA 2001; Fulton et al.
2001; Masek et al. 2000; Pendall 1999; Sutton 2003; Jiang et al. 2007). However,
no one has provided any straight answer to the questions like: what should be the
built-up growth rate in a non-sprawling city, or what should be the per-capita
consumption of land in a non-sprawling city.

Torrens (2008) argues that sprawl should be measured and analyzed at multiple
scales. In his (her) approach to measuring sprawl, (s)he has declared some ground-
rules in developing the methodology. Measurements have been made to translate
descriptive characteristics to quantitative form. The analysis is focused at micro-,
meso-, and macro-scales and can operate over net and gross land. The analysis
examines sprawl at city-scale and at intraurban levels—at the level of the
metropolitan area as well as locally, down to the level of land parcels. Although
interurban comparison and the use of remote sensing data are not focused on in
this chapter, the methodology should be sufficient to be generalized to other cities
using remote sensing data. The methodology devised a series of 42 measures of
sprawl, which have been tracked longitudinally across a 10-year period. Although
the author claims that this approach can provide a real insight of urban sprawl,
however, the methodology became complex and resulted in confusion owing to the
use of many scales and metrics.

Jiang et al. (2007) proposed 13 attributes under the name of ‘geospatial indices’
for measuring the sprawl in Beijing. Finally, they proposed an integrated urban
sprawl index that combines the preceding 13 indices. This approach, indeed,
minimizes the interpretation effort. However, their approach requires extensive
inputs of multi-temporal data such as population, GDP, land-use maps, land-use
master planning, floor-area ratio, maps of highways, and maps of city centers.
Many developing countries lack such type of temporal data, and therefore, most of
these indices are difficult to derive. Furthermore, they did not mention any
threshold to characterize a city as sprawling or nonsprawling. However, this type
of temporal analysis is useful to compare between cities or different zones within a
city or status of a city at different dates. Whether a city is becoming more
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sprawling or not, with the change of time, can be well depicted by this type of
analysis.

The main problem associated with most of the available sprawl measurement
scales is the failure to define the threshold between sprawling and nonsprawling.
Although relative comparisons can provide us some insights into sprawl phe-
nomenon and the associated city, but often these measures are not adequate and we
need black-and-white characterization of sprawl. The second greatest problem is
the number of metrics used for the measurement of sprawl. The preceding dis-
cussion shows that many scales and parameters are being used for the measure-
ment of sprawl. The question is what the most stringent tools are or how effective
they are. The answer is still awaited. Geoghegan et al. (1997), Alberti and Waddell
(2000), Parker et al. (2001), and Herold et al. (2003) propose and compare a wide
variety of different metrics for the analysis of urban growth. However, their
comparisons do not suggest any standard set of metrics best suited for use in urban
sprawl measurement as the significance of specific metric varies with the objective
of the study and the characteristics of the urban landscape under investigation.

Important to mention, many metrics are correlated and thereby contain
redundant information. Riitters et al. (1995) examined the correlations among 55
different spatial metrics by factor analysis and identified only five independent
factors. Thus, many typical spatial metrics do not measure different qualities of
spatial pattern. The analyst should select metrics that are relatively independent of
one another, with each metric (or grouping of metrics) able to detect meaningful
structure of urban landscape that can result in reliable measures of sprawl. It is
often necessary to have more than one metric to characterize an urban landscape
because one metric cannot say about all. However, the use of many metrics results
in many measures which are often difficult to interpret resulting in difficulties for
reaching to a black-and-white conclusion. Use of highly correlated metrics does
not yield new information, rather makes interpretations more difficult. ‘‘Just
because something can be computed does not mean that it should be computed’’
(Turner et al. 2001). Often, different metrics may also result in opposite conclu-
sions; for example, in Herold et al. (2003), ‘number of patches’ within the time
span 1929–1976 was increasing (an indication of sprawl); however, if one con-
siders ‘mean nearest neighbour distance between individual urban patches’, it was
decreasing (an indication of compactness).

Another challenge is the spatial resolution of remote sensing data. Many metrics,
for example patch or spatial heterogeneity analysis, are dependent on spatial reso-
lution. In a low spatial resolution image, individual objects may appear artificially
compact or they may get merged together. In an area of low density development
where houses are relatively far apart, a spatial resolution of 30 m will produce an
estimate of developed land four times that produced using the same underlying data
but a spatial resolution of 15 m. Apparently, the most preferred spatial data are those
that are sufficiently fine scale to represent individual units, e.g., individual land
parcels or houses. Indeed higher spatial resolution provides better interpretability by
a human observer; but a very high resolution leads to a high object diversity which
may end up in problems when a classification algorithm is applied to the data, or it
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may produce a very high number of patches resulting in complications in metric
analysis. Due to the increased heterogeneity in high resolution images, analysis of
spatial association or spatial heterogeneity will also be influenced at a high degree.
Further, for multi-temporal analysis of sprawl or measurement of sprawl as a process
may include images from sensors having different resolutions. In such cases, reso-
lution-dependent metrics are no longer usable.

Furthermore, statistical properties and behaviors of some metrics are not well
known (Turner et al. 2001). In cases where a single number is reported for a land-
scape, we may have little understanding of the degree to which landscape pattern
must change to be able to detect significant change in the numeric value of the
metric. Therefore, the analyst should definitely consider the criteria that will be
applied to determine whether the obtained result from a metric is meaningful or not.

The density of built-up and intensity of annual growth can efficiently depict the
sprawl features of low density and strong change, but they are still weak in
capturing the particular spatial patterns of urban sprawl. These metrics are not
usually spatially explicit; for example the growth of built-up area to the growth of
households in a city. This type of metrics measures what is present and in their
relative amounts, or properties, without reference to where on the landscape they
may be located.

Entropy method, another urban sprawl metric, is perhaps the most widely used
technique to measure the extent of urban sprawl with the integration of remote
sensing and GIS (Yeh and Li 2001; Lata et al. 2001; Li and Yeh 2004; Sudhira
et al. 2004; Kumar et al. 2007). Relative entropy can be used to scale the entropy
value into a value that ranges from 0 to 1 (Thomas 1981). Yeh and Li (2001) argue
that because entropy can be used to measure the distribution of a geographical
phenomenon, the measurement of the difference of entropy between time t1 and t2
can be used to indicate the magnitude of change of urban sprawl.

Entropy is more robust, spatial, statistic than the others (Yeh and Li 2001;
Bhatta et al. 2010a). Many studies have shown that entropy is better than the
spatial dispersal statistics, such as the Gini and Moran coefficients (Tsai 2005), that
are often dependent on the size, shape, and number of regions used in calculating
the statistics, and the results can change substantially with different levels of areal
aggregation (Smith 1975; Thomas 1981). This is a manifestation of the scale
problem or modifiable areal unit problem (MAUP) (Openshaw 1984; Openshaw
and Alvanidies 1999; Armhein 1995) which may exert unspecified influence on the
results of spatial analysis (Openshaw 1991). The effects of the MAUP can be
divided into two components: the scale effect and the zoning effect (Armhein
1995). The scale effect is the variation in numerical results that occurs due to the
number of zones used in an analysis. The zoning effect is the variation in numerical
results arising from different grouping systems of small areas into larger units.
Figure 2.3a shows the change in means that occurs when smaller units are
aggregated into larger units, and Fig. 2.3b shows the change in mean with the
change of zoning system (shape and size).

Thomas (1981) indicates that relative entropy is better than traditional spatial
dispersal statistics because its value is invariant with the value of n (number of
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zones). Therefore, the use of relative entropy can mitigate the scale effect of
MAUP. However, relative entropy is still, to some extent, sensitive to the varia-
tions in the shapes and sizes of the regions used for collecting the observed
proportions. For example, if there are two scales of analysis for the dispersion of
population in a country, such as regions and subregions, different entropy values
will be obtained if the data are collected based on regions instead of subregions.
The entropy decomposition theorem can be used to identify different components
of the entropy that are related to different zone sizes in collecting the data (Batty
1976; Thomas 1981; Yeh and Li 2001). It can alleviate the problem of comparing
the results between different zone sizes because the influence of scaling can
exactly be measured (Yeh and Li 2001).

Several other sprawl measurement techniques have also been reviewed and
documented in Bhatta et al. (2010a) with a greater detail. However, it has been
found that the entropy method is robust because of its preceding advantages.

In case of understanding the urban growth, analysis or quantification of sprawl
is not adequate. In case of planned cities, the future growth is generally planned
and modeled in advance. In many instances, the growth is restricted within a sharp
defined boundary so that the actual growth does not exceed the planned growth.
Therefore, whether the observed growth meets the planned (expected) growth and
to what extent they meet are also necessary to be evaluated. Almeida et al. (2005)
have used Chi-square statistics (degree of freedom) to evaluate the observed
growth in comparison to expected growth. Their methodology, however, considers

Fig. 2.3 The MAUP effects (Bhatta 2010). a Scale effect. b Zoning effect
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pattern and process in a single metric. Therefore, the urban growth pattern and
process cannot be distinguished.

Since the entropy (degree of sprawl) and Chi-square (degree of freedom) are
different measures and one may not relate other, it necessitates determining the
‘degree of goodness’ of the urban growth. The degree of goodness actually refers
to the degree at which observed growth relates the planned growth and the
magnitude of compactness (as opposed to sprawl). However, the review of liter-
ature did not find any metric that can quantify the goodness in urban growth in a
single quantifiable scale. As stated in Chap. 1, the concept of goodness in urban
growth was earlier introduced by the author and his colleagues during this research
(Bhatta et al. 2010b). But, the method had several limitations (explained later in
Sect. 3.14.5).

2.6 Administrative Versus Natural Boundary
for the Analysis

Cities have administrative boundaries associated with them in the sense that city
governments have jurisdiction over certain well-defined administrative areas. But
the area contained within the jurisdictional boundary of a city has little to do with
the metropolitan area of the city. In some cases, this area is very small in com-
parison with the size of the metropolitan area. The Los Angeles metropolitan area,
for example, contains 35 independent municipalities. In other cases, for example in
Beijing, the jurisdictional boundary of the municipality contains an area that is
much larger than the built-up area of the city. The official area of the municipality
is therefore not a very precise measure, neither of the built-up area of the city nor
of what we intuitively grasp to be the city (Angel et al. 2005). Furthermore, the
extent of a city is a dynamic phenomenon; it changes over time. However, the
jurisdictional boundary of the city cannot be changed frequently owing to
administrative complexities.

However, the main problem of the natural city extent is the lack of census data.
Census data are generally collected and published in respect of census blocks;
these blocks are defined in consideration of administrative boundary. Therefore,
how the population or other socioeconomic parameters change over time within
the natural boundary cannot be analyzed. If the analysis requires consideration of
census observations then it must be based on the administrative tracts.

2.7 Determining the Natural Boundary of the City

Delineating the natural boundary or extent of a city is a real difficult task, because
urban to rural transact shows a gradient (Fig. 2.4). If one interprets Fig. 2.4, he or she
can understand the difficulty in demarcating the line that separates ‘rural’ and
‘urban.’
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There are several approaches to determine the natural extent of a city or town
(Bhatta 2010). Traditionally, the physical delimitation of urban areas and
agglomerations has been characterized by two clearly differentiated approaches.
On the one hand, delimitation is based upon physical or morphological criteria,
where the continuous built-up area or the density of contiguous ambits comprises
the basic mechanisms for the delimitation. On the other hand, studies based upon
functional or economic criteria, the emphasis is placed upon the existing relations
and flows throughout the urbanized territory, where the relation between place of
residence and place of work is fundamental (Roca et al. 2004). Among these two,
the former is more practiced. Population density is also another preferred option of
defining urban area. In India, an area with a town or city of at least 50,000 people
with continuous growth around it, encompassing a number of smaller towns and
rural settlements based round the core town, with the possibility of being urban-
ized within the next couple of decades is defined as a standard urban area (Kundu
and Basu 1999). One can understand the difficulty of delineating the urban area
considering this definition. Furthermore, remote sensing data are incapable to
convey such information. Therefore, in consideration of remote sensing data,
physical or morphological criteria are the preferred approach to determine the
natural extent of the city.

2.8 Subdivision of Natural City Extent

One of the major limitations of the several metrics (e.g., area index and shape
index) is the consideration of the entire city in the analysis. They do not consider
the variations of built-up areas in the different parts of the city. Therefore, a further
analysis is essential to integrate the internal variations of the built-up area. To

Fig. 2.4 Rural to urban
gradient (Courtesy: National
Remote Sensing Centre,
India)
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understand the variations in built-up pattern, a popular approach is the moving
window (Martinuzzi et al. 2007). It measures the spatial frequency1—pattern
surrounding individual units of observation (i.e., a pixel) within the window.
However, this measurement is highly dependent on the size of the window and
there is no standard rule to define the window size. Further, it is influenced by the
spatial resolution of the image data and can give varying results. For example,
using remote sensing imagery with a spatial resolution of 60 m makes it more
likely that small clusters of homogeneous classes will be classified as isolated
cells; in comparison, measure from 30 m resolution image likely appears more
scattered. On the other hand, aggregation (resampling) from 30 to 60 m resolution
will also cause the pattern at the patch level to become simplified with fewer edges
and a higher area-to-perimeter ratio, revealing a more compact urban pattern.
Therefore, the area under analysis should be subdivided into smaller pieces
independent of pixel array (window), and the aggregation (of built-up areas)
should be done in consideration of these pieces.

There are different approaches to subdivide the study area. In case of analysis
considering the administrative boundaries it is rather easier; administrative hier-
archical boundaries may become the basis, for example, municipal boundary may
be subdivided into boroughs or wards. In case of natural city extents, they are
generally subdivided into circular or pie sections or in both (Kumar et al. 2007;
Bhatta et al. 2010b). The main problem of this approach is its blindness to the
actual shape of the city, for example, if the city is very long and narrow in shape
the circular subdivision includes several rural (or other) areas in the analysis as
shown in Fig. 2.5. Another better approach may be to construct buffered zones
(positive or negative) by using the natural boundary of the city. However, for
multitemporal analysis, we shall have multiple natural boundaries for multiple
dates. Which boundary should be considered to construct the buffer is unclear.
Therefore, we need a different approach for subdivision which can avoid the stated
problems.

Urban core

Fig. 2.5 A schematic
diagram for the circular and
pie-sectional subdivisions

1 Spatial frequency denotes the rate of changes in land-use/land-cover classes with the change of
space.
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2.9 Similar Studies in India

Although a chronological history of urban geographic research in India can be
found in Thakur and Parai (1993), researches on urban growth, especially by using
remote sensing data, have not been well documented. The first appearance of urban
growth and sprawl analysis using remote sensing data in a publicly published form
can be found in 1989 in the Journal of the Indian Society of Remote Sensing. Two
papers, Sokhi et al. (1989) and Uttarwar and Sokhi (1989), were published; both
were focused on the city of Delhi. Research of Uttarwar and Sokhi (1989) was
aimed to study the urban fringe from aerial remote sensing data. This study was
conducted for land-use change detection and inventory of land uses in suburban
areas from Survey of India topographical maps of 1979, aerial photographs of
1984, and field check for updating in 1988. These data had been visually inter-
preted to generate land-use maps via manual mapping. Then these maps had been
compared to quantify the urban growth; however, this chapter was not focused on
sprawl. The other paper, Sokhi et al. (1989), was focused on mapping and mon-
itoring of sprawl. Satellite imageries of 1975, 1981, 1985, and 1987 had been
visually interpreted to prepare land-use/land-cover maps via manual mapping.
Then the changes and built-up growth had been quantified from these maps. This
chapter was on simple urban growth quantification. The distinction between urban
growth and sprawl is not clear in this chapter.

Taragi and Pundir (1997) analyzed the urban growth and sprawl of Lucknow
city for the period of 1972–1992. They derived nine major land-use/land-cover
classes from four temporal remote sensing images via visual interpretation and
manual mapping. They prepared a built-up change map and computed built-up
growth rate. Based on these built-up information and land-use/land-cover maps,
they tried to identify the sprawl intuitively. However, their ‘sprawl-map’ is
actually a built-up change map and this research did not quantify the sprawl. Their
characterization of sprawl was mainly limited to rapid growth.

A paper of Sudhira et al. (2003) was focused on the analysis of urban growth
pattern in the form of either radial or linear sprawl along the Bangalore-Mysore
highway over a period of 1972–1998. They used classified remote sensing image for
1998 and Survey of India topographical maps for the year 1972. Then the Shannon’s
entropy was used to determine the sprawl in different directions. Although this
chapter successfully used the entropy method, however, consideration of only two
temporal data set in a wide temporal gap is a questionable approach.

Sudhira et al. (2004) conducted a research to determine the dynamics of sprawl
and to model the future sprawl using remote sensing and other dataset. They
considered a study area of 434.2 km2 in Mangalore–Udupi region in Karnataka
state and the time span was considered 1972–1999. To determine the built-up
information, they classified satellite remote sensing data for the year 1999. Built-
up information of 1972 had been extracted from Survey of India topographical
maps. Then they had analyzed the sprawl via built-up growth versus population
growth, Shannon’s entropy, pachiness, built-up density, population density, annual
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population growth rate, distance from Mangalore, and distance from Udupi.
Metrics analysis had been performed using a 3 9 3 kernel window. Finally, they
had predicted the built-up area for the years 2020 and 2050 by using regression
analysis. However, although the title claimed for the modeling of sprawl, ulti-
mately it resulted in a sum increase of built-up area for future.

Sudhira and Ramachandra (2007) conducted a similar analysis as the afore-
mentioned one. They analyzed the urban growth and sprawl of Bangalore city
using two temporal satellite remote sensing images for the time span of
1992–2000. Images had been classified to extract built-up, water, vegetation, and
open land. Then they had adopted similar analytical approach as Sudhira et al.
(2004), for characterizing the sprawl. This chapter also has similar limitations as in
the preceding one (i.e., Sudhira et al. 2004).

Kumar et al. (2007) considered Indore city for a similar analysis. They analyzed
the city using three temporal satellite remote sensing data for a period of
1990–2000. The growth patterns of built-up had been studied initially by dividing
the area into four zones. The observations had been made with respect to each
zone. Then, the study area had been divided into concentric circles of 1 km buf-
fers; the growth patterns had been studied based on urban built-up density with
respect to each circular buffer in all four zones. These observations had been
integrated with road network to check the influence of infrastructure on haphazard
urban growth. They also used entropy and population versus built-up growth for
the identification of sprawl. This study had shown a novelty in dividing the zones
and integrating the zones with road network.

A paper by Jat et al. (2008) is another example which analyzed the Ajmer city
(Rajasthan) for the time span of 1977–2005 using eight temporal satellite remote
sensing data. They classified the images using supervised maximum likelihood
classifier to extract ten information classes. Then landscape metrics (such as,
entropy, patchiness or landscape diversity, built-up density, population vs. built-up
index) had been calculated. Landscape metrics had been extracted using a 5 9 5
moving window to characterize the sprawl. Finally, they modeled the urban
growth for 2011 and 2051. This research was comprehensive in all respects.

A research by Jha et al. (2008) was aimed to study the spatial extent of
urbanization in Haridwar, and patterns of periodic changes in urban development
(systematic/random) in order to develop future plans. Remote sensing images had
been used to map the spatial extent of urbanization for the years 1989, 1998, 2000,
and 2002. Entropy was used to study the patterns of urban development (sys-
tematic or random) for the time span 1989–2002. The distributed entropy and
relative mean entropy values had been evaluated considering two location factors:
(i) urban development at peripheries of 1,000 m each from the center of the city,
(ii) urban development at peripheries of 1,000 m each from the highway along the
upper Ganga canal. This research, although not solely focused on sprawl, has
shown novelty in using the entropy.

Another recent work, conducted by Farooq and Ahmad (2008), was aimed to
analyze the urban sprawl around Aligarh city by using remote sensing data for a
time span of 1971–2006. They used Survey of India topographical maps for 1971
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and remote sensing images for the other three years (1989, 1999, and 2006). Then
built-up areas had been mapped by means of visual inspection. Built-up growth
and population data had been used to identify the sprawled area. In this chapter,
rapid built-up growth and visual inspection of pattern remained the scales to
identify the sprawl. The novelty of this chapter was in discussing the consequences
of urban growth for the study area.

2.10 Similar Studies on Kolkata

Although the city of Kolkata is a very old and important urban area in India,
analysis of urban growth and sprawl for this city was not found in the existing
literature when this research was initiated. Kolkata urban agglomeration is the
largest urban agglomeration in eastern India, and second largest in India with a
population of 13.2 million as per 2001 census. This area contains more than 50 %
of the total population of West Bengal. Therefore, while initiating this research,
the city of Kolkata has been considered as a study area to understand the pattern
and process of urban growth and sprawl.

A research by Richardson et al. (2000) found that cities in developing countries
are becoming significantly more compact in spite of decelerating population growth
and the beginnings of decentralization. Acioly and Davidson (1996) also reported
that there was evidence that a general process of change was leading to more
compact cities in developing countries. Whether the city of Kolkata supports their
findings or contradicts them would be interesting to know through the current
research.

2.11 Scope of the Research

The scope of this research, in view of the observations documented in this chapter,
can be listed as:

(1) Analysis of urban growth and sprawl (from remote sensing data) for the city of
Kolkata for the time span 1980–2010.

(2) Application of several existing models for the analysis of urban growth and
sprawl for the city of Kolkata to evaluate their results and suitability.

(3) Modification of existing models (if require) to analyze the urban growth and
sprawl for the city of Kolkata.

(4) Proposal of some simple (in contrast of complex) new approaches that require
minimal set of input data to analyze the urban growth and sprawl. The analysis
of urban growth is now essential for many layers of the administration,
environmentalists, planners, stakeholders, and even individuals. It is not
necessary that they will be an expert in remote sensing and GIS. Therefore,
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simple approaches are preferred for quick and wide adaptation. Developing
countries generally lack consistent and reliable data, especially spatial data
(e.g., multi-temporal road network, land-use/land-cover maps, and parcel
data). Census data are also highly generalized for the past. Therefore, analysis
should not be based on a wide variety of data that are not possible to obtain
easily, especially for public consumption.

(5) Identification of simple models that can characterize the sprawl in black-and-
white. Relative measures, most often, fail to draw conclusion on sprawl and
cannot be used in other areas reliably. These measures may serve the scientific
purposes well, but, never can become a technology, because to interpret the
results one has to be a scientist.

(6) Introduction of new zoning concept that is not dependent on the administrative
block or buffer or circular/pie sectional divisions; rather is based on natural
multi-temporal boundary of the city.
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Chapter 3
Methodology

Abstract This chapter describes the data that have been used to perform the
research, and the methodology adopted for the analysis of urban growth and
sprawl. Methodology starts from image registration, then describes map encoding,
image classification, accuracy assessment, determination of natural boundary,
subdivision of natural boundary, calculation of built-up area, and finally analyses.
The main problem faced in this research was lack of temporal ancillary data sets
that were essential for many of the widely practiced metrics. Therefore, the
intention was to use some metrics that are less demanding in terms of data and
computation. However, it has been found that most of these metrics are inferior in
capturing insights of urban growth and sprawl. In this chapter, therefore, most of
these metrics have been modified, either to overcome their limitations or to fit the
study area. This chapter is also aimed to justify the methods adopted in the current
research. However, before proceeding through this chapter, one may refer to
Appendix A for an overview of the study area.

Keywords Urban growth � Sprawl � Remote sensing mapping � GIS � Encoding
hardcopy map � Encoding vector map � Remotely sensed image classification �
City extension � Households and urban growth

3.1 Data

The following multi-temporal remote sensing imageries have been used to extract
built-up areas of Kolkata:

• Landsat Multispectral Scanner (MSS) image (path 148, rows 44 and 45) from 16
January 1980;

• Landsat Thematic Mapper (TM) image (path 138, row 44) from 14 November
1990;

B. Bhatta, Urban Growth Analysis and Remote Sensing, SpringerBriefs in Geography,
DOI: 10.1007/978-94-007-4698-5_3, � The Author(s) 2012
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• Landsat Enhanced Thematic Mapper Plus (ETM+) image (path 138, row 44)
from 17 November 2000;

• Indian Remote Sensing (IRS) Resourcesat-1 Linear Imaging Self-scanning
Sensor (LISS) III image (path 108, row 56) from 03 February 2010.

Landsat images were obtained from the National Aeronautics and Space
Administration, United States of America. The LISS-III image has been procured
from the National Remote Sensing Centre, India. Spectral details of the afore-
mentioned imageries are furnished in Table 3.1. Thermal bands of Landsat sensors
have not been considered for the analysis owing to their coarser spatial resolutions
(120 m for TM and ETM+, and 240 m for MSS) compared to the optical bands.
Furthermore, unlike the optical bands that give us the measures of percent
reflectance, thermal bands provide information on relative radiant temperature.
Mixing of these two properties may cause spectral confusion.

The spatial resolutions of the imageries are as follows: Landsat MSS has a
nominal spatial resolution of 79 9 57 m, Landsat TM and ETM+ have spatial
resolution of 30 9 30 m, and LISS III has a spatial resolution of 23.5 9 23.5 m.
Landsat MSS image has been obtained as a 60 9 60 m resampled image.

The hardcopy of the Kolkata Municipal Corporation (KMC) Ward Map has
been used to generate the vector maps. In addition to the hardcopy ward map of
KMC, one panfused QuickBird imagery of KMC area (from the year 2005, having
spatial resolution of 0.6 9 0.6 m) has also been referred for accurate mapping of
KMC ward boundaries. This image has been referred from Google Earth Pro
(http://earth.google.com).

A total of 10 ground control points (GCP), surveyed with Global Positioning
System (GPS) receiver, have been used to make the satellite imageries
geographically referenced.

Census data (number of households and populations) for the years 1981, 1991,
and 2001 have also been referred for analytical purposes (Census 1981, 1991,
2001) (listed in Appendix B).

Table 3.1 Spectral details of the satellite imageries

Landsat MSS Landsat TM and
Landsat ETM +

Resourcesat-1
LISS-III

Bands Spectral resolution
(lm)

Bands Spectral resolution
(lm)

Bands Spectral resolution
(lm)

4 0.5–0.6 1 0.45–0.52
5 0.6–0.7 2 0.52–0.60 2 0.52–0.59
6 0.7–0.8 3 0.63–0.69 3 0.62–0.68
7 0.8–1.1 4 0.76–0.90 4 0.77–0.86

5 1.55–1.75 5 1.55–1.70
7 2.08–2.35
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3.2 Software Used

The following software have been selected to execute the research:

• ERDAS Imagine for digital processing of remotely sensed data;
• ArcGIS as a GIS software;
• Microsoft Excel for statistical analysis.

ERDAS and ArcGIS software have been chosen because they support the file
formats of one another. However, any standard remote sensing image processing
software and GIS software can be selected to execute such type of study instead of
ERDAS and ArcGIS.

3.3 Image Registration

Image registration or image-to-image geocorrection fits the coordinate system of
one image to that of a second image of the same geographic area. Image regis-
tration involves matching the coordinate systems of two digital images with one
image acting as a reference image and the other as the image to be rectified (Bhatta
2008). It involves rearrangement of the input pixels onto a new grid. Polynomial
transformation equations are used to convert the source coordinates into rectified
coordinates (ERDAS 2008).

Satellite imageries have been obtained as the standard product, which means,
geometrically and radiometrically corrected. However, owing to several standards
and references used by the image supplying agencies, the overlay of the images
generally does not match with considerable accuracy. To solve this problem, the
panfused QuickBird image has been geographically referenced with evenly
distributed 10 GCPs within the study area. GCPs have been collected using the
GPS receiver (manufacturer: Trimble, model: GeoXH 6000) with an accuracy of
1.5 m. Then, other satellite images have been co-registered so that the overlay
matches with subpixel accuracy (maximum root mean square error &0.41).
Nearest-neighbor resampling has been used to transform the imageries so that the
original pixel value is retained. First-order polynomial transformation equations
(ERDAS 2008) have been used to georeference/register the imageries.

Images from different sensors have differences in their spatial resolutions. One
approach to encounter this problem is resampling the higher resolution images to
match the resolution of the lower resolution image. But resampling of an image to
change the pixel size either averages the neighboring pixel values (in case of bi-
linear or bi-cubic) or pixel dropout/duplication occurs (in case of nearest neigh-
bor); in addition, spatial detail also decreases (ERDAS 2008). Averaging of
neighboring pixel values produces mixed pixels, which sacrifices the details to be
extracted via classification. Pixel dropout/duplication also sacrifices the details or
introduces errors. Many of the researchers prefer to resample the images to make
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them of same size in all images. This is especially preferred when one wants to
perform mathematical operations among the images. However, the cases where we
are not performing any mathematical operations among the images, such as
the current research, we should not resample the images. In this research we need
the built-up statistics that can be calculated independently. Therefore, the images
have been kept without changing the pixel size despite the varying accuracy level
of classification with the different spatial, spectral, and radiometric resolutions.

3.4 Encoding Hardcopy Map

The hardcopy ward map of KMC, as shown in Fig. 3.1, has been scanned with
drum scanner to convert in digital raster image. This image has been registered
with the satellite imageries using the same approach as mentioned in the Sect. 3.3.
There were some mismatches (100–200 m) among the administrative boundaries
in the considered images (scanned image and satellite imageries). This problem
could not be solved because the errors were at the source of the scanned image.

Fig. 3.1 Ward map of KMC as on 23 July 2010 (numerals show the ward numbers) (Courtesy:
KMC)
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3.5 Encoding Vector Maps

A personal geodatabase has been created in the ArcGIS software. Geodatabase is
a relational database that stores geographic data as well as attribute data. It is an
object-oriented data model introduced by Environmental Systems Research
Institute Inc., and used to store spatial and attribute data and the relationships that
exist among them. A personal geodatabase has the .mdb file extension (similar to a
format used by Microsoft Access).

Within the aforementioned geodatabase, one feature dataset has been created.
Feature data set is a collection of feature classes with user-defined spatial rela-
tionships and topologies; it is stored within a geodatabase. In ArcGIS, a collection
of feature classes are stored together that share the same spatial reference; that is,
they share a coordinate system, and their features fall within a common geographic
area. Feature classes with different geometry types and/or classes may be stored in
a feature data set. A feature class is a collection of geographic features that share
the same geometry type (such as point, line, or polygon), and the same attribute
fields for a common area.

Feature classes, initially, have been created for KMC boroughs and for the river
Hooghly. Once the spatial data are entered for the boroughs, the borough
boundaries can be merged to generate the KMC boundary. Attribute data for the
boroughs can also be summarized to generate the attributes of KMC. Initial feature
classes and their associated attribute fields are listed in Table 3.2.

In the next step, the encoded scanned map has been used to generate the vector
borough map of KMC along with the river Hooghly as shown in Fig. 3.2. Both the
scanned ward map of KMC and the panfused QuickBird image have been referred
to generate the vector map of KMC boroughs. River Hooghly has been drawn with
reference to the LISS-III satellite imagery of year 2010. Attribute data for the
fields listed in Table 3.2 have been entered within the geodatabase. Appendix B
(Table 3.2) lists the details of census data that have been entered for the boroughs.

Table 3.2 Initial feature classes and attributes for encoding vector data

Feature class Attribute fields

KMC borough boundaries ID
Borough No.
Number of households in 1981
Number of households in 1991
Number of households in 2001
Population in 1981
Population in 1991
Population in 2001

River hooghly ID
Name
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3.6 Image Classification

Remotely sensed images can be digitally classified via supervised or unsupervised
approaches. Supervised classification is much more accurate for mapping infor-
mation classes, but largely depends on the cognition and skills of the image analyst
(Bhatta 2008); whereas unsupervised classification is more computer-automated.
Supervised classification approach is the best way for extracting a single class
from the imagery (Jensen 2005). Since the current study extracts a single class
(built-up), supervised is the preferred approach. It is worth mentioning that
impervious surfaces (such as built-up) are promoted as useful environmental
indicators (Arnold and Gibbons 1996; Barnes et al. 2000; Schueler 1994), and one
environmental condition that impervious surfaces clearly indicate is urbanization
(Barnes et al. 2001). If the study is concerned only with urban growth (only the
classes of urban and non-urban use are under consideration), a simple binary
classification of remotely sensed data is enough (Torrens and Alberti 2000; Barnes
et al. 2001; Epstein et al. 2002).

Fig. 3.2 Borough map of KMC as on 23 July 2010 (numerals show the borough numbers)
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There are a number of verities in decision rules used in supervised classification
(Jensen 2005; ERDAS 2008), which may be divided into two main categories:
parametric and nonparametric. A parametric decision rule is trained by the
parametric signatures. These signatures are defined by the mean vector and
covariance matrix for the data file values of the pixels in the signatures (ERDAS
2008). When a parametric decision rule is used, every pixel is assigned to a class,
since the parametric decision space is continuous. A nonparametric decision rule is
not based on statistics. If a pixel is located within the boundary of a nonparametric
signature, then this decision rule assigns the pixel to the signature’s class. Basi-
cally, a nonparametric decision rule determines whether or not the pixel is located
inside of the nonparametric signature boundary (inside the specified spectral limit).
Nonparametric techniques are sometimes termed ‘robust’, because they can be
applied with a wide variety of class distribution, if class signatures are distinct to
begin with (ERDAS 2008).

Co-registered images, therefore, have been classified by using nonparametric
feature-space classifier (ERDAS 2008) to extract the built-up area along with other
impervious surfaces (such as runways) to determine the built-up class. A funda-
mental difference between the feature space classifier and the other traditional
methods is that it is based on nonparametric signature. The decisions made in the
classification process have no dependency on the statistics of the pixels. This helps
to improve classification accuracies for specific nonnormal classes, such as urban
(ERDAS 2008).

3.7 Assessment of Classification Accuracy

Accuracy assessment of remote sensing product is a feedback system for checking
and evaluating the objectives and the results. Accuracy assessments determine the
correctness of the classified image that is based on pixel groupings. Accuracy is a
measure of the agreement between a standard that is assumed to be correct and an
image classification of unknown quality. If the image classification corresponds
closely with the standard, it is said to be accurate. Accuracy assessment for remote
sensing classification is commonly based on using an error matrix, or confusion
table, which needs reference map or high resolution image, or ‘ground truthing’
data to support (Bhatta 2008). There are several different ways in which assess-
ment of accuracy can be accomplished. One method is to compare the classified
image to a reference image. A random set of points is generated and classification
results are compared with the true information classes in the reference image.
A second method to perform accuracy assessment involves using a GPS receiver.
Again, a random set of points is generated over the classified image. Ground
truthing would be performed by going into the field at the location of each
randomly generated point. The classification results would, then, be compared to
actual land cover at each point’s location.
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However, when undertaking change detection using multi-temporal images, it is
often difficult to perform the accuracy assessment via ‘traditional’ method that
typically requires simultaneous collection of reference data. When multi-temporal
historical images are in consideration, it is often difficult to obtain corresponding
reference maps or high resolution imageries, especially in developing countries. In
case of Kolkata Metropolitan Area (KMA), no such reference maps (showing
built-up) have been found for the years 1980, 1990, and 2000. Therefore, rule-
based rationality evaluation (Liu and Zhou 2004) has been performed for the
assessment of accuracy of the classified imagery.

In case of rule-based rationality evaluation, three rules have been applied to
determine the rationality of the change trajectory for each sample. Let A denote the
case that ‘the pixel is correctly classified’. When A is rejected, it means ‘the pixel is
not correctly classified’, thus it is the classification error. Land cover classes are
represented as Cb = built-up class, and Cnb = nonbuilt-up class. The detected change
trajectory between the land cover types is denoted as, for example, T(Cnb, Cb) means
‘change from non built-up to built-up’, T(Cb, Cnb) means ‘change from built-up to
non built-up’. If we let n denote the number of detected categorical changes over the
four monitoring dates from 1980 to 2010, we have:

n ¼ 0 or 1 ð3:1Þ

where, the case of n = 0 refers to ‘no change’, while n = 1 refers to the fact that the
category of the sample has changed for a specific detection period (e.g.,
1980–1990).

Rule I: IF n = 0 THEN accept A
Rule II: IF n = 1 AND T(Cnb, Cb) THEN accept A
Rule III: IF n = 1 AND T(Cb, Cnb) THEN reject A (built-up is irreversible to

nonbuilt-up)
The meaning of Rule I is obvious. If the pixel is classified as the same land

cover type for all monitoring dates, then there is no change and the pixel is
regarded as correctly classified. The built-up area of KMA is increasing; it is
happening because other land cover types are transforming to built-up areas and
this process cannot be reversed. Rule II, therefore, states that if change is detected
from non built-up to built-up, then the change is regarded as a ‘true’ case so that
the pixel is correctly classified. Rule III, on the other hand, defines that if
the reverse process was detected (i.e. change from built-up to nonbuilt-up), the
change would be unlikely so that the pixel is not correctly classified. However,
the imageries have different spatial resolutions. Owing to this problem and
misregistration problem, imageries do not match exactly (Fig. 3.3). Therefore, the
points should not be considered which fall in the confusion areas (areas of pixel
mismatch).

The accuracy assessment has been performed for 500 random locations within
the study area. Where 87 points have been found in the confusion areas (areas of
pixel mismatch) and rejected without assessment. Among the remaining 413
locations 47 samples have been found as changed irreversibly (i.e. from built-up to
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nonbuilt-up), constituting 11.38 % of the total. Thus, the result shows that the
overall classification accuracy was at least 88.62 %.

An overall classification accuracy of 85 % is commonly considered sufficient for
a remote sensing data product (Anderson et al. 1976). Therefore, it can be said that
the accuracy assessment has resulted in sufficient confidence to proceed with the
classified imageries. If the accuracy assessment does not provide satisfactory result,
then the images are required to be reclassified with different signature sets or with
different classification rules and the reassessment of accuracy should be done.

Thematic accuracy obviously directly influences the further analysis of the map
with spatial metrics (Barnsley and Barr 2000). Although an overall classification
accuracy of 85 % is commonly considered sufficient for a remote sensing data
product (Anderson et al. 1976), post-classification comparison of two such tem-
poral images will produce an accuracy around 72 % (0.85 9 0.85 9 100) that
may not be acceptable in many of the instances where extremely high accuracies
are needed. No guidance on minimum required level of accuracy by the local
policy makers has been found in the existing literature which would be better to
justify the acceptance of such accuracy level in this research.

3.8 Subsetting of Remote Sensing Data

Subsetting (or spatial subsetting) refers to breaking out a portion of a large image
into one or more smaller pieces. Often, image files contain areas much larger than
a particular study area. In such cases, it is helpful to reduce the extent of the image
to include only the area of interest. This approach not only eliminates the extra-
neous data in the file, but also speeds up computer processing owing to the smaller
amount of data to process.

Each of the scenes collected for this study contained a huge additional area
outside of the KMC area. Therefore, co-registered images have been clipped to cut
small pieces that represent KMC area. However, the unclipped data have also been
kept for the analysis that considers the natural boundary of Kolkata rather than
KMC.

Fig. 3.3 Pixel mismatch due
to different pixel sizes and
misregistration
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3.9 Determining the Natural Boundary of the City

As mentioned in Sect. 2.6 (Chap. 2), analysis of urban growth can be performed in
consideration of administrative as well as natural boundary of the city. Natural
boundary is more preferred if the analysis does not require census or socioeco-
nomic data. However, as mentioned in Sect. 2.7 (Chap. 2), determining the natural
extent of a city is a difficult task, especially from remote sensing data.

In this research, in consideration of physical or morphological criteria, a simple
approach has been adopted to determine the extent of the city. A circular neigh-
borhood search from the urban core, for each date under analysis, has been con-
ducted on the classified images to derive the contiguous urban area; and this
boundary has been considered as the physical extent of the city (reported earlier in
Bhatta (2009b)). The neighborhood search determines which pixels will be con-
sidered contiguous to the seed (selected) pixel. Any neighboring pixel that meets
all selection criteria (in this case, belonging to built-up class) is accepted and thus,
itself, becomes a seed pixel (ERDAS 2008). This has resulted in a contiguous area
for each date under analysis. These contiguous areas can be considered as temporal
boundaries or extents of the city, referred as to ‘‘city-extents’’ (Fig. 3.4). Dis-
continuous or scattered built-up pixels, outside of these city extents, have not been
included since they are generally considered as isolated developments, not con-
nected with the core urban area. However, nonurban islands within the contiguous
built-up pixels have been included, because the intention was to demarcate the
extent (boundary) of the city, not to find out the contiguous built-up pixels.
Encouragement of urban growth within this extent will force infill growth that is
generally considered as remedies to sprawl (Wilson et al. 2003). This approach can
eliminate the problems associated with determining the urban boundary in a rural
to urban gradient.

3.10 Subdivision of Natural City Extent

In case of analyzing the intra-city variations of urban growth and sprawl, it is nec-
essary to subdivide the extent of the city. As discussed in Sect. 2.8 (Chap. 2), existing
approaches to subdivide the natural city extent has several limitations. This research
proposes a new approach to subdivide the natural extent of the city. It considers the
multi-temporal natural extents of the city for the subdivision of study area.

The city extent of 1980 has been considered as Zone 1, the difference area
between the city extents of 1980 and 1990 has been considered as Zone 2, dif-
ference between 1990 and 2000 has been considered as Zone 3, and the difference
between 2000 and 2010 has been regarded as Zone 4. Figure 3.5 represents these
zones spatially. Advantages of this zoning concept include: (1) It is not influenced
by the spatial resolutions at a high degree, (2) it considers the natural growth of the
city in zoning process rather than any artificial or hypothetical shapes, and (3) it
does not include large rural (or other) areas within it. Sometimes, a large area may
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be left blank and the built-up may jump that area as because it is unsuitable for
development or protected from development purposefully. Administrative, or
circular/pie, or buffer subdivisions will consider these areas in the analysis and the
area will artificially indicate a sprawl. The subdivision approach adopted in this
research can avoid such type of large areas. Figure 3.5 clearly shows that River
Hooghly and East-Kolkata wetlands have been excluded.

Fig. 3.4 Natural extents of the city for different dates
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3.11 Calculating the Built-up Area

Built-up areas for each borough in the KMC and for each temporal image have
been calculated by clipping the classified images with the respective vector, and
then multiplying the number of pixels in each zone (borough) by the pixel size in
ERDAS Imagine software (Appendix C).

In the same way, built-up areas in each natural extent of the city and in each
subdivided zone have also been calculated (Appendix C). The results, then, have
been used for the analysis of urban growth and sprawl.

Fig. 3.5 Zoning concept of the study area in consideration of natural city extents
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3.12 Generation of KMC Boundary

Borough boundaries of KMC (along with attribute data such as census data and built-
up data) have been summarized to generate the KMC boundary and its associated
attribute data. This summarization has been performed in ArcGIS software. This
process has resulted in a vector map of KMC and its associated attributes.

The methodology described up to this point can be represented in a simple
flowchart as shown in Fig. 3.6.

3.13 Analysis Based on Administrative Boundary

In case of administrative boundary, the borough boundaries of KMC have been
considered. Ward boundaries could not be considered in this analysis, because
areas of some wards are too small in respect of the spatial resolutions of the
imagery. For example, Ward 23 has an area of 16.59 ha, which can be covered by
only 44 pixels of Landsat MSS image. This clearly shows that the spatial reso-
lutions of the images under analysis are insignificant for such a detailed analysis.
At least 4–12 m spatial resolution would be preferred at this scale (Neer 1999).

It would be better if the KMA could also be analyzed in consideration of
municipal boundaries within this area. However, it was not possible because of
several delimitations and inclusion of new municipalities within this area. Several
outgrowths which have become towns recently, had not been accounted earlier for
with any individual urban unit (Census 1981, 1991). Therefore, population figures
of KMA municipalities do not tally by taking totaling the individual unit. Fur-
thermore, no such readily available multi-temporal maps have been found that
shows each administrative urban as well as rural unit within the KMA. However,
the natural extent of the city automatically includes the entire KMA.

3.13.1 Built-up Area and Urban Growth

The percentage of an area covered by impervious surfaces such as asphalt and
concrete is a straightforward measure of development (Barnes et al. 2001). It can
safely be considered that developed areas have greater proportions of impervious
surfaces (i.e. the built-up areas) compared to the lesser developed areas (Sudhira
et al. 2004).

Therefore, the built-up areas for each borough as well as entire KMC and for
each date under analysis have been calculated. The percentage of increase in built-
up areas, which is a straightforward measure of urban growth rate, has also been
calculated for each borough in KMC and for each time span.
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3.13.2 Proportion of Population and Proportion
of Built-up Area

Sudhira et al. (2004) showed that the proportion of population in every region to
the built-up area of that region is a measure of quantifying sprawl. However, this
index does not consider the built-up areas within neighboring zones. Normally,
built-up area within a zone is not only influenced by the population but also
influenced by the built-up areas of its neighboring zones. If one zone saturates with
built-up then the built-up grows into its neighboring zones. Therefore, it is better to
relate the proportion of population and proportion of built-up area for each zone
instead of regarding the proportion of population as being a function of built-up
area of that zone.

The proportion of population and proportion of built-up area have been cal-
culated by dividing the population and built-up area of the respective zone by the
total population and total built-up area of KMC, respectively (Bhatta 2009a).

Pi ¼
xi

Pn

i¼1
xi

ð3:2Þ

where, Pi is the proportion of a phenomenon (variable) occurring in the ith zone, xi

is the observed value of the phenomenon in the ith zone, and n is the total number
of zones.

In this approach, if we subtract the proportion of population from the pro-
portion of built-up area, the results can vary within the range of -1 to 1, where 0
indicates the balanced condition.

This analysis has been done for the years 1980, 1990, and 2000. Since the
population data of year 2010 or 2011 are yet to publish, the current status could not
be determined. There are several equations available (e.g., Angel et al. 2005;
Bhatta 2009a) to simulate and model the population data. However, these equa-
tions are generally reliable to interpolate the population data not to extrapolate.
Population growth rate depends on many factors (such as birth rate, mortality rate,
education, economic base, religion, and many more) that are beyond the scope of
discussion in this title. However, these factors may highly vary from space to space
and time to time. Therefore, reliability of extrapolated population data is not
always guaranteed.

Although the preceding index of relating population and built-up is useful for
intra-city comparative analysis; this index is a relative measure, and therefore,
cannot be used for black-and-white characterization of sprawl for the entire city.
This index was tested and reported in Bhatta (2009a), during this research, mainly to
understand the disparity in distribution of built-up and population within the city.

One possibility of urban sprawl characterization is to consider the absolute
measure of per capita built-up consumption, i.e., the ratio of built-up area within a
zone to the population within a zone. However, this index is still weak in capturing
the sprawl; because, what should be the per-capita consumption of land in a
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nonsprawling city is not well defined. Per-capita consumption of built-up area
varies across cities. Population densities in cities of developing countries are on an
average three times higher than the densities in developed country cities. The per-
capita built-up consumption refers to utilization of all the land development ini-
tiatives such as the commercial, industrial, educational, and recreational estab-
lishments along with the residential establishments per person. Since most of the
initiatives pave the way for the creation of jobs and subsequently help with earning
livelihoods, the development of land can be seen as a direct consequence of this
and hence one can conclude that the per-capita land consumption is inclusive of all
the associated land development (Sudhira et al. 2004). Higher per-capita con-
sumption of built-up area may indicate more living space for individuals as well as
extended facilities to urbanites rather than sprawl (especially in highly dense cities
like Kolkata).

3.13.3 Growth Rates of Population and Built-up Area

The growth rate of built-up areas is generally related to the growth rate of pop-
ulations. Population growth forces the built-up areas to expand. Urban sprawl can
also be identified hypothetically by careful examination of built-up area expansion
rate and population growth rate (Sudhira et al. 2004; Bhatta 2009a). If the built-up
growth rate exceeds the population growth rate it is generally considered as an
indication of sprawl. If both are same, it is an ideal condition; and if the population
growth rate exceeds the built-up growth rate it can be considered as population
crowding. In this research, this analysis was performed for each borough as well as
for entire KMC.

This approach, however, may be useful for the analysis of urban growth but
cannot be accepted for black-and-white characterization of sprawl. It is often
difficult to distinguish population change in a given jurisdiction as either the cause
or effect of urban development; therefore, ‘the population factor should not be
used as a sole indicator of urban sprawl’ (Ji et al. 2006). In the developing
countries, population densities in cities are very high compared to developed
countries. With the development of economic base, urban residents in developing
countries generally seek some more living space and extended urban facilities
(e.g., roads, schools, hospitals, theaters, etc.). Therefore, if the growth rate of built-
up area exceeds the population growth rate, it may not indicate a sprawl. For
example, the growth rate of population may be negative but the built-up area may
remain same (built-up is generally irreversible; its growth cannot be negative). In
this case, the preceding analysis will artificially show the area as being less
compact. Further, a low built-up growth rate in an area does not guarantee a
compact development.
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3.13.4 Households and Built-up Area

In the previous section, it has been stated that the identification and quantification of
sprawl may not be possible by comparing population and built-up data. Lambin et al.
(2001) argued that in most cases, an increasing (or diminishing) number of built-up
activities like housing and commercial constructions would be more effective to
indicate sprawl as consequences of land consumption because usually construction
activities, as compared to population change, reflect directly economic opportunities
as the major driving force of land alteration. In a recent effort, the concept ‘housing
unit’ was used as a proxy for population and combined with digital orthophoto data
to generate urban sprawl metrics (Hasse and Lathrop 2003).

Built-up areas generally increase with the increase in the number of households.
But how they differ among zones is an important issue that may help us to identify
the compactness of urban growth and to evaluate the built-up density. A simple
approach may be to relate the household density with built-up density in each zone
(borough) individually. But these variables within a zone are never independent;
rather, they are influenced by the neighbors of the respective zone and the entire
city as well. Therefore, it would be better to relate the proportion of households in
a zone to the total households of the city (A) with the proportion of built-up area
within the respective zone to the total built-up area of the city (B) (Bhatta 2009a).
These proportions have been calculated by using the Eq. 3.2 for each KMC
borough. The relation between these two proportions (proportion of household
minus proportion of built-up, A–B) clearly shows the compactness/dispersion of a
zone. If we consider 0 as the average condition, then positive values show the
compactness and negative values show dispersion (Bhatta 2009a).

However, the preceding index is useful for the intra-city analysis of built-up
area and its relative compactness as a pattern. This index cannot be used to identify
whether the entire city is becoming more compact or more dispersed. Therefore,
we need to observe the change in difference of household density and built-up
density through time for the entire KMC. The change (Dq) between time t1 and t2
can be calculated using the following formula:

Dq ¼ qðt1Þ � qðt2Þ ð3:3Þ

where, q = household density minus built-up density.
Household density has been calculated as number of households per hectare,

and built-up density has been calculated as percentage of built-up area to the total
area.

Although this proposed approach of analysis is helpful to identify the relative
compactness among different dates, it is inferior in capturing the sprawl in black-
and-white characterization. For example, what should be the ideal value of q
(household density minus built-up density) in this measurement scale is undefined.
Furthermore, the units of household density and built-up density are different and
they are independent. Therefore, a better approach for the black-and-white char-
acterization of sprawl may be to consider the absolute growth rates of household
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and built-up within a zone. In this new approach, if we subtract the built-up growth
rate from the household growth rate we can determine the compactness for a
temporal span. If we consider 0 as the ideal condition, then positive values show
the compactness and negative values show dispersion. This index has been applied
on each borough and on entire KMC to quantify the sprawl in black-and-white
characterization.

The entire analysis in consideration of administrative boundary can be sum-
marized in a flowchart as shown in Fig. 3.7.

3.14 Analysis Based on Natural Boundary

The analysis of urban growth, especially urban sprawl, is primarily based on the
spatial structure of built-up areas rather than any other phenomena. Since the
spatial structure of built-up area is not dependent on the administrative boundaries
or census tracts they should be analyzed in respect of natural boundary of the city.
The city of Kolkata, in this research, has also been analyzed in consideration of the
natural extent of the city. How the multi-temporal natural extents of the city have
been delineated and how they have been subdivided, have been documented in
Sects. 3.9 and 3.10.

The cities that are experiencing properly designed planning and restriction
policies may have a predetermined urban growth boundary (UGB) for a specific
date. In such cases, since the planning policies are regulated within the prede-
termined sharp boundaries, these UGBs may be considered instead of digitally
determined natural boundary. However, since the city of Kolkata does not asso-
ciate any such boundary, the natural extents have been considered in the analysis.
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Fig. 3.7 Flowchart of analysis based on administrative boundary
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3.14.1 Area Index and Shape Index

As mentioned earlier in Chap. 2 (Sect. 2.5), there are dozens of metrics that are in
use for the analysis of urban growth and sprawl. Limitations of them (e.g.,
dependency on spatial resolution, extensive data requirements, etc.) have also been
discussed. However, let us consider two such ‘simple’ but widely practiced met-
rics—area index and shape index (McGarigal and Marks 1995; McGarigal et al.
2002; Herold et al. 2003; Angel et al. 2007; Jiang et al. 2007). The word ‘simple’
means less demanding in terms of data, computational power, and expertise.

Area index is the ratio of patch size and built-up area within the patch; hence,
‘patch’ is the city extent. This index is a relative measure of porosity, for which we
may have a lowest value of 1 that indicates lowest level of porosity. Hence,
‘porosity’ is the nonbuilt-up areas within the built-up. This index can provide us
with the information of relative porosity, whether it is increasing or decreasing
with the change of time. However, since it is a relative measure it cannot be used
for black-and-white characterization of sprawl. There is no reliable approach to
define a threshold that can determine whether the city is sprawled or not. What
should be the ideal value of porosity is also undefined. Scientists and researchers
made several inferences and intuitively draw the conclusion whether the city
sprawled or not. However, how a city administrator, who is generally not a sci-
entist, will make these inferences is an obvious question. There remains a high
possibility of misinterpretation of the results.

Another metric is shape index—edge length (perimeter) on a per unit area basis
that facilitates to determine whether the shape is complex or simple (Fig. 3.8).
A general assumption is higher shape index denotes higher complexity—means
sprawl.

However, the review of the literature found that one such metric may contradict
with other. Actually, most of the spatial metrics suffer from several limitations. We
should carefully select these metrics while analyzing the urban growth and sprawl.
‘Just because something can be computed does not mean that it should be
computed’ (Turner et al. 2001). Many metrics are highly correlated, for
example, there is no difference between total edge (perimeter) and shape index
(perimeter 7 area) if the patch sizes are similar. Furthermore, some of the metrics
are not useful in some of the contexts of urban growth analysis. Urban growth is an
obvious outcome of human civilization; it cannot be completely stopped or
reversed. Therefore, with the increase of built-up area, no surprising, total edge
index will also increase. That means an increasing total edge index is a general
outcome of the urban growth process; it does not mean the city is becoming
dispersed. It may happen that built-up growth rate is exceeding the growth rate of
total edge index; it is an indication of decreasing porosity. In this instance, the city
is becoming more compact rather than sprawled.

Coming back to the shape index, in many instances complex shape may also
represent compact development and vice versa. If one interprets the images shown
in Fig. 3.9, one can understand that the city extent is more complex in the left
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image but it is more compact than the right-hand side image. The city extent is
more porous in the right image which is an indication of sprawl. Furthermore,
shape index is also a relative measure and incapable for the black-and-white
characterization of sprawl; there is no defined threshold to identify sprawl and
nonsprawl. Therefore, it is better to avoid the perimeter phenomenon in the
analysis of urban sprawl.

Owing to the limitations of the preceding indices, it is better not to draw any
conclusion relying on them. Rather, we should choose or develop some metrics
that can overcome these limitations and can identify the sprawl in black-and-white
characterization.

3.14.2 City Extent and Built-up Area

To overcome the limitations stated in the preceding section, a new index has been
developed during this research and reported in Bhatta (2009b). Urban sprawl can
be identified by careful examination of the area of the city extent and built-up area
within the city extent. This simple approach of determining the urban sprawl is—if
the growth rate of the city extent exceeds the built-up growth rate, it is an indi-
cation of sprawl. Positive values in their differences (city extent growth rate minus
built-up growth rate) indicate sprawl and negative values indicate compactness.
The degree of sprawl and compactness can also be identified by their magnitudes.
Actually, this index indirectly reveals the porosity within the city extent. Higher
built-up growth with a lower growth in city extent is surely a compact develop-
ment, and vice versa.

Built-up growth rate and the rate of growth in city extent, for the city of
Kolkata, have been calculated in this research. Differences between them have also
been calculated for the analysis of urban sprawl.

However, as with the area index and shape index, the major limitation of this
index is the consideration of the entire city in the analysis. It does not consider the
variations of the built-up areas in different parts of the city.

Fig. 3.8 Complex shapes
have higher shape index
(Bhatta 2010)

52 3 Methodology



3.14.3 Shannon’s Entropy and Built-up

Entropy method can overcome the limitations stated in the preceding section. As
mentioned in Sect. 2.5 (Chap. 2), entropy method is the most widely used metric
for urban sprawl analysis. The review of the literature also found that the entropy
method is the most reliable metric among the available sprawl measurement
indices. In this research, the entropy method has been applied to serve two pur-
poses: Firstly, to overcome the limitations of demonstrated indices and to obtain a
reliable result by using the most widely used metric; secondly, to evaluate the
results obtained by applying other indices, especially the newly proposed and
modified indices.

Shannon’s entropy (H) can be used to measure the degree of spatial concen-
tration or dispersion of a geographical variable (xi) among zones (Theil 1967;
Thomas 1981). Entropy is calculated by:

Hn ¼
Xn

i¼1

Pi loge

1
Pi

� �

ð3:4Þ

where, Pi is the proportion of a phenomenon occurring in the ith zone�

Pi ¼ xi
Pn

i¼1

xi

�

, xi is the observed value of the phenomenon in the ith zone, and n is

the total number of zones. The value of entropy ranges from 0 to loge(n). A value
of 0 indicates that the distribution of built-up areas is very compact, while values
closer to loge(n) reveal that the distribution of built-up areas is dispersed. Higher
values of entropy indicate the occurrence of sprawl. Half-way mark of loge(n) is

Fig. 3.9 Shape index may not relate urban sprawl (Courtesy: National Remote Sensing Centre,
India)

3.14 Analysis Based on Natural Boundary 53

http://dx.doi.org/10.1007/978-94-007-4698-5_2
http://dx.doi.org/10.1007/978-94-007-4698-5_2


generally considered as threshold. If the entropy value crosses this threshold the
city is considered as sprawled.

Relative entropy can be used to scale the entropy value into a value that ranges
from 0 to 1. As Thomas (1981) demonstrated, relative entropy ðH0Þ for n number
of zones can be calculated as:

H0n ¼
Hn

logeðnÞ
ð3:5Þ

In this instance 0.5 is considered as threshold. Values higher than this generally
considered as sprawl.

In the current research, built-up areas within each zone (zones are shown in
Fig. 3.5) and for each date (1980, 1990, 2000, and 2010) have been calculated. If
we calculate the entropy from these built-up data, we can get the entropy values
for the four temporal dates. This model is robust, because it can identify the sprawl
as a pattern for each date in black-and-white characterization. The threshold, that
can determine whether the city is sprawled or compact, can also be determined
mathematically.

However, the preceding approach cannot analyze the sprawl as a process. Yeh
and Li (2001) argue that because entropy can be used to measure the distribution
of a geographical phenomenon, the measurement of the difference of entropies (or
relative entropies) between time t1 and t2 can be used to indicate the magnitude of
change in urban sprawl as follows:

DHn ¼ Hnðt2Þ � Hnðt1Þ ð3:6Þ

DH0n ¼ H0nðt2Þ � H0nðt1Þ ð3:7Þ

The change in entropy can be used to identify whether the land development is
becoming more dispersed (sprawled). However, as mentioned in Sect. 2.5 (Chap. 2
), entropy is suffered from modifiable areal unit problem (MAUP). Relative
entropy can mitigate the scale effect of MAUP. But, zone effect can only be
overcome by decomposition of entropy.

Following the research of Thomas (1981), let us now apply the entropy
decomposition theorem in this research to overcome the problems associated with
zone effect. As a preliminary to decomposition analysis, zoning systems must be
delimited for the different scales of analysis. We have four zones (as shown earlier
in Fig. 3.5) that can be summarized into two zones, first one by combining Zones 1
and 2, and second one by combining Zones 3 and 4. Let these zones are Delimited
Zones 1 and 2. The proportion of built-up area can then be calculated as:

Pj ¼
Xnj

i2j

PjðiÞ ð3:8Þ
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where, i 2 j denotes the value of i which is the first element ð2Þ of set j, and nj is
the value of i which forms the last element of set j. Pj is the proportion of built-up
in a delimited zone and Pj(i) is the proportion in a zone before delimitation.

The entropy decomposition theorem states that the entropy should be calculated
in terms of both the proportions Pj(i) and Pj. Hence the formula of entropy can be
written as (Thomas 1981):

Hn ¼
Xk

j¼1

Pj loge

1
Pj

� �

þ
Xk

j¼1

Pj

Xnj

i2j

PjðiÞ
Pj

� �

loge

Pj

PjðiÞ

� �" #

ð3:9Þ

where, k is the total number of delimited zones (i.e., 2), and other symbols are as
stated earlier.

Equation 3.9 is composed of two expressions on either side of the addition (+)
sign. The expression on the left-hand side is termed the between region entropy
and is denoted by Hk, while the expression in the right-hand side is termed the
within region average entropy and is denoted by Hn/k. This terminology allows that
entropy decomposition equation (Eq. 3.9) to be written simply as:

Hn ¼ Hk þ Hn=k ð3:10Þ

Notice that, taken together, the entropies associated with maximum dispersion
satisfy the decomposition theorem (Eq. 3.10), because

loge nð Þ ¼ loge kð Þ þ loge n=kð Þ ð3:11Þ

Therefore, the relative between-region entropy has been calculated as:

H0k ¼
Hk

logeðkÞ
ð3:12Þ

Relative within-region average entropy has been calculated as:

H0n=k ¼
Hn=k

logeðn=kÞ ð3:13Þ

These relative entropies should be interpreted separately since they can reveal
opposite conclusions (as presented by Thomas 1981).

3.14.4 Degree of Freedom in Urban Growth

The preceding analysis shows that the entropy method is robust for the analysis
and measurement of sprawl. However, as mentioned in Sect. 2.5 (Chap. 2),
analysis or quantification of sprawl is not adequate in the analysis of urban growth.
Whether the observed growth meets the planed (expected) growth and to what
extent they meet are also necessary to evaluate.
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However, for the cities without having any predetermined planned or expected
values, such as Kolkata, it is not possible to execute this analysis. Therefore, the
expected values, for the city of Kolkata, have been computed statistically. One of
the objectives of this research is also to propose new model towards the analysis of
the urban growth, which can be applied on other cities as well. Analysis of the
urban growth is more demanded by the administrators of the cities that are con-
sistently experiencing properly planned policies. Therefore, to demonstrate the
models, the expected values were necessary to derive statistically. However, these
values have been used only to demonstrate the models, not to make any comment
on the city of Kolkata.

Built-up areas in each zone can be calculated and presented in a table where
columns will indicate the zones and rows will indicate years under analysis (refer
Table 4.12 in Chap. 4). Let this table be called matrix M, with elements Mij, where
i = 1, 2, ……, n (specific date under analysis, rows of the table) and j = 1, 2, ……,
m (specific zone, columns of the table). The expected built-up area for each
variable can be calculated by the products of marginal totals, divided by the grand
total. Therefore, the expected growth Mij

E for the i-th row and j-th column is
(Healey and Prus 2009; Almeida et al. 2005):

ME
ij ¼

MS
i �MS

j

MG
ð3:14Þ

where, Mi
S = row total, Mj

S = column total, and MG = grand total =
Pn

i¼1

Pm

j¼1
Mij.

In probability theory and statistics, the expected value (or expectation value, or
mathematical expectation, or theoretical expectation) of a random variable is
the integral of the random variable with respect to its probability measure. For
discrete random variables this is equivalent to the probability weighted sum of the
possible values. For continuous random variables with a density function it is the
probability density-weighted integral of the possible values (Healey and Prus
2009).

The term ‘expected value’ may be misleading; it is not the ‘most probable
value’. The expected value, in general, is not a typical value that the random
variable can take on. It is often helpful to interpret the expected value of a random
variable as the long-run average value of the variable over many independent
repetitions of an experiment. The expected value may be intuitively understood by
the law of large numbers: the expected value, when it exists, is almost surely the
limit of the sample mean as sample size grows to infinity (Healey and Prus 2009).
The value may not be ‘expected’ in the general sense—the expected value itself
may be unlikely or even impossible (e.g., expected built-up area within a zone may
exceed the total area of the zone). This limitation was completely overlooked by
Almeida et al. (2005) and Bhatta et al. (2010b).

Since the theoretical expected values may be misleading and may not represent
the actual expectations, no conclusions have been made based on these values.
Rather, these theoretical expectations have been derived to demonstrate some
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analytical models. For the city of Kolkata, without having any predetermined
expected values, these models could not be demonstrated otherwise.

The expected and observed values can be used to determine the degree of
freedom. In statistics, the number of degrees of freedom is the number of values in
the final calculation of a statistic that are free to vary. The term is most often used
in the context of linear models (linear regression, analysis of variance), where
certain random vectors are constrained to lie in linear subspaces, and the degrees
of freedom are the dimension of the subspace. The degrees of freedom are also
commonly associated with the squared lengths (or ‘sum of squares’) of such
vectors, and the parameters of Chi-squared and other distributions that arise in
associated statistical testing problems (Walker 1940).

In probability theory and statistics, the Chi-square statistic (also called
Chi-squared test or Chi-squared distribution) with k degrees of freedom is the
distribution of a sum of the squares of k independent standard normal random
variables. It is one of the most widely used probability distributions in inferential
statistics, e.g., in hypothesis testing, or in construction of confidence intervals
(Mood et al. 1974). The best-known situations in which the Chi-square distribution
is used are the common Chi-square tests for goodness of fit of an observed
distribution to a theoretical one, and of the independence of two criteria of clas-
sification of qualitative data (Mood et al. 1974).

Pearson’s Chi-square test is the best-known of several Chi-square tests whose
results are evaluated by reference to the Chi-square distribution (Plackett 1983). Its
properties were first investigated by Karl Pearson. It tests a null hypothesis stating
that the frequency distribution of certain events observed in a sample is consistent
with a particular theoretical distribution.

Pearson’s Chi-square statistic takes into account the checking of freedom
amongst pairs of variables chosen to explain the same category of land cover
change (Almeida et al. 2005; Bhatta et al. 2010b). Therefore, to determine the
‘degree of freedom’ in urban growth, Chi-square test has been performed with the
Pearson’s Chi-square expression:

v2 ¼
Xm

j¼1

Mj �ME
j

ME
j

 !2

ð3:15Þ

where, v2 = degree of freedom, Mj = observed built-up area in j-th column,
Mj

E = expected built-up area in j-th column.
The Chi-square (v2) has a lower limit of 0, when the observed value exactly

equals the expected value. Higher magnitude shows higher degree of freedom. The
measurement of the difference of Chi-square values (Dv2) between time t1 and t2
can be used to indicate the magnitude of change in degree of freedom as follows:

Dv2 ¼ v2ðt2Þ � v2ðt1Þ ð3:16Þ

This equation helps to analyze the degree of freedom as a process.

3.14 Analysis Based on Natural Boundary 57



This method of analysis is a new approach for the analysis of freedom in urban
growth. Bonham-Carter (1994) and Almeida et al. (2005) have used Chi-square for
determining the overall freedom (considering all values in the matrix for com-
putation) that results in a single value of freedom for all dates and all zones but the
current research shows how this model can be used to analyze the urban growth as
a pattern as well as process. However, it is worth mentioning that higher degree of
freedom cannot be considered as sprawl, instead it should be considered as dis-
parity in expected and observed growth as a pattern and/or process.

Although Bhatta et al. (2010b) demonstrated the approach to determine the
freedom as process, pattern, and ‘overall’, their method is not acceptable
(explained in Sect. 3.14.5).

3.14.5 Degree of Goodness in Urban Growth

As mentioned in Sect. 2.5 (Chap. 2) entropy (degree of sprawl) and Chi-square
(degree of freedom) are different measures and one may not relate other. There-
fore, it necessitates determining the ‘degree of goodness’ of the urban growth. The
degree of goodness actually refers to the degree to which observed growth relates
the planned growth and the magnitude of compactness. This can be calculated for
each date under analysis by using the following formula:

G ¼ loge

1
v2H0n

� �

ð3:17Þ

where,
G = degree of goodness
v2 = degree of freedom (as calculated by the Eq. 3.15)
H0n= relative entropy (as calculated by the Eq. 3.5)
Degree of goodness is a straightforward measure; positive values indicate

‘goodness’ whereas negative values indicate ‘badness’; a value of 0 is an indi-
cation of average condition. If we calculate the difference in goodness (DG)
between time t1 and t2, we can understand the goodness as a process.

DG ¼ Gðt2Þ � Gðt1Þ ð3:18Þ

Degree of goodness can be a robust measure of the urban growth analysis;
because, it can embrace the sprawl measures and the measures that estimate the
degree to which the urban growth meets the planning (or restriction) policies. It
can analyze the urban growth in black-and-white characterization; for example,
whether the urban growth is good or bad can be identified by their signs, and the
magnitude of goodness or badness can also be identified.

The concept of degree of goodness has been developed during this research and
initially reported in Bhatta et al. (2010b). However, it was applied in a different
approach in the said paper. The entropy had been calculated to measure the sprawl
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as a pattern, process, and ‘overall’ (overall combines both pattern and process).
Entropies had been calculated from a built-up growth matrix (not the built-up area
matrix as demonstrated in this title). Degree of freedom and degree of goodness
have also been calculated based on the built-up growth matrix as a pattern, pro-
cess, and ‘overall’. Important to mention, the sprawl, freedom, and goodness as a
process had been quantified in a different approach than the methods described in
this book (columns of built-up growth matrix formed the basis of analysis). Later it
has been realized that the sprawl phenomenon relates to the dispersion of built-up
area; therefore, the use of built-up growth (instead of built-up area) to determine
the entropy/freedom (and thus the goodness) is a questionable approach (reported
in Bhatta et al. (2010a)). This title, therefore, considers the built-up area matrix
instead of built-up growth matrix.

Matrix of built-
up area for each 

zone

Sprawl analysis

Matrix of built-
up area for each 

natural city-
extent

Basis: Shape 
index

Basis: Area 
index

Urban growth 
analysis

Sprawl analysis
Basis: Entropy

Freedom analysis

Goodness analysis

Degree of 
freedom

Degree of 
sprawl

Degree of 
goodness

Matrix of
expected built-up 

area for each 
zone

Determining 
expected growth

Fig. 3.10 Flowchart of analysis based on natural extents of the city
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Finally, to summarize the entire analysis in consideration of natural extents of
the city, a flowchart is being presented in Fig. 3.10.
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Chapter 4
Results and Discussion

Abstract This chapter displays the results obtained from the digital classification
of remote sensing data as well as the results obtained from different analyses. The
study concludes that, for the analysis of urban growth and sprawl, the natural
boundary of the city is preferred compared to the administrative boundary.
However, whether the administrative or the natural boundaries are in consider-
ation, it has been found that the city of Kolkata was always sprawling. The results
have also shown that the rate of urban growth in Kolkata is generally higher than
the growth rate of the population as well as the growth rate of households. Among
the metrics and models used to quantify the sprawl, Shannon’s entropy has been
established as the most preferred. This chapter also focuses the discussions on the
observed results. It also makes arguments on the methodology in terms of their
merits and limitations, and constructs logical statements.

Keywords Urban growth � Sprawl analysis � Remote sensing � GIS � City growth
evolution � Built up area concentration � Population growth rate

4.1 Classified Imagery and Change Map

Digital classification of the satellite images into built-up (with other impervious)
and nonbuilt-up areas, for four temporal dates (1980, 1990, 2000, and 2010), has
resulted in the creation of abstracted and highly simplified visual images of the
study area as shown in Fig. 4.1, which are important evidences of urban extents
and growth patterns. By examining the classified images, the growth patterns of
the city in different areas, the infill of the open spaces between already built-up
areas, the extents of urban area, etc. can be identified intuitively.

An overlay of the classified images, as shown in Fig. 4.2, can provide a change
map that can illustrate the pattern and process of urban growth. However, to
describe these different patterns intelligently, to understand how they change over

B. Bhatta, Urban Growth Analysis and Remote Sensing, SpringerBriefs in Geography,
DOI: 10.1007/978-94-007-4698-5_4, � The Author(s) 2012
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time, to compare each zone or borough with others numerically, or to explain the
variations among these patterns statistically, we need to select quantitative mea-
sures that summarize one or another of their properties.

4.2 Results From Analysis: Based on Administrative
Boundary

This section furnishes the results obtained from the analyses based on adminis-
trative boundary.

Fig. 4.1 Classified images from different dates showing built-up areas in black
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4.2.1 Built-up Area and Urban Growth

The built-up areas for each borough and for each date under analysis are furnished
in Table 4.1 that directly shows the status of the built-up areas in the city.
Table 4.1, Figs. 4.1 and 4.2 collectively inform us about the built-up status of the
Kolkata Municipal Corporation (KMC).

If we prepare a chart from Table 4.1, it can show the trend of built-up growth
history for each year under analysis and each borough, as well as the entire KMC.
The chart shown in Fig. 4.3 reveals that the built-up areas in each borough (and in

Fig. 4.2 Urban change map shows built-up growth in the Kolkata metropolitan
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entire KMC as well) are continuously increasing. However, built-up areas are not
distributed evenly. Northern and central Kolkata, the oldest urban areas, show a
high concentration of built-up area, whereas the newly developed areas show less
amount of built-up. This figure also shows that previously, this variation in built-
up distribution was very high and this variation is continually declining. Spatial
and temporal disparity in built-up distribution is perhaps a general outcome of
unplanned urban growth.

The percentage of increase in built-up areas for each time span is presented in
Table 4.2. This table provides with us information on the urban growth in different
areas within the KMC. This table shows highly variable growth rates. For example,
borough 11 has shown 192.55 % growth during 1990–2000, whereas borough 5
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has shown 0.02 % growth during 2000–2010. This variation in growth rate is
mainly because of variation in built-up concentration. Some of the areas are sat-
urated with built-up and some of the areas are newly developing. Figure 4.3 shows
that high growth in built-up areas can be observed in the areas of low built-up
concentration; and as the built-up concentration goes to saturation stage the growth
rate declines. This is a general outcome of the urban growth process. This highly
varying built-up growth rates also indicate that the KMC area has highly variable
developable lands in different areas. One important thing has been observed in
every case, the built-up growth rates are low in the time span 2000–2010 compared
to the previous decades.

The results presented in this section help us to understand the urban growth as a
pattern as well as a process, for the entire KMC area, as well as each subdivided area
(borough). However, these results cannot provide any insight into urban sprawl.

4.2.2 Proportion of Population and Proportion
of Built-up Area

As stated in Sect. 3.13.2 (Chap. 3), Proportion of built-up area minus proportion
of population can aid the analysis of sprawl. The results can vary within the range
of –1 to 1 as shown in Table 4.3, where 0 indicates the balanced condition. Higher
negative values indicate population crowding, which may cause serious environ-
mental problems, traffic congestion, and minimal social (and other) facilities.
Higher positive values indicate relatively higher per capita consumption of built-
up area. The results show that most of the boroughs are in approximate balanced
conditions.

This index is a relative measure for intra-city analysis. Therefore, the results
cannot help us to understand whether the entire KMC area is becoming more
compact or dispersed.

4.2.3 Growth Rates of Population and Built-up Area

Figure 4.4 compares the growth rates of population and built-up for each borough
and entire KMC. It has been noticed that some of the boroughs (borough 1, 2, 3, 4,
5, 8 and 9) have registered negative population growth rates. These areas, mainly
in the central and northern parts of Kolkata, are the oldest urban areas of the city.
Recently, many residential buildings in these areas are being converted into
business or commercial buildings. Negative population growth rates may be a
consequence of that conversion. Recently, people are showing interest to settle
down at the periphery of the city, since peripheral wards are showing high pop-
ulation, as well as built-up growth rates.
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The current research does not make any comment by extrapolating the popu-
lation data of 2011. However, the census data of years 1981, 1991, and 2001 show
that; in KMC, the population growth rates were always lower than the built-up
growth rates. This clearly indicates increased per capita consumption of built-up
area; i.e., the urbanites were enjoying increased urban facilities like more living
space, more pavements, and more community level infrastructures. This is an
indication of less compact urban growth.

This method results in a measure of compactness for the entire KMC as well as
each subdivided part. However, as explained in Sect. 3.13.3 (Chap. 3), conclu-
sions on sprawl cannot be made depending on this single observation, rather we
also need to consider the housing units in the analysis.
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Fig. 4.4 Growth rate of population and built-up (boroughs have been designated as B-1, B-2, B-
3, and so on)
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4.2.4 Households and Built-up Area

Section 3.13.4 (Chap. 3) explains how the household data can be integrated with
the built-up data for the analysis of sprawl. A new approach has been proposed: if
we subtract the built-up growth rate from the household growth rate, we can
determine the compactness for a temporal span. Figure 4.5 shows the compactness
of each borough and the entire KMC for the time spans 1980–1990 and
1990–2000. Year 2010 could not be considered under analysis owing to the lack of
census data. In Fig. 4.5, if we consider 0 as the ideal condition, then positive
values show the compactness and negative values show dispersion.

This analysis also reveals similar conclusions that the KMC is becoming more
dispersed. If we consider individual boroughs, the results shown in Fig. 4.5 support
the results shown in Fig. 4.4. As one can see, for example, borough 11 has the highest
sprawl and the next highest is borough 12, in both the analyses. Borough 7 was
compact during 1980–1990; and in the time span 1990–2000 it was sprawling. Also,
in case of other boroughs, both analyses reveal similar results. Therefore, the results
can be accepted.

The main advantage of this index is perhaps the inclusion of vertical con-
struction in the analysis. For example, let the built-up area remain unchanged and
the number of households increase, then there must be two reasons: (1) one
housing unit has been divided into smaller housing units (partition) and/or
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(2) multistoried development has occurred in place of single-storied buildings. The
first case is rare, because the city is highly dense and the population is continu-
ously increasing. Therefore, logically, the second case is the obvious reason. Thus,
the preceding index indirectly embraces the vertical construction.

Although this approach is useful for capturing the insights of urban growth and
compactness as a pattern as well as a process, it is also not free from all nuisances.
Figures of built-up growth generally consider all developmental initiatives
(commercial, industrial, recreational, educational, transportation network, as well
as housing units). Therefore, how many built-up areas are actually occupied by
residential units and their related growths are not clear. Generally, areas covered
by the residential units cannot be distinguished from commercial or institutional or
other units by using remote sensing data. Digital classification of remote sensing
imagery can identify the land cover classes (e.g., built-up) rather than land-use
(e.g., residential, commercial). Further, number of households may also decrease
with time (negative growth rate); for example, government of a congested city may
purchase roadside housing units for a road widening project by demolishing the
purchased housing units. In such cases, the preceding model will artificially show
the development as dispersing. For the time span 1990–2000, Borough 5 has
experienced a household growth rate of –13.42 %; however, the built-up growth
rate was 12.57 %. If these values are combined, they show a compactness of –
25.98 that may be misleading.

4.3 Results From Analysis: Based on Natural Boundary

This section is aimed to document and discuss the results obtained from the
analysis based on the natural extents of the city.

4.3.1 Area Index and Shape Index

Table 4.4 shows the results obtained by applying area index. This index can
provide us with the information of relative porosity—whether it is increasing or
decreasing with change of time. The results show that the city is becoming more
porous. However, as explained in Sect. 3.14.1 (Chap. 3), this index cannot say
whether the city is sprawled or not, in black-and-white characterization.

Table 4.5 shows the results obtained from shape index for each date. This
finding reveals that the complexity of shape was increasing during 1980–1990,
then it was decreasing in the next decade, and again it was increasing during
2000–2011. Unfortunately, this finding contradicts with the finding from area
index. As mentioned in Chap. 2, this problem in metric analysis is common. What
to conclude now? Should we consider a few more metrics? How many metrics can
be considered to be sufficient to conclude? What to do if they also contradict one
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another? These questions are yet to be answered in the research domain of spatial
metrics.

The results of area index and shape index proved that they cannot be relied
upon. Therefore, they have been rejected.

4.3.2 City Extent and Built-up Area

As proposed in Sect. 3.14.2 (Chap. 3), city extent growth rate minus built-up
growth rate can provide a better insight into sprawl. Table 4.6 shows the results
obtained from this index, in which positive values show sprawl and negative
values show compactness. The degree of sprawl and compactness can also be
identified by their magnitudes.

Table 4.5 Perimeter, area, and shape index

Year Perimeter (km) Area of city extent (km2) Shape index
(perimeter/area)

1980 390.43 130.03 3.00
1990 567.23 186.58 3.04
2000 663.63 288.13 2.30
2010 924.41 366.68 2.52

Table 4.4 Area of city-extent and built-up area within the city extent, percentage of built-up,
and area index

Year Area of city-extent
(in ha)

Built-up area
(in ha)

Percentage
of built-up

Area index
(area of city-extent/
built-up area)

1980 13002.92 9744.78 74.94 1.33
1990 18658.05 13830.30 74.13 1.35
2000 28813.03 21083.79 73.17 1.37
2010 36668.1 26258.30 71.61 1.40

Table 4.6 Trend of urban growth during 1980–2010

Time span City extent Built-up area City extent growth rate minus
built-up growth rate (GCE–GB)

Growth
(in ha)

Rate of growth
(GCE) (in %)

Growth
(in ha)

Rate of
growth
(GB) (in
%)

1980–1990 5655.13 43.49 4085.52 41.93 1.56
1990–2000 10154.98 54.43 7253.49 52.45 1.98
2000–2010 7855.07 27.26 5174.51 24.54 2.72
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The results show that the city is becoming sprawled. As mentioned in
Sect. 3.14.2 (Chap. 3), this index is an indirect measure of porosity. Therefore, it
should support the results of area index. As it is evident in this research, they do
support the results of each other. However, this index is better than the area index
because it can identify the sprawl in black-and-white characterization.

Further, this index is also useful to analyze the growth rates of city extent and
built-up areas within the city extents. Therefore, it can be used for the analysis of
both urban growth and sprawl. As observed in Table 4.6, the growth rates in both
the instances were increasing during 1980–2000. However, in the time span 2000–
2010, they have registered approximate 50 % growth rates than that of the pre-
vious decade. Interestingly, the city became more porous despite low growth rates
in city extent and built-up area. This clearly proves that the urban growth and
sprawl should be measured with different scales. A low built-up growth rate does
not always guarantee a compact development.

However, as mentioned in Sect. 3.14.2 (Chap. 3), this index considers the entire
city in the analysis. It does not consider the variations of the built-up areas in the
different parts of the city.

4.3.3 Shannon’s Entropy and Built-up

The built-up areas within each zone (based on natural boundary, please refer
Sect. 3.10, Chap. 3) and for each date have been calculated as presented in
Table 4.7. If we calculate the entropy from Table 4.7, we can get the entropy
values for the four temporal dates as shown in Table 4.8. The results show that the
city of Kolkata was always sprawled, because the entropy values are always higher
than the half-way mark of loge(n). Relative entropy values are also always higher
than the threshold 0.50. This finding supports the results of Sect. 4.3.2.

This model is robust, because it can identify the sprawl as a pattern for each
date in black-and-white characterization. The threshold, that can determine whe-
ther the city is sprawled or compact, can also be determined mathematically. The
change in entropy, between time t1 and t2, can be used to identify whether land
development is becoming more dispersed (sprawled). Table 4.9 shows the values
of change in entropy (DHn) and change in relative entropy (DHn

0
). As one can see,

both are decreasing with time. Therefore, it can be said that the degree of
sprawling rate is decreasing with time. However, decrease in sprawling rate should
not be interpreted as ‘compact’. If the difference in entropy (DHn) or relative
entropy (DHn

0
) value for a specific time span becomes negative, then only it can be

said that the city is becoming compact. The word ‘compact’ in this sense is not
relative; rather, it is an absolute characterization of urban growth.

Relative entropy is free from scale effect of modifiable areal unit problem
(MAUP). However, to mitigate the zone effect of MAUP, entropy decomposition
theorem (please refer Sect. 3.14.3) has been applied. The notations and
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Table 4.7 Built-up areas in different zones and different dates (in ha)

Year Zone 1 Zone 2 Zone 3 Zone 4 Total

1980 9744.78 2059.72 1550.56 334.94 13690.00
1990 10148.41 3681.89 2536.13 771.07 17137.50
2000 10796.63 4825.07 5462.09 1719.81 22803.60
2010 11116.19 5001.51 5731.49 4409.11 26258.30

Table 4.8 Shannon’s entropy for different temporal dates

Year Entropy (Hn) Relative entropy (Hn
0
) loge(n) loge(n)/2

1980 0.86 0.62 1.39 0.69
1990 1.06 0.77
2000 1.22 0.88
2010 1.31 0.95

Table 4.9 Differences in entropies between two successive dates under analysis

Time span DHn DHn
0

1980–1990 0.20 0.14
1990–2000 0.16 0.11
2000–2010 0.09 0.07

Table 4.10 Notation for entropy decompositions and the proportion of built-up areas

Year Symbols Values

Subscripts j 1 2

i 1 2 3 4
i 2 j, nj i 2 1 n1 i 2 2 n2

1980 Proportions Pj 0.8623 0.1377
Pj(i) 0.7118 0.1505 0.1133 0.0245

1990 Pj 0.8070 0.1930
Pj(i) 0.5922 0.2148 0.1480 0.0450

2000 Pj 0.6851 0.3149
Pj(i) 0.4735 0.2116 0.2395 0.0754

2010 Pj 0.6138 0.3862
Pj(i) 0.4233 0.1905 0.2183 0.1679

Table 4.11 Entropy decomposition analysis

Year Relative entropies

Hn
0

Hk
0

Hn/k
0

1980 0.62 0.58 0.67
1990 0.77 0.71 0.83
2000 0.88 0.90 0.86
2010 0.95 0.96 0.93
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proportions of built-up areas for each initial zone and delimited zone are presented
in Table 4.10.

Table 4.11 shows the relative entropy (Hn
0
), between region relative entropy

(Hk
0
) and relative within region average entropy (Hn/k

0
) resulted from Eqs. 3.5, 3.12

, and 3.13 (Chap. 3). It is interesting to get different relative entropies, although the
measures of entropy from Eqs. 3.4 and 3.9 (Chap. 3) are same. Important to note
that the arithmetic mean of Hk

0
and Hn/k

0
equals to Hn

0
.

Entropy decomposition theorem, which can eliminate the zoning problems
associated with relative entropy, also reveals the same conclusion that the city of
Kolkata is sprawled (since the relative entropy values are higher than 0.5). Both
between-region and within-region relative entropies have shown dispersion in
built-up distribution for all the image dates under analysis.

If we plot all the entropy values in a chart, as shown in Fig. 4.6, it shows that
entropy values are continuously increasing. Therefore, it can safely be considered
that the city of Kolkata is becoming more dispersed with the change of time.

4.3.4 Degree of Freedom in Urban Growth

Table 4.7 shows the observed built-up areas in different zones at different dates.
From this table, the theoretical expected built-up areas can be calculated statisti-
cally by employing Eq. 3.14 (Chap. 3). Table 4.12 shows the expected built-up
areas for different zones.

The expected and observed values can be used to determine the degree of
freedom (Eq. 3.15, Chap. 3). It reveals the freedom or degree of deviation for the
observed urban growth over the expected. For Table 4.7 (observed) and
Table 4.12 (expected), the Chi-square test has resulted in Table 4.13 that reveals
the degree of freedom as a pattern for each date under analysis.
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The Chi-square (v2) has a lower limit of 0, when the observed value exactly
equals the expected value. Higher magnitude shows higher degree of freedom. The
measurement of the difference of Chi-square values between two dates can be used
to indicate the magnitude of change in degree of freedom as presented in
Table 4.14. This table shows that despite the increasing freedom its growth rate is
declining.

This new approach of application can determine the freedom as a pattern as
well as a process. Since this approach has used statistically derived expected
growth that cannot be relied in all cases (as explained in Sect. 3.14.4), no com-
ments have been made based on these metrics for the city of Kolkata.

4.3.5 Degree of Goodness in Urban Growth

The degree of goodness (the degree at which observed growth relates the planned
growth and the magnitude of compactness in a single scale) has been calculated
and results are furnished in Table 4.15. In this table, positive values indicate
‘goodness’, whereas negative values indicate ‘badness’; a value of 0 is an indi-
cation of average condition.

The difference in goodness between two dates (Eq. 3.18, Chap. 3) has also been
calculated to understand the goodness as a process. Table 4.16 shows the

Table 4.12 Expected built-up areas in different zones and different dates (in ha)

Year Zone 1 Zone 2 Zone 3 Zone 4

1980 7163.96 2667.79 2618.46 1239.79
1990 8968.03 3339.62 3277.85 1552.00
2000 11933.09 4443.78 4361.59 2065.14
2010 13740.93 5117.00 5022.37 2378.00

Table 4.13 Degrees of
freedom in urban growth for
different dates

Year Degree of freedom

1980 0.86
1990 1.06
2000 1.25
2010 1.31

Table 4.14 Differences in
Chi-squares between two
successive dates under
analysis

Time span Degree of freedom

1980–1990 0.20
1990–2000 0.19
2000–2010 0.05
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magnitude of change in degree of goodness between two successive dates under
analysis. Table 4.15 reveals that the goodness is decreasing with time; however,
Table 4.16 shows that the rate of decrease is declining. If the Eq. 3.18 results in a
positive value, then it can be said the goodness is increasing.

However, since the preceding goodness analysis is based on the statistically
derived expected growth, no comment on the city of Kolkata has been made by
interpreting the presented results.

4.4 Comparison of Sprawl Analysis

Results obtained from several sprawl analysis techniques can be compared to draw
the conclusion regarding the sprawl for the city of Kolkata. As presented in
Table 4.17, most of the results show the city of Kolkata as sprawling. Entropy
method, the most widely used and reliable technique, also shows the city is
becoming sprawled rather than compact. Entropy decomposition theorem also
proves that the between-region and within-region distributions of built-up are
towards dispersion. Therefore, it can safely be concluded that the city of Kolkata is
experiencing sprawled urban growth. The city was always sprawled; however, the
growth rate of sprawl was decreasing. Important to mention that a declining
growth rate in sprawl does not mean it is being compacted; because the com-
pactness in this analysis has been derived in black-and-white absolute character-
ization, rather than relative. If the degree of compactness does not meet a
mathematically derived threshold, it cannot be said the city is becoming compact.
However, in relative sense, the city has shown a tendency of being less sprawled
through time.

Many metrics that were in the use of earlier researches have not been consid-
ered in this analysis because of either their dependency on the spatial resolution of
image data or of their redundancy in capturing the properties of urban growth/

Table 4.15 Degree of
goodness in urban growth for
different dates

Year Degree of goodness

1980 0.62
1990 0.20
2000 -0.10
2010 -0.22

Table 4.16 Differences in
goodness between two
successive dates under
analysis

Time span Degree of goodness

1980–1990 -0.42
1990–2000 -0.30
2000–2010 -0.12
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sprawl. The metrics and scales, in this research, have been chosen carefully to
avoid the stated limitations.

It has been found that the entropy method is the best metric for the analysis of
urban sprawl. It can characterize the sprawl in black-and-white as a pattern as well
as process. Although the entropy method is suffered from MAUP problems; these
problems, however, can be mitigated. Relative entropy can overcome the scale
effect of MAUP. The zoning effect can also be eliminated by the application of
entropy decomposition theorem.

Table 4.17 also proves that traditional spatial metrics are inferior in capturing
the sprawl phenomenon, as it was anticipated in the review of the literature. The
shape index provides different results than that from other indices. Therefore,
reliance on this metric is not justified.

4.5 Degree of Freedom and Goodness

The research has shown how to calculate the degree of freedom in urban growth in
a different way than the earlier researches. This modified approach can determine
the freedom as a pattern as well as a process. Finally, a modified approach has also
been demonstrated that can determine the goodness of urban growth both as a
pattern as well as process. Since these approaches are useful for the cities that have
predetermined expected built-up values, no comments have been made based on
these metrics for the city of Kolkata. However, in future, if the city of Kolkata
experiences such planning policies, these metrics would be applicable. The

Table 4.17 Summary of results from sprawl analysis

Index Result

Analysis based on administrative boundary
Difference between proportion of built-up area

and proportion of population
Boroughs are in balanced condition

Difference between growth rates of population
and built-up area

Different boroughs have different
levels of compactness.
KMC is sprawling

Difference between household growth rate and
built-up growth rate

Different boroughs have different
levels of compactness.
KMC is sprawling

Analysis based on natural boundary
Area index Kolkata is sprawling
Shape index Variable
Difference between city extent growth rate and

built-up growth rate
Kolkata is sprawling

Entropy Kolkata is sprawling
Relative entropy Kolkata is sprawling
Between region relative entropy Kolkata is sprawling
Relative within region average entropy Kolkata is sprawling

4.4 Comparison of Sprawl Analysis 79



preceding methods may provide with a new direction towards the analysis of urban
growth.

The measure of goodness considers the relative entropy value as an indicator of
sprawl, because entropy method is the most widely used and reliable measure of
urban sprawl among the other available metrics. The relative entropy is free from
the MAUP problems, and it is the arithmetic average of between-region and
within-region relative entropies. Therefore, the relative entropy is the best sprawl
measurement metric that can be used in quantifying the goodness of urban growth.

One may comment that the demonstrated approach of determining the goodness
has a major limitation: it does not take into account any policy variables for the
past. In this research, the expected urban growths have been calculated by a
statistical approach based on the past and present urban growth observations, since
there were no such predetermined and preplanned expectations. In many of the
cities, they have predetermined and preplanned expectations of urban growth.
Therefore, if one considers the predetermined expected values, the quantification
of freedom and goodness will automatically be influenced by the policy variables.
It is worth mentioning that although in the industrialized countries they may have
proper planning policies for their cities; however, the cities in developing countries
lack such type of policies in most of the cases and they grow with all freedoms.
Therefore, the demonstrated approach of predicting the expected growth may be
adopted for the cities in developing countries. However, the reliability of these
statistically predicted values is not always guaranteed.

Whether a higher degree of goodness is an indication of sustainable develop-
ment or not (could be debated since it should be judged with the empirical evi-
dences of sustainability measures, but there is no doubt that lower freedom and
lower sprawl are the general expectations). Since, the degree of goodness is
computed from the products of these two variables, it is a direct measure of the
goodness for urban growth.

4.6 Boundary of the City

Although the quantifications of sprawl, freedom, and goodness have been demon-
strated on the natural extent of the city, they are equally applicable on the adminis-
trative boundaries and their subdivisions. They can also be applied on a study area that
has been subdivided into concentric circles or pie sections. These methodologies have
been tested and reported during research in Bhatta (2009) and Bhatta et al. (2010).

It has been observed that the analytical methods that are based on adminis-
trative tracts have several limitations in capturing the sprawl phenomenon. These
models are useful for the analysis of urban growth, e.g., growth rates of population
and built-up. The main reason to consider the administrative boundary is to
embrace the census (demographic and socioeconomic) data in the analysis. This
approach also has limitations, such as nonavailability of census data or delimita-
tion of administrative boundaries. It has been evidenced from this research; census
data for 1981 were incomplete and this data for 2011 were absent. Therefore, it can
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be said that, in many instances, the analysis is not possible if one considers the
jurisdictional boundaries.

Another reason for the preference of administrative boundary is the regulation
of urban growth by the civic bodies. The planning policies and growth control
policies are generally enforced by the city administrators. Therefore, the analysis
in consideration of administrative boundary facilitates the administrators to reg-
ulate these policies within their jurisdictions. A boundless analysis cannot help
them in achieving their planning goals. This problem can be mitigated by estab-
lishing a civic body to regulate the planning policies within a much greater area
than the core city; as it has been done in case of Kolkata by establishing Kolkata
Metropolitan Development Authority (KMDA). Planning and growth control
policies should be regulated by this larger body rather than the bodies having
smaller areas under control.

Therefore, the natural extent of the city is better to consider in the analysis of
urban growth and sprawl rather than the administrative boundaries. However,
properly designed urban growth boundaries may also be considered for the plan-
ned cities instead of the natural boundary of the city.

4.7 Application of the Results

The research has resulted in a detailed report of the urban growth status for the city
of Kolkata. These data can be used by the local administrators and planners to
understand the past and present in order to plan and prepare for the future. The
research has directed attention towards the magnitude and pattern of change in
urban growth and sprawl of Kolkata for the last three decades, which would be
very helpful in terms of guiding future planning policies for the city.

The results obtained from the research can also be utilized to provide some
guidance as to the scale of change likely to result if trends of the past decades
continue. If, for instance, past and present trends in built-up growth continue for
the next 30 years, what levels of urban growth will this city has to prepare for, can
be figured out using the observed percentage of increase in built-up area.

Although there are many reasons to neglect the study of past and present urban
growth patterns to prepare for the inevitable future growth of cities, ultimately this
practice results in the absence of even minimal preparation for urban growth, on
both the activist and the regulatory fronts. It is, no doubt, an inefficient, inequitable
and unsustainable practice, imposing great economic and environmental costs on
societies that can ill afford them. This research demonstrates several methods/
models by using remote sensing/GIS techniques to study the past and understand
the present. Accordingly the future planning can be made. Our understanding of
the complexity of urban growth pattern for the past and present essentially pro-
vides us with some of the tools necessary to meet it in an efficient, equitable, and
sustainable manner in the years to come.
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It is hopped that the city planners, administrators, local governments, and
environmentalists of Kolkata will be benefited from the results of this research to
ground their studies, debates, and decisions concerning these issues in empirical
facts. The modified or proposed models and methods applied in this research may
also be adopted and/or tested by the administrators and planers in other cities.

4.8 Limitations of the Research

The measures employed in this research are primarily based on built-up areas in
each borough or zone. However, land areas available for development in each zone
are not same. Therefore, it would be better if the measures could be calculated on
the basis of percentage of built-up area within a zone by excluding non-devel-
opable land. This percentage can be calculated by the following formula:

pi ¼
Bi

Ai � DN
i

� 100 ð4:1Þ

where, p = percentage of built-up area, B = built-up area within a zone, A = total
area of the zone, DN = nondevelopable land within the zone, and i = a specific zone.

However, area of nondevelopable land cannot be measured directly from the
remote sensing data. An area may be nondevelopable owing to several reasons that
include natural (river, rugged terrain), ownership (land owned by military), gov-
ernment policy (to preserve an open space, water body, or agriculture), legal
disputes on land, and several others. Therefore, it may be difficult to get such
multi-temporal datasets. However, if these data are available, one may proceed by
considering the aforementioned equation to calculate the percentage of built-up
areas; and obviously will get more reliable results.

The approach of this study may be criticized due to its simplified approach for
the analysis of urban growth pattern. Several arguments can be made owing to
nonconsideration of road network, distribution of commercial centers, terrain
properties, transition among different land-uses, and many more that have been
considered by the other researchers. But, one has to remember that, in developing
countries, cities have grown with unplanned developmental initiatives. In many
instances, these cities lack historical data of urban development and multi-tem-
poral inventory of land use/land cover data. Therefore, many of the spatio-sta-
tistical models cannot be adopted for these cities. Furthermore, in several
instances, the city administrators are not well conversant with the new tools or
methods and modern technologies such as geospatial technology. Therefore, they
demand simple analytical approaches that require minimal set of input data. The
demand of simplicity arises from this point of view. The demonstrated approaches,
in this research, would be very helpful in terms of their simplicity in deriving
historical data from satellite imageries and also in terms of computation.

In some of the instances, different approaches to detect and quantify the urban
growth and sprawl (e.g., area index and shape index) have resulted in opposite
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conclusions. What may be the reasons behind these opposite conclusions would be
an important issue of analysis. The current research mainly identifies the limita-
tions in individual metrics. It does not attempt to find the statistical or other
properties that may result in opposite conclusions. Such finding may provide a
better insight into the urban growth and sprawl for a city.

Although the demonstrated models can quantify the urban growth and sprawl;
however, they cannot provide insights into reasons behind or the impacts of such
growth. Therefore, to understand the causes or consequences, we need to develop
several other models. The causes that force growth in urban areas and the causes
that are responsible for undesirable pattern or process of urban growth are also
essentially important for the analysis of urban growth. The consequences or the
impacts of urban growth, whether ill or good, are also necessary to be understood
and evaluated towards achieving a sustainable urban growth. The impacts of
development present specific development patterns as undesirable, not the patterns
themselves. Therefore, whether a pattern is good or bad should be analyzed
from the perspective of its consequences. Causes are also similarly important to
know the factors that are responsible to bring such a pattern. However, remote
sensing data are inferior in the analysis of causes or consequences; for example,
what may be the impact of a specific pattern of urban growth on human life or on
other animals or on economic base of the city cannot be viewed by the remote
sensing sensors. In some of the instances, inferences can only be made.

This research also fails to provide any acceptable approach to encounter the
problems associated with urban growth and sprawl, or for how to restrict them, or
to clearly demarcate the merits/demerits of imposing restrictions on urban growth
for the city of Kolkata.

One of the objectives of this research was to modify existing models or to
introduce new tools or techniques for the analysis of urban growth so that they can
be applied universally. However, the models to measure the freedom and goodness
do not fit unplanned cities (the ones that do not have any preplanned values of
urban growth). Cities in developing countries are mainly unplanned; therefore, the
scope of application is very limited for these models. From this observation it can
be said that, without having any ancillary data, remote sensing data alone cannot
serve all analytical purposes.

Finally, this type of analysis is misguided by all of the limitations of remote
sensing imageries that form the basis of information. These limitations and their
possible effects have been documented with a great detail in Bhatta (2010). An
important consideration of remote sensing data is the spatial accuracy or spatial
resolution. Data accuracy and resolution directly affect landscape heterogeneity.
This issue is central to all remote sensing data analysis. Different sensors generate
different types of images that are often to be considered in multi-temporal analysis
that result in different images to be compared. Different image processing tech-
niques (or algorithms) may also generate different results for the same image.
Different classification schemes (level of classification) also generate different
resultant maps. Further, the generation method of ancillary data that are often
required for analytical or other purposes (e.g., validation of accuracy) may also
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vary in a wide spectrum. Use of these varying data generation methods is a
common practice in urban analysis; because data generation methods and resulting
data are not designed to be consistent with different datasets. However, the
question arises regarding the validity of directly comparing spatial data derived
from different data generation processes to determine the magnitude, location, and
pattern of development.

Although classified satellite imagery, at a range of scales, has long been used in
urban applications, classification of land covers within an urban landscape is a difficult
task. Urban areas are highly heterogeneous; generally there are many landscape fea-
tures present in a small transact. This results in virtually every pixel of even high spatial
resolution imagery being a mixture of a vast range of different surfaces (mixed pixel
problem). In addition, identifying accurately which pixel matches which area on the
ground can represent a difficult problem, leading to registration errors. Error and
uncertainty in remote sensing-based land cover maps also represent a major drawback
to operational application. The classification capabilities of remote sensing data
mainly depend on the spectral contrast between the classes of interest and the spectral
resolution of the sensor. The lower spectral separability of classes to be determined
means less accuracy in the classified land cover maps. Classification of remote sensing
data to urban scenes is therefore fraught with difficulties, especially when attempting to
segment the typically heterogeneous image structures.

However, despite several limitations, this study shows how to quantify the
sprawl, freedom, and goodness of urban growth as a process as well as a pattern.
The methods and models that have been demonstrated in this research are extre-
mely less demanding in terms of data and computation; especially, if one considers
the analysis in consideration of natural boundaries, remote sensing imageries are
the only demanded data. It is hoped that the exercises of this research will ground
the knowledge of interested administrators and politicians for their cities, in
developing as well as developed countries.
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Chapter 5
Conclusions

Abstract This chapter aims to draw the conclusions and to highlight the future
scope of research and study. It draws conclusions not only on the urban growth and
sprawl for the city of Kolkata, but also on the methods and metrics used or modified
or proposed in the current research. Future research directions have also been made
based on the limitations of the current research (documented in Chap. 4). This
research may aid into help local authorities in general to establish and evaluate
development goals in terms of establishing social and other infrastructure equip-
ments considering the threats of urban sprawl in achieving sustainable develop-
ment. Apart from the derived conclusions, the research also shows the potentials of
remote sensing and GIS for the analysis of urban growth and sprawl in spatio-
temporal scales.

Keywords Urban growth�Sprawl�Remote sensing�GIS �Kolkata� India �Metrics

5.1 Conclusions

Based on the results and discussion, the following conclusions can be made:

1. The rate of urban growth in the city of Kolkata is generally higher than the
growth rate of population as well as growth rate of household. The analysis
shows a clear indication of urban sprawl in the city of Kolkata. However, it has
also been noticed that the degree of sprawling rate is declining with time. It is
significant to note that Kolkata, being a metropolitan city of a developing
country, is not becoming more compact with the declining rate of population
growth. These observations suggest that there may be an urgent need of
restricting the sprawl of the city in view of the environmental and ecological
sustainability (because sprawl, in general, threatens the environmental and
ecological sustainability).

B. Bhatta, Urban Growth Analysis and Remote Sensing, SpringerBriefs in Geography,
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2. In this research, several existing metrics, for the analysis of urban growth and
sprawl, have been reviewed and tested. It has been found that most of the
existing metrics are highly dependent on the spatial resolution of the image
data, and often they measure redundant properties. Most of these methods
demand huge data and computation and even, there may be substantial
contradict in conclusion among these methods. Further, many of the existing
metrics cannot identify compactness as a pattern as well as process in black-
and-white absolute measures. Entropy method has been proved to be the most
stringent measurement tool among the tested sprawl measurement techniques.
However, it seems that some other methods should also be considered to justify
the acceptance of the entropy method. In this regard, black-and-white charac-
terization of sprawl may be preferred rather than many relative measures.

3. In the present study, modifications of several sprawl measurement metrics have
been developed (as described in Chap. 3). It has been found that results
obtained from these modified models are in tune and supplementing each other.
Therefore, their acceptance is justified, and they may be tested on other cities.
Pearson’s Chi-square statistic model to determine the degree of freedom has
also been used in a modified approach that can analyze both the process as well
as pattern of urban growth.

4. The research has attempted to measure the goodness in urban growth in a new
approach. However, it seems that it may be more suitable for the cities having
well-defined and preplanned expected urban growth.

5. The research has tested several feasible models for the measurement of sprawl
in the city of Kolkata (refer Table 4.17, Chap. 4). Most of the demonstrated
models provided similar results except the model based on shape index.
However, the analysis shows that ‘difference between household growth rate
and built-up growth rate’ seems to be more stringent compared to other
analytical techniques based on the administrative boundary. Considering the
natural boundary, the existing ‘entropy method’ and the developed ‘difference
between city-extent growth rate and built-up growth rate’ seem to be more
accurate. These models, based on remote sensing data, have proved to be useful
for the identification of urban growth pattern and their general tendencies.
These models are less demanding in terms of data, computation, and expertise.
They are simple and empirically devised, not constrained by the straitjacket of
rigid theory devices, and they can identify the sprawl in black-and-white
characterization. Further, the study has found that the natural boundary of the
city is more preferred than the administrative boundary for the analysis of urban
growth and sprawl.

6. A new zoning concept (as explained in Sect. 3.10, Chap. 3), based on multi-
temporal natural boundary, has also been proposed in this study. This zoning
concept is completely based on the remote sensing data, rather than adminis-
trative boundary or any other hypothetical geometry. It considers the boundary
of the city as a dynamic phenomenon; therefore, it is more rational and reliable
compared to the other available zoning techniques.
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7. The results and analysis in this study have attempted to draw the attention of the
magnitude and pattern of urban growth of Kolkata for the last three decades.
The results obtained from this research may also be utilized to forecast the
future characteristics in terms of urban growth and sprawl assuming the same
trends of the past decades.

In summary, the study opened with an observation about the important roles of
analytical models for urban growth pattern and process from remote sensing data,
proceeded to use some standard classical and some new models for analytical
purposes. The theory and models of urban spatial growth analysis, which are
supported by the findings of this research, may prove useful in analyzing the urban
growth of a city for the past and present by using remote sensing data. However,
there still remains some important issues (addressed in the next section) for which
analytical support has to be made available. Further analytical research may shed
some light on these issues in the near future.

5.2 Scope of Future Research

The derived results from this study should interest some researchers to derive
suitable models toward establishing the relationships between the reasons of urban
growth/sprawl and the results of this research. The consequences of such growth in
Kolkata may also form the basis of further research. Study of socioeconomic and
environmental impacts of urban growth and sprawl for the city of Kolkata can
ground better knowledge for the understanding of the problems associated with
urbanization in order to plan for a sustainable future. Research has already been
initiated, during this study, to model the relationships between the urban growth
and causes/consequences. One such model (that relates number of working
persons, developable lands within a zone and built-up growth) has been reported in
Bhatta (2009). The model shows how the built-up area increases with the increase
in number of working persons in consideration of available land for new
construction.

Another hypothesis might serve as the basis for future research: higher degree
of goodness is an indication of sustainable urban growth. Sustainability is a
process which tells of a development of all aspects of human life affecting sus-
tenance. It means resolving the conflict between the various competing goals, and
involves the simultaneous pursuit of economic prosperity, environmental quality
and social equity (Bhatta 2010). Therefore, it is obvious that degree of goodness
cannot be a direct measure of sustainable development. Rather, the degree of
goodness may become one of the indicators of sustainable development. However,
before drawing such conclusion, one has to reliably establish the correlations
among them.

The model for measuring the goodness and the approach for measuring the
freedom could not been empirically tested and justified in this research owing to
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the lack of preplanned expected values of urban growth for the city of Kolkata.
These models may be applied on cities having these predetermined values to
justify their acceptance or rejection. It is expected that future researches will come
out with the justification of reliance on these models for the cities having
predetermined expected values.

The key issue facing decision makers at the local, national and international
levels, is not whether the urban growth or sprawl will take place, but rather what is
likely to be the scale of urban growth or sprawl and what needs to be done to
adequately prepare for it. The current research presents only the analysis of urban
growth. What the measures should be taken, in order to mitigate the problems
associated with undesirable urban growth will essentially be an important issue of
future research.
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Appendix A
The City of Kolkata

This appendix provides a brief description about the city of Kolkata—the study
area of the research documented in this book.

A.1 Introduction

The city of Kolkata (formerly Calcutta) is more than 300 years old and it served as
the capital of India during the British governance until 1911. Kolkata is the capital
of the Indian state of West Bengal; and is the main business, commercial, and
financial hub of eastern India and the north-eastern states. It is located in the
eastern India at 22� 330N 88� 200E on the east bank of River Hooghly (Ganges
Delta) (Fig. A.1) at an elevation ranging from 1.5 to 9 m (SRTM image, NASA,
Feb 2000).

A.2 Administrative Structure

The civic administration of Kolkata is executed by several government agencies,
and consists of overlapping structural divisions. At least five administrative
definitions of the city are available:

1. Kolkata Central Business District: hosts the core central part of Kolkata and
contains 24 wards of the municipal corporation.

2. Kolkata District: contains the center part of the city of Kolkata. It is the
jurisdiction of the Kolkata Collector.

3. Kolkata Police Area: the jurisdiction of the Kolkata Police covers the KMS and
some adjacent areas as well.1

1 The service area of Kolkata Police was 105 km2 as of 31st Aug 2011. The area has been
extended from 1st Sep 2011 to cover the entire KMC and some adjacent areas.
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4. Kolkata Municipal Corporation (KMC) Area: covers the most of Kolkata
Police area (as shown in Fig. 3.1 in Chap. 3); served and administrated by
KMC.

5. Kolkata Metropolitan Area (KMA): the urban agglomeration of the city of
Kolkata. Kolkata Metropolitan Development Authority (KMDA) is the
statutory planning and development authority for the KMA functioning under
the administrative control of Urban Development Department of Government
of West Bengal. The KMDA area consists of 3 municipal corporations
(Kolkata, Howrah, and Chandannagr), 38 independent municipalities, 77
towns, and 445 villages (shown in Fig. A.2).

Fig. A.1 Location of Kolkata
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The word ‘city’, in relation to Kolkata, is not an official term; however, when
used, it normally refers to the KMA. It may seem paradoxical that the area of a
district is a subset of one urban area; normally a district contains several urban
areas as well as rural areas within it.

A.3 Kolkata Municipal Corporation (KMC) Area

The KMC (formerly Calcutta Municipal Corporation or CMC) is responsible for
the civic infrastructure and administration of the core city. The KMC area is
divided into 141 administrative wards (Fig. 3.1) that are grouped into 15 boroughs
(refer Fig. 3.2 in Chap. 3 and Table A.1) (KMC 2009). Boroughs 11–15 spread
across the southern, south-eastern, and western fringes of the city are commonly
called ‘added area’. In early 1985, the Government of West Bengal included South
Suburban Municipality, Gardenreach Municipality, and Jadavpur into KMC. After
the delimitation in 1985, these areas constitute boroughs 11–15.

The KMC has a jurisdictional area of 187.33 km2 (KMC 2009). This area is
spread linearly along the east bank of the River Hooghly in a north-south direction.
The east-to-west dimension of KMC is stretching from the River Hooghly in the
west to roughly the Eastern Metropolitan Bypass in the east. Much of the city
(mainly in the eastern part) was originally a vast wetland, reclaimed over the
decades to accommodate the city’s burgeoning population.

A.4 Kolkata Metropolitan Area

KMA is the urban agglomeration of the city of Kolkata. It consists of many urban
municipalities as well as rural areas. Current extent of KMA is 1851.41 km2

Table A.1 Boroughs and their associated wards of KMC (as on 23 July 2010)

Borough No. Associated wards Borough No. Associated wards

1 1–9 9 74–80, 82, 83, 88
2 10–12, 15–20 10 81, 89, 91–100
3 13, 14, 29–35 11 101, 102, 110–114
4 21–28, 38, 39 12 103–109
5 36, 37, 40–45, 48–50 13 115–123
6 46, 47, 51–55, 60–62 14 124–132
7 56–59, 63, 64, 66, 67 15 133–141
8 65, 68–73, 84–87, 90

On 24 July 2010, the House of Councilors of KMC has passed a resolution for a delimitation plan
of boroughs. According to the new plan, wards 71 and 73 of borough 8 will be included in
borough 9 and these two wards will be replaced by wards 82 and 83, previously falling under
borough 9. Similarly, wards 101 and 102 of borough 11 will be included in borough 12 and these
wards will be replaced by wards 103 and 104 of borough 12.
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(Fig. A.2, Table A.2). It is the largest urban agglomeration in eastern India, and
second largest in India with a population of 13.2 million as per 2001 census. This
area contains more than 50 % of the total population of West Bengal state. The
core areas of KMA such as Kolkata and Howrah Municipal Corporation areas
show one of the lowest population growth rates during 1991–2001 compared to the
growth rates of 1981–1991. On the other hand, the peripheral areas show a reversal

Fig. A.2 Kolkata Metropolitan Area (Courtesy: KMDA)
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in the growth pattern of populations in the decade 1991–2001 compared to the
growth rates of core areas. It may be seen from census data that the peripheral
areas registered three times growth in 1991–2001 compared to 1981–1991. The
population of KMA is projected at 17 million in 2011, 20 million in 2021, and 21.1
million in 2025 (KMDA 2009).

The KMA is governed by many local governments in different administrative
zones. However, for the overall management of the development of this area, a
statutory authority (KMDA; formerly CMDA) was established in the year 1970.
KMDA is engaged in carrying out different levels of planning-exercises right from
the perspective plan to formulation of investment programs in the KMA.

A.5 Urban Structure of Kolkata

The most visible element of the infrastructure, i.e. the street network is quite
inadequate in Kolkata (Puchera et al. 2005). The road space (matched with
population density) in the city is only 6 %, compared to 23 % in Delhi and 17 % in
Mumbai, creating major traffic problems (The Hindu Business Line 2004). In
comparison, cities with more than 2,50,000 populations in the United States have,
on an average, 28.9 % of the city surface devoted to streets (Banerjee 2005).

The pressure of population in Kolkata has been felt on urban housing. The total
occupied housing units of KMA in 1981 was around 1.7 million, this had increased
to 2.2 million in 1991, and 2.75 million in 2001; for a city of over 5.7 million
people in 1981, 8.5 million people in 1991, and 13.21 million in 2001; thereby
reflecting an acute shorting of housing facilities. The total number of household of
KMC in 2001 was 9,29,586, which is clearly inadequate for 45,72,876 people
(Table A.3).

It has been noticed that in some of the wards the number of households and
populations have been decreased (please refer Appendix B), especially in the
northern and central Kolkata. These areas are the oldest urban areas of the city.
Recently many residential buildings in these areas are being converted into
business or commercial buildings. Negative population or household growth rates
may be the consequence of that conversion.

Table A.2 Composition of KMA 2001

Categories of area Numbers Area in km2

Municipal corporations 3 271.31
Municipalities 38 615.49
Non-municipal urban/census towns 77 200.10
Outgrowths 16 18.19
Rural area 445 746.32
Total KMA 1851.41

Source Website of Jawaharlal Nehru National Urban Renewal Mission, Ministry of Urban
Development, Govt. of India (http://jnnurm.nic.in/nurmudweb/toolkit/KolkataCdp/CH-I1-17.pdf).
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The most pressing of all problems associated with the population growth and
urban sprawl had been the appearance of slums and squatters. Their appearance
had started right from the British Colonial days, and had been more and more
aggravated by acute geographic, social, and ethnic disparities in the mega city. As
of 2001 census, one-third of the population lives in deprivation from basic
amenities in highly congested and degraded slums. These slums occupy large
tracts of land in the metropolitan core. Simultaneously, uncontrolled urban sprawl
and unmet housing requirements endangers the ecologically sensitive wetlands
bordering the city. One of the most blighted areas of the urban agglomeration is the
twin city of Howrah, which itself has million plus populations, and is historically
neglected area. Over half of the population here lives in slums (Banerjee 2005).

Since, several parallel and hierarchical governments and/or development
agencies work together within this area; the city has experienced uncoordinated
and patchy urban development. The city also lacks any master plan for the
development in consideration of entire KMA. Till date no boundary has been
delineated or no other restrictions have been imposed to stem its uncontrolled
growth.

Table A.3 Number of households and population of Kolkata (in million)

KMAa KMCb

Year Households Population Households Population
1981 1.70 5.70 0.76 4.1
1991 2.20 8.50 0.85 4.4
2001 2.75 13.21 0.92 4.6

Source Census of India
a Approximate values
b Household and population figures of KMC for 1981 includes the areas of South Suburban,
Gardenreach, and Jadavpur
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Appendix B
Census Data

Table B.1 Census data for municipal wards of Kolkata Municipal Corporation (KMC) (Courtesy
Directorate of Census, India; Census 1981, 1991, 2001)

Ward No. Number of
households
in 1981

Number of
households
in 1991

Number of
households
in 2001

Population
in 1981

Population
in 1991

Population
in 2001

1 10,302 10,571 10,038 5,0973 52,499 49,018
2 8,784 9,198 10,486 44,938 49,892 47,327
3 10,222 9,844 10,799 55,680 54,147 53,299
4 8,149 8,630 8,642 43,523 41,505 40,121
5 5,044 5,149 5,322 28,397 27,581 26,117
6 8,957 8,181 8,750 42,626 40,273 48,096
7 2,201 3,888 4,479 22,667 19,809 20,226
8 4,686 4,279 4,366 26,203 23,306 21,071
9 4,355 4,416 4,265 25,549 23,687 20,374
10 5,300 5,660 5,872 30,596 29,679 33,807
11 4,860 5,327 5,260 29,063 29,105 26,190
12 4,623 5,437 5,701 26,481 28,952 28,912
13 5,603 5,543 6,684 28,840 26,912 31,118
14 10,150 10,834 10,986 52,089 53,855 49,698
15 5,135 5,442 5,803 30,974 32,296 26,709
16 4,170 4,203 4,263 22,690 23,172 26,665
17 5,078 5,394 5,062 28,951 29,424 24,016
18 5,627 5,563 5,594 25,131 24,556 25,508
19 4,592 4,960 5,488 23,747 25,509 24,479
20 4,135 4,119 4,271 22,634 23,836 20,481
21 4,809 4,847 4,413 23,900 24,980 24,629
22 2,488 3,303 3,218 21,941 19,864 20,569
23 5,026 4,232 3,797 29,929 26,530 21,775
24 3,820 3,523 3,558 20,954 19,713 19,520
25 7,256 7,448 7,654 42,258 43,149 39,160
26 6,063 6,473 6,023 30,849 34,145 31,400
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(continued)

Ward No. Number of
households
in 1981

Number of
households
in 1991

Number of
households
in 2001

Population
in 1981

Population
in 1991

Population
in 2001

27 3,873 4,188 4,831 22,479 23,543 23,089
28 7,206 7,030 7,286 43,694 44,507 41,775
29 7,291 7,716 7,446 42,491 47,598 46,887
30 5,432 5,823 5,932 29,574 30,422 28,278
31 7,275 7,379 7,606 35,449 35,992 36,456
32 7,648 8,717 9,996 43,295 41,477 46,081
33 7,553 8,026 9428 43718 42108 44230
34 6,902 7,333 6,266 38,354 34,948 27,808
35 7,349 7,385 6,746 38,960 35,633 31,320
36 5,441 6,505 3,871 32,438 28,734 22,851
37 4,503 4,600 4,275 27,822 24,187 24,004
38 6,498 6,115 5,449 38,126 35,202 28,083
39 3,730 3,502 4,158 24,000 25,558 28,255
40 5,711 5,698 4,948 31,895 28,403 24,384
41 4,086 4,175 3,814 24,745 29,174 25,486
42 5,184 4,816 4,169 27,150 28,862 26,077
43 3,853 3,827 4,083 24,654 24,446 29,647
44 4,904 5,255 5,061 33,623 33,773 33,652
45 2,483 2,996 2,843 12,357 16,025 15,360
46 4,000 3,679 3,849 21,298 20,986 22,959
47 3,733 4,293 3,783 20,087 23,653 21,218
48 6,255 5,767 5,159 27,111 25,472 21,856
49 3,544 4,264 3,601 23,121 19,945 20,671
50 4,779 4,861 3,861 26,219 23,367 18,365
51 4,013 3,933 3,666 21,882 19,519 16,272
52 3,541 3,920 4,185 21,536 22,493 24,672
53 5,500 5,232 5,509 31,342 29,077 28,910
54 5,497 6,132 6,612 35,885 39,077 40,299
55 5,054 6,208 6,946 31,109 31,235 35,955
56 8,067 8,212 7,901 42,655 43,948 43,304
57 8,558 10,124 9,236 40,301 48,951 45,206
58 9,097 15,702 16,257 44,917 78,565 86,487
59 9,630 12,524 12,687 48,669 63,623 66,690
60 6,821 6,560 7,256 42,231 41,040 42,585
61 6,734 6,515 5,857 37,626 35,211 34,128
62 5,626 6,252 7,484 33,678 36,282 46,640
63 7,213 6,456 6,307 36,155 32,554 32,123
64 5,307 5,914 4,627 33,868 31,041 26,891
65 9,179 12,096 13,292 59,916 70,846 80,098
66 7,431 11,308 13,420 39,173 62,621 70,179
67 6,829 10,302 11,662 35,218 49,679 54,380
68 5,681 5,955 5,702 28,176 26,457 24,181
69 9,477 9,700 8,696 5,2134 4,8938 43,358

(continued)
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(continued)

Ward No. Number of
households
in 1981

Number of
households
in 1991

Number of
households
in 2001

Population
in 1981

Population
in 1991

Population
in 2001

70 5,158 6,154 6,575 33,646 30,893 31,774
71 6,827 6,915 7,271 37,229 35,656 33,199
72 5,211 5,333 5,159 30,693 27,094 24,487
73 5,576 5,048 5,456 28,018 24,876 24,416
74 6,563 7,247 7,123 38,733 35,518 37,119
75 5,566 5,170 4,806 26,441 22,996 24,392
76 6,517 6,185 5,106 31,897 28,962 24,248
77 8,438 8,111 7,802 49,420 45,987 44,071
78 8,976 11,226 10,668 55,675 58,444 58,930
79 12,209 8,982 8,676 46,144 42,775 42,229
80 11,817 6,962 7,837 40,481 36,305 38,587
81 7,376 10,028 9,897 43,817 49,285 47,258
82 8,798 9,322 9,469 47,236 43,790 43,347
83 6,603 6,134 4,952 35,232 31,739 24,381
84 4,535 4,694 4,769 27,303 23,710 23,400
85 6,558 6,970 6,762 33,200 32,477 31,231
86 5,607 5,498 5,727 26,078 25,689 25,148
87 4,148 3,846 3,121 21,497 18,534 13,324
88 6,055 6,119 6,002 30,902 28,378 27,050
89 4,923 5,925 5,836 24,955 29,754 26,781
90 4,419 4,870 5,264 21,555 21,248 22,145
91 6,032 6,906 8,389 32,388 34,439 36,453
92 3,937 7,890 8,645 31,758 38,127 35,916
93 9,573 11,727 12,386 46,529 54,493 56,029
94 4,069 4,787 6,295 21,109 22,702 29,570
95 3,870 6,229 7,123 21,459 28,778 28,500
96 5,126 6,215 7,207 27,851 29,443 28,990
97 4,892 7,456 8,771 24,800 35,944 37,404
98 4,482 6,143 7,297 24,960 29,520 30,514
99 3,369 3,840 4,448 19,221 19,580 19,855
100 5,088 5,892 7,359 27,207 27,850 29,665
101 – 6,563 8,946 – 30,896 37,634
102 – 4,346 4,854 – 21,240 20,646
103 – 4,708 6,324 – 21,417 25,528
104 – 5,433 7,374 – 25,527 29,459
105 – 3,903 4,881 – 18,994 20,980
106 – 4,613 7,124 – 22,729 30,500
107 – 5,880 9,335 – 27,616 39,730
108 – 3,717 9,334 – 18,326 38,338
109 – 4,693 8,756 – 23,271 37,610
110 – 4,523 5,798 – 20,776 22,765
111 – 4,765 7,,556 – 23,003 32,149
112 – 4,513 5,907 – 21,547 25,497

(continued)
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(continued)

Ward No. Number of
households
in 1981

Number of
households
in 1991

Number of
households
in 2001

Population
in 1981

Population
in 1991

Population
in 2001

113 – 4,714 7,316 – 22,674 30,933
114 – 5,053 7,018 – 24,875 31,416
115 – 5,584 7,074 – 27,108 30,616
116 – 5,257 6,461 – 26,274 28,473
117 – 4,980 5,081 – 24,426 25,276
118 – 5,056 5,938 – 23,935 25,922
119 – 3,970 4,074 – 18,863 19,410
120 – 4,460 5,155 – 21,162 21,900
121 – 5,951 6,156 – 27,829 29,970
122 – 5,576 7,996 – 27,561 34,957
123 – 4,739 7,215 – 22,732 30,569
124 – 5,911 7,560 – 26,556 34,295
125 – 6,285 9,984 – 30,016 42,245
126 – 4,835 6,465 – 23,301 27,234
127 – 5,716 8,706 – 27,672 36,584
128 – 5,385 7,520 – 25,412 31,864
129 – 6,610 9,087 – 31,857 38,967
130 – 5,077 5,980 – 23,314 26,630
131 – 5,753 7,301 – 25,522 30,136
132 – 5,458 6,771 – 24,028 28,089
133 – 4,588 4,360 – 22,975 23,881
134 – 5,766 5,869 – 31,462 36,687
135 – 4,710 5,019 – 28,822 31,743
136 – 3,726 4,029 – 19,837 21,810
137 – 4,024 2,974 – 18,592 20,036
138 – 4,170 4,340 – 26,051 34,724
139 – 4,605 6,210 – 33,114 45,006
140 – 2,685 3,935 – 21,224 29,636
141 – 3,753 5,048 – 24,106 31,183
South

Suburban
Municipality

77,465 – – 3,94,916 – –

Gardenreach
Municipality

32,921 – – 1,91,107 – –

Jadavpur
Municipality

46,483 – – 2,51,968 – –

KMC 7,59,110 8,53,337 9,29,586 41,26,139 43,85,176 45,72,876
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Table B.2 Census data for municipal boroughs of KMC (Courtesy Directorate of Census, India;
Census 1981, 1991, 2001)

Borough No. Number of
households
in 1981

Number of
households
in 1991

Number of
households
in 2001

Population
in 1981

Population
in 1991

Population
in 2001

1 62,700 64,156 67,147 3,40,556 3,32,699 3,25,649
2 43,520 46,105 47,314 2,40,267 2,46,529 2,36,767
3 65,203 68,756 71,090 3,52,770 3,48,945 3,41,876
4 50,769 50,661 50,387 2,98,130 2,97,191 2,78,255
5 50,743 52,764 45,685 2,91,135 2,82,388 2,62,353
6 50,519 52,724 55,147 2,96,674 2,98,573 3,13,638
7 71,311 92,638 95,389 3,80,872 4,81,828 5,05,358
8 63,197 64,983 64,502 3,39,529 3,15,572 2,96,663
9 81,542 75,458 72,441 4,02,161 3,74,894 3,64,354
10 62,737 83,038 93,653 3,46,054 3,99,915 4,06,935
11 – 34,477 47,395 – 1,65,011 2,01,040
12 – 32,947 53,128 – 1,57,880 2,22,145
13 – 45,573 55,150 – 2,19,890 2,47,093
14 – 51,030 69,374 – 2,37,678 2,96,044
15 – 38,027 41,784 – 2,26,183 2,74,706
South

Suburban
Municipality

77,465 – – 3,94,916 – –

Gardenreach
Municipality

32,921 – – 1,91,107 – –

Jadavpur
Municipality

46,483 – – 2,51,968 – –

KMC 7,59,110 8,53,337 9,29,586 41,26,139 43,85,176 45,72,876

Note The boundary of KMC has been delimited in the year 1985. Earlier the KMC was constituted
with 100 wards (10 boroughs). Later the South Suburban, Gardenreach, and Jadavpur munici-
palities have been included within the KMC area. The census data for the year 1981 are not
available individually for the wards 101–141 (boroughs 11–15). However, if one includes the data
of aforementioned three municipalities, the summed data can represent the current boundary of
KMC
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Appendix C
Built-up Data

Table C.1 Built-up data for boroughs of Kolkata Municipal Corporation (in hectare)

Boundary Total area Built-up area
in 1980

Built-up area
in 1990

Built-up area
in 2000

Built-up area
in 2010

Borough 1 947.49 632.70 694.86 792.67 808.11
Borough 2 326.84 279.64 301.43 316.11 317.65
Borough 3 938.86 573.95 656.72 756.85 765.90
Borough 4 335.63 293.59 311.90 324.57 324.65
Borough 5 530.61 424.02 433.01 487.43 487.55
Borough 6 556.30 456.59 460.06 508.71 509.84
Borough 7 2,853.84 912.47 1,007.44 1,284.49 1,441.42
Borough 8 990.06 714.33 735.89 838.07 844.77
Borough 9 1,938.15 1,122.72 1,220.81 1,439.71 1,469.72
Borough 10 1,582.79 659.96 911.10 1,135.68 1,263.24
Borough 11 1,120.63 57.92 167.42 489.79 652.58
Borough 12 2,231.24 122.88 242.87 659.62 1,051.25
Borough 13 1,542.98 361.25 533.48 759.95 916.61
Borough 14 1,985.84 264.78 517.57 788.94 1,013.51
Borough 15 864.08 347.34 381.11 508.22 522.63
KMC 18,745.34 7,224.14 8,575.67 11,090.81 12,389.43

Table C.2 Built-up data for the natural city-extents (in hectare)

City-extent of
year

Total area Built-up area in
1980

Built-up area in
1990

Built-up area in
2000

Built-up area in
2010

1980 13,002.92 9,744.78 10,148.41 10,796.63 11,316.19
1990 18,658.05 11,804.50 13,830.30 15,621.70 16,117.70
2000 28,813.03 13,355.06 16,366.43 21,083.79 21,849.19
2010 36,668.10 13,690.00 17,137.50 23,403.60 26,258.30
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Acronyms

CBD Central business district
ETM+ Enhanced thematic mapper plus
GCP Ground control point
GIS Geographic information system
GPS Global positioning system
IRS Indian remote sensing
KMA Kolkata metropolitan area
KMC Kolkata municipal corporation
KMDA Kolkata metropolitan development Authority
LISS Linear imaging self-scanning sensor
MAD Minimum average distance
MAUP Modifiable areal unit problem
MSS Multi-spectral scanner
SMSA Standard metropolitan statistical Area
TM Thematic mapper
UGB Urban growth boundary

B. Bhatta, Urban Growth Analysis and Remote Sensing, SpringerBriefs in Geography,
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Index

A
Accuracy assessment, 39
Administrative boundaries, 21, 45, 64
Application, 81
Area index, 51, 72

B
Borough map, 38
Built-up area, 45, 65, 101

C
Census, 95, 99
Change map, 63
Chi-square statistics, 20, 57
City extent, 22, 52, 80
Class metrics, 16
Classification, 38
Classified image, 64
Conclusions, 85

D
Data, 33
Degree of freedom, 20, 55, 76, 79
Degree of goodness, 21, 58, 77, 79

E
Entropy, 19, 53, 74

F
Feature class, 37
Feature dataset, 37

Form (urban growth and sprawl), 10
Future research, 87

G
Geospatial indices, 17

H
Households, 49, 71

I
Image registration, 35
Integrated urban sprawl index, 17

K
Kolkata, 4, 26, 89

Administrative, 89
KMA, 90, 91
KMC, 90, 91
KMDA, 90
Urban structure, 93

L
Landscape metrics, 15
Landscape metrics, 16
Limitations, 82

M
MAUP, 19, 54
Methodology, 6, 33
Modifiable areal unit problem, 19, 54
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N
Natural boundary, 21, 42, 50, 72, 80

O
Objectives, 5

P
Patch metrics, 16
Pattern (urban growth and sprawl), 10
Personal geodatabase, 37
Pixel mismatch, 41
Population growth, 48, 69
Porosity, 51
Process (urban growth and sprawl), 12
Proportion of built-up, 47, 69
Proportion of population, 47, 69

R
Relative entropy, 54, 74
Research questions, 5
Results, 63
Rule-based rationality evaluation, 40

S
Shannon’s entropy, 19, 53, 74
Shape index, 51, 72

Spatial metrics, 15
Sprawl metrics, 16
Subdivision, 22, 42
Subsetting, 41
Sustainability, 87

U
Urban growth, 1, 9

Analysis, 13, 45
Form, 10
Measurement, 14
Pattern, 10
Process, 12

Urban sprawl, 1, 9
Analysis, 13, 45, 78
Characterization, 11
Form, 10
Measurement, 14
Pattern, 10
Process, 12

W
Ward map, 36

Z
Zoning, 22, 42
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