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EDITOR’S NOTE

Advances in Austrian Economics maintains a strict policy of double-blind
refereeing. The current volume, however, contains contributions unusual
for this series, such as underground classics previously available only as
samizdat manuscripts and an article appearing earlier in a refereed scholarly
journal. It was therefore decided that not all contributions would be sub-
jected to the normal refereeing process.
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EDITOR’S INTRODUCTION

This volume of Advances in Austrian Economics brings together a number of
studies, but split along two fields of concentrations. The primary, which
makes up the vast majority of the pages of the volume, is dedicated to an
examination and re-appreciation of the insight of the Austrian School of
Economics usually referred to as the theory of interventionism and closely
associated with the research of the Austrian School giants Ludwig von
Mises and F.A. Hayek (e.g. Mises [1929] 1996 [1940] 1998; Hayek, [1944]
1976). Together they formulated and applied an innovative theory of how
government intervention may come to have a dynamic character, where
intervention in one area will tend to generate still more and still farther-
reaching interventions. The second is a small section with a debate between
on one hand, Walter Block and William Barnett and on the other, Gordon
Tullock, which is part of a long on-going debate on Austrian business cycle
theory, which initially began elsewhere (Tullock, 1987, 1989; Salerno, 1989;
Wagner, 2001; Block, 2001).

The purpose of this volume has been to continue the editorial ambition set
out in the first editorial preface of the present editorial staff: That is, to
encourage and publish research from a perspective that sees Austrian eco-
nomics less a particular doctrine or method with a fixed set of principles and
more as a rich and living tradition of research in the social sciences broadly
conceived — and one whose potential has not been exhausted (Koppl, Birner,
& Kurrild-Klitgaard, 2003). A second aspiration outlined on the same oc-
casion was to explore the potential of engaging other scholarly traditions,
and to include these even if they are not strictly Austrians (however narrowly
or broadly that tradition might be defined). We believe that both these aims
are expressed in the type of analysis and dialogue exhibited in this volume.

We are grateful to the contributors, in particular to Walter E. Grinder
and John Hagel III for letting us include two previously unpublished papers,
which long have been known to a small group of scholars, but which should
be shared with others. We also are grateful to Vibeke Pierson who provided
valuable editorial assistance on three manuscripts, and to Stefan Voigt who
made useful suggestions.

XV
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THE POLITICAL ECONOMY OF
THE DYNAMIC NATURE OF
GOVERNMENT INTERVENTION:
AN INTRODUCTION TO
POTENTIALS AND PROBLEMS

Peter Kurrild-Klitgaard

1. INTRODUCTION

In almost all aspects of social life government intervention seems much more
pervasive and intrusive today than ever before — at least in many of the
Western countries. Governments seem year by year to consume still more
resources and to regulate the details of the actions and interactions of their
citizens still further.

As such the development might easily be seen as an expression of the
dangers, which the Nobel Prize winning giant of the Austrian School of
Economics, F.A. Hayek (1899-1992), warned against in his famous classic,
The Road to Serfdom (Hayek [1944] 1976; cf. Hayek [1973] 1982, vol. II,
p. 120). Here Hayek in essence argued that intervention in one area may
lead to intervention in more areas, and intervention beyond a certain point
may lead to total planning of everything:

The Dynamics of Intervention: Regulation and Redistribution in the Mixed Economy
Advances in Austrian Economics, Volume 8, 3-20
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4 PETER KURRILD-KLITGAARD

It is sometimes said ... that there is no reason why the planner should determine the
incomes of individuals. The social and political difficulties involved in deciding the
shares of different people in the national income are so obvious that even the most
inveterate planner may well hesitate before he charges any authority with this task. ...

[But we] have already seen that the close interdependence of all economic phenomena
makes it difficult to stop planning just where we wish and that, once the free working of
the market is impeded beyond a certain degree, the planner will be forced to extend his
controls until they become all comprehensive. These economic considerations, which
explain why it is impossible to stop deliberate control just where we should wish, are
strongly reinforced by certain social or political tendencies whose strength makes itself
increasingly felt as planning extends.

Once it becomes increasingly true, and is generally recognized, that the position of the
individual is determined not by impersonal forces, not as a result of the competitive
effort of many, but by the deliberate decision of authority, the attitude of the people
toward their position in the social order necessarily changes. There will always exist
inequalities which will appear unjust to those who suffer from them, disappointments
which will appear unmerited, and strokes of misfortune which those hit have not de-
served. But when these things occur in a society which is consciously directed, the way in
which people will react will be very different from what it is when they are nobody’s
conscious choice. ...

While people will submit to suffering which may hit anyone, they will not so easily
submit to suffering which is the result of the decision of authority. It may be bad to be
just a cog in an impersonal machine; but it is infinitely worse if we can no longer leave it,
if we are tied to our place and to the superiors who have been chosen for us. Dissat-
isfaction of everybody with his lot will inevitably grow with the consciousness that it is
the result of deliberate human decision.

Once government has embarked upon planning for the sake of justice, it cannot refuse
responsibility for anybody’s fate or position. In a planned society we shall all know that
we are better or worse off than others, not because of circumstances which nobody
controls, and which it is impossible to foresee with certainty, but because some authority
wills it.

And all our efforts directed toward improving our position will have to aim, not at
foreseeing and preparing as well as we can for the circumstances over which we have no
control, but at influencing in our favor the authority which has all the power. The
nightmare of English nineteenth-century political thinkers, the state in which “no avenue
to wealth and honor would exist save through the government,” would be realized in a
completeness which they never imagined — though familiar enough in some countries
which have since passed to totalitarianism. ...

There will be no economic or social questions that would not be political questions in
the sense that their solution will depend exclusively on who wields the coercive power, on
whose are the views that will prevail on all occasions (Hayek [1944] 1976, p. 105ff).

While Hayek’s exposition of this analysis was path-breaking and eye-
opening to many people, he was in reality only making an application of a
logic, he had been taught by his mentor, fellow Austrian School giant, Lud-
wig von Mises (1881-1973), in the 1920s. Mises’ analysis was begun as early
as in 1912 with Theory of Money and Credit (Mises [1912] 1971), it was later
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developed in his critiques of socialist planning (e.g., Mises [1922] 1981), and is
set out in detail in a number of shorter works (Mises [1929] 1996, [1940] 1998,
[1950] 1991), and in his magnum opus, Human Action, Mises explicitly and
systematically integrated his analysis of the dynamic character of government
intervention with his more fundamental logic of human action, the socialist
calculation problem, property rights, etc. (Mises [1949] 1966, ch. XXXVI).!
This research paradigm, its promises, problems and potential — is the topic of
the present collection of essays.

2. THE MISES-HAYEK POLITICAL ECONOMY
ANALYSIS OF INTERVENTION

The essence of the insights making up the core of the analysis of interven-
tionism formulated by Mises and Hayek may be summarized as the view
that every government activity necessarily constitutes an intervention, i.e.,
an act whereby resources (in the broadest possible sense) through the co-
ercive intervention of the government are reallocated relative to what would
have been the outcome if human beings had been allowed to interact freely,
and where this intervention results in welfare losses for at least some of the
parties involved and potentially for all.?

However, what makes this process dynamic is the further insight that
when such an intervention takes place the disturbance in the forces of supply
and demand will lead to problems, which the decision-makers will subse-
quently have to address. In essence, they are then confronted with a new
choice: to repeal the original intervention or to introduce further interven-
tions. If they repeal the original intervention, they may recreate the market
solution, but if they instead decide to intervene still further, it will only be a
question of time before new, negative consequences of the new intervention
manifest themselves — at which point they will be facing a replay of the
previous choice.

Yet, if the decision-makers consistently choose to intervene still further
rather than to repeal the interventions creating the welfare losses in the first
place, they will produce a still more government-controlled society — a
Zwangswirtschaft. To paraphrase Adam Smith’s description of the beneficial
outcomes of the market process — but here with a quite different
conclusion — decision-makers are now led as if by an invisible hand to an
end that might not itself have been part of their intention, i.e., they are led
down the road to serfdom.
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Any attempt at creating a ‘“middle of the road” between a pure free
market economy and a completely planned economy must, according to
Mises and Hayek, ultimately fail, because such a condition cannot itself
remain stable. The problems created by the original interventions will con-
tinuously create disturbances in the markets and necessitate still new de-
cisions on what to do and will tend to generate still more intervention (Mises
[1929] 1996, p. 54, [1949] 1966, p. 858f, [1950] 1991; cf. Burton, 1984;
Kurrild-Klitgaard, 1990). The interventions made by the government simply
cannot achieve the goals set; quite on the contrary they will worsen the
situation, which will lead to further interventions, etc., and eventually these
choices will lead to a totally government run economy — or alternatively
have to be abandoned. Mises took this perspective to its ultimate conclu-
sion: “There is no other choice: government either abstains from limited
interference with the market forces, or it assumes total control over pro-
duction and distribution. Either capitalism or socialism; there is no middle
of the road” (Mises [1929] 1996, p. 9; emphasis added).

As such any attempt at a system of middle-of-the-road interventionism
will not be a very successful one:

[The] universal struggle against competition promises to produce in the first instance
something in many respects even worse, a state of affairs which can satisfy neither
planners nor liberals ... By destroying competition in industry after industry, this policy
puts the consumer at the mercy of the joint monopolist action of capitalists and workers
in the best organized industries. Yet, although this is a state of affairs which in wide
fields has already existed for some time, and although much of the muddled (and most of
the interested) agitation for planning aims at it, it is not a state which is likely to persist or
can be rationally justified. Such independent planning by industrial monopolies would, in
fact, produce effects opposite to those at which the argument for planning aims. Once
this stage is reached, the only alternative to a return to competition is the control of the
monopolies by the state — a control which, if it is to be made effective, must become
progressively more complete and more detailed. It is this stage we are rapidly ap-
proaching. ... if we are ... rapidly moving toward such a state [of centralized planning],
this is largely because most people still believe that it is [sic] must be possible to find some
middle way between ‘atomistic’ competition and central direction. Nothing, indeed,
seems at first more plausible, or is more likely to appeal to reasonable people, than the
idea that our goal must be neither the extreme decentralization of free competition not
the complete centralization of a single plan but some judicious mixture of the two
methods. Yet mere common sense proves a treacherous guide in this field. Although
competition can bear some mixture of regulation, it cannot be combined with planning
to any extent we like without ceasing to operate as an effective guide to production.
... Both competition and central direction become poor and inefficient tools if they are
incomplete; they are alternative principles used to solve the same problem, and a mixture of
the two means that neither will really work and that the result will be worse than if either
system had been consistently relied upon (Hayek [1944] 1976, p. 41f; emphasis added).
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3. THREE CHALLENGES FOR THE
MISES-HAYEK ANALYSIS

So, given the Mises—Hayek analysis, are we on the way to Leviathan? And
are societies and economies therefore going to pieces? Or are we, quite on
the contrary — and as some critics of “globalization” and ‘“‘neo-liberalism”
might claim — solidly on the way to a capitalist economy and a minimal
state?

The latter would certainly seem not to be the case. But neither would it
seem to be altogether clear that the former is the case. For a while the scope
of government intervention in terms of potential interference has been ex-
tended in many countries, not all of them have experienced a steady de facto
expansion of government in all areas — and some not in very many areas.
Some countries, most notably the former socialist states in Eastern Europe,
have indeed even witnessed dramatic declines in government intervention
since 1989 — and yet not really realized completely free markets. In fact, for
many Western countries the overall picture of recent decades would seem to
be one of increasing regulation in some areas, some decrease in regulation in
other areas, and with total taxes more or less stabilizing, albeit perhaps at
relatively higher levels than in previous decades.

To illustrate this we may consider the changes in actual government in-
tervention in the economies of the world in recent decades as measured by
the extent of economic freedom, analyzed by the Fraser Institute and its
collaborators in the Economic Freedom of the World Index (Gwartney,
Lawson, & Gartzke, 2005). Fig. 1 exhibits the development in overall eco-
nomic freedom in the countries rated in the index since 1970 on a scale from
0 to 10. The figure, which gives graphs for both the average index values for
all rated countries and for only OECD countries, shows an overall decrease
in economic freedom (and hence increase in government intervention) in the
1970s and early 1980s, after which the average index values for the rated
countries have risen and stabilized.

However, these average index values cover quite different countries,
which may have experienced quite different changes over the period. So,
alternatively we may consider just a single country, such as done in Fig. 2,
which displays the index values over time of the seven main areas covered by
the Economic Freedom of the World Index as well as the overall index
value, but here only for the case of one country (Denmark). As is evident,
the individual policies have changed significantly over the period: In some
areas government intervention has become more pervasive (public sector
size and regulation of businesses); in other areas, it has become much less so
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(monetary and trade policies, etc.), and in yet other areas there have been
minor changes during the period but with no overall changes (e.g., regu-
lation of labor markets). The overall picture is one of increasing overall
economic freedom, even if, e.g., the tax burden has increased.’

Either way, the general picture seems to be that both individual countries
and a large number of countries on average may display the same pattern:
interventionist economies, where governments often intervenes, some times
more and some times less, depending on the areas. There is no consistent
march toward either serfdom or freedom, at least not over the last 30-35
years.

Now, disregarding the possible issue that the index may be fundamentally
flawed, these two figures alone suggest that there are issues which the anal-
ysis of interventionism needs to address. Why have there been changes up
and down in the overall extent of economic freedom (rather than uniform
tendencies)? That is, what drives such changes, and why have the countries
of the world not gone either all the way down the road to serfdom or all the
way up the road to freedom?

As for the second part of the Mises—Hayek claim — that the consequences
of such an interventionist regime will be unattractive — it is less obvious that
the interventionist regimes necessarily do extremely poor. While the con-
sequences of government intervention are far from as positive as envisioned
by the most optimistic champions of such policies, and while government
intervention indeed seems empirically overall to be hurtful to growth and
prosperity (cf., e.g., Scully, 2001; Holcombe, 2001; Berggren, 2003; Kurrild-
Klitgaard & Berggren, 2004), we should simultaneously acknowledge that
the problems facing many modern societies, even the more regulated and
taxed ones, are not necessarily as obviously frightening as what Mises and
Hayek feared. A lot of countries could be doing much better in terms of the
living standards of their citizens, but quite clearly many could also be doing
much worse. Yet Mises, for example, spoke of how

The interventionist policies as practiced for many decades by all governments of the
capitalistic West have brought about all those effects which the economists predicted.
There are wars and civil wars, ruthless oppression of the masses by clusters of self-
appointed dictators, economic depressions, mass unemployment, capital consumption,
famines (Mises [1949] 1966, p. 855).

Such phenomena have indeed occasionally occurred, not least in Mises’ own
time, but they are not the general picture of, e.g., those many Western
countries, which have regimes that in almost every way are considerably
more interventionist than they were, when Mises and Hayek warned that the
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middle-of-the-road was untenable and that these states were on the road to
serfdom. So, while there is a well-established association between economic
freedom and economic growth and prosperity, we should at least be some-
what puzzled when we observe that many interventionist countries seem to
be doing comparatively fine. Even the most obvious of all types of govern-
ment activity — i.e., the size of the public sector as such — does not seem to
have significant, visible harmful (or beneficial) consequences with regard to
economic growth (cf. Gordon & Wang, 2004). In other words, a little in-
tervention here and there, while harmful, may not necessarily kill the goose
that lays the eggs.

On the other hand, if the consequences indeed occasionally or for longer
periods seem to be too negative, then we have, what Ikeda has called the
“Misesian paradox’, e.g., in his contribution to this volume: if ‘“‘interven-
tionism is, as Mises describes it, illogical, unworkable, unsuitable, self-
defeating, and contradictory ..., why is it the most widespread and persist-
ent politico-economic system in the world? (cf. Ikeda, 1997, p. 46).

There are, arguably, three problems confronting the application of the
Mises—Hayek insights. The first is that there seems to be an aspect of almost
determinism to it — or at least a sort of binary quasi-determinism. In certain
passages of Mises and Hayek it seems specifically to sound as if there really
are two and only two possibilities at each “decision node” — to intervene or
not to intervene — and two and only two possible final outcomes — either a
completely free market economy or a completely regulated, planned econ-
omy. Hayek, for example — in the previously quoted passage — seems to
suggest that there is a ““point of no return”, after which interventions nec-
essarily will lead to a total planned economy (Hayek [1944] 1976, p. 105).*
Mises almost simultaneously suggested in an even more deterministic tone
exactly the opposite conclusion — that the level of interventionism as it was
after World War II had reached an unsustainable level and would have to
disappear altogether: “Yet the age of interventionism is reaching its end.
Interventionism has exhausted all its potentialities and must disappear.
... The interventionist interlude must come to an end because intervention-
ism cannot lead to a permanent system of social organization” (Mises [1949]
1966, pp. 855-858). Obviously, both cannot simultaneously and equally be
true.

Even if we accept these supposedly mutually exclusive final outcomes as
ideal-typical characterizations that may be possibilities, it should be obvious
that these are not the only logical or empirical possibilities. A middle-of-the-
road system of relatively widespread intervention may perhaps lack a solid,
consistent normative justification of its own,’ and it may seem difficult to
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define conceptually in a way which simultaneously is logical, comprehensive
and empirically applicable, but obviously it is not something that a priori
simply cannot exist in practice — not for longer periods and perhaps not even
without obviously catastrophic consequences.

But maybe there is no necessity in a steadfast march ecither one way or
another. There would seem to be two main arguments for this, a predom-
inantly theoretical and an empirical observation combined with theoretical
insights. The theoretical argument is that these simply are not the only
necessary alternatives in any meaningful sense. If we consider the logic of
the decision-making situation as it would look like if we displayed it in an
extensive form of a game-theoretical analysis, then there is simply no ne-
cessity for the outcome to be either a totally free market economy or a
Zwangswirtschaft, where everything is regulated and redistributed; there are
numerous other options and several other scenarios. Most fundamentally
the political decision-makers may consider not simply either intervening or
not-intervening: rather, they may consider a broad range of policies, ranging
from total Marxist-style intervention and all the way to a total
Rothbardian-style extinction of government activities in that particular ar-
ea (or all areas), as well as — between these poles — an infinite number of
other possible policy alternatives, including minor increases or decreases in
existing interventions — and even not doing anything at all. At the next node
in this decision-tree — to borrow a metaphor from game theory — ““nature”
will be responding to whatever the decisions of the political decision makers
were, but since we have no exact knowledge of the preferences and resources
of the agents in the market place (or in the political market), we cannot a
priori determine, beyond the extremely general, what the negative conse-
quences will be — including whether or not they will be so considerable as to
necessitate a further, future decision on whether to de-intervene or re-
intervene — or not do anything at all. This would indeed also seem to mirror
real-world empirical experience fairly well. Even when deregulation takes
place, it rarely results in all government activities being completely abolished
in that particular area, but rather in the creation of some new regulations
simultaneous with the abolition of others.

There is another reason why the logic may not be as straightforward as
suggested by Mises and Hayek, namely that there conceivably may be in-
herent “equilibrating” tendencies also in the process of intervention, where-
by there — so to speak — are upper limits to how much may be intervened
before the problems become so big that the decision-makers decide to loosen
a bit, albeit without doing so more than what is necessary to keep the
economy from collapsing. This line of reasoning was perhaps first suggested
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by the British political scientist Norman P. Barry (1984b; cf. 1984a) and
subsequently criticized (Gray, 1984; Burton, 1984). What Barry suggested
was, in essence, that there may be an “optimal rate of exploitation’, where
interest groups with interests different from those demanding more inter-
vention may counteract the activities of the latter through the state itself,
thus producing a consequence different from the Hayekian “Serfdom™.®
Barry’s specific analysis invoked the fact that none of the western, liberal
democratic market economies (whom Hayek was warning in 1944) have
actually experienced the hyperinflation, which Hayek argued would be the
automatic and necessary consequence of the policies he was criticizing.

To this we might add the example of the Laffer curve: the argument put
forward by many free market economists from the 1970s and onwards that
government revenues might actually be increased by lowering taxes and
thereby stimulating the incentives for the market participants to engage even
more in productive and mutually advantageous relationships — from which
governments might then skim the cream, so to speak (Laffer, 2004). If
indeed governments reacted to such analyses then that behavior would be
consistent with Barry’s hypothesis — thereby suggesting that there are var-
iations of the “middle-of-the-road” — interventionism and that these may
actually occasionally learn from mistakes, but only fiddle with the possi-
bilities rather than fundamentally change the system.

The bottom-line thus becomes that portraying the choices of the decision-
makers as simple binary choices is simply not very realistic (in any sense of
that word), and hence that the portrayal as one between complete capitalism
or socialism simply does not make sense. Furthermore, such a portrayal of
the choice of the decision-makers almost of necessity leaves the analysis
somewhat impotent when it comes to interpreting and explaining the events
of the somewhat more complex empirical reality. However, there are ob-
vious issues, which the analysis should seek to address. Why is it that some-
times decision-makers choose to extend intervention and other times to
repeal it (or some-times to do nothing at all)? What is the role of “culture”
or ideology in either supporting or restricting interventionist decisions?
Austrian economic analysis, as it currently stands, has very little to say on
this issue. In contrast, academics outside the tradition — often in ignorance
of the Mises—Hayek analysis — have highlighted some factors, which might
easily be integrated into the analysis, most notably the asymmetric nature of
the relative dispersion of costs and benefits among decision-makers, interest
groups, etc. (Olson [1965] 1971; Buchanan, 1979; Wilson, 1980; Arnold,
1990). Together the observations should necessitate some second thoughts
among those fond of the Mises—Hayek type analysis. In particular, it would
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seem that social scientists working in the Austrian tradition need to focus
more specifically and less abstractly on how particular versions of inter-
ventionism may work in practice.

The second problem is that there seems to be a rather poor application of
the insights to cases of theory building or empirical applications. Many
Austrian School economists seem to have been quite satisfied to repeat the
general points made by Mises and Hayek, but not really to elaborate the
theoretical framework. There are some notable exceptions, e.g., attempts at
taking the purely theoretical analysis of interventionism further (Rothbard
[1970] 1977; lkeda, 1997), at bridging into new theoretical insights (e.g.,
Higgs, 1987) and to conduct empirical applications (e.g., Rothbard, 1963;
Thornton, 1991), but such attempts have generally been relatively few. If the
Mises—Hayek analysis of interventionism is to be a vibrant, challenging
research program, it needs not only to re-tell its theoretical foundation but
also to develop and extend its theoretical analysis and apply this to high-
lighting actual processes of intervention.

The third problem is perhaps an outgrowth of these two first problems:
there seems to be an almost nonexistent interest in the Austrian theory of
interventionism outside the rather narrow circles of self-conscious Austrian
School economists. This is all the more striking since there are strands of
social science research which should seem to be naturally aligned with the
Austrian analysis, first and foremost the application of so-called rational
choice models, inspired by economic theories and game theory, to the field
of politics. Such analysis comes in many forms (Mitchell, 1988), but espe-
cially the types of inquiry initiated by the “public choice’ scholars of the
“Virginia school” would seem to be potential allies (cf. the classic works by
Buchanan & Tullock [1962] 1999; Olson [1965] 1971).” Many public choice
scholars also focus on the essentially interventionist character of every single
government activity (e.g. Aranson & Ordeshook, 1981) and on the redis-
tributive and welfare loss producing nature of such, most notably the anal-
ysis of “‘rent-seeking” spearheaded by the works of Gordon Tullock
(Tullock [1967] 2004, cf. 2005). Some attempts at combining insights from
both the Mises—Hayek analysis and the public choice school have been
made, but again the examples are relatively few and sporadic (e.g., Higgs,
1987; DilLorenzo, 1988; Thornton, 1991; Anderson & Boettke, 1993;
Boettke, 1995; Ikeda, 2003), or confined to a single special issue of the
Review of Austrian Economics (15:2/3, cf. Boettke & Lopez, 2002). The end
result is that — with the exception of Hayek’s more popular publication
on the road to serfdom (Hayek [1944] 1976) — the Mises—Hayek analysis of
interventionism is largely unknown outside Austrian circles — even if it
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actually might have much to teach others, and perhaps even be integrated
with the thinking of other schools of thought.

4. THE CONTRIBUTIONS

Raising such questions are in the line of the editorial ambitions of this series
(cf. Koppl, Birner, & Kurrild-Klitgaard, 2003; and the Editors’ Introduction
to the present volume), and these are, generally speaking, the types of issues
that have motivated the editors to try to collect studies such as those in-
cluded here.

The contributions of this volume span wide, both in chronology, perspec-
tives, applications and conclusions, and — as in almost all edited volumes —
this creates a certain unevenness in the collection as a whole, but roughly
speaking the contributions to this collection of studies may be roughly di-
vided into three parts: theoretical themes; attempts at conceptual extensions
or discussions of related subjects; empirical applications and perspectives.

The collection begins with an introductory essay by a scholar, who is no
doubt his generation’s leading scholar on the Austrian theory of interven-
tionism, the U.S. economist Sanford Ikeda, whose pioneering work in the
field has brought back wider attention to the entire Mises—Hayek theory of
interventionism (Ikeda, 1997). In his essay, Ikeda seeks to introduce the
historical evolution of the Mises—Hayek tradition of political economy and
to show that it indeed is a useful framework for understanding the operation
of the mixed economy, and specifically that with updating and revision in
light of more recent theoretical innovations it can be made even more useful
still. This — Tkeda argues — is particularly the case when it comes to incor-
porating concepts and insights from the public choice tradition; he sees the
identities of the two research programs as distinct but complementary.

Two contributions to this collection stand out in terms of their historical
role and character, i.e., the two essays authored by Walter E. Grinder and
John Hagel I11. These were two elements of a much larger research project
envisioned by Grinder and Hagel in the mid-1970s, which resulted in a
number of papers presented at academic conferences — these two papers at
the June 22-28, 1975 Institute for Humane Studies conference on Austrian
economics at the University of Hartford, which was one of the conferences
that is widely credited with having been instrumental in stimulating U.S.
interest in the Austrian School in the 1970s.® However, only one of the
papers from this project was ever published (Grinder & Hagel, 1977), and
the planned book never saw publication — and it is all the more relevant that
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these two papers finally are published. In the first of these — presented by
Hagel in 1975 and with him as the main author — Hagel and Grinder give a
basic introduction to the Austrian theory of the dynamics of intervention-
ism, especially as seen the Rothbardian integration and systematization of
the Mises—Hayek analysis of interventionism with the insights from other
Austrians (Kizner, Lachmann, et al.) as well as classical liberal economists
and sociologists such as Albert Jay Nock. This allows Hagel and Grinder to
address such questions as the comparative differences between, e.g., a sys-
tem of interventionism, socialism and fascism, as well as the role of ideology.

The article by the two American Austrian economists Walter Block and
William Barnett 11 is a contribution along the same general line of analysis.
But they turn their attention to the methodological underpinnings of the
Austrian analysis and focus on how this makes the Austrian analysis differ-
ent from that of neo-classical, positivist economists — including, as they see it,
public choice theory and neo-classical welfare economics, just as they try to
distinguish the Austrian political economy from aspects of Marxist analysis.

In his paper, the U.S. economist Bruce L. Benson focuses more narrowly
on trying to elaborate on the analysis of interventionism, and he finds that
both Austrian political economy and public choice theory have flaws. But as
distinct from both Ikeda (who thinks that Austrian political economy and
public choice are distinct but compatible), Block and Barnett (who think
that they are different and should remain so) and Hagel and Grinder (who
for various reasons did not address the issue directly) he does so by explicitly
calling for dropping the distinctions between the traditions and instead for-
mulating an integrated Austrian-public-choice and neo-institutional model
that may include assumptions about the relationships between regulations,
property rights security, and both market and political behavior. He at-
tempts to show this by applying the insights to the process of regulation in a
context of rent-seeking special interest groups.

The next group of papers try to apply Austrian insights derived from or
related to the theory of interventionism to selected areas within economics
and politics. In the second of the two 1975-papers by Hagel and Grinder —
here with Grinder as the primary author — the authors seek to show how the
Austrian theory of interventionism and the Austrian theory of business
cycles not only have a common origin in the works of Mises and Hayek in
the 1920s but also may provide insights to each other. The U.S. public
choice economist Roger D. Congleton in his paper raises the highly acute
question of how governments manage (or mismanages) crises. The paper
does not utilize the Austrian theory of interventionism directly, but rather
seeks to introduce Hayek’s analysis of the use and subjective character of
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knowledge into a public choice model of the political economy of political
decision-making in times of crisis — an area of research, which so far has
been neglected by public -choice theorists. Swedish political scientist Erik
Moberg considers the Misesian question of whether the middle-of-the-road
really is stable and situates his answers in terms of a dialogue between the
Austrian School and public choice theory and specifically in a comparison
of the latter’s analysis of the so-called median voter theorem.

But what is the role of “culture” in generating particular responses to
particular issues of public policy? Hayek touched upon it briefly in The Road
to Serfdom, but it is a question largely left out of consideration in the Mises—
Hayek theoretical inquiry into the dynamics of intervention — but should it
be? These are indeed some of the themes originally investigated by the U.S.
economist Daniel B. Klein in an article in Economics and Philosophy (Klein,
1994); that essay has been republished here, but in a revised version and with
a new postscript written in 2004. Klein’s answer to the question is that
politicians are honest — and rent seeking; his paper may in some ways seem
as a support for the call of some of the contributors to try to integrate
Austrian intervention analysis and public-choice theory. In my own essay, I
try to add a different perspective to the problem of getting the right
solutions — and reforms — to institutional arrangements. Specifically, the
essay tries to address issues which really originate in the public choice
analysis of constitutional arrangements, often known as ‘“‘constitutional
political economy” or “‘constitutional economics” (cf. Buchanan, 1987;
Gwartney & Wagner, 1988; Voigt, 1997). Much of this type of analysis relies
on a type of analysis, where a problematic collective action situation is
identified and subsequently a “contractarian” solution is posited. The Mi-
ses—Hayek analysis enters the picture in the sense that it may be used to
highlight why constitutions often are not very good at limiting government
in practice: government activities have a tendency to create demands for
further such, and this will gradually erode constitutional constraints. As
such his analysis fits well as support for Ikeda’s conclusion that even a
minimal state will be a victim to the dynamic tendencies of interventionism.

The third group of papers all deal with more specific empirical aspects of
the dynamics of interventionism — or even with very specific case studies.
U.S. economist Robert Higgs, who in his modern classic, Crisis and
Leviathan (Higgs, 1987), drew on both Austrian and public choice insights in
order to analyze the growth of government in the 20th century, here takes
up a related theme, namely how to explain the changes in the growth of
government in the late 20th century. He examines this in a critical dialogue
with the Austrian School and simultancously demonstrates how many
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measures of government size fail to capture the real extent of government
intervention; part of this analysis concludes that societies are most likely to
remain on the middle-of-the-road. The U.S. economist Robert J. Bradley,
Jr. considers the dynamics of interventionism in the U.S. energy industry,
while the British economist, Mark Pennington, examines land use regulation
in the U.K. The U.S. economist Mark Thornton applies the logic to the
attempts by governments to use ‘“‘sin taxes” to prevent individuals from
harming themselves, e.g., with drugs or alcohol, and the Swedish political
scientist Rolf Hoijer considers two related empirical examples from the
paradigmatic case of the welfare state of Sweden: the governments’ steri-
lization campaigns and seat-belt campaigns. It is shown that the initial in-
troduction of government “insurance’ schemes is frequently followed by
interventions that either exclude individuals or limit how they may behave.
The German economic historian Oliver Volckart analyzes the interventionist
character and structure of the Nazi state 1933-1939, partly as a criticism of
the public choice economist, Ronald Wintrobe’s analysis of bureau com-
petition in Hitler’s Third Reich. The collection finishes with a short note by
Swedish political scientist Jan-Erik Lane, who raises questions relating to
the Austrians’ concept of “‘spontaneous order’ as an explanatory element in
the analysis of the development of the European Union.

These contributions, in each of their individual ways, do indicate that the
Austrian analysis of the dynamics of interventionism is a promising research
program, and one which may both contribute to the perspectives of other
traditions as well as gain from the insights produced by these.

NOTES

1. Cf. Ikeda (1997) and Ikeda’s contribution to this volume.

2. Cf. also Rothbard (1956); for a typology of the forms of intervention, see
Rothbard [1970] 1977.

3. For an analysis of this particular case, see Kurrild-Klitgaard (2005).

4. Hayek, of course, did not embrace determinism, but merely one focusing on
structural constraints, cf. Hayek [1944] 1976, pp. 1-2. However, his analysis of the
seeming inevitability of interventionism seems to almost suggest it.

5. Even this is somewhat debatable. While one may disagree with every one of
them (as at least the present author does), there is certainly nothing plainly absurd in
the welfare state ideological recommendations of, say, a John Rawls or an Alan
Gewirth (cf. Rawls, 1971; Gewirth, 1978).

6. Cf. Gray, 1984, p. 37f. The argument seems to be potentially compatible with
the Chicago School view of interest groups such as espoused by, e.g., Gary Becker
and Donald Wittman.
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7. As so many others (e.g., Boettke & Lopez, 2002), I shall follow Dennis C.
Mueller’s by now classic definition of “public choice” as simply meaning the eco-
nomic study of non-market decision-making or the application of economics to
political science, cf. Mueller (1976); Mueller (2003). With this definition it would
indeed seem easy to see the Austrian theory of interventionism as a part of public
choice, even if it is not a theory developed by or usually elaborated on by members of
the Virginia School.

8. For a detailed eyewitness account of this somewhat historic and star-studded
conference, including words about the positive reception of the Hagel and Grinder
papers, see Ebeling (1975).
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THE DYNAMICS OF
INTERVENTIONISM

Sanford Ikeda

1. INTRODUCTION

The term “dynamics of interventionism” refers to a social process, i.e., a
sequence of adjustments to change over time, among a great many indi-
viduals, who largely share a common set of rules of interaction.! It is con-
stituted by the unintended consequences at the interface between the
governmental and market processes, when the scope of government is either
expanding or contracting in relation to the market. Interventionism is the
doctrine or system based on the limited use of political means (i.e., legit-
imized violent aggression (Oppenheimer, 1975[1914])) to address problems
identified with laissez-faire capitalism. Thus, an intervention refers to the use
of, or the threat of using, political means to influence non-violent actions
and exchanges. Supporters of interventionism do not completely reject the
institutions of capitalism, such as private property and the price system, but
do favor using piecemeal interventions that extend beyond so-called min-
imal-state capitalism® in order to combat suspected failures or abuses they
associate with the unhampered market. Examples of this would include, but
are not limited to, market power, externality, asymmetric information, in-
come inequality, racial and sexual discrimination, and the business cycle.
The collapse of really existing socialism, and the consequent discrediting
of the intellectual case for collectivist central planning, has intensified the
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focus of policy makers and academics on the operation of the so-called
“mixed economy.” At the same time, prominent scholars have questioned
whether the theoretical arguments that have done so much to discredit the
economics of collectivism have any relevance at all for a critique of the
mixed economy. Richard Posner, for example, has recently remarked:

The endeavor of Hayek’s successors that I am concerned with has foundered on his
failure to bequeath to them any guidance on how to extend his approach to problems
other than the problem of central planning. [...]I do not regard as distinctive, except in
vocabulary, efforts to extend the Austrian critique of central planning to regulation in
general ... an extension that very largely merges [the] Hayekian critique into the neo-
classicists’ public-choice theory (Posner, 2003).

This essay will draw on recent work in the political economy of interven-
tionism to argue that contrary to these sentiments the same insights that
have served to reveal fundamental flaws in the economic case for central
planning in a purely collectivist system play a similar role with respect to the
more limited forms of governmental planning that characterize the mixed
economy. The deep problems that undermine extreme collectivism also
afflict its more moderate manifestations to the extent that political relations
substitute for economic relations.” Moreover, it will show that the legacy of
the Austrian critique of central planning is not a political economy indis-
tinguishable from public-choice theory, but one that is at the same time
quite distinct from though complementary to it. The end of the essay will
identify some puzzles and problems as possible areas for further research in
Austrian political economy (APE).

2. THE HISTORICAL DEVELOPMENT OF THE
THEORY OF INTERVENTIONISM

This section sketches the historical background to the modern theory in-
terventionist dynamics. It is neither comprehensive in listing all of the works
germane to the theory of interventionism nor does it attempt to fully sum-
marize those works that are cited.* Instead, only those works are discussed
that deal explicitly with the characteristic features of interventionism as they
are identified here.” Mises, Hayek, Kirzner, and others have all provided
additional concepts and insights that have proven useful for updating and
revising our understanding of the dynamics of interventionism, but they are
not specific to the study of interventionism. These I will introduce as they
become relevant to the discussion later.
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The dynamics of interventionism is an essential element in a larger en-
terprise that might be termed ““Austrian political economy.” The defining
features of APE can be traced to Mises’s 1912 Theory of Money and Credit,
not only in the relatively short passages addressing the unintended conse-
quences of regulatory price distortions (Mises, 1971[1912], pp. 245-249),
important as these are, but even more in the very theory of business cycles
presented therein. In broad outline, Mises argues that the monetary au-
thority’s attempt to manipulate market rates of interest, in order to over-
come trade slumps that are thought to be an inevitable consequence of
unhampered capitalist production, creates a macroeconomic outcome that
tends to induce further destabilizing, and ultimately futile, interventions.
The authority’s efforts to stimulate borrowing and investment by using its
political control over the central bank to lower interest rates when the rate
of real saving has not increased, ignores savers’ actual time preferences and
produces disastrous consequences. In the short term, interest rates are in-
deed lower than they would have been in the absence of credit expansion
and the policy will have its intended effect, but savers’ actual time prefer-
ences will eventually manifest themselves in the form of a shortage of loan-
able funds. When this happens interest rates will rise, choking off further net
investment, placing in jeopardy all those investment projects, completed or
otherwise, that were begun when interest rates were artificially lowered. A
corrective bust must then follow the artificially induced boom. Moreover,
any attempt by the authority to forestall the downturn, via ever-increasing
rates of credit expansion, will be met with failure as savers, their underlying
time preferences having had no reason to change, continue their real savings
at pre-interventionist levels and disappointed borrowers continue to bid-up
market interest rates. While initially ignorant of the conditions that created
the boom, then, the lack of sufficient real savings to meet the increased
demand for credit must eventually reveal the error of the underlying policy
to borrowers and lenders.°

While Mises’s business-cycle theory does not illustrate every feature of
modern interventionist dynamics, it does capture most of the important
ones: the unintended consequences of a well-intentioned intervention gen-
erates an unsustainable cumulative process that initially depends on the
ignorance of individual agents, but results eventually in a crisis as those
agents become aware of the untenable situation.

In his seminal article of 1920, “Economic calculation in the socialist
commonwealth,” Mises (1920) and later in his book of 1922, Socialism,
Mises (1981[1922]) both of which originally targeted purely collectivist
forms of central planning, Mises contributed what would later become a
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crucial element in the theory of interventionism. In those works Mises
demonstrated that private property and free exchange are indispensable in a
world of scarcity, if an individual planner wishes to rank multiple alterna-
tives and choose from among them in a non-arbitrary fashion. Central to his
argument is the role of prices stated in terms of money, which emerges in
more developed market orders. The uncoerced exchange of private property
—in particular money for goods and services — gives rise to money prices that
provide a relatively simple way for individuals in a complex economy to
form ex ante expectations regarding potentially profitable or loss-making
courses of action and to evaluate ex post whether those expectations were
correct. Money prices enable planners to tell whether the means they use
are, from their own perspective, appropriate for the ends they have chosen.
Under pure collectivist central planning, in which all property belongs to the
state, stable and well-defined private-property rights are absent, and so the
money prices that depend on the free exchange of these property rights do
not emerge. Thus, the collectivist central planner, much as anyone else in a
purely collectivist economy, has no meaningful way to judge whether means
have been suitably matched to ends. It is in this sense that, according to
Mises, rational economic calculation is impossible under socialism. I main-
tain that this argument is robust in that calculation problems of this sort will
tend to emerge to the degree that interventionism compromises any given
individual’s claim to private-property rights.

In several articles beginning in the 1930s, but especially in his “The use of
knowledge in society,” Friedrich A. Hayek, whose theoretical and policy
outlook in economics was inspired chiefly by Mises, elaborates upon Mises’s
analysis of the role of property rights and the price system, and the con-
sequences of its absence under pure collectivism, by pointing out that in the
market order relative prices serve as indices of scarcity. Here Hayek for-
mulates what has come to be known as ““the knowledge problem.” There are
two aspects to this problem. The first is that knowledge relevant for any
given individual’s plan, in a complex order consisting of a multitude of such
plans, is dispersed among an unknown number of anonymous individuals
throughout society. The second concerns how to get this knowledge into the
minds of those for whom it would be useful. Knowledge here refers to ““the
knowledge of the particular circumstances of time and place” (Hayek, 1948,
p. 80) that is local and contextual knowledge, and that “by its very nature
cannot enter into statistics and therefore cannot be conveyed to any central
authority in statistical form” (ibid., p. 83). It is thus in contrast to explicit
and fully articulable information or technical data. In a market order of
private property and free exchange, as local conditions change the supply of
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or demand for a given commodity, its price relative to substitutes and
complements (in consumption or production) will rise or fall depending on
whether it has become more or less scarce. In a sense, the market process
sidesteps the knowledge problem faced by a collectivist economic dictator,
even a benevolent one, because there is no need for each agent to be fully
informed of all relevant knowledge in order to enjoy a high likelihood of
completing his plans. The benevolent dictator would be stymied by the
knowledge problem owing to the dispersed and contextual nature of local
knowledge. I maintain that similar problems affect planning in the mixed
economy to the extent that interventions interfere with the price mechanism,
either directly in the form of price controls or indirectly through nonprice
interventions and (as argued earlier) the erosion of property rights.

In several later works, Mises took on the topic of interventionism directly,
most notably in Critique of Interventionism (1926) and in Interventionism: An
Economic Analysis, Mises (1998) which was published in 1998 from a man-
uscript completed in 1940.” The latter is a more coherent and systematic
treatment than the former, which is a collection of essays written at different
times and for different audiences, but was until recently perhaps the best
independent treatment (i.e., notwithstanding the comprehensive discussion
on interventionism in Mises’s (1966[1949]) Human Action) available. This
can be seen in the flow of the chapters listed in Interventionism’s table of
contents: Interference by Restriction, Interference by Price Control, Infla-
tion and Credit Expansion, Confiscation and Subsidies, Corporativism and
Syndicalism, War Economy, and The Economic, Social, and Political Con-
sequences of Interventionism. Here Mises lays out a nearly complete state-
ment of his argument against interventionism as a tenable doctrine and
coherent politico-economic system. The following has become a paradigm in
this critique.

Suppose public authorities, sincerely believing that milk prices are too
high for the poor, impose a price ceiling in order to make it more affordable
to them. Here Mises, following what is by now fairly standard textbook
economics, explains how a shortage will develop once the existing stock of
milk is consumed. At this point, the authorities face a choice of either
removing the price control or attempting to address the artificially caused
shortage with further intervention. If they choose the latter, the same or
similar results will occur elsewhere in the system. If they choose to impose a
price ceiling on the input prices of dairy farmers,® shortages will eventually
emerge in those markets, confronting them with the same choice of either
abandoning their interventionist policies or continuing to pursue them with
renewed vigor. Should they consistently pursue an interventionist policy, in
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time what began as laissez-faire capitalism will be transformed, through
piecemeal interventions and ever-magnifying crises, into a system that ap-
proaches collectivist central planning. As the scope of intervention increases,
the choice that policy makers face at each decision or “‘nodal” point is the
same but with ever more severe consequences. Eventually, the internal con-
tradictions of interventionism will become so significant, reaching a crisis at
the systemic level, that they will be forced to abandon it in favor of more
radical alternatives. Mises’s fundamental point is that the forces of demand
and supply that create order in free markets are radically at odds with the
conscious direction of even limited government central planning. Note that
in his emphasis on the role of relative money prices that emerge from de-
mand and supply (and, as we will see later, the importance of the integrity of
the underlying property rights), Mises’s critique of interventionism is a log-
ical extension of his earlier arguments against rational planning under pure
collectivism. In his estimation, then, interventionism is untenable as a doc-
trine and ‘‘contradictory” and ‘“unworkable” in practice (Mises,
1977[1929]). It does not represent a coherent alternative to either capital-
ism or collectivism, each of which is at least internally consistent.

In The Road to Serfdom (1976), F.A. Hayek again, using Mises’s analysis
as a starting point, offers an explanation of how interventionism tends to
systematically alter the norms of public choosers (i.e., those who decide
public policy) so as to favor ever-increasing levels intervention. First, he
explains how the attempt to grant what he calls ““absolute security” to one
privileged group over others only serves to increase the insecurity felt by
those in non-privileged groups. The latter then have a greater incentive to
demand similar kinds of protections for themselves, the result of which is to
increase the insecurity of those still remaining outside the state’s protection,
while reducing the level of economic freedom overall, as political relations
displace economic ones. In the redistributive policies of welfare-state cap-
italism, for example, public policy can attempt to reduce the income inse-
curity felt by members of a particular group only by shifting that insecurity
onto members of other groups, since it now becomes these other groups’
responsibility to shelter the privileged group from the normal uncertainties
of life, in addition to their own. Forced redistribution creates winners who
gain at the expense of losers. The net effect of interventionist transfers is to
exacerbate rather than reduce the overall level of uncertainty and insecurity
experienced by all members of a community, because a person will tend to
be a member of more than one group at any given time (e.g., an ethnic
minority as well as upper-income), and because the increasingly arbitrary
use of political power itself introduces growing insecurity into social
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relations. The ever-rising demand for intervention that this process sets into
motion, what might be termed ‘‘transfer dynamics,” thus occurs endog-
enously as an unintended consequence of prior interventions. In this way,
the popular support for greater expansion of political power into the market
tends to increase directly with the amount of intervention already permitted
(Hayek, 1976[1944], pp. 119-130). Elsewhere, I have termed this phenom-
enon the “dynamic trade-off thesis.”

In a second argument, independent of though related to the first, Hayek
maintains that such terms as “‘social injustice” have no meaning in the
context of the impersonal market process because overall production and
distribution therein are the unintended result of the interactions of a myriad
of individuals, or groups that are small relative to the overall market order,
no one of whom can meaningfully be identified as responsible for any par-
ticular gain or loss. Such concepts can nevertheless serve to rally the demand
to redistribute wealth. The irony is that once the redistributive intervention
takes place, those who lose as a result now have a legitimate and identifiable
target, i.e., the central authority and its supporters, to blame. Social injustice
now becomes meaningful, but only as the unintended consequence of the
very attempt to achieve a mythical social justice via forced transfers (ibid., p.
69). I have termed this the “‘self-fulfillment thesis.”

Among the explanations of how interventionism alters politico-economic
norms, it is important to mention another line of thought that runs parallel
to the two just mentioned, examples of which can be found in the works of
the sociologists Nathan Glazer (1988) and Charles Murray (1988). They
offer a kind of endogenous explanation that I have called the ‘“‘gradual
acceptance thesis,” in which any given intervention makes successive inter-
ventions seem less onerous to public choosers. As interventions accumulate,
the propensity of the general public to accept, and of public authorities to
offer, additional interventions grow proportionally. I have termed this the
“gradual-acceptance thesis.”

In Power and Market (1977) Murray Rothbard continues the Misesian
tradition of interventionism analysis. He critiques various forms of inter-
vention, from price and product controls to antitrust and taxation, and
provides a taxonomy within which to place each of them. This taxonomy
consists of three categories: “‘autistic interventions™ (i.e., state interference
with private, non-exchange activities), which include regulations regard-
ing speech and religious observances; “binary intervention” (i.e., forced
exchange between private individuals and the state), for example, taxa-
tion and publicly provided goods and services; and “‘triangular interven-
tion” (i.e., state-mandated exchange among private individuals), such as
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income-transfers, price and production controls, and environmental, health,
safety, and civil-rights regulations.’

Perhaps the best historical treatment of the consequences of interven-
tionism is Robert Higgs’s (1987) Crisis and Leviathan, which examines the
growth of government in the United States after the Civil War. He argues
that the size of government tends to expand secularly over time, punctuated
by sudden episodes of rapid expansion that are typically the result of sys-
temic crises of one sort or another. These crises are responsible for a
“ratcheting-up” effect with respect to the secular course of government
expansion, in which the size of government after each crisis falls but never
quite to the pre-crisis level. In addition, Higgs argues that “ideology be-
comes most prominent during social crisis” (Higgs, 1987, p. 47), and that
available evidence substantiates his thesis that each period of dramatic po-
litical and economic change in recent American history “altered the ideo-
logical climate” in such a manner that it made a larger role for government
more acceptable than it would have been otherwise (ibid., p. 59). This point
is the same as the gradual-acceptance thesis. In this book, however, Higgs
does not attempt ecither to explain the reasons for the secular growth of
government between crises or to discover any consistent relations among the
various crises themselves.'’

In accord with the main thesis of this essay, that the socialist-calculation
debate is highly relevant for the study of the interventionist mixed economy,
Israel M. Kirzner argues in “The perils of regulation™ (1985) that

Just as the attempt to seek social efficiency through central planning rather than through
the spontaneous market process, in the Mises—Hayek view, must necessarily fail, so too,
for essentially similar reasons, must attempts to control the outcomes of the spontaneous
market by deliberate, extra-market, regulatory action necessarily tend to generate un-
expected and wholly undesired consequences (Kirzner, 1985, p. 123; emphasis added).

In so arguing, Kirzner sheds new light on the nature of these ‘““‘unexpected
and wholly undesired consequences.” Employing the framework of entre-
preneurial discovery (which I will discuss in greater detail later), and taking
the Mises—Hayek approach to the problems of collectivist central planning
as his point of departure, Kirzner observes that

to announce that one can improve on the performance of the market, one must also
claim to know in advance what the market will reveal. This knowledge is clearly im-
possible in all circumstances. Indeed, where the market process has been thwarted, in
general it will not be possible to point with certainty to what might have been discovered
that has now been lost (ibid., p. 131; emphasis original).



The Dynamics of Interventionism 29

With this in mind, Kirzner offers four novel ways to view the issue of
regulatory interventions into the market process.

The first is what he terms “‘the undiscovered discovery process,” which
relates to the absence of awareness, on the part of the supporters of an
intervention, of the market’s error-correction capacity. According to
Kirzner, it arises either because of their lack of confidence in the market
process to systematically equilibrate inefficient markets; or because of their
belief that, in spite of the ability of markets to achieve a state of equilibrium
very rapidly, the equilibria so achieved tend nevertheless to be inefficient, as
in the case of public goods or externalities (ibid., pp. 137-139). Either per-
spective would grant that an intervention, at least in principle, could im-
prove upon the outcome of the unhampered market process. Second, “‘the
unsimulated discovery process’ refers to the lack of an effective, systematic
discovery process in the public sector, owing to the absence there of a price-
system-like mechanism that would enable entrepreneurial profit-seeking
within the regulatory bureaucracy by which “regulators might come to dis-
cover what they have not known ... (ibid., p. 140). The third is what Kirzner
calls ““the stifled discovery process,” in which an intervention, such as a price
ceiling, obscures detection of currently existing and possible future profit
opportunities, perhaps permanently. Like the first two phenomena, the
consequences of the stifled discovery process are intrinsically unmeasurable
because of their counter-factual nature. This is also the case with the fourth,
“the wholly superfluous discovery process,” in which an intervention can
“set in motion a series of entrepreneurial actions that have not been an-
ticipated and, therefore, that may well lead to wholly unexpected and even
undesirable final outcomes” including the bribery and corruption of reg-
ulators (ibid., p. 145; emphasis original).'!

3. TWO PARADOXES

Two paradoxes present themselves in Mises’s critique of interventionism.
The first may be termed the “Misesian paradox.” As the example of price
control illustrates, the result of consistently following a policy of interven-
tionism is either collectivist central planning or laissez-faire capitalism. In
this sense interventionism as a policy appears to be highly unstable. Thus, if
interventionism is, as Mises describes it, illogical, unworkable, unsuitable,
self-defeating, and contradictory (Mises, 1977[1929], p. 37), why is it the
most widespread and persistent politico-economic system in the world?
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The second paradox might be called the “paradox of benevolence” or the
“paradox of policy myopia.”” If public choosers are, as Mises typically as-
sumes, public spirited in the sense that they try to pursue only policies that
promote the general welfare, and if interventionism consistently generates
negative consequences that frustrate their good intentions, why do they re-
main committed to it in the face of these negative consequences and frustrated
intentions? Why do they commit the same kind of error again and again?

There are at least two other important gaps in Mises’s framework.'? These
include, first, the absence of an explicit link between the “transfer dynamics™
of welfare-state capitalism and the “regulatory dynamics” of regulatory-state
capitalism. For Mises the dynamics of interventionism proper are driven
primarily by distortions in the structure of relative prices. Clearly, price con-
trols and regulations that create shortages and surpluses generate this kind of
dynamic. It is less clear, however, whether or the extent to which a similar
kind of dynamic prevails in a mixed economy characterized primarily by
income redistribution through forced transfers. The second gap concerns the
nature of ideological change in the dynamics of interventionism. For Mises,
ideology enters exogenously in the sense that he does not explain the reasons
for the propensity, or lack thereof, of public choosers to remain committed to
interventionism. Mises emphasizes that public choosers have, at each decision
node in the process, the choice of either continuing along the interventionist
path or reversing course by dismantling prior policies, but does not analyze
the causes and conditions that might go into their decision-making process.
The discussions in Hayek and Higgs of how interventionism itself can sys-
tematically alter the underlying norms (as well as knowledge) and ideology of
public choosers are relevant here.

The explanation of the dynamics of interventionism that follows will ad-
dress these paradoxes and gaps. Indeed, it was the desire to resolve these
issues in the Misesian critique of interventionism that prompted me to em-
ploy the more recent insights into the nature of the market process and
regulation to revise and update the theory of interventionism.

4. THE ESSENTIALS OF AUSTRIAN POLITICAL
ECONOMY

4.1. The Market Process

APE takes Kirzner’s theory of the market process as its main analytical
framework (Kirzner, 1973). This process can be best understood as the
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market’s response to the presence of ignorance and error. Kirznerian sheer
or radical ignorance is present when the possibility exists for ex post regret.
It occurs when an agent remains utterly unaware of knowledge that would,
from his point of view, result in a more successful attainment of his ends,
even when that knowledge is available at zero cost. Ignorance of this kind is
radical in the sense that it consists of “not knowing that you don’t know,
that you don’t know, that you don’t know, ad infinitum ... something.” It
contrasts with the more standard concept of optimal or rational ignorance,
in which an agent’s ignorance is the result of a deliberate, optimizing choice
based on expected marginal benefits and costs. Thus, a rationally ignorant
person may not know something, but he knows that he does not know it. In
the case of radical ignorance, at least some knowledge, probabilistic or
otherwise, of the relevant expected benefits and costs is completely absent.

This is important for how one conceives of markets, because it introduces
the possibility of error and discovery, of regret and surprise, of loss and
profit. A world in which all agents are rationally ignorant is perforce a world
in which their level of knowledge and ignorance is optimal. Genuine error is
impossible in such a world because any outcome produced is the result of a
calculus that has taken into account all relevant benefits and costs. Where
agents are subject to radical ignorance, however, at least some relevant
benefits and costs are utterly unknown. Human action takes place in a world
where genuine error is a fact of life.

Note that Kirzner has added an important new dimension to the Hay-
ekian knowledge problem. The knowledge problem can now be seen as the
result not only of the dispersed and contextual nature of relevant knowledge
in society, but also of the fact that agents may be radically ignorant of this
situation. That is, agents not only have limited knowledge, but the knowl-
edge they do possess can be wrong and they may be entirely unaware of this.
The Hayekian formulation is consistent with the neoclassical approach in
which local contextual knowledge may remain dispersed and under-utilized
simply because the expected cost of search is too high relative to the ex-
pected benefit. Kirzner’s contribution is to point out that local contextual
knowledge may also remain dispersed and underutilized because agents at-
taching higher value to it (either because they will use it directly themselves
or because they can sell it to those who are closer to directly using it them-
selves) may be utterly unaware of its very existence.

According to Kirzner, what keeps markets from collapsing under the
weight of accumulated error is the capacity of human actors to discover
error and the incentive to do so that the market order offers. In other words,
where market institutions are well established, especially private property
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and the price system, error elimination (i.e., the discovery of radical igno-
rance) tends to present agents the reward of profit, and error creation the
penalty of loss. While the presence of agents subject to radical ignorance
carries with it the potential for errors to be generated persistently, alertness
to profit opportunities, which Kirzner calls entrepreneurship, acts as a coun-
ter-force constraining the scope of those errors.

For Kirzner, entrepreneurship is an aspect of the category of human
action, itself, rather than a characteristic or talent that only a few possess.
Once a profit opportunity has been discovered it is possible for others to find
a profitable way to compete against and possibly displace the first entre-
preneurial agent. It is this process of rivalry that constitutes competition in
Kirzner’s sense. Thus, the market process is an entrepreneurial-competitive
one. It is the competitive market process that serves as the error-correction
“mechanism.”

The market process describes an order, i.e., ““a state of affairs in which a
multiplicity of elements of various kinds are so related to each other that we
may learn from our acquaintance with some spatial or temporal part of the
whole to form correct expectations concerning the rest, or at least expec-
tations which have a good chance of proving correct” (Hayek, 1973, p. 36).
This is so in the sense that within the market process any given agent who
possesses limited knowledge concerning local, contextual interpretations of
facts, say, the anticipated future demand for his products or prices for
inputs, is able to form reasonable expectations about prices and quantities in
the future. Errors in local, contextual knowledge of this sort are then subject
to the corrective forces set into motion by profit-seeking entrepreneurial
competitors.

Although particular parts of the order certainly have been consciously put
into place, such as the decision of parents to invest in the education of their
children, the overall social order of which that investment decision is only a
fractional part (in this case perhaps the market for loanable funds) is in no
way the outcome of a deliberate plan on the part of any of the agents or
subgroup of the agents in the system. It is what Hayek has termed a spon-
taneous order, i.e., the result of human action but not of human design
(Hayek, 1967). Spontanecous orders have at least three features. First, they
are adaptive and largely self-regulating in the sense that the principal source
of order within them is endogenous. In the market process the ordering
principle is the price system, the relevant properties of which have already
been discussed. Second, they are largely self-sustaining, in that the ordering
process also generates the impetus that drives the system. In the case of the
market process this is the profit-driven, entreprencurial discovery of error.
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Third, they are open systems in the sense that their futures are, to use
Shackle’s famous phrase, unknowable but imaginable.

Thus, the peaceful interaction of purposeful agents in a world of scarcity
and imperfect knowledge can generate a spontaneous market order — in which
radical ignorance and error give rise to exploitable profit opportunities and
competitive rivalry — so long as the institutions of private property and vol-
untary exchange, as well as norms of reciprocity and trust, are present.

4.2. The Governmental Process’’

According to Mises, there are fundamentally two forms of management:
profit management and bureaucratic management. Under profit manage-
ment, which is the management principle that guides decision-making in
private firms operating in the market process, agents organize and admin-
ister their firms to achieve the highest economic profit they are able to earn.
The measure of success is the level of economic profit that they actually earn
(Mises, 1969[1944)).

Bureaucracy is the administrative apparatus of the state. Under bureau-
cratic management, the management principle that guides decision-making
in governmental agencies, agents cannot follow the profit principle because
their primary source of revenue does not come from the sale of priceable
units of output, but rather from political means used to appropriate wealth
from the private sector in the form of taxation or credit expansion. Because
the nature of political power is zero-sum, the central authority’s principal
aim is to retain control the use of political power by its subordinates
through decrees and codes. The objective of bureaucratic management,
which is charged with the task of administering political power, is therefore
rule following, and the measure of success of a bureaucracy is the degree to
which agents effectively execute bureaucratic rules and commands (Mises,
1969[1944)).

Of course, agents in private firms also follow rules and policies set forth
by their organizational superiors, but these are always subject to the feed-
back of the “‘street-level” operators whose sales or failure to sell to their
customers determines not only their own rewards but also the overall
profitability of the firm. Not rule-following or the retention of power, but
profit seeking is the underlying objective of the private firm. In contrast,
because the lower-level operators of bureaucracies who are in direct contact
with the public are not rewarded primarily on the basis of how well they
serve this public, as long as they stay within the rules, they have much less
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reason than their private-sector counterparts to offer feedback on their
service to their superiors. Moreover, the tools of interpretation and adjust-
ment at their disposal are more sluggish and less finely tuned than the price
system — mainly exit and voice, and to a lesser extent voting — so that the
feedback that could be offered would in any case be of more problematic
value to their citizen “customers.”'* In the private sector the profit motive
tends to limit the rule-imposing and rule-following tendencies of manage-
ment hierarchies. Under bureaucratic management, however, agents are less
likely to strike an efficient balance between command and entrepreneurship
that would promote spontaneous adjustment to changing conditions in a
manner that would best address the interests of those they serve.

In contrast to the principle of spontancous order, the principle of con-
scious direction makes for simpler, more mechanical, and less subtle ad-
justments in the governmental process. Government is essentially a
constructed or planned order the various parts of which are coordinated
predominantly by deliberate commands. Its formal methods of adjusting to
changing circumstances within the public sector include legislative voting,
budgetary reviews, and oversight. There are also the less formal methods of
exit and voice. These can generate a social process that is similar to the
spontaneous market process, but without a close analog to the price system
they are severely limited in the type, quantity, and timeliness of the infor-
mation they can process. The predominance of deliberate central planning,
and the absence of the profit motive, allows the governmental process much
less scope for local entrepreneurial adjustment to plan discoordination. It is
often the case that the same government will at any given time conduct
contradictory policies, such as instituting cost-raising safety inspections at
airports and campaigning to reduce automobile-related fatalities, a signifi-
cant part of which are direct consequence of the safety inspections.'’

Where the profit-motive does prevail, such as when the government owns
businesses that compete with private firms or where bribery and corruption
are permitted, the governmental process may operate more spontaneously
but still less so than the market, owing to the constraints of the overall
bureaucratic hierarchy. Moreover, the governmental process generates little
wealth of its own (except insofar as a minimal state is necessary to foster the
wealth-creating capacity of the market process or that it operates profit-
making businesses in open competition with private businesses) and is thus
not self-sustaining. With few exceptions it relies on its taxing or monetary
powers to acquire the wealth it needs to function.

With the essential features of the market process and the governmental
process outlined, we can view the dynamics of interventionism as emerging
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from the interaction between the market process and the governmental
process — i.e., the result of the piecemeal attempt to impose the principle of
bureaucratic management onto the spontaneous market order.'®

4.3. The Interventionist Process'’

The unique perspective of APE, in contrast to public choice (PC), derives
from two assumptions that have already been mentioned. The first, and less
crucial of the two, is that public choosers are benevolent and public spirited
in the sense that they seek to promote the general welfare. This is in stark
contrast to PC, which, according to Gordon Tullock in an early contribu-
tion to the literature, gives “special emphasis to the behavior of an intelligent,
ambitious, and somewhat unscrupulous man in an organizational hierarchy”
(Tullock, 1965, p. 26; emphasis original). While the Austrian approach ap-
pears in this respect to be in accord with the “public-interest view” of
conventional public policy, Mises and Hayek (the latter who in good faith
dedicated his Road to Serfdom to ““Socialists of all parties’”) merely wanted
to eschew questioning the motives of their opponents, the practitioners and
theorists of collectivism, by allowing that they were men and women of
goodwill, so as to place their argument in the best light. It also implies that
in evaluating the performance of an intervention one should adopt the
stated perspective of those who support it. Thus, if proponents of rent
control argue that it will increase the supply of affordable housing at rea-
sonable prices, APE adopts this as the standard by which to judge its success
or failure. Policy evaluation thus takes the form of using economic analysis
to compare actual outcomes with announced intentions and of evaluating
whether the means proposed will be effective in achieving the ends chosen.

However, maintaining the benevolence assumption, which is admittedly
often empirically false, has the added methodological benefit of isolating the
impact of the knowledge problem on interventionism from that of narrow
political self-interest. The existence of the knowledge problem — of dis-
persed, contextual knowledge and radical ignorance — is the second and
indeed far more important of the two assumptions. As radical ignorance is
the starting point of the market process, so it is also the starting point of the
theory of interventionism.

4.3.1. The Sources of Policy Myopia
Indeed, the policy myopia of public choosers can now be seen as a direct
implication of the existence of radical ignorance in the following sense.
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First, if the governmental process, guided by bureaucratic management,
adjusts sluggishly to changing conditions, then where profit management
and bureaucratic management undertake the same task'® profit manage-
ment should outperform bureaucratic management in more consistently
discovering pockets of error owing to radical ignorance.'” We would expect
therefore that the discovery and correction of policy failure, defined in ac-
cordance with APE as a deviation of actual outcomes from announced
intentions, would grow less likely as bureaucratic management displaces
profit management and stifles the process of discovery.”

Second, entrepreneurs in the market process have an incentive to innovate
around interventions (e.g., tax accountants who quickly find loopholes in
each revision of the tax code) in ways that produce unexpected and unde-
sirable consequences (again, from the perspective of its supporters). Given
their lack of incentives and knowledge, well-meaning public choosers may
simply be unable to keep pace with entrepreneurs who generate a “‘wholly
superfluous discovery processes’” by exploiting opportunities that each new
policy creates.

In addition, the growth in the relative size of government undermines the
effectiveness of the market process as an error-correction device. The sub-
stitution of political means for economic means erodes the private property
rights that are the very foundation of the market order. The price system
performs its function less effectively, the less secure owners are in the rights
to property that they trade. The erosion property rights thus undermines the
ability of the price system to reflect the relative scarcities of privately owned
resources and the attempt to estimate profit and loss ex ante and to record
profit and loss ex post.

In each of these considerations one of Kirzner’s “perils of regulation”
comes into play, stifling entreprencurship or channeling it into areas that are
at variance with actual intentions. The combination of the relative inability
of bureaucracy to discover errors, entrepreneurs generating unintended
consequences by innovating around each new intervention, and a reduction
in the reliability of market signals owing to the breakdown in the error-
correction capacity of the market process, makes it increasingly difficult for
benevolent public choosers to see the accumulating surfeit of error or to
correctly identify its source. The result in other words is policy myopia.

This helps us to better understand the dynamics of the interventionist
process itself, since we can at least now partly understand why public-spir-
ited government officials would continue to pursue unworkable policies. But
if errors are so difficult to perceive, what is it that public choosers are
responding to at each decision node?
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4.3.2. The Sources of Frustrated Intentions®!

Here it is important to point out that certain kinds of interventions produce
repercussions that are more visible to public choosers, and more susceptible
to entrepreneurial discovery, than others. This is especially true of such
unintended consequences as surpluses and shortages, while outcomes such
as inefficiency and waste are harder to detect. (Note that from an Austrian
perspective, both of these are disequilibrium phenomena.) The former may
result from price controls, trade and production restrictions, and monetary
manipulation (recall the Mises—Hayek theory of the trade cycle) that in turn
produce “errors of over-optimism” and discoordinated plans. The frustrat-
ed intentions of public choosers derive in part from this visible discoordi-
nation. For example, those who expect rent control to create more plentiful
and cheaper housing may be harshly confronted by chronic shortages and
higher real rents that demand either a further interventionist response or a
retrenchment of existing housing policies.

This can perhaps be best discussed by distinguishing knowledge problems
from incentive problems. While incentive problems are the central concern
of politico-economic analyses that are based on standard microeconomics,
such as PC, they can be nonetheless an important part of APE (with certain
modifications we will examine later). The relative-price distortions that are
central to Misesian interventionist dynamics are essentially incentive prob-
lems, as are also the sources of the dynamics of the Mises—Hayek business
cycle theory. Incentive-based, unintended consequences are the primary
impetus for the interventionist process because they are what public choos-
ers respond to.

The undiscovered inefficiencies owing to “‘errors of overpessimism,” are a
form of radical ignorance that requires more dynamic entrepreneurship to
discover. These are knowledge problems. As we have seen, their unintended
consequences are initially less obvious and harder to detect and ‘““under the
radar” of public choosers. They grow in significance as the politico-eco-
nomic system moves closer to the collectivist end of the spectrum where their
cumulative burden finally becomes a more visible hindrance to plan coor-
dination.

4.3.3. Ideological Change

Thus, two forces emerge as the relative size of the state increases. The first is
the breakdown of the institutions of the market (property rights, the price
system, norms of reciprocity) that undermines the error-correction capacity
of the market process. The result of this first force is to progressively
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discoordinate the market order, further weakening the ability of agents to
learn.?* The second is the accumulating burden of errors of over-pessimism,
discoordination, and inefficiency. Together they constitute the purely eco-
nomic aspect of the dynamics of interventionism.

A third factor is ideological change, or more precisely the attitudes of
public choosers toward interventionism, itself.”> Our earlier look at the
historical background of the theory of interventionism introduced three
theses regarding ideological change. The virtue of these theses, from the
viewpoint of a theory of interventionism, is that they each to some degree
endogenize ideological change such that the propensity of public choosers to
favor interventionism tends to increase with the use of political means (and
to decrease as reliance on political means is reduced). The gradual-accept-
ance thesis does this by arguing that each intervention unintentionally
weakens the aversion or psychological resistance citizens might have to in-
tervention, making further interventions marginally more acceptable or less
onerous. The self-fulfillment thesis states that an unintended consequence of
an intervention that is based on a spurious rationale could be to render that
rationale conceptually coherent, and in doing so provide a stronger basis for
further intervention. And the dynamic trade-off thesis, which perhaps most
effectively endogenizes ideological change, states that an intervention in-
tended to reduce insecurity may produce greater insecurity among some or
all public choosers, which in turn stimulates a further demand for govern-
ment to reduce the added insecurity.

These considerations, however, should not be understood to completely
endogenize ideological change. A fully deterministic theory of intervention-
ism would in fact contradict the spontaneous-order nature of the process it
is trying to describe, in particular its open-endedness. Rather, at each nodal
point, i.e., at each point in the interventionist process where there is an
opportunity to radically alter the course of public policy, public choosers
have the option of abandoning interventionism (during the expansionary
phase) or re-embracing it (during the contractionary phase). The endog-
enous forces of ideological change are thus strong empirical tendencies
rather than unyielding obstacles to free choice.

These forces for ideological change operate in concert with the purely
economic forces (i.e., the erosion of the error-correction function of the
market process and the cumulative burden of discoordination and ineffi-
ciency). If we can say that price distortions drive the dynamics of interven-
tionism, then ideological change directs it. As we will later see, which one of
these predominates will depend on whether the mixed economy is mostly
regulatory or redistributive in nature.
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4.3.4. Nodal Points: Micro- and Macro-Crises

According to Mises, the consistent pursuit of interventionist policies will
ultimately produce a major systemic crisis that will finally reveal the un-
workable and contradictory nature of interventionism. Policy myopia, com-
bined with an ideological propensity to favor further intervention at each
nodal point, keeps the interventionist process moving in the direction of
pure collectivism, against the wishes of the interventionists themselves.
These nodal points constitute micro-crises of increasing magnitude that can
take the form either of severe instability within a particular industry or a
geographic region (e.g., U.S. airlines or New York City in the 1970s) or of
macro-economic disruptions that fall short of major systemic crises (e.g.,
garden-variety recessions). While any one of these lesser-crises can in prin-
ciple induce a radical reconsideration of interventionist policies as a whole,
it is a widespread systemic crisis, such as the former Soviet Union expe-
rienced just prior to its collapse, that historically has been the critical turn-
ing point in the interventionist process.

Is it possible to say at what stage in the process such turning points are
most likely to occur? In systems that are close to laissez-faire capitalism, the
levels of distortion in market signals owing to interventions and the erosion
of private-property rights are relatively low. Also, negative unintended
consequences, seen and unseen, are bound to be similarly inconsequential.
As economic and ideological forces push the system further from laissez-
faire capitalism, the harder-to-see inefficiencies and obstacles to entrepre-
neurial discovery mount. At the same time, increasing controls on adjust-
ment, restrictions on property usage, and erosion of informal norms of
reciprocity undermines the effectiveness of the price system and drives the
market order ever farther, in principle, from full plan coordination. Plan-
ning and the accurate perception of error, in the private and public sectors,
become increasingly difficult. Thus, while the inherent contradictions of
interventionism accumulate, it becomes harder for public choosers to ra-
tionally evaluate the sources of their problems and to formulate a viable
alternative. As the level of exploitable private wealth diminishes owing to
inefficiency and the disguising of income, and as the breakdown of the
market process continues, the interventionist process eventually reaches a
point at which the inner contradictions and instabilities of the mixed econ-
omy finally become unmistakable and intolerable, heralding the systemic
crisis. This all suggests that the turning point at which public choosers
must abandon interventionism in favor of either capitalism or collectivism
should tend to occur toward the collectivist end of the politico-economic
spectrum.24
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4.4. The Process of Disintervention

It is possible to roughly characterize the expansionary phase of the inter-
ventionist process as the incentive-driven movement of resources away from
areas of the market order where investment returns have fallen owing to
burdensome regulatory or redistributive interventions, and toward areas
that have been relatively free of intervention where returns would tend to be
higher. We might take a similar view of the contractionary phase of the
process, during which a process of “disintervention”> takes place. At the
point of systemic crisis there are likely to be few attractive investment op-
portunities. The sudden and dramatic reversal from expansionary interven-
tion to contractionary disintervention means that many fewer sectors will be
prone to superfluous or stifled discovery processes. These become poten-
tially gainful areas in which to invest. Unless large proportions of the system
are freed from interventionist policies, bottlenecks may occur that prevent a
higher degree of plan coordination and inefficiency reduction than might
otherwise be possible. These bottlenecks could be enough to jeopardize
radical reform by weakening public choosers’ ideological commitment to
disinterventionism and threaten recidivism. In general, then, the more rad-
ical and far-reaching the reversal from interventionism is, the fewer and less
important such bottlenecks there will be, and the better the prospects for
successful reform.

As did the public choosers in Czarist Russia, Weimar Germany, and
Great Britain in the early 20th century, the regime may embrace a very
different alternative than did the USSR, New Zealand, and the PRC later in
the century.

5. KINDS OF INTERVENTIONIST DYNAMICS

The exposition up to now has not asked whether any important differences
exist between the interventionist dynamics that result from (price and non-
price) regulations on the one hand and income redistribution policies on the
other. Indeed, Mises is not explicit on how these two forms of interven-
tionism are related with respect to the character of the dynamics they pro-
duce. As we will see, while all the elements of the dynamics of
interventionism that we have so far discussed are present in both, the im-
portance of some compared to others does depend on which kind of in-
terventionist dynamic we are talking about.
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5.1. The Regulatory Dynamics of Regulatory-State Capitalism

Regulatory dynamics are the result of interventions that most directly create
relative-price distortions in the market order.

This calls for a brief explanation of the meaning of price distortion as used
here.?® It is a common notion that price controls create surpluses or shortages.
Following the strict logic of standard microeconomics, however, a price control
produces neither a shortage nor a surplus in any but the shortest of short runs.
Instead, price controls merely generate a new equilibrium in which output and
price may be different. That is, under the assumption of perfect knowledge,
agents adjust instantaneously to the new set of circumstances created by the
intervention. It is also common to argue that, normatively, the price control
generates a deadweight loss. This is again not the case, since, again strictly
speaking, the new equilibrium is optimal given the price control.?’

It is otherwise in market-process theory, which takes the existence of radical
ignorance as its starting point. If the market is at any moment outside of
equilibrium, which happens when there is radical ignorance, then the effect of a
price control would not be to create a shortage or surplus in the sense of
bringing something into existence that did not exist before. Rather, from a
market-process perspective shortages and surpluses are the norm and prices are
rarely if ever at their equilibrium levels (nor is it likely that a single nonequi-
librium price prevails). Entrepreneurial discovery of profitable arbitrage op-
portunities tends to keep disequilibrium prices close enough to their equilibrium
levels that they are able to both roughly reflect relative scarcities and enable
meaningful economic calculation. Thus, entrepreneurial alertness is responsible
for establishing the overall order of the market, but this does not mean that all
plans perfectly dovetail. In this context, what a price control does is hamper the
ability of entrepreneurs to discover these arbitrage opportunities, making
chronic a situation that may otherwise have been at least partially removed.?
This is the sense in which price controls distort relative prices: they stifle entre-
preneurial discovery by reducing the possibility of adjustment.

It is also possible to see that the standard distinction between price and
nonprice regulations in conventional microeconomics, insofar as the former
do and the latter do not create surpluses and shortages, does not exist in
market-process theory. Nonprice regulations are interventions usually
aimed at addressing economic inefficiencies owing to “market failure,” in
the standard microeconomic sense. Analyzing them from a static viewpoint,
they simply raise the cost of an activity (e.g., regulations regarding market
power, externality, asymmetric information, occupational safety, or racial
discrimination), and standard microeconomics does view this as merely
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moving the firm or market to a new equilibrium, possibly at a higher price.
From a market-process viewpoint, however, these regulations are, aside
from whatever good they may do for those who directly benefit from them,
obstacles in the way of entrepreneurial discoveries, some of which might
have perhaps removed the undesirable element in a way that was even more
satisfactory to the regulations’ supporters (i.e., Kirzner’s “undiscovered
discovery process’). At the least, they reduce the effectiveness of relative
prices in aiding the entrepreneurial discovery of error. They create price
distortions in the same way that price controls do and exacerbate existing
surpluses or shortages. Thus, both price and nonprice regulations foster
“errors of over-optimism” the visible consequences of which (surpluses and
shortages) feed the interventionist process.

In a mixed economy in which regulatory interventions predominate, i.e.,
“regulatory-state capitalism,” the unintended consequences of relative-price
distortions are central to the resulting dynamics. However, regulations also
redistribute wealth — indeed this is one of the central tenets of PC and has
been pointed out by Austrians, as well (Rothbard, 1977[1970]) — which they
accomplish by forcibly seizing property rights from some to give to others.
For example, rent controls increase the wealth of tenants at the expense of
some portion of landlords’ claims to wealth. In banning certain religious
practices, public authorities are benefiting those who do not tolerate those
practices at the expense of the rights of those who do; and since these
practices must take place somewhere, i.e., on someone’s property, then the
ban effectively infringes on property rights. Such interventions erode prop-
erty rights in the same way, though perhaps not initially to the same extent,
that direct appropriation of assets do, and their effects on the market proc-
ess are also the same. That is, the unintended consequence of this wealth/
property transfer is to undermine the ability of the price system to coor-
dinate plans. Thus, any given regulation has two effects on the interventionist
process. One is the direct distortionary effect on relative prices, the other the
effect on property rights, which indirectly distorts relative prices.

Finally, ideological change tends to support the expansionary phase of
interventionism in the manner described earlier.

5.2. The Transfer Dynamics of Welfare-State Capitalism
Transfer dynamics are the result of interventions designed primarily to re-

distribute wealth. Let us term the mixed economy in which these redistrib-
utive policies predominate ‘“‘welfare-state capitalism.”
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We have seen how regulations redistribute wealth as well as distort rel-
ative prices. By the same token, wealth redistribution also distorts relative
prices by altering the structure of property rights in the manner just de-
scribed. Viewed from this framework, then, each kind of intervention affects
both relative prices and property rights.

Nevertheless, redistributive policies will tend to produce relative-price
distortions that are weaker than those of regulatory intervention, since the
latter includes policies that impinge directly on prices. At the same time their
redistributive effects will naturally tend to be stronger. This implies that the
kind of distortions found in the pure regulatory state will tend to be less
evident under pure welfare-state capitalism. Insofar as this means that the
surpluses and shortages owing to relative-price distortions do not appear,
then pure welfare-state capitalism may experience fewer micro- and macro-
crises than pure regulatory-state capitalism. This comparative stability does
not mean, however, that welfare-state capitalism can escape the major crisis
of interventionism altogether. Inefficiencies would still accumulate, and the
market process and the reliability of price signals would still break down as
private property and other market institutions lose their integrity. Never-
theless, the contradictions of welfare-state capitalism may manifest themselves
less frequently, and interventionism persist somewhat longer, than in the reg-
ulatory state.

In addition, ideology may be a more important factor when it comes to
wealth redistribution, to the extent that the desire to rectify social injustices
of various kinds plays a larger role in initiating and sustaining support for
the large-scale transfers of the welfare state than it does in garnering support
for the regulations aimed at rectifying market inefficiencies. In the regula-
tory state, ideological change serves more to reinforce the tendencies un-
leashed by relative-price distortions. In the welfare state, the various
ideological tendencies described in one or all three theses — gradual accept-
ance, self-fulfillment, and dynamic trade-off — may be the major forces in
transfer dynamics. Ideological change could then play a larger role in the
dynamics of interventionism in the welfare state than it does in the regu-
latory state, and relative-price distortions a smaller role.

6. THE INSTABILITY OF THE MINIMAL STATE

When Mises claims that “measures that are taken for the purpose of pre-
serving the private-property order are not interventions’ (Mises, 1977[1929],
p- 17), he is implicitly assuming that capitalism under a minimal state is
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immune from his criticism of interventionism — that it is coherent and stable
in a way that an interventionist mixed economy is not. Interventionism, for
Mises, thus involves the improper use of political power in the market order,
and it is only then that the dynamics of the mixed economy are set in
motion.

From the viewpoint of the present analysis, however, in the presence of a
government wielding political means, even one that conforms to the minimal
or “‘night-watchman’ state, it is arbitrary where one draws the line demar-
cating interventionism from non-interventionism. The taxes, subsidies, and
regulations required to maintain the minimal state, minimal though they
may be, interfere with the entrepreneurial competitive process in the same
way, though certainly to a lesser degree, as the taxes, subsidies, and reg-
ulations of the welfare state or the regulatory state. Defining interventionism
as the use of political means in areas beyond those strictly required by the
minimal state does not in any way alter the effect that political means will
have on the market process within the bounds of the minimal state.>® Thus,
as long as knowledge is not perfect, errors are likely to occur in the bu-
reaucratic administration of the limited number of governmental activities.
It is conceivable that on some occasions, in response to these kinds of errors
(e.g., tax-prices that are set too high or benefits set too low), agents more
favorably disposed than others will seek political solutions to their problems
(e.g., protections or subsidies). The economic and ideological dynamics of
interventionism would at this point be under way.*

Naturally, owing to the relatively low level of politically induced disco-
ordination and inefficiency within minimal-state capitalism, as well as a
stronger aversion there among public choosers to political action compared
to more interventionist systems, we should expect this proclivity to be rel-
atively weak. There nevertheless exists a real tendency for minimal-state
capitalism to become unstable.

7. IMPLICATIONS AND PATTERN PREDICTIONS

APE thus begins with three general propositions. The first and foremost is
the impossibility of rational economic calculation and coherent planning
under pure collectivism. Next is the dynamic instability of the mixed econ-
omy owing to the internal contradictions of interventionism. Finally, there
is the inherent instability of the minimal state.>’ These may also be regarded
as first-level implications of Austrian comparative-systems analysis. Our
examination of each, here and elsewhere (Ikeda, 1997), has revealed more
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specific inferences or that, when combined, generate at least eight “pattern
predictions.” Presented in order of decreasing generality and increasing
empirical content they are as follows:>

1.
2.

At any given time, nearly all economic systems will be mixed economies.
Nearly all existing systems will be in flux, cycling somewhere between the
extremes of laissez-faire capitalism and complete collectivism. Of these,
the majority will tend to be moving secularly toward collectivism.

Note that in drawing these first two implications, APE has resolved the
“Misesian paradox” of why, if interventionism is unworkable and un-
stable, it is nevertheless such a popular and enduring doctrine and policy.
Instability does not imply transience any more than survival implies success.

. A mixed economy in the expansionary phase will be characterized by a

series of micro- and lower-level macro-crises that ultimately culminate in
a major macro-crisis encompassing the entire politico-economic system.

. If there is a “turning point” at which public choosers reject the inter-

ventionist ideology and take radical steps toward either pure collectivism
or the minimal state, it will occur at a systemic macro-crisis.

. Turning points will occur on the politico-economic spectrum closer to

pure collectivism than to the minimal state.

. State expansion will tend to take place more continuously than state

contraction or disinterventionism, which, especially in its initial stages,
will display change of a more rapid, radical, and sweeping nature.

. The pure welfare state will be less prone to severe macro-crises and en-

dure longer than the pure regulatory state, although it is still subject to
the same underlying instability and systemic failure.

. The more strongly committed public choosers are to the principles of the

minimal state, the less likely it will be that changes in endogeneous ide-
ological preferences, in response to governmental error, will generate the
“critical mass” among the public that is needed to initiate the dynamics
of interventionism.

8. COMPARISON WITH PUBLIC CHOICE

APE and PC have a great deal in common. Both seek to understand gov-
ernmental institutions and political processes from the viewpoint of pur-
poseful human agents, and both are skeptical of the effectiveness of political
means to address perceived social problems. Along with these shared
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sentiments, however, there are also significant differences. By removing
some of those differences it may be possible to integrate APE and PC into a
unified framework of political economy. Such an undertaking may be
worthwhile.

8.1. The Meaning of Government Failure

The conventional, or “public interest,” view of political economy can be
said to have two versions. There is a “naive version” that argues that in-
tervention is justified whenever the unhampered market fails to achieve
optimal efficiency, so that market power, free riding, asymmetric informa-
tion, and the business cycle may be effectively counter-acted by the appro-
priate public policy. A more sophisticated version favors intervention only
when the cost of doing so is less than the benefit of removing the failure.
Both versions assume that public choosers seek to promote the general
welfare and that they possess perfect information. The consequences of
imperfect private actions are reparable by perfect public policy.

APE and PC argue that the governmental institutions and policies pro-
posed to correct perceived failures of the unhampered market will not nec-
essarily improve the general welfare. They turn the tables on the public-
interest approach by demonstrating that very often these institutions and
policies are themselves prone to failure. The differences between them lie in
what each means by ‘““failure” and in the role accorded, if any, to the as-
sumptions of public interest and perfect information.

In PC, as in standard microeconomics, government failure is defined in
terms of whether the equilibrium that political action achieves generates a
deadweight loss.*® The equilibrium orientation of PC is significant because it
implies that the failure of government does not lie in public choosers failing
to attain their intended objective. PC (especially its ““Chicago” but to a large
extent also its “Virginia” variant)** employs the same knowledge assump-
tion as standard microeconomics, namely, that agents possess perfect in-
formation. And because they possess perfect information, utility-
maximizing public choosers will always achieve the ends they seek. That is
why George Stigler has said about regulation, “the truly intended effects
should be deduced from the actual effects,” or, as Richard Wagner has put
it, “public choice theory is a proposition about inferring intentions from
observations ... 77 (Wagner, 1989, pp. 46-47). The starting point of public
choice is thus the observation of a divergence between announced and actual
intentions. In public, for example, a politician may oppose an unpopular
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transfer of wealth from taxpayers to a special-interest group, while privately
lending it support because of the political benefits it brings him. Or, he may
actually favor a new a crackdown on illegal immigration because it ensures
him the support of labor unions, but publicly announce that it is a pre-
caution against domestic terrorism. There is deception or hypocrisy involved
here, as the larger public interest is covertly sacrificed for more narrowly
personal political gain. This orientation, combined with its microeconomic
foundation, means that public choice recognizes a governmental failure when
hypocrisy produces deadweight losses in equilibrium.

Notice also that there is a built-in propensity to view these hypocritical
and deceptive public choosers as narrowly self-interested. A benevolent
public servant in contrast would never dream of behaving this way. Instead,
these agents possess ‘‘self-interest with guile” and engage in ““politics with-
out romance’ (Buchanan, 1984, p. 11).

For Austrian political economy, the initial fact-to-be-explained is a diver-
gence between intended and actual outcomes. The presence of radical igno-
rance makes this divergence possible, as public choosers select inappropriate
means to achieve a well-intentioned end. If the public chooser is unable to
correctly foresee all of the ramifications of a given policy, owing both to the
dispersed and contextual nature of relevant information and to a lack of
entrepreneurial alertness, i.e., the knowledge problem, then there is bound
to be at least some discrepancy between his expectations and the actual
consequences of his choice of means. As noted, this is especially true in a
mixed economy, where the governmental and market processes clash and
adjustment is exceptionally problematic. The chances of achieving an equi-
librium in the mixed economy, with or without deadweight losses, are as
slim as they are in the unhampered market process, only more so. A sub-
optimal equilibrium would obviously be an inappropriate benchmark in this
case. For APE, then, government failure occurs when an intervention does not
produce the outcome sought by its proponents. The burden of APE is thus to
explain why this happens and whether one should ever expect otherwise.

Earlier, we saw that in addition to the knowledge problem, the traditional
critique of interventionism typically assumed that public choosers are be-
nevolent. Unlike the assumption of radical ignorance, however, the as-
sumption of public spiritedness is not an indispensable or even a defining
component of APE (although it does have the methodological benefits
mentioned). This is because the objective sought by the proponents of an
intervention may not be a benevolent one, but rather a narrowly selfish one.
The APE concept of market failure is broad enough, however, to easily
accommodate the case of a public-choice-style hypocrite whose deceptions
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do not necessarily produce the desired outcome, and who is subject to frus-
trated intentions. The great “master builder,” Robert Moses, may have
undertaken vast urban-renewal projects in the 1950s and 1960s in order to
maintain political power over construction in New York City, and though
his announced intention was to provide better housing for the poor, the
unintended consequence of much of this was to destroy informal neighbor-
hood networks that were responsible for keeping streets and other public
spaces safe. Poor but civil slums were transformed into breeding grounds of
incivility and violence, an outcome that Moses himself disapproved of
(Jacobs, 1961; Caro, 1975).36 For APE, the unintended consequences that
arise from radical ignorance, and not public spiritedness per se, are the key
to understanding discrepancies between (open or concealed) intentions and
actual outcomes.

8.2. Toward a Unified Framework of Political Economy

I have recently analyzed the relation among the conventional public-interest
approach, PC, and APE on the basis of the assumptions made in each case
with respect to motive and knowledge (Ikeda, 2003). Regarding motives, the
alternatives are confined to ‘“‘narrow political interests” versus ‘‘benevo-
lence.” Regarding knowledge, the alternatives are ““perfect knowledge” ver-
sus “partial radical ignorance.”*’ The conventional public-interest approach
to policy analysis (naive and sophisticated) thus assumes public choosers
tackle social issues with a combination of benevolence and perfect knowl-
edge. APE has tended to combine the assumption of benevolent public
choosers with that of partial radical ignorance.

So far we have characterized public-choice theory as combining narrow
political interests with perfect information. However, this is not always the
case in the practice of PC. That is, with few exceptions®® I believe public-
choice scholars would not claim that all of the possible consequences of a
political decision can be perfectly foreseen. For instance, there is evidence to
suggest that the policies of the United States federal government concerning
illegal drugs and welfare transfers together have played a large role in
causing failure of inner-city public schools and in rising urban violence
(Murray, 1984), but it is highly unlikely that they are the intended conse-
quences of these policies’ supporters. An entirely consistent neoclassical
microeconomist, however, would have to conclude that public choosers
must have been able to foresee all the possible states of the world that would
be created from these interventions, as they subtly interacted with the
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various other gradients of the interventionist process, and attach precise
probabilities to each and every one of them. Whether public choosers do
choose to pay attention to these ramifications, of course, depends entirely on
whether the expected benefit of doing so exceeds the expected cost. Meth-
odological consistency, however, would demand that violence and failing
schools were indeed a foreseeable and intended outcome of their narcotics
and redistribution policies, even if they decide that it is better to ignore
them. Rational ignorance, ignorance by deliberate choice, can explain all
and there is no such thing as a truly unintended consequence.

Again, I do not think that most practitioners of PC would see it this way,
especially those in the tradition of Virginia PC (VPC). In theory, however,
they remain committed to the neoclassical utility-maximization framework —
“we commence with individuals as utility maximizers” (Buchanan, 1984, p.
14) — with all its attendant equilibrium baggage. In practice, their work
sometimes falls into a fourth category characterized by public choosers who
suffer from partial radical ignorance as well as narrow self-interest. And as |
have argued (Ikeda, 2003), this is precisely where a more unified APE/PC
theory can go. It would require that APE relax the benevolence assumption,
which would entail little or no loss of methodological integrity, and that PC
take the more significant step of abandoning the utility-maximization/equi-
librium framework at the level of theory. Even in recent publications, how-
ever, leading VPC scholars continue to characterize the ‘“knowledge
problem” (the term “information problem” is often used instead, perhaps
to distinguish it from the APE interpretation) as the result of high infor-
mation costs rather than radical ignorance (Tullock, Arthur, & Brady,
2002). This has to change if, for the sake of methodological coherence,
practice and theory are to be made consistent.

9. AREAS FOR FUTURE RESEARCH

Clearly, an important agenda item is to find a useful way to integrate APE and
PC into an internally consistent framework along the lines indicated.>* Some
might respond by arguing that APE and PC appear to be doing this already in
practice, spontaneously if you will. Even if true, however, at some point, as
these paradigms drift closer together, a more careful unification in theory will
become more desirable if not absolutely necessary. But unification does not
mean sameness. Differences in subject matter and in the way in which questions
are framed would undoubtedly remain, so that rather than competing para-
digms APE and PC may continue to offer valuable complementarities.
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Within the domain of APE occupied by the dynamics of interventionism,
many theoretical and empirical questions remain. An obvious empirical is-
sue would be to examine whether the various pattern predictions mentioned
in this essay, conform to observable data. Examining the so-called explan-
atory power of pattern predictions five and seven — regarding where on the
politico-economic spectrum turning points are most likely to occur and the
relative stability of pure welfare states — may be particularly interesting.
Using the various published indexes of economic freedom as a proxy for the
level of interventionism in a given system, one might correlate these levels
with historical instances of systemic crisis, using perhaps frequency and
severity of economic downturns as a proxy. In an essay appearing in this
volume, Robert Higgs proposes that the cycling behavior described in pat-
tern prediction two takes place within a much narrower range than I had
initially suggested. It would be interesting to see whether this is right. The
curious investigator might also tease out further implications of the frame-
work and attempt to corroborate them empirically.

Theoretical issues worth investigating might include the relation between
micro-crises and macro-crises, and the extent to which a particular target
area of intervention, such as a city or industry, is able to maintain its po-
litico-economic stability by relying on market signals generated in less in-
terventionistic regions of the system, much as Mises argued that a small
socialist economy can utilize international prices to assist it in its planning.
This is an area in which I am currently engaged: the political economy of
urban interventionism. In addition to its impact on ideology, I have found it
useful to ask whether interventionism has a systematic effect on local norms
of reciprocity and the so-called social capital. Here the writings of Robert
Putnam (2000), as well as Jacobs (1961) and Nathan Glazer (1988) among
others, have been especially helpful.

It may be worthwhile exploring the different effects that an intervention
might have depending on whether the market in question is assumed to be in
or outside of equilibrium. For instance, is there an important difference
between price and nonprice regulations outside of equilibrium? I have sug-
gested that there is, but much more can be done. Also, very little has been
done from an APE perspective on the dynamics of disinterventionism,
which is especially important as countries around the world have attempted,
with varying success, to move away from planned economies. How likely
and under what conditions will either recidivism or successful reform occur?

Aside from the dynamics of interventionism, another part of APE that
has remained relatively unexplored has been the dynamics of the govern-
mental process. This encompasses questions of the nature and implications
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of the knowledge problem within the public sector, itself. A related area is
the economics of bureaucracy, along the lines pioneered by Mises
(1969[1944]) and developed by Tullock (1965) early in his career.*’ I have
found the insights of Charles Wolf (1990) and James Q. Wilson (1989) on
the nature of governmental problems and bureaucratic behavior very sug-
gestive for future research in this area, as they both directly address the
question of what a bureaucracy can and cannot know and why.

10. CONCLUDING THOUGHTS

APE offers a coherent framework for understanding the mixed economy, as
does PC. In its own way each undermines the case for the mixed economy.
The Frankfurt School of Habermas and Offe likewise offers a critique of the
mixed economy that parallels APE. In a similar fashion, the traditional
Marxian analysis of capitalism sees little long-term hope in short-term
efforts to shore up its inner contradictions. Is there an alternative to these
critiques of the mixed economy that offers a coherent framework in which
limited forms of central planning coexist harmoniously with the market
process?

The current microeconomic theories of market failure have been shown to
be woefully inadequate to the task, especially as they postulate imperfec-
tions in the private sphere, which can be successfully repaired by assuming
perfection in the public sector. In any event, that approach is far from a
satisfactory theory of the mixed economy in the sense of, say, Marx or even
Keynes. It is true that the traditional macroeconomics of J.M. Keynes does
postulate a systemic problem of laissez-faire capitalism that the trained in-
telligence of men and women of goodwill can solve. Nevertheless, it is a
coherent framework, warts and all. The problem is that those who still take
it seriously are largely confined to policy makers. No self-respecting eco-
nomic theorist does any more, and rightly so.

What, then, besides their hopes and prayers, are policy makers basing
their policies on? What informs their choices, their views on the long-term
impact their policies will have on society as a whole (rather than on a
particular interest group)? If there is a theory behind all this, where is it?
Indeed, there appears to be no complete theory of the mixed economy that
demonstrates how systematic government intervention will produce an out-
come that is viable in the long term. APE and PC have been attacking a set
of largely incoherent policies and not a system; at best an attitude about
what works that is based on ad hoceries. Bohm-Bawerk and Mises at least
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had Marxism and socialism to sink their teeth into — respectable doctrinal
opponents against whom great care and logic had to be taken. What do we
have today? Keynesianism, among theorists, is long dead. Our opponents
are who, exactly? What system are we critiquing?

The subtitle of my 1997 book is “toward a theory of interventionism,” but
I am coming around to the conclusion that Mises was, not surprisingly,
more astute in titling his 1927 book Kritik des Interventionismus (A Critique
of Interventionism). The inescapable conclusion of an APE/PC analysis is
that interventionism is an unworkable and incoherent system because in the
strict sense of the word it is not a system at all. Strictly speaking there can be
no such thing as a theory of the mixed economy — only a theory of why it
systematically fails.

NOTES

1. Later we will see how these rules (e.g., norms of action, prices, property rights)
tend to change in response to government interventions themselves as the process
continues over time.

2. For elaborations on the various meanings of capitalism and collectivism as they
are used here, see Ikeda (1997, pp. 32-38).

3. This essay draws extensively on Ikeda (1997).

4. For a fuller treatment see Ikeda (1997). While the burden of this essay is to
show that the tradition of political economy begun by Mises and developed by
Hayek and others is a useful framework for understanding the operation of the
mixed economy, and that with updating and revision in light of more recent the-
oretical innovations it can be made more useful still, the relatively small number of
works canvassed in this section is less a reflection of extreme selectivity on the part of
the present author than of the relative paucity of the literature that shares this
perspective on interventionism. Compared to a literature review of PC, which would
(and has) required a book-length treatment (see e.g., Mueller, 1989), a relatively
short essay would seem to suffice for a political economy based on the dynamics of
interventionism. For another treatment of the history of the critique of interven-
tionism, see Don Lavoie’s (1982) essay.

5. Tt is perhaps appropriate to mention at this point the work of Claus Offe (1984).
While, with its Marx-inspired starting point, it is certainly outside the tradition of
Mises and his followers, it nevertheless reflects a sensitivity to the dynamics of in-
tervention that is quite congenial to the views presented here.

6. This is an instance of a phenomenon that Kirzner (1963) first identified and has
more recently termed an “error of over-optimism,” whose detection is inevitable.

7. Other works in this vein are Planning for Freedom Mises(1996[1952]), another
anthology, and Planned Chaos Mises(1961), which is closer in execution to Inter-
ventionism, but more discursive.
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8. Mises does not treat of alternative policy responses, such as a subsidy to
producers or consumers or milk, but as I will explain later, a similar dynamic op-
erates.

9. While Don Lavoie argues that Rothbard has thus extended “‘the scope of the
concept of interventionism to an increasing variety of categories of government
policy to which [Mises’s] original form of argument was applicable” (Lavoie, 1982, p.
169), I have concluded that these categories add little to our understanding of the
interventionist process, itself. For example, how does it deepen our knowledge of the
consequences of taxation, which is a binary intervention, by calling it a binary
intervention? For an extended argument see Ikeda (1997, Appendix C).

10. But see Higgs’s contribution to the present volume.

11. Mark Thornton (1991) has successfully applied this Kirznerian framework to
the case of prohibition. Robert Bradley (2000) has also recently employed parts of
this framework in his comprehensive treatise on the government regulation of the oil
industry.

12. There is also Mises’s unsatisfactory treatment of subsidies and nationalization.
For a discussion of this see Lavoie (1982) and Ikeda (1997, Appendix B), which
offers a possible explanation.

13. Ikeda (1997, Chapter 3), deals extensively with the ideas discussed in this
section.

14. PC tends to view the political process as a kind of market and identifies the
customers of bureaucratic agencies as not the citizens they serve but the govern-
mental bodies responsible for their funding.

15. McKenzie and Lee (1990) offer a similar argument relating airline safety to
traffic deaths.

16. If these processes do not “‘clash,” then the dynamics of interventionism will
not emerge. However, the present argument is that some degree of clashing is in-
evitable.

17. Ikeda (1997, Chapters 4 and 5), deal at length with the topics covered here.

18. To the extent that there are no alternatives to bureaucratic management, the
case of national defense is often used, and then perhaps one would not expect profit
management to perform better.

19. The latter include in particular what Kirzner has referred to as “errors of over-
pessimism” (e.g., a seller who sets his price lower than he could get), which, because
they do not inevitably create outcomes that are obviously at variance with expec-
tations, require a more dynamic form of entrepreneurship to reveal. Economic in-
efficiencies typically fall into this category. This is in contrast to “errors of over-
optimism” (e.g., a seller who sets his price higher than he could get), which the agent
is in some sense bound to discover, such as when shortages or surpluses occur. These
concepts play an important role later in this essay.

20. For recent evidence tending to support this conclusion, see Megginson and
Netter (2001).

21. Tkeda (1997, pp. 110-112) actually defines three versions of “frustrated in-
tentions.” The conclusions of this essay pertain to all three.

22. In Ikeda (1999) I argue, using the analysis of Rizzo (1990), that to the extent
that the interventionist process can be seen as tending to drive the system ever further
from a fully coordinated state, learning becomes increasingly difficult.
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23. In more recent work I have explored the effect of interventions on local norms
of reciprocity and social capital. See Ikeda (2002). The mechanisms involved, how-
ever, appear to be similar to those operating on ideology as it is defined here.

24. It also implies Fabian-style “creeping socialism” is extremely unlikely, since
systemic failure would likely occur far short of pure collectivism.

25. Since in the next section I will distinguish between regulatory and transfer
dynamics, the term deregulation might produce some confusion were I to use it to
refer the dismantling of both regulatory and redistributive interventions.

26. See also the discussion in Ikeda (1997, pp. 157-159). Again, Mises does not attempt
to explain the respective dynamic consequences of price versus nonprice regulations.

27. On the Panglossian nature of modern welfare economics see Kirzner (1992).

28. For a more extensive explanation of the effect of price controls in disequi-
librium, see Ikeda (1998).

29. It does not serve my current purpose to try to present and justify the proper
duties of the minimal state. This would seem, however, to be a matter that anyone
must resolve who wishes to define interventionism as Mises does.

30. This argument is presented more rigorously and extensively in Ikeda (1997,
Chapter 6).

31. The three other important parts of APE concern (1) the nature of bureaucracy
and the governmental process, (2) the modified elements of PC, discussed in the next
section, and (3) the analysis of violent conflict and war. For the purposes of the
present analysis, the first two play supporting roles, while the last does not enter at
all. In Higgs’s (1987) analysis, however, war and conflict is central.

32. These are each more fully derived and explained in Ikeda (1997, Chapter 7).

33. See for example the normative perspective of the various public-choice models
summarized in Mueller (1989, pp. 373-465). Also, according to Buchanan: “gov-
ernment or political organization is shown to ‘fail’ in certain respects when tested for
satisfaction of idealized criteria for efficiency and equity” (Buchanan, 1984,
pp. 11-12).

34. See Charles Rowley (1994, p. 288) for the distinction between Chicago and
Virginia branches of PC.

35. Quoted in Wagner (1989, p. 56; emphasis omitted).

36. Incidentally, this is a manifestation of the dynamics of ideological change
extended to rules of civility, trust, and norms of reciprocity. In addition to Jacobs
(1961), the work of Nathan Glazer (1988) is relevant here, in particular, his discus-
sion of how the deadening formality and red tape of governmental programs dis-
places the public spiritedness arising in the context of the informal relations that
constitute what he calls the “fine structure of society.”

37. Assuming total radical ignorance would leave the system hopelessly far from
plan coordination for the market process to function at all. See again Rizzo (1990)
and Ikeda (1998).

38. For examples of what these exceptions might look like, see Donald Wittman
(1995), who, though not a follower of PC, interprets the perfect-knowledge assump-
tion of standard theory as leading inexorably to the conclusion that existing politico-
economic conditions are necessarily optimal. Stephen Shmanske (1994) does not
endorse Wittman’s policy conclusions, but he also interprets the world entirely
through the lens of an equilibrium always, information-cost-only perspective.
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39. A recent issue of The Review of Austrian Economics is devoted to Austrian
economics and PC, and explores parts of this agenda. I have found that the articles
by Boettke and Lopez (2002), Randall G. Holcombe (2002), and Daniel Sutter (2002)
interesting in this regard. As already noted, Ikeda (2003) also compares and contrasts
APE with PC.

40. See Ikeda (1997, pp. 77-89, 147-148, 209-211).
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FROM LAISSEZ-FAIRE

TO ZWANGSWIRTSCHAFT:
THE DYNAMICS OF
INTERVENTIONISM *

John Hagel, III and Walter E. Grinder

1. PREFACE

This paper will develop some of the social and political implications of the
Austrian theory of interventionism originally presented by Ludwig von
Mises and Friedrich A. Hayek.' Specifically, it stresses the inherently
destabilizing and retrogressive characteristics of the interventionist dynamic
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within a market system and argues that the dislocations produced by political
intervention in the market system ultimately require the replacement of the
price mechanism by a completely different system for the allocation of re-
sources based on arbitrary political decision-making (the Zwangswirtschaft
type of social organization discussed by von Mises). These points will be
developed within the framework of an analytical model of the structure and
dynamics of political capitalism as it has evolved historically in the U.S.

2. THE MARKET PROCESS

For an audience such as this, it will presumably not be necessary to develop
in great detail the arguments on behalf of the efficiency and desirability of
the unhampered market process for the allocation of scarce resources.’
Nevertheless, it is important to stress certain fundamental characteristics of
the market process which are essential for an understanding of the full
consequences of political intervention.

Pure market systems are characterized by a constant equilibrating proc-
ess, which adjusts to the dynamic of change in a manner designed to achieve
an optimum allocation of economic resources. Austrian economists in par-
ticular have stressed the fact that the operation of the market system can
only be understood as the process of information dissemination occurring
over time and that it is highly misleading to conceptualize the market system
as a static structure. Static structural approaches to economic analysis and
the related tendency to focus exclusively on aggregate constructs rather than
on the purposive action of individuals have been major factors underlying
the prevalent misunderstanding of the dynamics of market economies.’

The market process is essentially a learning process designed to provide
an optimum information flow to market participants, ensuring that existing
misallocations of resources are perceived and remedied. As a learning proc-
ess, the market ensures both an optimum amount of malinvestment and an
optimum amount of resource idleness.* Professor Israel Kirzner’s recent
study on entrepreneurial decision-making within the market process has
focused attention on the strategic role of the entrepreneur’s alertness to price
discrepancies in the dissemination of information.’

In advanced technological societies, the process of change (the “forces of
divergence”, to use Ludwig Lachmann’s phrase) tends to accelerate and
increase in complexity. As a consequence, the entrepreneurial process of
adjustment becomes more refined and highly specialized in a constant effort
to maximize the speed and flexibility of response and even the slightest
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interference with this entrepreneurial activity will seriously weaken the
“forces of convergence” within the market system. In the absence of such
interference, a pure market system is a dynamic and yet self-contained sys-
tem lacking any endogenous tendencies to depart from the competitive
market process.

Perhaps one of the most serious misconceptions concerning market econ-
omies is that they should conform to an idealized, structural model of
perfect competition. As a consequence, it has become common wisdom that
market systems cannot persist over time because of an “inherent” tendency
to deviate from the ideal of perfect competition and to encourage the un-
hampered growth of monopolies which critically distort the market process.
The concept of a market process is meant to describe a “real world” phe-
nomenon and, since the real world is constantly changing, static models of
perfect competition inevitably distort our understanding of market econo-
mies. As Hayek argued in his critique of such models, “‘competition is by its
nature a dynamic process whose essential characteristics are assumed away
by the assumptions underlying static analysis.”® The model of perfect com-
petition is irrelevant as a standard for measuring the effectiveness of the
competitive market process since, at any point in time, a situation con-
sidered to be monopolistic by such a standard may represent an optimal
allocation of resources within the market system. The theoretical analysis of
economies of scale within individual firms confirms that these firms attain an
optimal size on the unhampered market within the context of an on-going
process of change and not necessarily in relation to some abstract, norma-
tive concept of perfect competition.’

Moreover, there are compelling theoretical reasons to insist that cartels
and other attempts to insulate market participants from competitive pres-
sures through voluntary agreements will ultimately be frustrated by the
market process itself.® While cartels and other agreements strive to preserve
uniform prices as a means of curbing competitive activity, the widely
divergent cost structures of each firm participating in the agreement con-
stitute a strong incentive for the more efficient producers to withdraw in an
effort to capture a wider share of the market. Usually, the final breakdown
of such cartel arrangements is preceded by a period of growing, covert non-
price competition among the cartel participants.

In fact, the concept of monopoly acquires a meaningful sense only if it is
restricted to situations in which a market participant has relied on the non-
market device of political intervention to insulate himself from the process
of competition on the market, thereby permitting him to enjoy a rate of
return which deviates substantially over time from the return which would
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have been possible on an unhampered market. The inherent instability of
voluntary cartel arrangements and the essential role of political intervention
in preserving monopoly positions on the market is not only theoretically
demonstrable, but has also been amply confirmed by American historical
experience.’

3. THE ECONOMIC MEANS AND THE
POLITICAL MEANS

To understand the full implications of the interventionist dynamic within
market systems, it is necessary to make a preliminary distinction between
two fundamentally incompatible means for the acquisition of wealth in
society: the economic means and the political means. As originally formu-
lated by the German sociologist, Franz Oppenheimer, the economic means
refers to the acquisition of wealth through production and voluntary ex-
change within a market system.'® The political means, in contrast, involves
the use of coercion to confiscate and appropriate wealth accumulated
through the economic means. By its very nature, the political means benefits
one group only at the expense of another and the institutionalization of the
political means within the state precipitates a process of class conflict, which
pervades the entire society and profoundly influences the subsequent evo-
lution of both the political and economic system.

In an earlier paper, we presented a schematic outline of the class struc-
tures characteristic of a system of political capitalism and, while a detailed
presentation of this outline is neither possible nor appropriate here, it is
necessary to identify two prominent elements of this class structure before
proceeding with the present analysis.'' First, the term “political class” rep-
resents a broad category encompassing all those individuals and groups in
society who are net beneficiaries of the political means. Within the political
class, a numerically much smaller group may be isolated and identified as
“ultimate decision-makers” within the political capitalist system in the sense
that they are largely responsible for defining the parameters within which
policy formulation and debate occurs. This group, as technically defined,
constitutes a ruling class. For reasons discussed in the earlier paper, we
believe that the fusion between state and “‘private” interests which occurs in
the banking sector will lead to the emergence of a ruling class drawn in large
part from this area of the economy.
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The introduction of the political means within a market system generates
an interventionist dynamic that is inherently destabilizing and retrogres-
sive.!? The economic means and the political means are incapable of
coexisting in a stable relationship within a single social system since there is
an expansionist tendency inherent in the latter which will cause it to occupy
an increasingly dominant position within the social system. Von Mises
characterized the tension between the market process and political inter-
vention in the following manner:

The conflict of the two principles is irreconcilable and does not allow of any compro-
mise. Control is indivisible. Either the consumers’ demand as manifested on the market
decides for what purposes and how the factors of production should be employed or
the government takes care of these matters. There is nothing that could mitigate the
opposition between these two contradictory principles. They preclude each other."?

The inevitable antagonism between these two means for the acquisition of
wealth in society stems from the fact that political intervention within the
market system does not simply achieve a transfer of wealth, it also neces-
sarily produces distortions and disturbances within the pricing mechanism
which regulates the flow of information within the economy. These dislo-
cations are internalized within the market system, producing an “objective”
misallocation of resources that generates demands for further political in-
tervention. The Austrian theory of interventionism is an ecological theory
which stresses the inter-related and interdependent nature of the market
system such that a discrete intervention in one part of the system has far-
reaching, and often unforeseen, consequences in other parts of the system.
The evolution of political capitalism, therefore, is ultimately determined by
the deepening contradictions between the economic means and the political
means within the social system.

4. SPECIFIC EXAMPLES OF DISLOCATIONS
PRODUCED BY INTERVENTIONISM

In his essay “Middle-of-the-Road Policy Leads to Socialism”, von Mises
illustrated the expansionist character of interventionism by using the
example of price regulation for milk products. Presumably, such a policy
originates in the determination that milk is an “‘essential” commodity and
that consumers should be able to obtain this commodity at a “reasonable”
price. Yet, assuming that the price ceiling is set at some point below the
prevailing market price for milk, this intervention in the price mechanism
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will have a variety of unintended consequences. Since the production and
distribution of milk will no longer be as profitable as it once was, the
resources involved in these activities will begin to shift over time to other,
more profitable, activities and the supply of milk will begin to decrease
relative to demand (which will be stimulated by the artificially low price of
milk). Government planners who had originally sought to assure the avail-
ability of milk to consumers will thus be confronted with the option of either
repealing the original price regulation or extending the scope of price reg-
ulation to cover the various factors of production necessary for the pro-
duction of milk in an effort to increase the profitability of marginal
producers. If the latter option is chosen, it is possible that it will be accom-
panied by a system of rationing to ensure that “needy’ consumers will have
access to the dwindling supplies of milk.

The latter option, however, merely raises the identical dilemma for plan-
ners on another level as the supply of each of the factors of production
subject to the new price controls begins to decline as well. If pursued to its
conclusion, the eventual result of a relatively innocuous policy designed to
ensure the availability of milk at a “‘reasonable’ price will be to expand the
scope of price regulation until it encompasses the entire economy.'* As von
Mises indicated:

Price control is contrary to purpose if it is limited to some commodities only. It cannot
work satisfactorily within a market economy. The endeavors to make it work must needs
enlarge the sphere of commodities subject to price control until the prices of all com-
modities and services are regulated by authoritarian decree and the market ceases to
work."

Certainly, if anyone needed further proof of this principle, our most recent
experiment with wage and price controls should have settled all doubts.'®
Another example of the disastrous consequences of price regulation may
be seen in the policy of regulating the price of natural gas.'” Not only has
such a policy resulted in steady decreases in the supply of natural gas, it has
also precipitated widespread dislocations within the entire energy sector
and reinforced our growing dependence on foreign energy imports. These
developments in turn have been a major factor in proposals for mandatory
“conservation” regulations, massive state subsidies for alternative energy
R&D projects and creation of a state-owned corporation to undertake
exploration for additional natural gas supplies. While much of this paper
will focus on the role of political intervention in “protecting’ and “‘strength-
ening” private corporations, natural gas price regulation illustrates another
dimension of the process — the utilization of the political means by one
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private economic interest group against another prominent interest group.'®
In this case, electric utility companies and other large industrial consumers
of natural gas were instrumental supporters of natural gas price regulation
as a means of substantially lowering their own production costs.

While price controls offer a particularly convenient illustration of the
unfolding of the interventionist dynamic, a similar process is precipitated by
any form of political intervention in the market system: tariffs, subsidies,
inflationary monetary expansion, etc. The complexity of the market process
and the necessarily imperfect information of political actors assures that as
long as the market process continues to function, in however limited form,
each intervention will tend to bring about a state of affairs which, even from
the point of view of the people who sponsored the intervention, is “worse”
than the state of affairs prevailing ex ante. However, the consequences
of each intervention may require considerable time before they become
apparent and, even then, it is not always immediately apparent that the
initial intervention was the cause of the subsequent distortions in the market
system.

5. THE EXPANSIONIST TENDENCIES
OF INTERVENTIONISM

Political intervention in the market system thus introduces an inherent
element of instability, persistently confronting policy-makers with the op-
tion of either expanding or contracting the scope of intervention. As von
Mises suggested, “interventionism cannot be considered as an economic
system destined to stay””'” — it is necessarily a transitional system, unable to
remain at any one stage for a prolonged period of time. Furthermore, there
is a crucial distinction between the “instability” characteristic of market
systems and the instability generated by political intervention. Market in-
stability is a manifestation of its equilibrating mechanisms adapting to the
inexorable process of change and striving to fulfill the changing expectations
of market participants. Political intervention, in contrast, substantially in-
creases the degree to which the expectations of the market participants
remain unrealized as the learning function of the price mechanism is pro-
gressively short-circuited and the misallocation of economic resources grows
more pervasive. The instability associated with political intervention thus
indicates that the imbalance between the ‘““forces of divergence” and the
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“forces of convergence” is steadily increasing within the market system,
resulting in a corresponding decline in consumer welfare.

While political intervention in market systems is not inevitable, certain
sociological factors suggest that, in the absence of a broadly held individ-
ualist, market-oriented ideology, there will be a strong temptation to rely on
the political means instead of the economic means in attaining specific goals.
A basic corollary of the praxeological “action axiom’ holds that human
action will be undertaken only if it is anticipated by the actor that he will be
able to substitute a more satisfactory state of affairs for his present less
satisfactory condition. This “action axiom” corollary acquires considerable
significance when considered in association with “Epstean’s Law” as cited
by Albert Jay Nock: man tends to satisfy his needs and desires with the least
exertion.”® Since expropriation usually requires less exertion than produc-
tion, the political means will represent an attractive alternative to the eco-
nomic means for a broad range of individuals — particularly those who lack
the ability to produce efficiently on the unhampered market. This conclu-
sion is further reinforced by the observation that individuals relying on the
political means characteristically hold a relatively high time preference and,
even if they had the understanding necessary to realize the ultimate con-
sequences of political intervention, they would probably prefer to maximize
short-term returns.

Similar arguments may be advanced to support the contention that there
will be a tendency to expand the scope of political intervention once it is
initiated rather than to abandon the original interventionist measures and
remove the cause of the market distortions. Moreover, a democratic
political system tends to reinforce this tendency. As the misallocation
of resources resulting from a particular interventionist measure becomes
apparent, political pressure will be generated to remedy its adverse conse-
quences. Since the cause and effect relationship between political interven-
tion and the subsequent distortions in the market system are usually
not readily apparent and since politicians will generally prove extremely
reluctant to admit that the earlier measures were mistakes, they will not
surprisingly prefer to expand the scope of intervention by proposing addi-
tional measures to cope with the new problems.

This tendency is strengthened by the fact that the beneficiaries of the
political means who can clearly perceive the prospect of large, and relatively
short-term, financial gains will usually appear more vocal and better or-
ganized than the fragmented non-beneficiaries who are often unaware of the
long-term adverse consequences of interventionist measures. The members
of the ruling class, representing the leading economic interests under
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political capitalism, retain their essential role as ultimate decision-makers by
defining the parameters within which policy-making occurs.?! The thrust
and shape of interventionist policies in a political democracy, therefore,
results from the centralization and manipulation of democratic demands for
the purposes of the economic/political elite. Historically, the leading inter-
ventionist measures in the American economy have been proposed and
actively supported by prominent leaders in business and finance to promote
their own interests.”> The myth of the “businessman as a persecuted mi-
nority” has performed a major role in obscuring this historical reality and,
to be able to identify the acting individuals who have promoted the steady
expansion of political interventionism, it is first necessary to penetrate this
myth.>

It is important to stress, however, that the underlying interventionist dy-
namic in state capitalist systems is characterized by inherent tendencies
which are independent of, and do not require, conscious intrigue within the
economic/political elite. Of course, each interventionist act requires a con-
scious choice among its initiators — the point here is that the over-all pattern
of a rapid expansion of the scope of intervention within the market economy
need not have been foreseen, or intended, by the economic/political elite at
the time that the initial interventionist measures were introduced.

There is one significant exception to the pattern of expanding political
intervention, which arises in certain ‘‘crisis’ situations where the alternative
to abandoning particular interventionist programs would require a funda-
mental and sudden transformation of economic, social and political
relationships. At such points, the economic/political elite will probably at-
tempt to contract the scope of intervention even in the face of widespread
public sentiment favoring additional expansion. However, these rare
reversals are not sufficient to halt the interventionist trend since it is incon-
ceivable that the economic/political elite will ever fully abandon political
intervention in the market and the remaining intervention will lead to ever-
intensifying dislocations requiring further intervention.

Prominent historical examples of such “crisis” situations were the estab-
lishment of the National Recovery Administration during the New Deal and
the more recent experiments with systematic wage/price controls during the
Nixon administration. On a more limited scale, the critical housing short-
ages resulting from the adoption of rent control legislation in large urban
areas have generated popular demands for massive public housing projects
and the economic/political elite, confronted with the prospect of socializat-
ion of the housing market, has been forced to reconsider the desirability of
the original rent control legislation.
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6. ZWANGSWIRTSCHAFT: THE CULMINATION
OF INTERVENTIONISM

The dislocations produced by political intervention in the market system
lead to a continued deterioration of the integrative and coordinative func-
tion of the price mechanism. Both Carl Menger and Ludwig Lachmann have
analyzed the role of the price mechanism in regulating the information flow
through a series of input/output prices between the higher and lower orders
of production in the capital structure and distortions in these prices have
particularly serious consequences for the market system as a whole.?* The
resulting dislocations and continued expansion of political intervention cul-
minates in the emergence of a fundamentally different social system that
replaces the price mechanism as a device for the allocation of resources by
an intricate network of arbitrary political decision-making.

This movement from a market to a non-market system of centralized and
arbitrary decision-making results in the crystallization of a socialist or, more
appropriately, fascist set of economic relationships. Such a system has been
alternatively labeled Zwangswirtschaft by von Mises and Ordnungswirtschaft
by Robert Brady. As von Mises has indicated, the labels and outward ap-
pearances of a market system are preserved in a system of Zwangswirtschaft,
but the task of allocating economic resources has decisively shifted from the
market to the political system.>> Thus, on a more concrete level, ultimate
decision-making within the social system is transferred from Wall Street to
Washington. Von Mises noted that prices, wages and interest rates in this
new system are no longer what they appear to be, instead “they are merely
quantity relations in the government’s orders.”>¢

As all economic issues begin to acquire political meaning — a necessary
result of the departure from the price mechanism as a means of allocating
economic resources — the role and size of the state apparatus begins to
expand at an accelerating rate. The significance of the shift in the locus of
ultimate decision-making is not that different people would be making the
decisions since, in fact, in most cases the same people will be involved as
personnel transfers between corporate offices and government offices
become increasingly common. The real importance of the shift involves
the abandonment of the price mechanism and its replacement by a system of
decision-making operating within a completely different set of parameters
and constraints. This transition process is a lengthy one since the full con-
sequence of interventionism emerge only gradually over time and may be
either accelerated or prolonged through various measures.
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7. WAR AND INFLATION: CATALYSTS
OF INTERVENTIONISM

Before outlining the major stages of the interventionist dynamic, attention
should be focused on the role of two categories of interventionist measures,
which are instrumental in defining the length and specific shape of the
transitional process. First, the institutionalization of the political means in
the form of the state necessarily requires regularized channels for financing
the activities of the state apparatus. The very existence of the state thus
presupposes systematic intervention in the market process and it is futile to
pretend that this form of intervention, unlike other forms, is somehow
compatible with the unhampered market system.?’

While direct taxation is the most dramatic method of financing state
activity, it is progressively supplemented by more indirect forms of deficit
financing that are far less conspicuous among the public. Specifically, a
growing reliance on borrowing through the sale of government bonds pro-
vides the basis for an intimate cooperation between the state and the bank-
ing institutions, which become heavily involved as intermediaries in the sale
of these bonds. This mutually supportive relationship that develops between
the state and banks is further enhanced by measures which authorize the
monetization of the state debt, permitting banks to issue notes by using
government bonds as part of their asset base. These arrangements for the
financing of state activity reinforce the strategic position of the banking
sector within the state capitalist system and are an important element in the
explanation of the fact that the earliest and most systematic forms of state
intervention often occur in the banking sector.?®

In analyzing the interventionist dynamic in various historical contexts, the
conclusion becomes inescapable that wars and war preparations have per-
formed an essential role in accelerating the process of interventionism within
the market system.? This insight is hardly a novel one; both the Manchester
School of Richard Cobden and John Bright and the doctrinaire laissez-faire
adherents in the Anti-Imperialist League in the U.S. at the turn of the
century explicitly perceived the necessary correlation between war and
domestic interventionism and, as a result, became actively involved in the
peace movements of their day.>® Unfortunately, it is an insight which the
contemporary conservative movement tended to forget in the aftermath of
World War II. While war-related intervention in the market system has far-
reaching consequences, it is particularly important to note that the vast
increase in the revenue needs of the state apparatus which inevitably occurs
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during war serves to consolidate further the intimate relationship that is
forged between the state apparatus and the banking sector in state capitalist
systems.

The traditional maxim that “war is the health of the state” should be
amended to read that “war and inflation are the health of the state.”*! The
close inter-relationship between these two dimensions of statist health be-
comes apparent in the often explicit reliance on war preparations as an
inflationary pump-priming mechanism either to accelerate recovery from a
depression or to postpone the downturn of the business cycle.** Single
project expenditures by the state apparatus generally assume growing im-
portance in the demand management policies adopted during the latter
stages of the inflationary upswing. In this type of expenditure, characteristic
of both the military and space programs, funds are directed into clearly
focused, long-term projects in which cost considerations assume only sec-
ondary importance. The expenditures may thus be manipulated to reach
individual firms or specific industries which are encountering financial
problems. In this manner, they are useful instruments in sustaining the
demand for the products of the higher orders of production, which have
become over-extended as a consequence of the inflationary monetary
expansion policies adopted by the state.

War-related expenditures represent a prominent form of single project
expenditures since they prove far more acceptable to the economic/political
elite than equivalent levels of expenditures in social welfare programs. While
defense expenditure programs continue to represent a relatively minor share
of total GNP, such aggregative comparisons are characteristically mislead-
ing for they entirely overlook the qualitative role of military contracts in
assuring the profitability of individual firms in defense-oriented industries.

Perhaps the greatest impact of military expenditures occurs in the sphere
of research and development (R&D) activity. According to one source, 80%
of the R&D work conducted in the United States since World War II has
been financed by defense, space and Atomic Energy Commission expendi-
tures.*® The consequence of this pattern of financing has been summarized
by Seymour Melman in his recent book The Permanent War Economy:

For example, as research in electronics was channeled into military and related appli-
cations a few industries, notably computers, gained from the government sponsored
research in their fields, but a host of consumer electronics industries like radio and
television manufacturing, left to their own devices, have suffered massive depletion,
closing of factories, transfer of work abroad and loss of employment opportunity in the
United States... This effect on technical research is an important part of a larger
process: a minority portion of the national product often shows decisive impact on the
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economy as a whole. A succession of major industries have been undermined for want of
fresh technology [and] capital ... 3*

This channeling of R&D activity thus inevitably has a profound impact in
determining the future shape and evolution of the structure of production by
subsidizing technological research in certain areas and neglecting others.

8. STAGES IN THE EVOLUTION OF THE
INTERVENTIONIST DYNAMIC

The transition from pure market systems to Zwangswirtschaft which results
from the interventionist dynamic may be conveniently subdivided into three
stages — pure market systems, political capitalism and fascism (as specifically
understood by the concept of Zwangswirtschaft). The two latter stages in
fact represent variants of the broader category of state capitalism that
encompasses any social system in which the economic means and institu-
tionalized forms of the political means coexist. While certain parameters
define each stage, it must be emphasized that each stage is an ideal model
and that no social system has existed which belonged entirely to one of these
stages without any elements of the others also present. Hence, considerable
variations are possible in the historical manifestations of each stage. The
stages outlined in this ideal model nevertheless serve a highly useful analytic
function in isolating and identifying the trends underlying the expansion of
political interventionism.

The characteristics of pure market systems have already been briefly dis-
cussed in this paper and it is necessary here only to point out that this stage,
in its ideal form, has never existed historically.*® The institutionalization of
the political means in the state is a pervasive theme in the history of man-
kind and, by its very existence, the state precipitates an interventionist
dynamic in market systems which then progressively depart from the ideal
model. A rigorous understanding of the requirements of the pure market
system indicates that the institutionalization of the political means is fun-
damentally incompatible with the economic means essential to the market
process.*®

Once the institutionalization of the political means has occurred, the
social system enters into a lengthy transitional phase known as political
capitalism. This period in fact represents an aggregation of three over-
lapping sub-stages which reflect an evolving level of sophistication in
the utilization of the political means. The first sub-stage involves the use of



72 JOHN HAGEL, IIT AND WALTER E. GRINDER

political intervention by individual corporate leaders for their own narrowly
defined benefit. The political means may be employed either to acquire or to
protect an economic position within the market system which would be
insulated from competitive pressures. Examples of political intervention
characteristic of this period include direct subsidies, state contracts and
charters to monopolize a specific commercial activity.

The second sub-stage serves as the focus of Gabriel Kolko’s illuminating
historical study, The Triumph of Conservatism.>’ In this sub-stage, the
political means is employed on a more systematic level to achieve the “ra-
tionalization” and “‘stabilization” of specific industries. ““Rationalization”,
which emerges as a predominant consideration of the economic/political
elite during this and subsequent periods, acquires a rather specific meaning
defined by Kolko as ‘“‘the organization of the economy and the larger
political and social spheres in a manner which will allow corporations to
function in a predictable and secure environment permitting reasonable
profits over the long run.”*® Specific examples of political intervention in
this sub-stage include the establishment of a broad array of regulatory
commissions and the cartelization of the banking sector through such
institutions as the Federal Reserve System.

The third sub-stage in the evolution of political capitalism is attained as
the scope of political intervention expands to encompass the entire social
system. This represents the “highest” form of political capitalism and it
reflects the emergence of a cohesive ruling class capable of defining its own
interests within the context of a broader system of political intervention. In
other words, it presupposes a ‘“‘systems’ or “‘class’” consciousness on the
part of the leading representatives of the economic/political elite which
permits them to adopt a long-range perspective in pursuing their interests.
For example, during this period the scope of political intervention is con-
siderably broadened to encompass an extensive system of social welfare
legislation formulated and implemented by prominent representatives of the
economic/political elite in an attempt to promote social stability and co-opt
the potentially troublesome labor movement into the governing coalition.*
James Weinstein’s book, The Corporate Ideal in the Liberal State, concen-
trates on this phase of the historical evolution of political capitalism in the
U.S., stressing the critical role of corporate leaders in the National Civic
Federation in mobilizing support for social welfare legislation.*’

Despite the expanding scope of political intervention within the transi-
tional stage of political capitalism, the market mechanism, even though
greatly hampered and distorted, remains the essential means for transmit-
ting the information necessary for the allocation of economic resources.
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However, one of the central assumptions of the corporate liberal consensus
forged during the evolution of political capitalism is that the state has a duty
to ensure full employment within the economic system and this duty in turn
requires a progressive socialization of costs for “private” economic activity.
As a consequence, an intricate network of legislation and government
agencies emerges to perform this task. One of the fundamental contradic-
tions in the political capitalist system is that the interventionist measures
designed to assure full employment of economic resources are precisely
those which render it impossible for the market process to attain even the
more limited objective of optimal resource allocation.

9. THE SYSTEM OF ZWANGSWIRTSCHAFT

The socialization of private costs represents an essential element in the
transition from political capitalism to the next, culminating stage of the
interventionist process. By socializing costs and refusing to allow inefficient
enterprises to fold, political capitalism denies market participants the ability
to act on the basis of information transmitted through the price mechanism
and thus make necessary adjustments in the allocation of economic
resources. The price mechanism is therefore rendered increasingly ineffec-
tive as more and more allocational decisions are assumed by the state ap-
paratus. In John T. Flynn’s description of this process, the government ““will
insert itself in the structure of business, not merely as a policeman, but as
partner, collaborator and banker.”*!

As one of the consequences of the progressive abandonment of the price
mechanism, the state increasingly relies on corporativist forms of social
organization to provide control mechanisms for coordinating the social
system. Robert Brady, in his study of fascist social systems, has designated
the industrial and professional groups which provide the organizational
infrastructure for the economic system as Spitzenverbdnde or “peak asso-
ciations.”** These peak associations constitute the organizational embod-
iment of the fusion between state and private economic activity that
culminates in the Zwangswirtschaft system. On a somewhat different level,
Robert Caro’s recent biography of Robert Moses, The Power Broker, pro-
vides an analysis of the system of ‘“‘authority capitalism” which Moses
actively promoted in the New York metropolitan area.*® This system is
based on a complex network of semi-“‘independent” authorities and com-
missions that provide another organizational model for the fusion of public
and private spheres that might be extended to the national level. In addition
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to isolated urban experiments in “‘authority capitalism”, other examples of
an advanced stage of integration between the state apparatus and “‘private”
corporations may be pinpointed in the banking sector, the sprawling
“military-industrial complex” and the atomic energy industry.

A thin line separates the frontier between advanced political capitalism
and Zwangswirtschaft and only the detached historian with the perspective
of time will be able to determine when the line is eventually crossed. At
several points in recent American historical experience — under the National
Recovery Administration in the 1930s and, more recently, under Nixon’s
wage/price controls — the system of political capitalism appears to have
approached the dividing line but then the economic/political elite, perhaps
in recognition of the profound social transformations which would be pre-
cipitated by such measures, has withdrawn them and shifted to other pol-
icies to deal with the same problems.

Once this frontier has been crossed, and the institutions of Zwangswirtschaft
have been consolidated in the social system, political planners will encounter
the identical allocational dilemma which von Mises and Hayek, in their cri-
tique of socialist economic systems, argued must ultimately defeat any attempt
to replace the price mechanism by central planning as a means for the al-
location of economic resources.** A system of economic fascism, representing
the culmination of a lengthy process of interventionism, is just as unstable a
social configuration as any of the transitional phases of political capitalism.
The transition to this new social system may be cushioned somewhat by the
presence of a capital structure accumulated over time but, as this begins to
disintegrate and social welfare begins to decline rather precipitously, popular
dissatisfaction may be expected to increase, necessitating even harsher repres-
sive measures. It is also likely that reform movements will arise within the
ranks of the planners, resembling similar movements in the Communist bloc
countries and hesitantly seeking to re-establish some sort of price mechanism.
Whatever the specific outcome, it is clear that Zwangswirtschaft, like the in-
terventionist systems that preceded it, cannot offer a permanent solution to
the contradictions inherent in interventionism.

10. THE EVOLUTION OF IDEOLOGY: THE
SUBJECTIVE DIMENSION OF INTERVENTIONISM

In tracing the evolution of political capitalism, it is instructive to note that
it is characterized by frequent lags in subjective perceptions of changing
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objective economic conditions among members of the coalescing ruling class
and that these lags are often the source of considerable political tension.
During the initial stages of political capitalism, the predominant ideology
remains essentially a variant of conventional laissez-faire doctrines. Bene-
ficiaries of interventionist measures continue to support the market system
as the most desirable form of economic organization moderated, however,
by occasional and strictly limited political intervention. The necessity for
specific interventionist measures is rationalized with often dazzling ingenu-
ity by demonstrating the ‘“special” circumstances that render the market
process inadequate to secure the desired end (always stated in terms of a
vaguely defined “public interest”).

As the range of exceptions broadens and, in particular, as the highly
disruptive consequences of sporadic interventionist measures in the capital
market become apparent, the dominant ideology undergoes a fundamental
transformation. The business cycle precipitated by expansionary monetary
policies becomes associated with the ‘“‘laissez-faire” economic system and
prominent economic interests adversely affected by the dislocations accom-
panying the business cycle begin to support more comprehensive controls on
the market process. Seeking to rationalize and stabilize, first, individual
industries and then the economic system as a whole, a consensus eventually
emerges concerning the necessity, and the desirability, of a more sophisti-
cated and systematic form of political intervention. This consensus emerges
only with difficulty and proponents of systematic political intervention
inevitably encounter considerable opposition from increasingly isolated
segments of the economic/political elite.*’

In the Anglo-American historical experience, perhaps one of the most
important factors in the shift from traditional laissez-faire economic doc-
trines to more explicit interventionist ideologies occurred during the 1930s
when leading proponents of Austrian business cycle theory appeared un-
able, from within their theoretical framework, to explain the causes of the
secondary depression which then gripped both the U.S. and England.*®
These expressions of uncertainty and the failure to present a systematic
explanation of the causes underlying the secondary depression tended to
discredit the entire theory and paved the way for more enthusiastic support
for theoretical systems which professed not only to understand the causes of
the business cycle but also insisted that instruments were available to mod-
erate, if not eliminate, the adverse consequences of the business cycle and
simultaneously attain the elusive goal of full employment.

The more sophisticated systems approach to political interven-
tion reached its highest ideological expression in Keynesian theoretical



76 JOHN HAGEL, III AND WALTER E. GRINDER

economic doctrines, which offered both an explanation of the contemporary
economic situation and a policy framework for responding to the secondary
depression. While the language employed by the leading Keynesian theorists
expressed a fundamental break with the status quo, the fact that many of the
specific policies proposed by the Keynesians were already an established
part of the interventionist arsenal certainly helps to explain the receptivity of
policy-makers within the economic/political elite to this new theoretical
system. Thus, the Keynesian theoretical system provided a comprehensive
framework for “rationalizing” and expanding the isolated interventionist
measures of the preceding period.

In an even more profound sense, the Keynesian mode of analysis rep-
resents merely one variant of macro-economic theory that emerged during
the early decades of the twentieth century. In addition to Keynes, Wesley
Clair Mitchell, John R. Commons and Irving Fisher elaborated comparable
theoretical frameworks for macro-economic analysis, which provided the
underpinnings of the doctrines of the “monetarist” school.*” The macro-
economic orientation shared by both the Keynesian and monetarist schools
were particularly adapted to the advanced stage of political capitalism which
emerged following the cartelization of the banking system under the Federal
Reserve System.

The systematic and sustained intervention in the capital market under-
taken during this period generated effects on a “macro-economic” level
which seemed inexplicable in terms of acting individuals and seemed to
require a separate theoretical framework for analysis. Such a conclusion, of
course, was misleading and, under the guise of “‘explaining” the dynamics of
advanced industrial economies, these theoretical formulations remained
permanently trapped at the level of describing superficial manifestations,
rather than penetrating the substance, of political capitalism. The under-
lying causes of the economic distortions arising under political capitalism
thereby remained unanalyzed. Of course, such misleading modes of analysis
also tend to serve objective interests by focusing attention on artificial ag-
gregate constructs and effectively obscuring the extent to which specific
individuals in society benefit from political intervention at the expense of
other individuals.

The problem addressed by the Keynesian theoretical system is precisely
the problem which advanced political capitalism confronts in an increas-
ingly acute form: how to prolong the expansionary growth of the economic
system by maintaining effective demand for the higher orders of production
without subjecting the economic system to accelerating rates of inflation.
Historically, as already mentioned in an earlier section, the most important
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policy instrument in the Keynesian arsenal for maintaining effective demand
has been military-related expenditures. An example of the explicitly
Keynesian dimension to contemporary military expenditures is provided
by the following excerpt from a study by an economist:

Capital expenditure items within the military budget, which are particularly consumptive
of labor, tend dually to counteract cyclical unemployment and to stimulate those basic
industries that frequently receive the initial and most severe impact of economic reces-
sion. In this manner, the allocation of resources to the military should become less
disruptive of the civilian economy. Along with other similarly designed programs, they
are able to assist in placing a floor under the economy so as to cushion cyclical declines
in employment and production.*®

War, and the threat of war, also serves a particularly valuable ideological
function by facilitating the mobilization of popular support for government
policies. By focusing attention on an external enemy — an undifferentiated
“we” confronting an equally undifferentiated “they” — the threat of war
further obscures the “who benefits?”” questions raised by domestic inter-
ventionism. The compatibility between Keynesian economic policies and as
system of economic fascism dominated by an increasingly war-oriented state
apparatus, a compatibility which even Keynes himself acknowledged,* is
based at least in part on the recognition that enemies have become an
economic necessity for political capitalism.>® The growth and consolidation
of a sprawling domestic and foreign “military-industrial” complex is ac-
companied by the emergence of an ideological paradigm of national security
management, which incorporates the Keynesian theoretical system.”' This
new paradigm, which focuses attention on the economic system and the
military system as interdependent components of a broader, over-arching
system, represents a culmination of the ideological evolution associated with
political capitalism.

Keynesian demand management policies presupposed the existence of a
self-contained economic system so that the dislocations produced by inter-
ventionism will not be externalized in the sphere of international trade. In
The Road to Serfdom, Hayek commented on the tendency of collectivism to
become particularistic and exclusive™, observing that

The definitely antagonistic attitude which most planners take toward internationalism is
further explained by the fact that in the existing world all outside contacts of a group are
obstacles to their effectively planning the sphere in which they can attempt it. It is
therefore no accident that, as the editor of one of the most comprehensive collective
studies on planning has discovered to his chagrin, “most ‘planners’ are militant nation-
alists.”?
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Thus, economic nationalism tends to strengthen with the sustained imple-
mentation of a Keynesian program of domestic interventionism and these
nationalistic tendencies in turn reinforce the broadening of the concept of
national security to embrace economic and political, as well as purely mil-
itary, concerns. In fact, every policy issue that arises tends to be evaluated
explicitly in terms of its impact on this broadly defined national security.
Moreover, as the Keynesian paradigm proves increasingly unable to “‘ex-
plain” the contradictions inherent in political capitalism, the ideological
paradigm of national security management already provides a more
comprehensive theoretical framework for responding to the intensifying
dislocations threatening the viability of the entire system.

11. ZWANGSWIRTSCHAFT AND THE QUEST FOR
IDEOLOGICAL HEGEMONY

While much of the foregoing analysis has concentrated on the growing
“rationalization” and centralization of political intervention in the eco-
nomic system, there are also strong parallel tendencies compelling ideolog-
ical uniformity with the social system. One of the central themes stressed by
Hayek in The Road to Serfdom is that comprehensive planning presupposes
complete unity with regard to a scale of priorities necessary to select among
competing planning objectives. Thus, “an economic plan, to deserve the
name, must have a unitary conception.”> Since complete unanimity cannot
be achieved within the framework of democratic political institutions: ‘“‘the
conviction grows that, if efficient planning is to be done, the direction must
be ‘taken out of politics’ and placed in the hands of experts — permanent
officials or independent autonomous bodies.”>* The conflict between dem-
ocratic political institutions and planning was summarized by Hayek:

Our point, however, is not that dictatorship must inevitably extirpate freedom but rather
that planning leads to dictatorship because dictatorship is the most effective instrument
of coercion and the enforcement of ideals and, as such, essential if central planning on a
large scale is to be possible. The clash between planning and democracy arises simply
from the fact that the latter is an obstacle to the suppression of freedom which the
direction of economic activity requires.>

Moreover, since comprehensive planning requires ‘“‘general acceptance of
a common Weltanschauung, of a definite set of values,”>® the transition to a
system of Zwangswirtschaft is accompanied by increasing efforts to assert
ideological hegemony over the social system and thereby mobilize popular
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support for the planning priorities selected within the state apparatus. As a
consequence, ideological purity becomes a prominent concern and the
educational system in particular is progressively integrated into the over-
arching system subjected to national security management. Just as the mar-
ketplace of goods has been progressively subjected to controls, so must the
marketplace of ideas submit to the dictates of the state as “wrong’ ideas are
perceived as a potentially disruptive element within the system and hence as
a threat to the national security. To quote Hayek once again:

The most effective way of making everybody serve the single system of ends toward
which the social plan is directed is to make everybody believe in those ends. To make a
totalitarian system function efficiently, it is not enough that everybody should be forced
to work for the same ends. It is essential that the people should come to regard them as
their own ends. Although the beliefs must be chosen for the people, and imposed upon
them, they must become their beliefs, a generally accepted creed which makes the
individuals as far as possible act spontaneously in the way the planner wants.>’

12. INTERVENTIONISM AS A PROCESS
OF RETROGRESSION

In analyzing the evolution of political capitalism and its eventual transfor-
mation into a qualitatively different system, it should be stressed that each
stage in the interventionist process is socially and economically retrogressive
in comparison with the preceding stage. In seeking to promote full employ-
ment of economic resources, the interventionist policies adopted under
political capitalism in fact promote a highly wasteful misallocation of
resources from the consumer’s point of view, thereby resulting in widespread
malinvestment and, in the ultimate irony of political capitalism, ensuring the
impossibility of full employment.

Zwangswirtschaft is clearly the most retrogressive system of all since it
entails the final abandonment of the only mechanism, which can effectively
assure the optimum allocation of economic resources — the market price
mechanism. In its place, a highly bureaucratic and centralized planning
apparatus emerges, becoming heavily dependent on national security related
expenditure programs. As von Mises and Hayek have persuasively demon-
strated, the abandonment of the market price mechanism inevitably results
in a deterioration of economic welfare. Even more importantly, however,
such as system of comprehensive planning also necessarily entails a rapid
surrender of political, social and intellectual freedom.
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13. A CONCLUDING COMMENT: THE FUTILITY
OF REFORMISM

This analysis of the dynamic of political interventionism in state capitalist
systems leads to a disturbing conclusion: interventionism, once initiated, is
an inherently retrogressive and unstable social and economic process which,
if not halted, leads inevitably to a variant of economic fascism and, ulti-
mately, to either economic stagnation or collapse. While a detailed analysis
of the strategy necessary to oppose such a process of social retrogression
effectively is probably not appropriate here, it must be stressed that oppo-
sition to this process through any gradualist strategy will fail to reverse the
interventionist dynamic and reformist movements will always be manipu-
lated to produce even greater intervention in the market process. The
utopians are those who believe that limited reforms can ever be effective in
the face of such firmly entrenched interests benefiting from the systematic
application of the political means. Only the simultaneous presence of the
objective conditions of an economic ‘“‘crisis”’ or panic within the state cap-
italist system and the subjective conditions of a strong ideological movement
firmly adhering to an anti-interventionist ethic will provide an opportunity
to halt the interventionist dynamic and to return to a pure market system.
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AUSTRIAN ECONOMICS,
PRAXEOLOGY AND
INTERVENTION

Walter Block and William Barnett, 11

1. PRAXEOLOGY

Praxeology is defined by Rothbard (1962, p. 64) as “The formal implication
of the fact that men use means to attain various chosen ends.” While men
use means to attain ends in areas other than economics (e.g., war, voting),
the dismal science is the only deeply elaborated subdivision of praxeology.
Rothbard (1962, p. 63) defines praxeological economics in contrast with

psychology [and] ... the philosophy of ethics. Since all these [three] disciplines deal with
the subjective decisions of individual human minds, many observers have believed that
they are fundamentally identical. This is not the case at all. Psychology and ethics deal
with the content of human ends; they ask, why does the man choose such and such ends,
or what ends should man value? Praxeology and economics deal with any given ends and
with the formal implications of the fact that men have ends and employ means to attain
them.!

Austrian or praxeological economics is based on a few basic axioms; for
example, individual man acts purposefully, values are subjective, man uses
means to achieve ends, causes have effects, man acts through historical time
in the real world of uncertainty, the past is immutable, there is scarcity, time
is a constraint, there are resources, leisure is good and work brings disutility.
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Coupled with the laws of logic, these axioms lead to the irrefutable prin-
ciples of economics.”

The method employed, then, is the same as that used in mathematics, or
logic: deductions from premises to conclusions. The path to correct eco-
nomic theory has nothing to do with inducing generalizations from empir-
ical observations; rather, everything to do with syllogistic reasoning.

2. WHAT TESTS WHAT?

Neoclassical economics, one form of economics practiced at the polar ex-
treme from praxeology uses the methods of logical positivism. Here, the
dismal science is not conceived of as vast latticework of deductions. It is
rather modeled on the physical sciences, where empirical observation and
induction are the order of the day. Friedman (1953, pp. 7, 9, 40, 41) main-
tains that:

“The ultimate goal of a positive science [including economics] is the development of a
‘theory’ or ‘hypothesis’ that yields valid and meaningful (i.e., not truistic) predictions
about phenomena not yet observed ...

“As I shall argue at greater length below, the only relevant test of the validity of a
hypothesis is comparison of its predictions with experience. The hypothesis is rejected if
its predictions are contradicted (“‘frequently” or more often than predictions from an
alternative hypothesis); it is accepted if its predictions are not contradicted; great con-
fidence is attached to it if it has survived many opportunities for contradiction. Factual
evidence can never “prove’ a hypothesis; it can only fail to disprove it, which is what we
generally mean when we say, somewhat inexactly, that the hypothesis has been “‘con-
firmed” by experience...

“Reliance on uncontrolled experience rather than on controlled experiment does not
affect the fundamental methodological principle that a hypothesis can be tested only by
the conformity of its implications or predictions with observable phenomena...

“Any theory is necessarily provisional and subject to change with the advance of
knowledge.”

In mainstream economics, there is indeed room for theory. But the theory,
as in the case of the physical sciences, must be tested by empirical obser-
vation. Here, econometric testing is the dog, which wags the tail of theory.
In praxeology, in contrast, it is found the reverse: theory is the bedrock of
the enterprise, or the “dog,” while very peripheral is the tail of real world
facts.

Perhaps an example will better illustrate this distinction. According to
virtually all practitioners, rent control has negative repercussions on the
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economy.’ Governmentally mandated below-market, ceilings on rents cause
excess demands for rental housing to develop — and consequent shortages.
The incentives of entrepreneurs to invest must of necessity atrophy, since
profit opportunities in other endeavors are still uncontrolled. This means
less new building of residential units, ceteris paribus. Nor do landlords of
extant dwellings have as much incentive to maintain, much less, upgrade
them.*

But suppose someone runs an econometric regression on the relationship
between this legislation and all of those incidences of housing disarray, and
fails to support microeconomic theory in this regard. How are we to in-
terpret such a finding? For the Austrians, matters are simple. At best, sta-
tistical correlations (the tail of the dog) based on unique historical events
can illustrate economic theory. They can never call it (the dog itself) into
question. In this particular instance, the empirical generalization was in-
compatible with apodictic (necessary and certain) economic theory, and so
the former must be thrown out as unreliable.

For the logical positivists, things are different, and, indeed, embarrassing.
After checking to the best of one’s ability, one’s data and calculations to
ensure the accuracy of the statistics, what must economists of this sort
conclude when rent control is not associated with shortages, or inferior
housing, or reduced investment, or any of its other typical correlates? They
are forced by their own methodology to infer that the supply and demand
analysis that underlies this law is mistaken, or that for some reason eco-
nomic law has failed to operate in this one case, or at this time, or in the
particular geographical locale from which the data were drawn. Nor will it
help them to maintain that since thousands of regressions have shown rent
control to be associated with housing inefficiencies, the present study must
be flawed. Very much to the contrary,’ they are forced, by the laws of logic,
to acquiesce in the notion that in this particular case all bets are off and
economic theory cannot be relied upon. For why believe the 99 percent of
empirical studies which show rent control in a bad light, and not the 1
percent which show it in a good light? As empiricists, the ultimate deter-
mination of truth is not the coherence of the theory, as it is for the Austrians,
but instead the statistical tests performed. If they are 99 percent in one
direction and lpercent in the other, one can only deduce that economic
theory is operational merely in a (overwhelming) majority of cases, or ep-
ochs, or locales, but not in all of them.

In sharp contradistinction to the preceding, for the Austrians, supply and
demand analysis, based as it is upon the laws of supply and demand, is either
valid or it is not. It is not like gravity. If, in a vacuum tube on earth, you
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tossed a weight up n times and even if only once it failed to come down, then
no matter how great is n, there would be no law of gravity. That is one of the
fundamental flaws of the falsificationist positivistic method — you can never
know any truth because, in theory, the “next time”” could always turn out to
be first time that the expected result did not occur; that is, all truths are
tentative and subject to being disproven by the next event. Therefore, there
are no laws, only provisional hypotheses.

In our view, this is a rather awkward admission to make, for a discipline
that wishes to be taken seriously as a science. However, an objection to this
thesis might be couched as follows: “Why should this be considered an
awkward admission? That is exactly what the ‘hard sciences’ do. When they
find anomalies in their observations they run their experiments again and
again or collect new data in non-experimental situations; for example, as-
tronomical observations. If the anomalies continue to appear they start
looking to modify the theory, or find a new theory, that will account for the
previously anomalous results.”®

Despite its superficial plausibility, this objection will not suffice. For there
is a gigantic philosophical difference between the praxeological science of
human action, for example, Austrian economics, on the one hand, and the
physical sciences on the other. The difference is that in the former case, we
know things with absolute apodictic certainty, whereas in the latter no such
knowledge is possible.

Take an example even conceptually simpler than rent control: the unde-
niable claim that there are mutual gains, ex ante, from voluntary trade. This
absolutely must be the case. It is a synthetic a priori statement.” There is no
possibility for this not to be true. If A agrees to give up an X in return for
B’s Y, then we are compelled to conclude that A and B inversely value X and
Y; that is, that A prefers Y to X, and B values X more than Y, ex ante. No
other conclusion is logically compatible with the fact that they have traded.
In very sharp contrast indeed, no such certainty obtains in physics, chem-
istry or biology. It may be false to claim that a water molecule is not
composed of two atoms of hydrogen and one of oxygen, or that water runs
uphill, but there is no internal self-contradiction involved in asserting such
claims. Whereas to deny that voluntary trade is mutually beneficial, ex ante,
is indeed to mire oneself in logical contradiction.

Next, consider a strong analogy, from the sphere of geometry. Suppose
that teams of geometricians went out and measured the angles of all two-
dimensional triangles they could find. In 99 percent of the cases, they found
180 degrees, but in 1 percent their measurements (checked and rechecked)
came to a different conclusion. We would steadfastly and resolutely refuse
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to accept any of the minority quantifications on the ground they must be
mistaken. So, also, with economics. Suppose an economics Ph.D. student
were to submit a dissertation in which he “proved,” using the best available
data and the most sophisticated econometric methods, that rent controls
improved the quantity and quality of the housing stock so regulated, would
a degree be forthcoming, on that basis, from any respectable university?

It all depends. If this university were a neoclassical one that stuck, stead-
fastly, to its positivist roots (assuming such a university exists), it would
indeed award a degree in our example. This is because, from that perspec-
tive, statistics never lie, particularly if, we stipulate, arguendo, that no
compilation errors were made by this student. For the mainstream econ-
omist, at least the one who is logically consistent, if “reality’’ and theory do
not jibe, the latter must be jettisoned. Thus a statistically unchallenged
econometric equation model supporting the contention that rent control is
beneficial would indeed be interpreted in such a way as to suppose, that
there are at least some exceptions to supply and demand analysis, or, in the
extreme, that such analysis is entirely invalid.

In contrast, the university with an Austrian economics department would
surely and summarily reject such a dissertation proposal. And this applies,
also, to a supposedly neoclassical school that had any respect for economic
theory at all. If a student found that rent control did not create housing
shortages but rather surpluses, and/or that voluntary trade was not mutu-
ally beneficial ex ante, this would be rejected even if no flaw was found in the
statistical work supporting these conclusions. It is only the consistent main-
stream department, which would then really have to be considered a throw-
back to the German Historical School,® that would accept such conclusions
and reject economic theory.

In other words, we are here attempting to distinguish between two very
different types of mainstream economists. On the one hand, there are those
who are consistently devoted to their own philosophical methodology;
through thick or thin, they adhere to it. Call them the “fundamentalist,”
“rabid” or ‘““maniacal” neoclassicists. For them, if the ‘“data” show that
voluntary trade is not mutually beneficial in the ex ante sense, well, then,
voluntary trade is not mutually beneficial in the ex ante sense. They live or
die based on the “‘evidence,” and if this is conflict with economic theory,
then so much the worse for the latter.

On the other hand, there are what we can call the “rational” neoclassicists
(i.e., those who would reject findings that rent controls lead, ceteris paribus,
to improved housing conditions or voluntary exchange is not, ex ante,
mutually beneficial). These economists do not really and fully accept the
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positivist/falsificationist methodology. When push comes to shove, when
there is a conflict between the purported “facts” and basic economic theory,
they jettison their adherence to the former. If we judge by their behavior and
not by their words, talk being cheap, as the saying goes, not all supposed
mainstreamers cleave to this philosophy when the going gets rough.
Consider another case for purposes of illustration. Card and Krueger’
made the empirical claim that minimum wage legislation did not in a specific
case lead to unemployment of unskilled workers, but, rather, was associated
with a slight increase in employment for this kind of labor. On the basis of
their statistical findings, they were quite content to suggest that introductory
econ 101 type reasoning would have to be reconsidered. By doing so, they
revealed themselves as what we are characterizing as fundamentalist pos-
itivist/falsificationists. In sharp contrast, there were others, with equally
good positivist/falsificationist credentials, who reacted very differently. Not
for them a docile acceptance of the latest empirical equations as reported by
Card and Krueger. Instead, they entered the ring with real fire in their eyes.
They knew, even before any detailed examination of the Card and Krueger
equations, that their findings must be wrong, and they set out to discover the
flaws in their study. These are the scholars we are characterizing as “ra-
tional” neo-classicals, or, really, Austrians in mainstream clothing."

3. SYNTHETIC A PRIORI

Another way to probe the distinction between Austrian and “‘scientific”
mainstream economics is by use of the concept of the synthetic a priori. For
the logical positivists, there are two and only two kinds of statements. The
first, the analytic, is apodictically true but only in the trivial sense of def-
inition, which has nothing to do with the real world. For example, it cannot
be denied that bachelors are unmarried men, or that 2+2 =4, but these
statements are unfalsifiable. Since nothing in reality can falsify them, they
are not about the real world at all. Rather, they pertain, merely, to how we
have decided to use words. They are known a priori, by their pure logic, but
they avail us nothing in explaining and understanding real world events,
since they are in a different universe of discourse.

The truth of the second kind of sentence is contingent, or synthetic, or
applicable to the world. For example, water runs downhill, rent control re-
duces the quantity and quality of regulated housing and a molecule of water is
composed of two atoms of hydrogen and one of oxygen. Information of this
sort is said to be known a posteriori; that is, through experience. And further
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empirical data, incompatible with the first set, can always overturn it. For
example, water might one day run uphill, and rent control contribute to
housing betterment, and no contradiction of the laws of logic would have
taken place.

Perhaps these points can be clarified in diagrammatic form. Accordingly,
the columns are headed by the concepts of analytic and synthetic, which
depicts whether application to the real world is in force: no in the former
case, yes in the latter. In contrast, the rows are labeled a priori and a
posteriori, which categorizes ways of knowing, or epistemology. Here, the
former means through logic, the latter through experience. When we put the
four concepts together we derive a two by two matrix: A, the analytic a
priori, B, the synthetic a priori, C, the analytic aposteriori, and D, the
synthetic aposteriori.

Analytical Synthetic
Apriori A B
Aposteriori C D

There is no dispute about the status of D, ordinary empirical claims that
pertain to the world, and are derived from experience: the sun appears
yellow, the earth is round, the per capita income in the US is greater than
that in Cuba. Nor about A, purely definitional matters which emanate from
logical considerations, whose denial would involve self contradiction and
have to do with definitions and logically trivial matters: bachelors are un-
married men, 2+2 = 4, plane triangles have 180 degrees. Nor yet about C,
the null category, since we do not derive matters of pure logic from expe-
rience.

The highly contentious ground is B, the synthetic a priori. Here are
statements whose denial involves self-contradiction, and yet which apply to
the real world. In this category we have apodictically certain undeniable
knowledge of empirical reality.

It is the cornerstone of logical positivism from whence is derived the
methodology of neoclassical economics, that B, too, is the null set. Let
statement “X”’ be: “Either a statement applies to the real world, in which
case it is forever contingently true, unless repudiated by further empirical
evidence, in which case it is false and, therefore, in either case it is not
apodictically true; or it is necessarily so'' — its denial involves self contra-
diction — in which case it is only trivially true, and cannot concern empirical
reality.” According to X, then, there are only two kinds of (meaningful)
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statements: those in category A, the trivial definitional ones, and mathe-
matics, and D, ordinary empirical, falsifiable ones. B is the null set.

But how can we categorize statement X, itself? Into which of these four
quadrants does X, itself, fall.'> If in A, it does not involve the real world: it is
purely a matter of definition, or convention, and adds nothing to our store
of knowledge. It may be dismissed as “‘trivial.”” If statement X belongs in
category D, we cannot know it for sure. Its denial hardly involves self-
contradiction. Why, then, are mainstream economists so certain of it? No
one would claim it to be in category C, which leaves only one option: it is a
category B statement. Yet this too creates grave problems for the neo-
classicals, in that they are on record as asserting there is, there can be, no
such thing as a member of B. If X belongs in this category, it undercuts the
core of their own philosophy. Let us put this in other words, since the
importance of this point cannot possibly be overemphasized: for X to be-
long in category B would be a downright self-contradiction. It would be
equivalent to claiming both that something is, and is not. On the one hand,
the mainstream is in this interpretation arguing that B is the null set; i.e., B is
the set with no members, and on the other it would be maintaining that X is
a member of X.

Let us consider some examples of true synthetic a priori (category B)
statements put forth by Austrian economists to solidify our understanding
of this claim. These statements both apply to the real world and are nec-
essarily true. Consider the following:

(1) Man acts purposefully. This certainly applies to the real world, where we
see people acting so as to render the future more desirable to them than
had they not so acted. It is impossible to deny, since the very act of
denial is itself a purposeful action. Teleological thinking may be illicit
anthropomorphism in the hard sciences, such as physics and chemistry,
but not in economics, the practice of neoclassical economics to the con-
trary notwithstanding.

(2) There is a tendency for the rates of return (RoR) on invested capital to
equalize in all industries, assuming away differential risk. Obviously,
given that man acts so as to better his position, there will be a tendency
for capital to move from lower RoR opportunities (thus driving up RoR
there) to higher RoR areas (thus reducing RoR there); only if “‘equi-
librium,” where there are no further gains available from shifting re-
sources, were attained would this process come to a (temporary) stop.
But this claim is not falsifiable, for at any given time when RoR
are unequal between industries, this cannot be used to deny there is a
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tendency in this direction. Even though this is apodictically true, it still
applies to the real world of differing industrial RoR.

(3) All voluntary trade attains mutual benefit in the ex ante sense. Why else
would two parties engage in such a commercial interaction were it not
for the expected gain involved to each of them. This is part and parcel of
acting purposefully, in order to be better off, only now it involves two
people engaging in a “capitalist act between consenting adults.”'® True,
such attempts need not always succeed. It sometimes occurs that at-
tempts to gain through trade are met with failure. But this is only in the
ex post sense. In the ex ante sense of anticipations, mutual benefit must
be the underlying explanation of the event. To deny this is to involve
oneself in self-contradiction. Nevertheless, even though this conclusion
is apodictically certain, it cannot be denied that trade pertains to the real
world of commerce, and that mutual gain certainly accounts for these
empirical acts.

4. INTERVENTION: METHODOLOGY

As a positive, deductive science, economics is wertfrei.'* Therefore, with
respect to intervention, an economist qua economist may only deduce the
consequences of any particular intrusion by the government into the market
place. Thus, for example, a praxeologist deduces that, ceteris paribus, a
legally mandated minimum-wage greater than the market clearing wage rate
would result in reduced quantity demanded for labor in that market, with
consequent less employment. He would also note that the “lucky’ ones who
were able to secure the remaining employment, if there were any such,
would be employed at the higher, minimum-wage rate. He would determine
that the employers who provide less employment at the minimum-wage rate
than at free-market-wage rates are worse off, else they would have paid the
minimum-wage rate without the intervention. Similarly, he would conclude
that those workers who would have been employed at free-market-wage
rates but are not employed at the minimum-wage rate are also worse off,
else they would have been willing to work at the free-market rates. He would
also infer that some of the workers employed at the minimum-wage rate, but
employed for fewer hours than they would have been at free-market-wage
rates, might also be worse off. Additionally, because of increased labor
expenses, prices of the goods produced with this labor would increase.
Fewer of these goods would be purchased. Those who were priced out of the
markets for these goods would suffer. They would then necessarily, save in
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the case of literal hoarding (i.e., actually putting money in mattresses or
burying it in a jar, or some such), spend their money on some other good(s).
This would cause the prices of these other goods to increase, which would
make the other buyers in those markets worse off. Moreover, the higher
labor expense would cause employers to seek to substitute now relatively
cheaper resources for labor. This would have an additional depressing effect
on employment in the affected industries. Those who otherwise would have
kept their jobs will not receive the non-remuneration benefits of employ-
ment; e.g., development of good work habits and various types of on-the-job
training. The loss of such benefits would harm them, especially with respect
to future employment opportunities and income. The effects could be traced
further and in all directions.

However, there are two things the economist, qua economist could not
legitimately address: the magnitudes of these unemployment effects'> and,
the desirability of the minimum-wage-rate law. This applies, too, to any
other type of intervention, always with the same two caveats.

Why, then, is it that virtually every Austrian economist'® is a strong
advocate of free markets?

Although there may be other possible reasons, two seem most likely.
First, there are those who value individual liberty highly and who think that
praxeology is the correct way to do economics. These are economists who,
were they not Austrians, would almost certainly be “‘right-wing,”” or neo-
classicists who advocate economic freedom. Second, there are economists
who maintain that only praxeology is methodologically sound and who
consider the consequences of intervention as undesirable from their own
personal point of view. (If they hold such regulations as undesirable from
the economic point of view, they are conflating the normative with the pos-
itive.) For example, they think that the misallocation of society’s scarce
resources in the forms of substitutions of capital goods and more-skilled for
less-skilled Iabor that results from an effective minimum-wage rate law leads
to lower standards of living, which they oppose.

Most likely it is a combination of the two foregoing reasons. That is, an
individual who supports free markets for noneconomic reasons, tends to be
attracted to Austrian economics because its analysis of various types of
interventions leads to the conclusion that they do not achieve their stated
goals, especially in the long run, and have effects (e.g., lower standards of
living) that are undesirable by almost any set of criteria. Therefore, the
individual can use Austrian economics to buttress his positions as a sup-
porter of free markets. And, someone who has no position on free markets
and then becomes an Austrian economist is likely to be drawn to the free
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market position because of the (undesirable by virtually any set of criteria)
consequences of interventionism as elucidated by Austrian analysis.

5. INTERVENTION TYPOLOGY

Another connection between praxeology and interventionism is provided by
Rothbard (1993, 1970). He provides a typology'’ which not only enables us
to distinguish in a comprehensive, even exhaustive way between the different
varieties of interventionism, but also to shed light on this phenomenon not
forthcoming from other modes of economic analysis. For Rothbard, inter-
ventionism consists of the initiation of force or the threat of force on the
part of anyone (governments, robber gangs,'® labor unions, it matters not
which) against a person or his legitimately owned property.'” In his view
there are three types of interventionism. First, autistic, where the command
concerns only the victim. For example, when government orders people to
salute its flag, or pledge allegiance to it, or to refrain from indulging in
certain kinds of drugs. Second, there is binary, a relationship between the
victim and the victimizer. Instances would include governments compelling
people to pay taxes,”® a pirate extracting booty from a hapless ship owner,
or organized labor forcibly preventing competing workers (“scabs’) from
offering their services to a struck employer. And the third type is triangular,
where the state either requires that two other parties interact with each other
in a certain way, or prevents them from so doing. Price control examples are
rent control and minimum wages; in both these cases government places
limits on how consenting adults may interact with one another on an eco-
nomic basis; it mandates that if they are to interact at all, it must be on the
basis of certain wages and rents, not others. In the case of product control,
government forbids one party to sell certain goods to another; e.g., addictive
drugs, food not approved of by the Food and Drug Administration, etc. A
good Samaritan Law would be a case in point where the state forces one
person to come to the aid of another.

Does this Austrian analytical framework differ from that of Public Choice
theory, neo-classical welfare analysis, and Marxism? Yes, indeed. Let us
consider each of these in turn.

First, Public Choice.?! There are several objections that have been leveled
at this contention that state activity necessarily involves intervention, defined
in terms of the initiation of violence against those who have not first ini-
tiated violence. One claim is that by paying taxes, and voting, people have
demonstrated their agreement with the system. But Spooner (1966) has
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disposed of this on the ground that both are done under duress, and for
defensive purposes. If a robber gang gives you a choice of rulers, when you do
not wish to be ruled at all, and you choose the lesser of the two evils, that does
not at all logically imply that you agreed to the entire process. If you hand over
your valuables to a holdup man, under the threat of bodily injury or death, the
praxeologist, at least, cannot infer that this was a voluntary transaction.

Another argument is that the government is really akin to a large vol-
untary club. And, just as you cannot get out of paying your dues, if you wish
to remain a member of that sort of organization, merely because your fa-
vored candidate lost, or the dues were set under democratic procedures at a
level not to your liking, so must you pay your taxes to the state, which in
this interpretation are the exact equivalent of club dues.?? But the difficulty
with this argument is that it puts the cart before the horse. According to the
tradition under which the public choice theorist writes, the citizen predated
the state. Indeed, if a contractual theory of government is to be at all
coherent, the people, the contracting parties, must have existed before the
advent of the state; how else could it have come into existence with their
agreement? However, if the voluntary participation of the citizen was nec-
essary to set up the government, what of the few who did not agree? It is not
at all sufficient to tell them “love it or leave it”: if you do not like the
state apparatus, you may leave. Why can they not stay, on their own
private property (or that which they inherited from their ancestor, who
predated the creation of the government)? After all, if a golf club gets set up
all around your own property, and you do not wish to join, it is a bit harsh
for them to insist that you become part of their operation. It comes with
particular ill grace for this “club” to insist that you link up with them, in the
name of voluntary agreement; and that if you refuse, while you personally
are free to depart (there are no laws against emigration) they get to keep
your land.

Second, neoclassical welfare economics. Mainstream economists do not
so much as distinguish between the initiation of violence and consensual
behavior. For them, the government is merely one other economic institu-
tion, perhaps a bit bumbling and inefficient, but intrinsically indistinguish-
able from all others. It must be the rare neoclassical indeed who ever made a
hard and fast distinction between these very different market and non-
market institutions. Forget about the state per se. This applies even to their
treatment of non-governmental crime. To add insult to injury, they are apt
to draw supply and demand curves for criminal behavior,> as if they were
for the butter or beer markets, completely obliterating the crucial distinc-
tions the Austrian would insist upon.
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Here is another bit of evidence in this regard: a constant refrain among
mainstream economists is the concept of “market failure.”?* The argument,
for simplicity, may be put into the form of a syllogism:

(a) The market is imperfect (there are monopolies, external effects, public
goods, income inequality, etc).

(b) We must have, or at least we must aim at, perfection.

(c) Therefore government intervention to correct market imperfections is
justified.?®

This is not the place for an analysis of the numerous errors herein com-
mitted. Rather, we focus only on the fact that this argument overlooks the
concept of intervention. That is, while there is nothing in the premises that
pertains to the initiation of violence, the conclusion is an embodiment of this
sentiment. For how else but through the use of force can government con-
duct its supposedly ameliorative function? That is, the “correctives” for such
“failures” as monopolies, external effects, public goods, income inequality
all require that the state force people, under the threat of fines or jail sen-
tences, to act differently than otherwise they would have, and not a one of
them is guilty of violating property rights in the first place, such that the
claim might be entertained that the government is acting to quell an un-
invited border crossing, not engage in one on its own account.?®

Third, Marxism. Say what you will about the Marxists, and plenty but
never enough criticism has been leveled at them (Mises, 1975, 1981;
Rothbard, 1991; Boettke, 1988, 1990; Steele, 1992; Salerno, 1990; Reynolds,
1998), at least it must be noted to their credit that they distinguish between
legitimate and illegitimate activities. They successfully eschew the neoclassical
adamant refusal to recognize this distinction. For the Marxists, there are
indeed the victimized, and the victimizers. Unfortunately, this divergence is
not in terms of the initiation of violence, but rather it is based on whether one
is an employee or an employer. Why should this matter at all? It is because of
the labor theory of value, which maintains that the worker creates the entire
product, and any subtraction from the sale price for profits, interest, rent, etc.,
amounts to theft. In short labor creates the entire product, and thus is entitled
to it all. But a moment’s reflection can convince any reasonable person of the
error embedded in this philosophy. A cherry pie and a mud pie can incor-
porate identical amounts of labor, and yet one be worthwhile, and the other
valueless. A common Marxist rejoinder is to maintain that value is conferred
only by “‘socially useful” labor, not any old labor, but this is to argue in a
circle. How can we know what is “‘socially useful” and what not, without
recourse to other factors of production, and parts of the structure of
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production other than labor, e.g., entrepreneurship, capital, savings, profit
seeking, consumer tastes, etc. But if we do this, then labor scarcely accounts
for the entire value of the product (Bohm-Bawerk, 1959).

NOTES

1. For an alternative view of the relationship between economics and psychology,
see Gunning (2000).

2. For further elaboration, see: Block (1973, 1986, and 1999); Fox (1992);
Garrison (1993); Gordon (1993); Hoppe (1991, 1995); Huerta de Soto (1998); Mises
(1978); Rizzo (1979); Rothbard (1957); Selgin (1988); Smith (1994, 1996); and White
(1984).

3. Frey, Pommerehne, Schneider, and Gilbert (1984) and Block and Walker
(1988).

4. For more on the economic analysis of rent control, see Baird (1980); Block and
Olsen (1981); Block (1980); Block (1993); Block (2002); Block, Horton, and Shorter
(1998); Salins (1980); and Tucker (1990).

5. Again, on the assumption that no statistical mistakes can be shown in the
present case.

6. This, at least, is the ideal scenario. For a less flattering one, see Kuhn (1970).

7. See below for a discussion of this concept.

8. See Schmoller (1897); see also Mitchell and Burns (1946) and Mitchell (1927).

9. Card and Krueger (1994).

10. See Becker (1995).

11. More exactly, not all a priori-analytical statements are true; some are false,
such as “people never act purposefully” or “a square is a circle.” This possibility
seems to be excluded in the text. The key for any analytical statement is the “‘nec-
essarily” part. That is, an analytical statement is either necessarily true or necessarily
false.

12. We owe this line of criticism to Hoppe (1991, 1995).

13. In the felicitous phraseology of Nozick (1974, p. 163).

14. Although the vast majority of economists would agree that economics is a
positive, wertfrei science, they would not assent to the proposition that the dismal
science is a deductive enterprise; rather they consider it to be an inductive discipline.
However, though they would say that economics is wertfrei, their own work, whether
deductive or inductive, would belie them on this point, in that it is often value laden.
Moreover, they place little, if any, importance on matters of methodology. As a
consequence they use any and all methods of analysis that furthers, as they see it,
their work. That usually means a mix of deduction, with mathematics as the primary
tool, and induction, with statistics as the tool. Of course, other methods are used; see,
e.g., McCloskey (1983) “...introspection ... thought experiments ... uncontrolled
cases ... authority ... symmetry ... definition ... and ... analogy ... .”

15. This is not to deny that he could state that a specific effect would be greater
under certain circumstances than under others. However, he could never quantify the
effects. This, of course, applies only to Austrian economists, who know there are no
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constants in human action, given free will; the positivists may claim knowledge in
this regard, but it is a chimera. See Rothbard (1993, p. 920, ft. 59).

16. One important exception is von Wieser. See, e.g., von Wieser (1967).

17. An alternative typology of interventions can be found in Barnett, Dauterive,
and White (1985). See also Lavoie (1982), Rothbard (1982).

18. For the definitive analysis making the point that government is praxeolog-
ically indistinguishable from a robber gang, see Spooner (1966).

19. This, in turn, is based upon Locke (1960) homesteading theory and what
Nozick (1974) has called title transfer theory: any voluntary means of transferring
property from one person to another: e.g., trade, gifts, gambling, bequests, etc.

20. Whether taxes are justified or not, or, indeed, whether government itself is
justified or not, is an issue that lies entirely outside of the realm of the present paper;
herein, we are content, merely, to point out that they necessarily constitute inter-
ventions. Did they not do so, there would be no need to threaten sanctions against
nonpayers.

21. For the Public Choice, defense of the (democratic) state apparatus as a quasi
market entity, see Buchanan and Tullock (1971). For an Austrian critique, see
Rothbard (1997), Block and DiLorenzo (2000, 2001), DiLorenzo and Block (2001),
DiLorenzo (1988).

22. For an articulation of this perspective, see Holcombe (1985, 1986). For a
rejoinder, see Block (2003).

23. See for example Becker (1974), Ehrlich (1973, 1974, 1979, 1982).

24. For example, see Bator (1958); for a corrective to this philosophy, see Cowen
(1988).

25. The alternative syllogism is not at all as popular within the profession, even
though it takes on precisely the same format: (a) the government is imperfect; (b) we
must have, or at least we must aim at, perfection; therefore (c) market action to
correct government imperfections is justified. This, too, fails, since the neither the
market nor, certainly, the state, is “perfect.” The advantage of this latter argument
over the former, however, is that no coercion is called for by it.

26. The one exception to this claim might be the negative externality, or external
diseconomy of pollution. On this see Rothbard (1990).
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REGULATION, MORE
REGULATION, PARTIAL
DEREGULATION, AND
REREGULATION: THE
DISEQUILIBRATING NATURE
OF A RENT-SEEKING SOCIETY ™

Bruce L. Benson

1. INTRODUCTION

Mises (1949[1963], p. 692) explains that market-failure justifications for state
actions, such as economic regulation “‘ascribe to the state not only the best
intentions but also omniscience.” He then points out that neither assump-
tion is valid: government is not benevolent since both, those who are em-
ployed by the state and those who demand state actions, have subjective
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self-interests, and it is not all knowing since knowledge is widely dispersed
and the cost of coordination is infinitely high, particularly without market
profits and prices as coordinating mechanisms. Furthermore, Mises suggests
that dropping either assumption undermines the conclusions that state in-
tervention is necessarily desirable even if some sort of market failure is
actually identified. Austrian economists in the Mises tradition have tended
to focus on the knowledge problem in their challenges to regulation, how-
ever. Many Austrians obviously recognize the interest problem, of course,
but they often assume it away in order to illustrate that government inter-
ference with markets is not desirable even if it is well intended. In contrast,
public-choice analysis tends to focus on the interest problem as source of
government failure, although some public-choice analysts also obviously
recognize the knowledge problem. Indeed, this difference in perspective is so
pronounced that Tkeda (1997, p. 240) explicitly distinguishes between Public
Choice and Austrian political economy by suggesting that the Austrian
approach assumes benevolence on the part of government officials, while the
public-choice approach assume narrow interests.! Ikeda (1997, p. 150) also
suggests that the separation of these two approaches is justified because
“Austrian political economy and public choice are each capable of standing
on their own [so] public-theorists ... find it optimal simply to continue to
pursue their research along the line of either the former or the latter ap-
proaches.” The following presentation questions this assertion. Instead,
both assumptions should be dropped, and the resulting integrated Austrian-
public-choice model should be expanded to include assumptions about the
relationships between regulations, property rights security, and both market
and political behavior.?

The major flaws with the public-choice approach reflect its reliance on
static-equilibrium analysis (although there are some exceptions) and its
general failure to consider the knowledge problem facing entrepreneurs in
the political, bureaucratic, and market processes who are bound together by
regulation. These shortcomings mean that rent-seeking and rent-avoidance
costs are underestimated, in part because they actually arise in an ongoing
(dynamic) regulatory process, so they are much larger than static-equilib-
rium models imply. Furthermore, and more importantly, the impact on
market entrepreneurs’ incentives are not recognized. As Kirzner (1985,
p. 135) stresses,

In the face of these controls, regulations, and interventions there remains, nonetheless, a
genuine market ... . Government controls constrain and constrict; they rearrange and
repattern the structure of incentives; they redistribute incomes and wealth and sharply
modify both the process of production and the composition of consumption. Yet within
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the limits that such controls impose, buying and selling continue, and the constant effort
to capture pure entrepreneurial gain keeps the market in perpetual motion.

In this context, regulations are likely to have a significant impact on the
market discovery process, however. Deliberate efforts to impose rules create
incentives to find and exploit uncontrolled margins in order to avoid the full
consequences of the rules (Benson, 2001b, 2002). Thus, the discovery proc-
ess tends to be redirected along a new path. This means, as Kirzner (1985,
pp. 141-144) explains, that discoveries, which probably would have been
made in the absence of the regulation, are never made. The opportunity
costs of regulation include such stifled discoveries. Indeed, they are con-
ceivably the most significant microeconomic costs of regulation, costs that
the static-equilibrium analysis of Public Choice do not reveal. In addition,
regulation creates a “‘wholly superfluous™ discovery process because within
the regulated market there will be “entirely new and not necessarily desir-
able opportunities for entrepreneurial discovery” (Kirzner, 1985, p. 144). In
other words, rent-seeking and rent-avoidance costs occur in the market as
well as in the political arena. Furthermore, the perception that rents are
available through political action means that some entrepreneurial efforts
will be shifted out of the market process and into the political arena where
individuals look for potential rent-seeking opportunities (Benson, 2002). In
this context, both the Austrian and public-choice approaches can also ben-
efit from insights of the neoinstitutional focus on property rights, as, in a
larger macroeconomic sense, the ease of property rights alterations through
the political arena means that property rights become increasingly insecure,
shortening time horizons, and reducing incentives to innovate and produce
in the market arena as a whole, not just in the market that happens to be
regulated.’

The shortcomings with Austrian political economy arise because of the
benevolence assumption. First, since laws and regulations influence the dis-
tribution of wealth, rational individuals should look for opportunities to
gain subjective well being through political as well as market processes.
Assuming away such rent-seeking demands for government actions clearly
violates the rationality assumption unless it is assumed that at least in some
dimensions, benevolent public officials do not face a knowledge problem so
they can recognize and ignore political demands that are motivated by self-
interest. After all, even if public officials are benevolent themselves (or if
they feel that it is necessary to provide “public-interest’ rhetoric to justify
their actions), it becomes rational for political entrepreneurs to cloak their
self-interest demands in public-interest rhetoric. Furthermore, surely the
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subjective values of individuals in the political and bureaucratic arenas
should also matter. In other words, government officials are also rational
and self-interested, and those individuals have opportunities to pursue their
own objectives due to the knowledge problem facing the rest of the pop-
ulation who will not be able to monitor them effectively (indeed, as the
public-choice school stresses, it is rational for voters and taxpayers to be
ignorant about most of what is going on in the political arena). And im-
portantly, in this context, Ikeda (1997, pp. 76-77, 81, 146) points out an
assumption of benevolent government officials actually makes it very dif-
ficult to “‘even speak of a governmental process in which public agents
spontaneously adjust to changing circumstances” in part due to the fact that
the kinds of signaling and exchange mechanisms that develop in government
(log-rolling, campaign contributions, bribery, budget maximizing efforts)
are “‘inconsistent with a public-interest viewpoint,” leading to an absence of
“self-correcting mechanisms.” In other words, while Austrians see the reg-
ulatory process as a spontaneously evolving one with new regulations aris-
ing to deal with unanticipated unintended consequences (e.g., see
Mises,1949[1963], p. 763; Ikeda, 1997), their model of benevolent govern-
ment lacks an explanation for how this process really works because there is
no logically deducible alternative to the price signals and self-interested
entrepreneurial discovery process that drives the evolution of markets.*
Applying the self-interest assumption to political and bureaucratic actors
creates incentives for them to develop signaling and exchange mechanisms.
Indeed, many of the institutions of the political process clearly develop in
order to coordinate the demands of special interest groups by generating
signals or facilitating exchange (e.g., legislative committees, logrolling—
Benson, 1981; Kroszner & Stratmann, 1998). Therefore, in contrast to Ikeda
(1997, p. 150), dropping the benevolence assumption does “‘substantively”
alter the conclusions of Austrian political economy.

Tkeda (1997, p. 150) does suggests that since Public Choice and Austrian
Political Economy appear to be quite complementary, particularly once the
static-equilibrium focus of Public Choice is dropped, so it may well be
appropriate for public-policy theorists to attempt to combine the two into
““a general theory of political economy” (also see Boettke & Lopez, 2002).
This presentation involves an attempt to at least take a few steps in that
direction, while also adding insights from neoinstitutional economics. While
the following analysis does not provide a complete integration of Public-
Choice/Austrian-Economics/neoinstitutional-economics approaches to po-
litical economy (and therefore, is not intended to review all the literature
that might be relevant to the subject), the economic regulation component
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of rent seeking is characterized as (1) an effort by special interests to in-
fluence the allocation of property rights, in (2) a continuous path-dependent
spontaneous evolution (as apposed to a static equilibrium), driven by (3)
entrepreneurship in ongoing market, political and bureaucratic discovery
processes.

Section 2, on “Regulation,” reviews, and supports (with some key mod-
ifications, particularly by emphasizing a property rights perspective) the
Public-Choice-School interest-group explanations for why regulation initial-
ly arises, stressing the signaling and coordination mechanisms that drive the
political process. Section 3, on more regulation, deregulation, and reregu-
lation adds concepts that have been stressed by Austrian and neoinstitutional
economists in order to explain that the original objectives of regulation will
not be achieved due to entrepreneurial responses in both market and political
arenas, and that more regulations are likely to be added in an effort to
accomplish those objectives. These added regulations arise through the po-
litical and bureaucratic processes, which operate through mechanisms that
evolve to facilitate the pursuit of self-interests, however, rather than the
pursuit of benevolent objectives. Deregulation can conceivably arise for the
same reasons, although complete deregulation is not likely to ever occur.
Furthermore, if a significant degree of deregulation does occur, reregulation
becomes likely, since the same incentives arise that existed in the first place.
The concluding section focuses on the efficiency (or more accurately, inef-
ficiency) implications of such an unstable political environment.

2. THE PUBLIC-CHOICE STATIC-EQUILIBRIUM
MODEL OF SPECIAL INTEREST REGULATION

Economic regulations provide benefits for ““special interests,”” which are able
to influence the political process, by imposing costs on individuals who have
less political power.> Monopoly is not a market failure that calls for gov-
ernment regulation in order to move in the direction of Pareto optimality,
for instance, but rather, it is a product of government actions to provide
wealth (monopoly rents) to the politically powerful firms through actions,
such as the division of the potentially competitive market into exclusive
marketing territories, creation of legal barriers to entry, and/or imposition
of limits on price competition (Tullock, 1967; Stigler, 1971). In this context,
Tullock (1967) emphasizes the striking analogy between monopoly achieved
through regulation, tariffs achieved through legislation, and theft. Thieves
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use resources, particularly their time, in order to steal, and potential victims
employ resources (e.g., locks, alarms, private security, public police) in an
effort to deter or prevent theft. Tullock then points out that precisely the
same analysis applies to the political transfer process, or what has come to
be known as “rent seeking” (Krueger, 1974). Some individuals and groups
expend resources (e.g., time to organize interest groups, lobbyists, invest-
ments in political campaigns to exchange support for those who have the
discretionary power to create or change regulations) in an effort to gain
wealth in the form of artificial rents created by government actions (e.g.,
monopoly franchises, licenses, quotas, tariffs), and others expend resources
in an effort to defend against such transfers. Because such resources have
opportunity costs (they could be used to produce new wealth rather than to
transfer existing wealth), they are “wasted.” Lobbying and exchange of
political support are necessary for rent seeking, however, as they provide
important signals and coordination mechanisms for the political process in
the absence of money prices (given that bribes are heavily sanctioned), as
explained below.

The opportunity cost of rent seeking is even greater than the suggestions
made so far, however, even in a static-equilibrium model. When rents are
available (wealth is vulnerable to transfer), different individuals and/or
groups may have incentives to try to capture them. Thus, competition for
rents arises, given that a process exists to facilitate such competition (an
issue examined below). Several different rent seekers may invest resources in
an attempt to gain the same rents, and while some may gain rents that more
than compensate for their investments, others may not. Suppose, for in-
stance, that a particular monopoly franchise will produce an expected
$1,000,000 in discounted present value of monopoly rents and that 10 en-
trepreneurial individuals recognize this. If each has an equal chance of
winning the franchise and each is risk neutral, then each invests $100,000
worth of resources in an attempt to gain the franchise. The result is that the
entire value of the rents are dissipated in the competitive process, suggesting
that to measure the social cost of a static monopoly, one should include not
only the dead-weight loss triangle, but also the transfer from consumers to
producers (the monopoly rent rectangle) since an equal value in resources
are dissipated in the rent-seeking competition (Tullock, 1967; Posner, 1975).
Different circumstances (e.g., risk aversion, high transactions costs for or-
ganizing a rent-seeking group, and enforcing the group’s decisions) can
reduce the dissipation of rents, of course, but under some circumstances the
dissipation can even be greater than the rents that are transferred (Tullock,
1980).



The Disequilibrating Nature of a Rent-Seeking Society 111

A useful framework for considering some of the other implications of this
view of regulation is developed by Stigler (1971), who describes government
regulation as a supply and demand process with interest groups on the
demand side and legislative representatives (and their political parties) on
the supply side. In particular, Stigler (1971) contends that interest groups
demand wealth transfers from their political representatives. This political
market distributes wealth to those with the highest effective demand. Of
course, demand is not in terms of money prices, so another currency (or
currencies) is required, but before turning to this issue, consider an alter-
native “‘object” of interest group demand and political supply. Rather than
focusing on rents or wealth, define the object of exchange as (Benson, 1984;
Eggertsson, 1990): (a) the assignment of property rights, and (b) enforce-
ment of property rights assignment. Property rights “convey the right to
benefit or harm oneself or others” (Demsetz, 1967, p. 348), after all, so they
dictate the distribution of rents and of wealth. Consequently, changes in
property rights destroy some rents and create others, and therefore, transfer
wealth. Whenever an interest group is successful in altering the assignment
of property rights, other individuals lose. Thus, political competition is
likely even if some groups are not seeking monetary or physically meas-
urable wealth or rents, because their successes impose costs on others.®
Governments govern by assigning and enforcing rights, and by more or less
continuously modifying and changing them in the face of changing interest
group demands (Benson, 1984).” This perspective will facilitate the transi-
tion to and understanding of the evolutionary arguments developed below.

Within this supply and demand process, small interest groups with large
per capita stakes tends to dominate over larger groups with more diffused
interests. This conclusion is widely recognized, of course, but it is worth
stressing because it influences the nature of the political institutions, which
will evolve to facilitate the political signaling and coordination process.
Small interest groups generally dominate because of the relationship be-
tween group size and the cost of obtaining favorable political treatment.
There are at least two costs involved. The first is the cost of information.
Voting for legislative representatives (who pass laws) is infrequent, for in-
stance, and usually concerned with a package of issues. Thus, individuals
must incur costs to inform themselves about particular issues and politi-
cians. This investment is not worthwhile unless the expected gains are rel-
atively large. Consequently, individuals with potential but small per capita
gains through regulation will not have a significant incentive to obtain the
information — they are rationally ignorant. As Friedman (1973, pp. 180-181)
suggests, for example,
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Imagine buying cars the way we buy governments. Ten thousand people would get to-
gether and agree to vote, each for the car he preferred. Whichever car won each of the ten
thousand would have to buy it. It would not pay any of us to make any serious effort to
find out which car was best; whatever I decide, my car is being picked for me by the other
members of the group. Under such institutions the quality of cars would quickly decline.

That is how I must buy products on the political marketplace. I not only cannot compare
alternative products, it would not be worth my while to do so even if I could. This may
have something to do with the quality of the goods sold on that market — Caveat emptor.

The problem goes well beyond what Friedman’s example suggests, however.
Voters do not choose individual products like cars. They generally vote for a
political candidate offering to advocate a bundle of “services” (transfers,
rents) some of which may be desirable for a particular voter while others are
not. To make a “good’” decision (i.e., obtain enough information to actually
vote for the candidate that is most likely to advocate the policy bundle
closest to the voter’s preferred bundle), the voter would have to determine
what each candidate is actually offering (not an easy task, given the ob-
fuscation that politicians often practice in an effort to keep voters from
finding out about the costs they are likely to bear if the candidate is elected),
weigh the attractive parts of each candidate’s offered bundle against the
unsatisfactory parts, and then compare these weighted bundle of costs and
benefits. If the voter makes the considerable investment in time and effort
that this would take, there still is no guarantee that the preferred candidate
will win or that if he wins he will be able to achieve the goals he promises to
advocate, or that he will even advocate the promised policies. Thus, the
expected benefits of making a “good” decision are very low. The costs to a
voter of making a “bad” decision (e.g., voting for a candidate that is ac-
tually least likely to advocate the voter’s preferred bundle of policies, given
the candidate field available), are also very low. After all, the chances that
the vote will be decisive are infinitesimal. The candidate may well lose, and if
she does win, the chances that she will be able to get the voter’s desired set of
policies implemented, are also low. Furthermore if the candidate who gets a
vote due to an “uninformed” decision wins, the uniformed voter will bear
only a small part of the costs of the bad decision. The costs are shared by
widely dispersed voters and non-voters. Thus, voters are rarely if ever in-
formed about the candidates’ full platform. Instead, those individuals who
expect that large personal benefits can be gained (or losses can be avoided)
from a particular piece of favorable legislation have incentives to obtain
information about potential candidates’ views on policies related to their
narrowly focused self-interests, and then attempt to influence those views,
both before and after the election.
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In order to influence legislation, individuals generally must organize with
other like-minded individuals, in part, because the expression of interests
(demands) requires the mobilization of votes and/or money in order to be
able to offer something of value to politicians in exchange for favorable
legislation, as explained below, as well as informing government officials of
the group’s desires and political strengths (e.g., lobbying). These organizing
costs tend to rise faster than group size. Indeed, Posner (1974) adds to
Stigler’s (1971) interest group theory with a more detailed discussion of the
costs of organization in the context of the theory of cartels and the free rider
problem. He notes that there are two major costs of organizing both cartels
and interest groups: (1) the cost of arriving at an agreement, and (2) the cost
of enforcing an agreement. Individuals who are potential members of an
interest group view the cost of organizing as an investment. In return they
expect some gain. Individuals are likely to make this investment if they do
not have alternative investments that are more attractive. That is, the ex-
pected net per capita gain from participation in interest group activities will
be compared to other investments by individuals, a point that becomes
relevant when the dynamics of the regulatory process are considered below.
Once members of a potential interest group have agreed on objectives and
strategies, however, each individual member has the incentive to cheat — that
is, avoid paying a full share, either monetarily or in terms of time. Such
organizations tend to break down because of the free rider problem (Posner,
1974, pp. 344-345). The free rider problem explains the observation that
small groups may be effective in obtaining regulatory benefits while large
groups may not be effective. It is easier to organize an effective interest
group and disperse the costs if the group is small. If one potential benefactor
refuses to participate in the cooperative effort, the effort will generally col-
lapse: “Thus all will tend to participate, knowing that any defection is likely
to be followed promptly by the defection of the remaining members of the
group, leaving the original defector worse off than if he had cooperated,”
when the group is small (Posner, 1974, p. 345). The cost of arriving at an
agreement also tends to be less when the potential interest group has ho-
mogeneity of interests. The group can arrive at a common position more
easily than a potential group of similar size but with heterogeneous interests.
Thus, groups with very narrow focuses (single interests) are often successful.
It is for this reason that Stigler (1971) contends that economic regulation
will tend to be for the benefit of the firms in the regulated industry rather
than the customers of those firms, and he cites very convincing evidence in
support of this expectation (e.g., the fact that most industrial regulation
tends to define markets and prevent competition, limit entry through
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licensing restrictions and other means, and/or set minimum rather than
maximum prices).

Groups can be effective even when they are large, of course, or when they
have heterogencous interests. Stigler (1974) argues that, although small
groups can generally organize easier than large groups, with asymmetry in
interests a large group of individuals may be effectively represented by one
or a few individuals with especially strong interests. Essentially, Stigler rec-
ognizes that there is a role for political entrepreneurs similar to the role
Kirzner (1997) describes for market entrepreneurs, except that they recog-
nize opportunities for potential gains from regulatory transfers rather than
from market innovations, and they represent groups interests in order to
influence the allocation of property rights, and therefore wealth or rents (the
role of political entrepreneurs becomes particularly important in the dy-
namic process described below). In fact, of course, it is likely that an en-
trepreneurial effort is required to form any interest group, whether large or
small, and even when the interests are relatively homogeneous. Some in-
dividual will probably have to take the lead, persuading others to join, and
perhaps even pointing out the potential benefits of doing so, since many
individuals may not have the kind of knowledge that would attract their
participation if they were fully informed.

The Stigler (1971, 1974) model assumes that the suppliers of regulation are
elected legislators, and Peltzman (1976) provides a formal model of Stigler’s
(1971) theory of regulation by assuming a competitive process for individuals
seeking to be legislators, which in turn implies that utility maximizing be-
havior by these politicians can be predicted by viewing them as majority
maximizers (i.e., rather than seeking profit as in the market process). After
all, a non-vote maximizing strategy leaves open the possibility that a com-
petitor can offer a different bundle of political actions that will win the next
election. In this context, Posner (1974, p. 347) notes that there are three bases
for interest groups’ political influence, and therefore, for successfully ob-
taining wealth transfers. A group can exchange: (1) the votes of the members
of the interest group; (2) monetary payments (e.g., campaign contributions)
that can be used to influence other voters, and/or (3) a promise not to disrupt
the political equilibrium by using its ability to retaliate with political oppo-
sition, or with some sort of violence, disorder, work stoppage, or grumbling
that could reduce the legislator’s voter support. Willingness to pay in one or
all of these “currencies” creates the signals of relative interest-group de-
mands that politicians respond to. Assuming that these signals are accurately
read, Peltzman’s model concludes that: (1) the legislature will favor the most
politically powerful interest groups (the groups that can deliver the most
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votes, either directly from members or indirectly through campaign contri-
butions, etc.); (2) more than one organization may be favored at the expense
of others (e.g., industrial regulation may favor existing firms by preventing
entry and establishing legal minimum prices, but require those firms to set
relatively low prices for select groups of consumers who have political in-
fluence, provide higher wages or other benefits to unionized labor, etc.); (3)
when there are differences between members of an interest group, the benefits
(or costs) to the members which result from a particular legislative transfer
will differ between members; and (4) the favored interest group (groups) will
not be favored to the extent that it (they) could be. The last three points
mean that a legislature never acts as a perfect broker for a single interest
group. The reason for this is that the ““marginal political return of a transfer
must equal the marginal political cost in order for a legislator to maximize
his majority (Peltzman, 1976, p. 217).

Because of the focus on reelection by politicians and the rational igno-
rance of voters regarding issues that do not have large per capita impacts on
their well being, political decisions made by elected officials tend to be made
on the basis of a limited time horizons (Lee & Buchanan, 1982; Benson &
Johnson, 1986). Politicians have little motivation to consider consequences
much beyond their next reelection efforts. Thus, politicians who increase tax
rates in order to provide additional transfers to supporters, or impose reg-
ulations that provide relatively immediate rents to particular powerful in-
dividuals or groups, obtain short-term reelection advantage over opponents
who contend that such tax increases or regulations have a significant neg-
ative impact on economic activity. By the time the potential evidence ac-
cumulates the election is over, and by that time it is very difficult to measure
the negative consequences of pre-election political actions or determine the
causal linkage (furthermore, as explained below, those individuals or groups
that do recognize their losses can be compensated with subsequent transfers
with delayed negative impacts). As Lee and Buchanan (1982, p. 354) note,
“so long as government makes its ... decisions on the basis of a time horizon
shorter that the period required for full ... adjustment to ... changes, ob-
served tax rates will be higher [and observed regulations creating artificial
rents will be more abundant] than those that a far-seeking or ‘enlightened’
government would impose.” This also adds impetus for a path-dependent
evolution of regulations, however, as explained below.

This self-interest theory of government suggests that political institutions
should facilitate the interest-group signaling and exchange process, and
many characteristics of government can be explained from this perspective
(Benson, 1981; Kroszner & Stratmann, 1998). A legislature could make all
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decisions itself, as a committee of the whole, for example, but this is a very
costly way to make decisions in order to meet interest group demands
(Buchanan & Tullock, 1962, Chapter 7). More importantly, every legislator
would have to measure the demands of all interest groups, and interest
groups would have to expend resources to lobby all legislators. Therefore,
given the short time horizons for most legislative decisions and the fact that
“interest groups cannot enforce fee-for-service contracts with legislators,
legislators have an incentive to create specialized, standing committees
which foster repeated dealing between interests and committee members.
The resulting reputational equilibrium supports high contributions and high
legislative effort for the interests” (Kroszner & Stratmann, 1998, p. 1163).
Kroszner and Stratmann (1998, pp. 1164—1168) explain that many charac-
teristics of the committee process in legislatures are consistent with this view
of committees, including the standing committee system, the stability of
committee assignments, and the specialization of committees. When a leg-
islature splits itself into small committees specializing in the production of
special interest legislation, trade is going to be required in order to get
committee actions passed by the legislature as a whole, of course, so the
committee system and logrolling go hand in hand (Benson, 1981). While a
benevolent legislature might divide into small committees in order to spe-
cialize in information gathering (Krehbiel, 1991), vote trading should be
much less likely since benevolent legislators should trust their fellow be-
nevolent legislators and not require an exchange of favors in order to vote
for what they believe is public-interest legislation. In this context, Stratmann
(1992b, p. 1162) also devises empirical tests to distinguish between logrolling
votes and ideological votes, and his finding reveal vote trading coalitions
while casting “doubt on the importance of personal ideological interests of
legislators.” In addition, an examination of the impact of political party on
the organization of logrolling with regard to a broad range of votes that
affect urban, labor, and farm interests, demonstrates that “logrolling agree-
ments are widespread, ... many Democratic congressmen changed votes be-
cause of logrolling agreements, and ... the Democratic party served to
facilitate logrolling between members” (Stratmann, 1995, p. 441). The ex-
istence of vote trading provides evidence that legislators’ primary objectives
are to meet interest group demands. The committee system facilitates the
logrolling process that is vital for determining and responding to (supplying)
interest group desires.

Kroszner and Stratmann (1998) explain that the committee system also
helps legislators attract contributions from interest groups. In this same
context, Stratmann (1991, 1992a, 1996, 1998) explores various relationships
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between the amount and timing of Political Action Committee (PAC) con-
tributions, the votes of recipient congressmen, and the impact of such con-
tributions on elections. He finds that contributions are a significant and
important determinant of votes by congressmen, and that relatively small
contributions can have a significant impact on the outcome of congressional
elections (Stratmann, 1991). He also shows, in Stratmann (1992a), that in
the context of an interest group theory of government, PAC behavior is
quite rational (in contrast to much earlier literature suggesting unsophis-
ticated behavior departing from rational behavior). For example, contribu-
tions that are intended to influence votes are allocated according to the
likelihood of congressmen’s votes. Congressmen who have a strong farm
constituency in their home district get less money from farm PACs than
congressmen whose constituencies suggest that they are less likely to be
supportive, for instance. Finally, Stratmann (1996, 1998) finds that the
timing of PAC campaign contributions are intended to and do influence
congressional votes on particular legislation, and that contributions are also
intended to and do influence election outcomes.

Additional evidence of the committee role in special interest legislation
comes from studies of the actual legislation process. Most legislation arises
through an “‘agreed bill” process wherein lobbyists from affected groups
and a few members of relevant legislative committees negotiate directly in
making important decisions (Berk, Brackman, & Lesser, 1977, pp. 11,
85-86; Heinz, Gettleman, & Seeskin, 1969). Any open legislative debate
generally is simply rhetoric for public consumption after the negotiations
have been concluded. Thus, the important part of the legislative process
takes place behind closed doors and involves only groups representing nar-
row ranges of interest, which includes only a few major lobby groups. In
fact, legislators generally do not initiate or shape legislation — they simply
reacted to the demands of these major lobbies. Neely (1982, p. 80), a former
West Virginia legislator, wrote, for example, that because of tremendous
demands on legislators’ time and resources,

It is not possible to initiate programs; the most we can expect for legislators is to react to
programs ... paid lobbyists on all sides bang out the compromises and refine legislation
long before a legislator is required to take a position on it. The development of com-
prehensive, politically acceptable legislative packages requires scores of man-years of
work, and no single legislator or even group of legislators has resources like that at their
disposal. It is the business of paid lobbyists to bring to legislators proposed packages of
legislation from which to work ... .

When ... changes [are proposed] to the legislature, ... [the interest group provides a]
completed, polished bill already drafted and ready for introduction by members of each
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house ... . Not only do lobbyists draft bills and provide legislative packages, they follow
the progress of the legislation as well, organizing support, informing supporters of im-
pending obstacles, and structuring trades that will perhaps assure some compromised
but on balance favorable action.

Many of the characteristics of the legislative process appear to have evolved
to facilitate the signaling of interest group demands, and the exchange of
special benefits (property rights assignments and their accompanying rents)
for election support. The committee system, logrolling, and PAC contribu-
tions, and negotiations in the agreed bill process are all part of this political
process, which corresponds (imperfectly) to the price system in markets, but
the process extends beyond the exchange between interest groups and leg-
islators. After all, enforcement (and often rule making) powers are also
delegated to agencies for the same reason that legislatures delegate many
decision-making powers to committees. Of course, when enforcement and
rule-making powers are delegated to agencies, the incentives of these bu-
reaucrats must also be examined to see if they prefer to regulate as the
legislature and interest groups want them to, unless the bureaucracies are
effectively controlled so that they only do what the legislators want.®

In a static setting, regulatory authorities can be viewed as firms producing
a service or a set of services — enforcement of legislatively determined reg-
ulatory policies. Enforcement authorities exchange their enforcement serv-
ices for a budget. This type of exchange has been modeled by Niskanen
(1975), with significant changes made in his initial model (Niskanen, 1968,
1971) in light of comments by Mique and Belanger (1974) and Breton and
Wintrobe (1975). Niskanen (1975) assumes that a bureau manager is a util-
ity maximizer with income and non-monetary perquisites (e.g., prestige,
staff support, travel, leisure time or shirking, social and physical amenities,
discretion to do the job) as arguments in the utility function. Income and
perquisites are in turn assumed to be functions of both bureau output (i.e.,
the size of the bureau) and the discretionary budget. The bureau also faces
active oversight monitoring from the sponsor (e.g., legislature). Control
devices go beyond direct monitoring by the oversight sponsor itself or even
by a “political appointee” charged with controlling the bureau. They can
include the establishment of competing burcaus that might monitor their
competitors and report improprieties in order to expand their share of the
political market. Niskanen’s (1975) model has been adapted to describe a
regulatory process (Benson & Greenhut, 1986). The model predicts that
mangers of enforcement bureaus prefer stricter enforcement of whatever
market regulations exist than the legislature wants. Bureaucratic agencies
also will try to inefficiently enforce rights in the sense of spending a larger
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budget per unit of enforcement than is necessary, if they can appropriate
part of the budgets allocated by the legislature for their own benefit.

Some writers (e.g., Fiorina & Noll, 1978; McCubbins, Noll, & Weingast,
1987, 1989; Weingast & Moran, 1983) see legislative monitoring and insti-
tutional constraints on bureaus as being quite tight, so that bureaucrats are
not able to depart very far from the wishes of their sponsors.” Others see
political control to be weak (e.g., Tullock, 1965; Niskanen, 1968, 1971, 1975;
Breton & Wintrobe, 1975, 1982; Benson & Greenhut, 1986; Benson, 1995b),
however. Naturally, if there were no constraints on legislators’ time, re-
sources, and knowledge, they would force politically efficient behavior, but
constraints do exist (Tullock, 1965, pp. 72—73; Niskanen, 1975; Breton &
Wintrobe, 1982). In fact, much more time and effort apparently ends up
being directed at dealing with interest groups than with bureaus (Neely,
1982, pp. 67-80; Johnson & Libecap, 1994, p. 139), and knowledge of many
aspects of actual bureaucratic production is very costly to obtain, as ex-
plained in more detail below (also see Breton & Wintrobe, 1982). Thus,
control of a bureau should be “imperfect” in the sense that politically ideal
outputs are not likely to be produced and production is not likely to occur at
minimum costs (discretionary budgets exist). Let us consider some of the
empirical evidence in this regard.'®

In one of the most prominent studies of bureaucratic control, Weingast
and Moran (1983) examine Federal Trade Commission (FTC) behavior, and
finding evidence of FTC responses to political demands of Congressional
oversight constituencies, conclude that bureaucrats are effectively controlled
by Congress. As Johnson and Libecap (1994, p. 158) point out, however,
“Showing that Congress had sufficient power to control a ‘runaway’ agency
does not deny the existence of independent bureaucratic behavior.” Indeed,
the fact that bureaucracies do respond to political influences on their over-
sight sponsors simply suggests that the modified Niskanen (1975) type
model may apply: bureaucrats rationally respond to the incentives and
constraints that they face. Lindsay’s (1976) findings are revealing in this
light. He recognizes that many bureaus produce numerous outputs, some of
which are easily measurable and some of which are not. Therefore, a bu-
reaucrat has incentives to produce the measurable outputs in qualities that
correspond to the monitor’s desires, while exploiting the uncertainty asso-
ciated with unmeasurable outputs (e.g., to gain discretionary budget).
Lindsay (1976) finds that the Veteran’s Administration in the United States
provide expected levels of easily measured outputs (hospital beds, patient
days) while producing relatively low-quality services for unmeasurable
outputs. On measurable dimensions then, the bureau may look like it is
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effectively controlled by the monitor, “but if all dimensions cannot be
monitored, then some power to scrimp on these attributes rest with those in
the burecau, who can use the savings to forward their own interests”
(Mueller, 1989, p. 258).

Clearly, bureaucrats are not totally free to pursue their own goals, but
some discretion remains. Indeed, Faith, Leavens, and Tollison (1982,
p. 342), who examine very similar issues to those explored by Weingast and
Moran (1983), conclude that “we would not be so hasty in discarding
[either] budget-maximizing (arguing against Weingast & Moran, 1983) or
congressional influence hypotheses (arguing against Katzman, 1980 who
finds no evidence of congressional influence on FTC behavior) about reg-
ulatory bureau behavior.” In general, the empirical literature suggests that
an uncontrolled bureaucracy model does not explain bureau behavior, but
neither does a model which assumes that the bureaus have no discretion and
simply respond to the demands of legislatures (Benson, 1995b). Thus, for
instance, Giroux (1989), in his examination of the effectiveness of financial
and compliance audits as control devices to assist in monitoring local bu-
reaucrats, finds that such efforts can be effective to a degree but that their
effectiveness can be reduced as bureaucrats use strategic roadblocks to
thwart the audits. Similarly, Zardkoohi and Giroux (1990) find that bu-
reaucratic discretion and employment both rise as monitoring costs rise.'!

Adding the Public-Choice perspective on bureaucratic enforcement to the
static regulatory model clearly adds additional resource costs to the regu-
latory process, thus reinforcing the conclusions of the rent-seeking litera-
ture. After all, the resources consumed in bureaucratic regulation also have
opportunity costs in that they could be used for productive purposes, but
because of the rent-seeking process, they are diverted to the production of
transfers. Thus, for instance, the cost of monopoly include the traditional
deadweight loss triangle and the opportunity cost of the resources consumed
in rent-seeking competition (perhaps approximated by the monopoly rent
rectangle), plus the opportunity cost of the resources allocated to the reg-
ulatory bureaucracy, which tend to be relatively large due to bureaucratic
incentives and imperfect legislative control. There is another implication,
however. As Tollison (1987) explains, the delegation of the actual regulatory
powers to agencies means that there are at least two stages to the rent-
seeking game. The first stage involves legislative creation of artificial barriers
in a market in order to generate the potential for rent flows. Once the
regulatory apparatus is in place, rent seekers must compete to capture the
rents that arise due to the artificial barriers. They must gain licenses or
franchises and prevent the granting of additional entry rights to others,
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obtain exclusive marketing territories and make sure that those territories
are not reduced, influence the rate-setting process in order to maintain high
prices, and so on. This is quite consistent with the Peltzman (1976) point
that the distribution of benefits will vary if the members of an interest group
are heterogeneous, of course, but much of the actual distribution of rents
occur through bureaucratic rather than legislative actions. Furthermore,
given imperfect monitoring and the resulting bureaucratic discretion, those
who want to avoid losses can also continue to compete in the second stage in
an attempt to minimize loses, even if the first stage goes against them. Much
of this competition focuses on the regulatory commissions or bureaucracies
that the legislature establishes to create and maintain the artificial monopoly
rents. This second stage of competition obviously could have feedback ef-
fects, however, if, for instance, bureaucratic decisions frustrate either inter-
est group or legislative intentions. This suggests that the regulatory process
could have some interesting dynamic implications. Indeed, these implica-
tions may be even more important determinants of the “inefficiencies” of
rent seeking stressed by the public-choice school than those implied by the
static analysis of interest group competition or bureaucratic performance.

3. THE DYNAMICS OF A REGULATORY PROCESS:
MORE REGULATION, PARTIAL DEREGULATION,
AND REREGULATION"

The transactions costs of fully delineating property rights and of enforcing
any property rights that are assigned, especially if the assignment arises
though special-interest regulation, mean that enforcement will be imperfect
(Barzel, 1989; Benson, 2002). This in turn implies that property rights to an
asset or resource are never likely to be perfectly delineated and secured, as
some value remains “in the public domain,” using Barzel’s (1989) termi-
nology. Incentives always exist to discover ways to capture such value, but a
new regulation intended to assign property rights to particular interested
parties will be difficult to enforce (for reasons expanded upon below), cre-
ating new incentives for entrepreneurial individuals to attempt to capture
any unprotected value. Thus, as Austrians such as Mises (1949[1963],
pp. 758-776 and elsewhere), Kirzner (1985, pp. 133-145), and Ikeda (1997,
pp. 94-99 and elsewhere) stress, a regulation leads to spontaneous respons-
es, many of which are not anticipated by members of the interest groups, the
legislature, or the regulatory bureau. Therefore, let us characterize economic



122 BRUCE L. BENSON

regulation or rent seeking as an effort by special interests to influence the
allocation of property rights, in (1) a continuous path-dependent sponta-
neous evolution (as apposed to a static equilibrium), driven by (2) market,
(3) political, and (4) bureaucratic entrepreneurship in an ongoing discovery
process (with (1)—(4) discussed below).

3.1. The Spontaneous Evolution of Regulation

The concept of spontaneous order refers to an ordered arrangement, which
evolves spontaneously out of the interactions of separate choices made by
individuals governed by general rules or constraints, but in the pursuit of
their own subjective ends. The outcome of spontancous evolution (i.e.,
spontaneous order, or equilibrium) has been widely recognized by virtually
all economists in their analysis of markets, of course, assuming general rules,
such as enforceable obligations to respect private property. However,
Menger ([1883]1963), emphasizes that the origin, formation, and ultimate
process of many social institutions, including the system of rules and sup-
porting institutions, is essentially the same as the spontaneous evolution
Smith (1976[1776]) described for markets. While much of economic analysis
focuses on the “order” (equilibrium) that should emerge if conditions re-
main stable, the focus here is on the inherently destabilizing evolutionary
process that characterizes special-interest regulation. Indeed, as Hayek
(1937) argues, while the equilibrium concept in economics is of use, its
power is limited, and what is needed is a better understanding of the un-
derlying process that examines how and when an equilibrium state will come
about. This does not deny the value of equilibrium analysis in many sit-
uations, of course, since the direction of change often can be predicted with
comparative statics, and this is an integral part of the analysis of change. It
implies that the process itself is worthy of more attention than it tends to get
from economists, however, as the static equilibria that are being compared
are not in fact likely to be achieved.

One particular problem with equilibrium analysis deserves mention in this
context. A spontaneous order is often contrasted to a deliberately designed
social arrangement created by some centralized ordering authority. In a
static framework such a designed order might appear to be reasonable, but
in a dynamic world it is not. The evolution of regulation and regulatory
institutions clearly involves deliberate ““human design,” for instance, and
significantly, designed rules can disrupt spontaneous orders, but the result is
not likely to be a designed order, as Hayek (1973, p. 51) explains:
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It is impossible, not only to replace the spontaneous order by organization and at the
same time to utilize as much of the dispersed knowledge of all its members as possible,
but also to improve or correct this order by interfering in it by direct commands ... it can
never be advantageous to supplement the rules governing a spontaneous order by iso-
lated and subsidiary commands concerning those activities where the actions are guided
by the general rules of conduct ... the reason why such isolated commands requiring
specific actions by members of the spontaneous order can never improve but must
disrupt that order is that they will refer to a part of a system of interdependent actions
determined by information and guided by purposes known only to the several acting
persons but not to the directing authority. The spontaneous order arises from each
element balancing all the various factors operating on it and by adjusting all its various
actions to each other, a balance which will be destroyed if some of the actions are
determined by another agency on the basis of different knowledge and in the service of
different ends.

While balance created by a spontaneous order does tend to be destroyed by
efforts to deliberately implement “isolated and subsidiary commands,”
these deliberately designed rules are rarely able to completely dictate the
targeted behavior because knowledge is incomplete for the rule maker
(Hayek, 1973; Kirzner, 1985, p. 145; Ikeda, 1997, pp. 50-52), and because
policing is imperfect (Benson, 1999, 2001b, 2002). The knowledge problem
suggests, among other things, that there are too many uncontrolled margins
and unanticipated responses for a rule designer to recognize and anticipate,
in part because the changes create a new set of opportunities that have not
previously been available. As Kirzner (1985, p. 135) stresses, a market re-
mains even though regulations are instituted. The regulations alter incen-
tives, redistribute income, and alter the process of production as well as the
composition of consumption (an example is provided below), but exchange
continues as does the entrepreneurial discovery process. Because of the
change in incentives regarding access to rents, regulations will significantly
impact the discovery process, however, as efforts are made to find and
exploit the uncontrolled margins and/or avoid the full consequences of the
rules (Benson, 2001b, 2002). The discovery process continues but along a
new path. As a consequence, discoveries which probably would have been
made in the absence of the regulation are stifled and never made (Kirzner,
1985, pp. 141-144). This unmeasurable consequence of regulation may well
be the most significant microeconomic cost of rent seeking, although the
static-equilibrium analysis of public choice does not reveal it. Furthermore,
regulation creates a “wholly superfluous” discovery process as new oppor-
tunities are opened up along a new evolutionary path that is not likely to be
desirable (Kirzner, 1985, p. 144), either from the perspective of the interest
groups involved or from an efficiency perspective.
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Mises (1949[1963], p. 859) stresses that ““As soon as something happens in
the economy that any of the various bureaucratic institutions does not like
or that arouses the anger of a pressure group, people clamor for new in-
terventions, controls, and restrictions.”” Thus, signals (lobbying, campaign
contributions) arise as interest group efforts increase. The reason legislators
respond, however, is because of their own subjective self-interests centering
around reelection. Such signals might arise for a benevolent government
too, but there is no obvious reason for such a government to respond to
them, as emphasized above. As entrepreneurs discover new opportunities,
many of which involve ways to avoid or mitigate the intended transfer
consequences of the regulations, the intended benefits of the regulation for
interest groups fall, they pressure the rule makers to do something about it,
and the likely response is new rules intended to block such maneuvers.
Those subject to the new rules react again, however, leading to more
“clamor,” new blocking efforts, and so on. Therefore, deliberately designed
rules and institutions also evolve spontaneously as regulators and market
entrepreneurs attempt to discover ways to achieve their subjective and often
conflicting ends. In other words, the evolution of intentionally created rules
also is path depend, as such rules are influenced by what has come before
and they in turn influence the path of the spontaneous evolution that fol-
lows, but the result is not likely to be equilibrating. The perception that a
deliberately designed market order (equilibrium) through regulation is an
alternative to spontaneous order is incorrect (Ikeda, 1997, pp. 74-75,
143—-144; Benson, 2001b)."?

3.2. Market Entrepreneurship in a Regulatory Environment

An entrepreneur is someone who intentionally searches for opportunities to
expand personal well being. In an unregulated (free) market economy char-
acterized by limited knowledge, such opportunities can arise through dis-
covery of a new product that will fulfill consumer’s desires more effectively,
or of a production technique that lowers the costs of providing an existing
product. They can also arise through discovery of an “error” (or a “‘dif-
ference in knowledge”) in a market that creates an opportunity for arbit-
rage, for entry into a profitable niche in an existing market, or entry into an
untapped market for an existing product. And they can arise through dis-
covery of an organizational innovation that lowers transactions costs. Thus,
as Kirzner (1997, p. 62) explains, entrepreneurial discovery of opportunities
in a market environment gradually and systematically pushes back the



The Disequilibrating Nature of a Rent-Seeking Society 125

boundaries of ignorance, thereby driving down costs (both production and
transactions) and prices while increasing both the quantity and quality of
output. When a market is subject to regulation, the potential for entrepre-
neurial discovery may actually be enhanced, although importantly, it is also
redirected (Kirzner, 1985, pp. 141-145). Regulations introduce errors into
markets, so by finding ways to circumvent regulations or reduce their im-
pact, entrepreneurs capture some of the rents that are suppose to go to
members of powerful interest groups. Perhaps this can best be illustrated by
an example.

Consider Mises’ (1949[1963], pp. 762-766) and Cheung’s (1974) analyses
of the consequences of price ceilings, focusing first on the following ques-
tion: How are property rights allocated to a commodity that is sold at a
money price below the market equilibrium?'® The standard neoclassical
textbook prediction is that a permanent shortage arises with a price ceiling.
However, the contention that the shortage is borne proportionately, ran-
domly, or even arbitrarily, ignores the potential for rational responses by
individuals to the resulting situation. Essentially, the price ceiling is indented
to transfer rents to consumers but it actually puts the value between the
price consumers are willing to pay and the legal price into the public domain
(i.e., creates ““‘gaps between costs and revenues,” as Kirzner (1985, p. 132)
explains), creating incentives for both buyers and sellers to attempt to cap-
ture that value. One question that must be asked even when a price is
controlled is: can the buyers and/or the sellers take additional steps to get or
to provide another unit at a cost below added gain? If the answer is yes, then
the shortage is not a permanent equilibrium, as adjustments will be made.
For instance, consumers compete for the limited supply by searching and
queuing. These activities are costly, however, so the full price consumers pay
is much higher than the money price. Conventional demand curves based on
money prices no longer apply, and demand based on full price implying that
the shortage will shrink, ultimately disappearing unless other changes occur.
Some consumers may be better off (e.g., those with low values of time) but
others are worse off. Other margins of adjustment also often exist, however,
so this “full price” equilibrium is not actually likely to arise as both en-
trepreneurial buyers and sellers will “‘take advantage of disequilibrium con-
ditions” (Kirzner, 1985, p. 129) by making adjustments that lower their
costs or increase their benefits.

Barzel’s (1989) discussion of an example, the price ceiling on gasoline
during the early 1970s, suggests the kinds of reallocations of resources, a la
Mises (1949[1963], p. 763), and superfluous discoveries, a la Kirzner (1985),
inevitably arise. In this case, sales were in terms of tanks of gasoline, so
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consumers actually tended to queue up relatively frequently (not allow their
tanks to get as close to empty as they would if there was a market clearing
price) in order to avoid running out of gasoline, raising their time costs even
more. To avoid some of these time costs, some consumers (particularly
those with trucks, pickups, and perhaps large cars) added gas-tank capacity,
and others with high-time values paid people to wait in the queue for them.
Entrepreneurial sellers had more margins to adjust on, however. Under the
law, they were supposed to maintain pre-price control money prices, but
regulations did not control numerous characteristics of the product. Pro-
ducers were able to capture part of the value from the public domain by
reducing quality (e.g., octane), unbundling products (e.g., removing addi-
tives to sell them separately, removing the “services’ that had been bundled
with gasoline by moving to self service, reducing the hours of operation and
therefore the level of convenience that consumers had previously enjoyed),
rebundling products in different ways (e.g., selling gasoline only to con-
sumers who purchased an oil change or a lube job at prices for those services
raised to capture the value of the accompanying gasoline), refusing to sell on
credit and requiring cash payments instead, and so on. All of these adjust-
ments were perfectly consistent with the regulations on price, and therefore
legal, because the regulation did not control any of the margins of adjust-
ment other than price. Furthermore, enforcement of the price regulation
itself was imperfect, so some sellers also gained part of the value in the
public domain by illegally selling on the black market at prices much higher
than would be necessary to clear a free market. The point is that the dis-
covery process continued, apparently at an accelerated pace (although this
cannot be determined for sure because the discoveries that were stifled by
the regulations are not known), but with largely superficial discoveries. The
full costs of the regulations will never be known, however, because the path
of market evolution was altered (e.g., the massive shift from full service to
self service stations was never reversed after price deregulation), suggesting
that at least some of the discoveries, which would have arisen had the
controls not been imposed, never have been (motivations for deregulation
are discussed below). One reason for not returning to the original path in
this case is that the initial very profitable (because of the size of the gap
between costs and revenues that had been artificially created) entrepreneur-
ial discoveries under the regulatory regime tended to sharpen the awareness
of other entrepreneurs to such profits, promoting the emergence of a com-
petitive profit-seeking process that quickly evolved along a new path (e.g.,
see Ikeda, 1997, p. 60), thus creating a very different market environment
for which the post-price-ceiling discovery process proceeded. In addition,
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the fact that the government had been willing to impose such controls once
probably created an expectation that it could do so again, making property
rights to the distribution of deregulated value relatively insecure and cre-
ating a different set of expectations, post-regulation, than those that had
existed before regulation. Another reason is that superfluous discoveries
under price controls spawned additional regulations, as Mises (1949[1963],
pp. 763-764) predicts, and even when the price control was abandoned some
of the other regulations were not, as noted below.

In this context, augmenting a Misian analysis of price controls with ex-
plicit consideration of efforts to capture property rights to value, as in
Cheung’s (1974), is useful because it brings out the complexity of transac-
tions and the multiplicity of attributes to most assets, and illustrates that
market participants have many margins besides price and quantity along
which they can adjust. Indeed, some patterns of superfluous discovery be-
come predictable. It also illustrates that resources are consumed in such
adjustments. This dissipation adds to the rent seeking costs themselves, of
course, as it results from the initial attempt to reallocate property rights.
Thus, rent-seeking and rent-avoidance costs are not simply the costs of
political activity. They spill into the regulated market as well, and the op-
portunity costs of resources used in the superfluous adjustments that arise as
entrepreneurial producers and consumers attempt to capture value by ad-
justing along uncontrolled margins and new paths should be considered as
part of the wealth dissipation that occurs in such an environment (Benson,
2002). Similarly, the opportunity costs of stifled discoveries can be very high.
Cheung’s (1974) analysis of price ceilings fails to bring out important im-
plications that are recognized by Austrians, however, in part because he sees
the process as ultimately equilibrating.'> This ignores the fact that since the
superfluous discovery process directs rents away from their intended recip-
ients, those target recipients are likely to demand even more regulations
from regulators and/or bureaucrats (Mises, 1949[1963], pp. 763-764; Ikeda,
1997, pp. 99-136; Benson, 1999, 2001b, 2002).

3.3. Political Entrepreneurs and More Regulation

In a rent-seeking society entrepreneurship is not restricted to market inno-
vations. Entrepreneurs may also discover opportunities in the political are-
na.'® This may involve the identification of an unexploited political
opportunity that can be pursued through the organization and leadership
of an interest group. Indeed, entreprencurship of this kind presumably is the
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source of the initial demands for regulation. Political entrepreneurs demand
regulations expecting the benefits from them to accrue to the entrepreneur
and the members of his organization, but many of the benefits are dissipated
(e.g., as time costs rise for consumers under a price ceiling, for instance), or
redirected (e.g., as both market and other political entrepreneurs adjusted
along numerous margins to capture value that was intended for members of
the interest group constituencies). Thus, political entrepreneurs who initiate
the original regulations are likely to demand more regulations (e.g., in the
price ceiling case, to reduce time costs by instituting some other rationing
mechanism, such as the use of rationing coupons or a lottery — for instance,
see Boyce, 1994) and control the previously uncontrolled margins along
which superfluous adjustments are being made [e.g., new regulations were
created in many states to prevent reductions in octane levels by firms selling
gasoline in the price ceiling case]. Bureaucratic enforcement cost will rise as
the regulatory apparatus expands to apply these new regulations. If entre-
preneurial adjustments ultimately mean that these additional regulations fail
to allocate the rents to the targeted group, more regulations will be de-
manded. Enforcement and compliance costs rise both to implement new
regulations and to control illegal activities. But more importantly, the path
of superfluous adjustments continues and the unmeasurable losses grow as
more potential efficient discoveries are stifled.

Some regulatory rents are likely to be captured by the intended recipients,
but they are then capitalized into the value of artificially created unique assets,
such as licenses or quota rights. If the regulations do not create such artificial
assets then the rents tend to be capitalized into the price of assets that are
uniquely suited for capturing the intended benefits (e.g., the value from farm
subsidy programs tend to be capitalized into the price of farm land). This
capitalization of rents means that those rents, which do accrue to members of
the privileged group are captured by those individuals that initially own the
relevant unique assets. Subsequent entrants must purchase those assets, so
they do not benefit from the regulation. Over time, as such assets are ex-
changed, new market participants will not benefit from the regulatory lim-
itations, so they will have incentives to demand new types of regulations so
they too can obtain rents. Thus, even if anticipated rents are not diverted
through superfluous market innovations, more regulations are likely to be
added over time as the membership in relevant interest groups evolves.

Political entrepreneurship raises the cost of protecting property, as those
who lose transfers in light of new regulations now have incentives to
organize and attempt to regain and retain their wealth. Therefore, more
resources are diverted into the rent-seeking arena, raising the resource waste
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described in the static Public-Choice approach to regulation. Indeed, the
likelihood of a spiraling process of more and more rent seeking has been
recognized in the public-choice literature (Buchanan & Tullock, 1962;
Olson, 1965; Benson, 1984), a process that is at least complementary to, if
not dominant over the Austrian political economy description of increasing
regulatory intervention (e.g., see Mises, 1949[1963], pp. 763—764 and Ikeda,
1997, pp. 99-137), since the special interest assumption explains the signa-
ling and exchange institutions that develop to coordinate the process.'” Self-
interested politicians with short time horizons have incentives to respond to
the demands of new groups by transferring wealth from unorganized in-
dividuals (because they are less likely to have an impact on the next elec-
tion), but in doing so, some of those unorganized but self-interested
individuals also may organize and enter the rent-seeking/rent-avoidance
competition (since organizing an effective political pressure group takes
time, their impact is probably not felt until after the next election). Rather
than transferring wealth back from the previously favored group, however,
politicians again have incentives to find rents that can be taken from as yet
unorganized individuals, creating more incentives to organize. Furthermore,
because a regulation places value into the public domain and political en-
trepreneurs, like market entreprencurs, have incentives to capture it, new
interest groups may emerge who are neither initial rent seekers nor rent
avoiders (Benson, 2002 provides examples).

Deregulation may also occur (although it is likely to be only partial, as the
bureaucracy will probably survive as will some form of regulatory activity,
as noted below) if the regulation effort fails to produce or protect most of
the anticipated rents and political support for the regulations wanes. Thus,
the price controls on gasoline discussed by Barzel (1989) were short lived
(probably not a generalizable example since they were actually part of a
massive wage-price freeze that proved to be extremely costly and disruptive),
for instance, and partial deregulation has occurred for such markets as
interstate trucking, airlines, some financial markets, long distance telephone
markets, and some state electric utilities markets. Even in these cases, related
regulations often remain (e.g., states have minimum octane levels for var-
ious classifications of gasoline, which apparently were passed while gasoline
price ceilings were in place, in order to limit unbundling options Barzel,
1989). Of course, many regulatory regimes, including some involving price-
ceilings persist, by continually evolving in the face of market and political
changes. An examination of the complex and multidimensional system of
New York rent controls would reveal that the regulatory authority has
made many changes and additions to regulations, for instance, in an effort
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to maintain the system. Similarly, interstate trucking has been deregulation
but its regulation, discussed in Benson (2002), continued for about 45 years,
in part by changing dramatically over time as both market and political
entrepreneurs discovered ways to avoid or redirect the rents and political
and bureaucratic entrepreneurs attempted to prevent such adjustments.
Furthermore, despite deregulation, the bureaucratic apparatus remains in
place and seems to have a lot of work to do. In this context, the dynamic
bureaucratic institutional process can also be characterized as one domi-
nated by “‘entreprencurial competition” in an Austrian sense (Breton &
Wintrobe, 1982, pp. 108-131), wherein individual bureaucrats look for op-
portunities to pursue their subjective goals by selectively seeking and im-
plementing policy innovations.

3.4. Bureaucratic Entrepreneurs and Policy Changes

Mises (1944, pp. 80) explains that

The bureaucrat is not only a government employee. He is ... at the same time a voter and
as such a part of the sovereign, his employer. He is in a peculiar position: he is both
employer and employee. And his pecuniary interest as an employee towers above his
interest as employer, as he gets much more from public funds than he contributes to
them.

This double relationship becomes more important as the people on the government’s
payroll increase. The bureaucrat as voter is more eager to get a raise than to keep the
budget balanced.

In this context, Breton and Wintrobe (1982, pp. 108—131) characterize much
of what bureaucrats do as “policy advocacy’ rather than simply the policy
implementation implied by static-equilibrium models, and characterize the
bureaucratic institutional process as one dominated by “‘entrepreneurial
competition” wherein individual bureaucrats pursue their subjective goals by
selectively seeking and implementing policy innovations. The multi-dimen-
sional competition includes the general struggle for budgets, as well as com-
petition for positions and promotions in the formal bureaucratic structure.

Bureaucrats have clearly demonstrated a willingness to “‘propagate’ their
own policy agendas.'® Furthermore, they have a relative advantage in in-
terest group competition. They are already organized, and they are naturally
well informed about a narrowly focused political issue. Bureau managers
also can generally appropriate a portion of their discretionary budgets to
cover some or all of their lobbying costs while other interest groups gen-
erally have to solicit contributions. They also have ready access to elected
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officials who pass laws and set budgets, as they are virtually always called
upon to provide “expert opinions’ and evidence when issue that affect them
are considered.'” Indeed, much of the “agreed bill” legislation passed in any
session is written and pursued by bureaucrats rather than by representatives
of other interest groups (e.g., see Berk, et al., 1977; Neely, 1982, p. 80; and
Benson, Rasmussen, & Sollars, 1995b).

Bureaucrats’ power and discretion depend on the degree of uncertainty,
and they themselves are often in a position to expand that uncertainty
through “selective distortion” (Breton & Wintrobe, 1982, p. 39).%° Thus, the
oversight sponsor faces the duel problem of determining both what the
bureau’s output should be from a political perspective, and how it should be
produced, with the potential for bureaucrats misleading them on both
counts. Bureaucrats also have incentives to “educate’ sponsors, by selec-
tively informing law makers of the strength and wishes of other interest
groups. Consequently, interest groups press their demands to bureaucracies
as well as (or instead of) to legislatures, as suggested above. Yet another
implication is that bureaucrats have incentives to “‘educate” potential in-
terest group allies and to ‘“‘propagate” their agenda indirectly through
“public information” or miss-information campaigns. Indeed, competitive
strategies employed by entrepreneurial bureaucrats include: ““(i) alterations
in the flows of an information or commands as these move through or
across the hierarchical levels of the organization; (ii) variations in the quality
or quantity of information leaked to the media, to other bureaus in the
organization, to special interest groups, and/or to opposition parties and
rival suppliers; and (iii) changes in the speed of implementation of policies as
these are put into effect” (Breton & Wintrobe, 1982, pp. 37-38). These
strategies and selective behavior in general are possible because of the way
bureaucratic organizations and hierarchies work, including the fact that
monitoring by superiors and sponsors is costly and the measurement of
bureaucratic performance is generally difficult or impossible. Indeed, such
strategies increase monitoring costs and make measurement of performance
even more difficult. After all, individuals who depend on a particular bu-
reaucratic process for their livelihood have strong incentives to maintain it
and prevent the implementation of competitive alternatives.?! Thus, as Tul-
lock (1965, p. 193) explains, when a bureaucracy is set up to accomplish
some political goal, it inevitably fails (e.g., for reasons suggested above, as
entrepreneurs find ways to exploit uncontrolled margins), and

The continuous failures of bureaucracies are met in part by continuing reorganizations,

the reasoning being that the failure has resulted from organizational details. In part,
he failures are met by concealed shifts in the objectives for the organization. As an
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experiment, if one examines the original arguments for establishment of almost any
government bureau and compares these arguments with those that may be currently
offered for the retention of the bureau, one is likely to find that a considerable shift has
occurred in the specification of the objectives that the bureau is supposed to attain. The
governmental bureau becomes a permanent fixture, with the objective continually
changing. Over time the vested interests of the bureaucrats themselves become more and
more important in justifying the organization, although this can never be the sole ar-
gument in discussions with outsiders.

Bureaucracies fail because of the knowledge problem and the superfluous
market and political discovery process. Once a regulatory regime is in place,
however, the bureaucratic enforcers have incentives to maintain the system
whether it accomplishes its objectives or not, so they have incentives to add
more regulations, seek new objectives that might be achieved, and so on.
Thus, the bureaucracy is a spontaneously evolving institution. Even if the
demands for regulation wane because they continually fail to provide the
anticipated rents, and the demands for deregulation grow as losers organize,
the bureaucracy is not likely to disappear. It will have to supervise the
deregulation process, after all, and it will probably retain some regulations
to enforce as well (e.g., see the discussion of the Interstate Commerce
Commission’s role in trucking regulation and deregulation in Benson, 2002).
Furthermore, with deregulation, wealth is again transferred (e.g., from those
who have paid prices for licenses, quotas, farm land, etc., which reflect
capitalized regulatory rents) and some property rights temporarily move
back into the public domain, waiting to be captured. Reregulation, perhaps
in some new form, becomes attractive to some interest groups, and the cycle
starts over. A bureaucracy might survive and prosper for a long time in such
a dynamic environment even if it is not achieving the “politically efficient”
objectives that it was intended to provide.*

4. CONCLUSIONS: THE INHERENT INEFFICIENCY
OF REGULATION

The discussion of special interest regulation in Section 2 draws freely from
two related schools of political economy: the Public-Choice (or Virginia)
School, and the Chicago School. While these approaches have much in
common (Tollison, 1982), they also have some important differences.”?
Perhaps the main difference is that the public-choice approach stresses
government failure including the inefficient “‘waste’ of resources consumed
in the rent-seeking process. In contrast, an emphasis on the efficiency of the
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political process (e.g., Becker, 1983; Wittman, 1989; Stigler, 1992) traces, at
least in part, to Stigler’s regulation article and characterizes subsequent
contributions to the Chicago-School view of regulation.?* Peltzman’s (1976)
formal model of Stigler’s theory suggests, for instance, that since legislators
wish to meet the marginal conditions of the political exchange, this transfer
process should efficiently accomplish what it is designed to do. As Posner
(1974, p. 217) explains, “A corollary of the economic theory of regulation is
that the regulatory process can be expected to operate with reasonable ef-
ficiency to achieve its ends. The ends are the product of a struggle between
interest groups, but it would be contrary to the usual assumptions of eco-
nomics to argue that wasteful or inappropriate means would be chosen to
achieve those ends.” So, the Chicago version of interest group theory of
government implies that legislators attempt to efficiently transfer wealth —
i.e., minimize the deadweight losses arising with transfers (Becker, 1983).
After all, if a particular regulatory arrangement is inefficient in the sense
that transactions costs are not minimized, politicians who established it will
have less political support than they could obtain by reducing those costs.
Therefore, they will make adjustments in order to maximize their support (if
they do not, competitors will offer a better arrangement and gain enough
political support to win the next election). Thus, the argument continues,
any regulatory arrangement that survives over time must be efficient in this
sense (Stigler, 1992). This political efficiency desired by legislators is not
equivalent to static-equilibrium allocative efficiency, of course. It can be
thought of as a “‘second-best” kind of efficiency — given the existence of a
political process with the power to transfer wealth, Pareto optimality is
impossible, but the legislature attempts to efficiently meet desires that are in
the interests of small powerful groups with a minimum of costs imposed on
political losers. And in this context, part of the apparent difference between
the two school’s efficiency conclusions is simply definitional. The Public-
Choice School’s focus is much more in line with the traditional definition of
efficiency employed in economics. There is a deadweight loss due to mo-
nopoly, for instance, because the marginal value consumers place on an-
other unit of the good (the price they are willing to pay) exceeds the
marginal cost of the resources needed to produce it, implying that a mon-
opolist under allocates resources to the production of the monopolized
good, preventing a Pareto optimal allocation of resources, and rent seeking
actually adds to this loss. Essentially, potentially productive resources are
diverted into the competition for rents and as a result, the economy cannot
reach its production possibility frontier. In contrast, the Chicago School
emphasizes that transactions costs exist, which prevent the ideal Walrasian
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equilibrium. Political transfers cannot be prevented so the economy is con-
strained by more than just the availability of resources and production
technologies. However, if the political process tends to minimize the trans-
actions costs associated with political transfers, as the Chicago School con-
cludes, then given the transactions costs associated with political
institutions, efficiency prevails in a second best sense. These two views are
in fact quite compatible, of course, at least up to this point. The regulatory
process that is inefficient in the “first-best” sense suggested by the rent-
seeking literature could still be efficient in the second-best sense suggested by
the Chicago School, at least in a static-equilibrium model. Both views miss
important costs of economic regulation, however.

Victims of the transfer process have incentives to defend their property
rights, for instance, and while part of these defense costs are rent-avoidance
costs arising through investments in political information and influence that
both schools consider, there are other options for potential victims to pur-
sue. Exit may be possible, for example, whether by moving to an alternative
political jurisdiction, or by hiding economic activity and wealth (e.g., mov-
ing transactions “‘underground” into black markets). Yet another option, as
Kirzner (1985) stresses, is that market entreprencurs can find many oppor-
tunities to make what tend to be “‘superfluous,” but none the less profitable,
adjustments in the face of the artificial regulatory constraints, that frustrate
the intended objectives of the regulations by diverting rents. Therefore, in
order to induce compliance with regulation’s discriminatory transfer rules,
the rule makers will generally have to create new rules and rely on an
enforcement bureaucracy, in an effort to prevent exit, to execute the rules as
intended, and to block superfluous adjustments. Ignoring the opportunity
costs of such superfluous innovations for now, these enforcement efforts are
still another source of opportunity costs that accompany a regulatory
wealth transfer process. The Chicago School ignores the bureaucracy, for
instance, implicitly assuming that bureaucratic behavior is effectively con-
trolled by legislative oversight and/or other institutionalized constraints, but
even though this is not the case (Benson, 1995b) the Chicago School can still
argue that the result is efficient. After all, even if monitoring costs prevent
perfect control of the bureau, the political gains from allocating regulatory
power to bureaucrats must exceed the political costs arising from the all-
ocative inefficiencies and excesses associated with bureaucratic production
or the bureaucraticized regulatory process would not survive. Thus, given
the political reality of transactions costs, second-best efficiency apparently
prevails! Consideration of insights from the Austrian and neoinstitutional
schools of economics tend to undermine these Chicago School conclusions,
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however. For instance, in contrast to Chicago-School assumptions, the in-
stitutions and the transactions costs that arise under them are not exogenous
(Breton & Wintrobe, 1982; Twight, 1988; Crew & Twight, 1990; Benson,
1999, 2001b, 2002), and therefore, the evolution of a regulatory regime is
path dependent. Thus, the political efficiency emphasized by Becker (1983),
Stigler (1992), and other contributors to the Chicago School is cast in a
different light. There may well be incentives to minimize the wealth dissi-
pation that occurs in such an environment, but the efficiency that is achieved
is specific to the evolutionary path. Had a different path been initiated, the
level of wealth dissipation may well have been considerably less. Thus, the
Chicago School’s efficiency arguments do not really even apply in a second-
best sense. Perhaps they can be thought about as third-best efficiency ar-
guments because they suggest that given the institutions that exist actions
should be take to minimize wealth dissipation, and while this can be an
important issue to consider in some circumstances, it would appear to be a
relatively uninteresting and unimportant one to focus on when considering
the efficiency of interest-group regulation (let alone an entire political sys-
tem, as in Wittman, 1989). Instead, a return to classical political economy,
comparative institutions analysis, is a more fruitful approach to political
economy. Buchanan (1989) calls for such an approach, of course, but the
arguments made here are that even that approach misses important points if
it is carried out within the framework of static-equilibrium analysis.

The transactions costs of assigning and enforcing property rights mean
that entrepreneurial opportunities to exploit uncontrolled margins inevita-
bly exist, so the disequilibrating consequences of efforts to use legislation
and regulation to produce wealth transfers may be much more significant
than any of the consequences discovered through static-equilibrium anal-
ysis. Kirzner (1985) explains that one consequences will be the stifling of
entrepreneurial innovations in the regulated market. Potentially beneficial
(wealth increasing) innovations will not occur as entrepreneurs are diverted
along a new evolutionary path involving superfluous innovations that are
motivated by efforts to capture artificially created rents. Such “microeco-
nomic” effects may be far more costly in the long run than the costs iden-
tified in the rent-seeking literature, and it is difficult to imagine how the
Chicago School could argue that these costs are somehow minimized by
political actors since there is no way to even observe or measure them. If
such an argument could be made, perhaps we would arrive at a fourth best
efficiency conclusion, but there is a broader “‘macroeconomic’ effect as well,
as suggested by North (1981, 1990) and implied by Olson (1965): faced with
the probability of involuntary transfers, productive individuals’ property
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rights to their resources, wealth, and income flow are perceived to be rel-
atively insecure, so their time horizons are relatively short, reducing incen-
tives to invest in maintenance of and improvements to their assets, and their
incentives to earn income and produce new wealth that might be appro-
priated, also are relatively weak. Thus, a rent-seeking society is, in a macro
sense, a relatively unproductive society. As the rent-seeking process becomes
more intrusive, property rights become increasingly insecure, and the op-
portunity costs of regulation can become tremendous, stagnating an entire
economy or putting it into absolute decline (not to mention the corruption,
violence, disease, starvation, and other drastic consequences that typically
arise in such economies). Surely, Chicago School political economists can-
not believe that the political processes in places like Haiti and most of sub-
Sahara Africa are efficient, even in a sixth-best sense?

NOTES

1. Also see Boettke and Lopez (2002). Actually, the members of the various
“schools” of thought discussed below (public choice, Austrian, neoinstitutional, Chi-
cago) are far from homogeneous, and there can be considerable overlap between them.
The following discussion uses these categories in order to label different perspectives
on the political economy of regulation, recognizing that many people who might
identify themselves with one of the schools may not adopt the views in their entirety.

2. The focus here is on economic regulation, but similar conclusions are likely to
apply for other forms of government intervention, including government ownership
of productive resources (i.e., socialism or partial socialism), as well as government
taxes and transfers.

3. Austrians and public choice scholars obviously recognize the vital role of
property rights, of course, but they tend to be much more central to at least some
neoinstitutional analysis (e.g., as in the work of North, 1981, 1990; Cheung, 1974;
and Barzel, 1989, among others), and as a consequence, some Austrians and public
choice scholars miss the subtleties and nuances of property rights analysis. Neon-
stitutionalists similarly recognize important consequences of interest group activities,
ignorance, spontaneous order, and entrepreneurship, although they do not play the
central role in this approach that they do in Austrian analysis, and many of the
subtleties and nuances of Austrian and public choice analysis are, therefore not
recognized.

4. While Ikeda (1997) clearly recognizes this problem, he attempts to maintain the
benevolence assumption anyway. However, when he discusses the dynamic evolu-
tionary process he tends to slip out of the benevolence assumption, at times by
explicitly doing so as suggested by the above quotes, and at times by simply assuming
that the non-price adjustment mechanisms are in place. See for instance, his dis-
cussion of the government process (Ikeda, 1997, pp. 72-90) where only one page (85)
raises the self-interest issue.
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5. Special interest views of regulation have been around for a long time (e.g.,
capture theories), but they attracted relatively little attention in economics before the
1970s. Since then, two prominent strands of “‘special interest” regulation have de-
veloped, each tracing back to the publication of seminal papers. The Chicago
School’s focus on regulation was stimulated by Stigler (1971) while the rent-seeking
literature of the Public—Choice-School traces its roots to Tullock (1967). These two
strands of literature actually have much in common (Tollison, 1982) since both
Stigler and Tullock clearly build on earlier theoretical work by many of the same
writers (e.g., Downs, 1967; Buchanan & Tullock, 1962; Olson, 1965). They both
reject the “public interest” or “market failure” explanations for regulation that
dominated economics before their publication, emphasizing instead that regulation is
the outcome of a political competition between relatively narrowly focused interest
groups seeking wealth transfers or artificial rents. Both also rely on static-equilibrium
modeling (game theory is relatively prominent in the rent-seeking literature but it
tends to focus on one shot games). Therefore, the following overview of static-special
interest regulation models draws freely from both schools. These two approaches do
diverge, however, particularly in their conclusions regarding the efficiency of such
transfer processes — see Section 4 for discussion.

6. Stigler (1971), Peltzman (1976), and others who adopted the interest group
theory of government assume that the object of interest group demand is a transfer
of wealth. This might be somewhat misleading, however, if it is interpreted to imply
that individuals become involved in interest group activities only if they can gain (or
avoid losing) monetary or physical wealth. Clearly this is not the case. In fact, while
potential self-interest motives can often be identified for groups seeking changes in
laws and regulations, many members of the relevant groups firmly believe that the
changes they demand are in the “public interest.”” Of course, the “public interest” is
totally a normative concept — it is what each individual subjectively believes it to be.
Indeed, beliefs may well be endogenous as individuals rationalize their self interests
(Ikeda, 1997, pp. 110-117; Benson, 2001a). Furthermore, because of pervasive ig-
norance, and inherent uncertainty, those beliefs and interests (preferences) are likely
to be continually changing as time passes and people undergo the experiences of life
(Vaughn, 1994, p. 80). Of course, if “wealth” is more broadly defined to mean well-
being or satisfaction then there is little cause for confusion, but then the model can
lose considerable predictive power as testable hypotheses are not readily apparent.
The rent-seeking approach suffers in a similar way. Rents are returns to the use of
unique assets (real resources, such as fertile land, advantageous locations, personal
skills, or artificially created assets, such as licenses, franchises, or legally defined
markets), but some interest groups do not appear to capture any ‘‘economic re-
turns.” Again, if these rents are considered more broadly to include gains in well
being or satisfaction then the concept might be applied to such groups, but the model
then loses predictive power. Therefore, the focus here is on the allocation of property
rights. As a result, the model applies to the members of groups like the Sierra Club
and the American Civil Liberties Union, who may not think that they obtain any
personal gain (wealth, rents) from their political activities (even though they clearly
gain subjective value). This property rights perspective has advantages beyond clar-
ifying the consequences of actions taken for the benefit of successful interest groups —
see Section 3.
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7. Consider Tullock’s (1967) analysis from this perspective. Theft is an attempt to
claim assets or resources that are not perfectly protected — that is, property rights are
not completely secure. Thus, thieves use resources, particularly their time, in order to
claim these assets, and potential victims use resources in an effort to deter or prevent
theft. Tullock then points out that precisely the same analysis applies to the political
transfer process, but if property rights were perfectly delineated and perfectly secure
there could be no rent seeking. It is because they are somewhat less than secure, that
they are vulnerable to takings through the political process. So some individuals and
groups expend resources in an effort to get property rights altered so that the assets
will be used as they want them to be, and others expend resources in an effort to
defend their claims. Both theft and rent seeking arise because property rights are not
perfectly and completely delineated.

8. Recall Note 5 and note that the Chicago School’s model of regulation generally
ignores the bureaucratic regulatory process itself, suggesting that they assume ef-
fective legislative control — a major source of departure between the Public Choice
and Chicago Schools (Benson, 2002).

9. If this is the case, then the Chicago School’s perspective on the regulatory
process alluded to in note 8 is supported — the interests of the bureaucrats can be
ignored, with focus on the interests of legislators and interest group members, but as
explained below, the evidence tends to reject this view.

10. For a more detailed discussion of both theoretical models of and empirical
evidence regarding bureaucratic performance, see Benson (1995b).

11. Additional empirical evidence of bureaucratic discretion and the importance
of discretionary budgets is provided by Kress (1989), Benson et al. (1995), and Mast,
Benson, and Rasmussen (2000).

12. This section draws heavily from but expands upon Benson (2002).

13. It should be noted, in this context, that property rights precede the rise of the
state (Ellickson, 1993; Benson, 1999). The state is not necessarily the source of
property rights, but the state is a threat to property rights because of its coercive
power and ability to reassign or attenuate rights.

14. Neither Mises nor Cheung explicitly begin their analysis of price controls with
interest groups demanding such regulation, but assume that such a group success-
fully lobbies a legislature to set prices below the market clearing level in order to
transfer wealth to consumers from producers. Rent controls are expected to benefit
tenants rather than landlords, for instance, and they arise in communities with large
populations of renters who have considerable political influence.

15. In fact, Cheung (1974) contends that rational responses by economic agents
imply that wealth dissipation should be a constrained minimum, as people should use
the lowest-cost methods available to them under the constraints that exist in order to
claim the value that the regulations place in the public domain.

16. Note that there are important differences between entrepreneurial discovery in
markets, and entrepreneurial discovery in the political arena (e.g., price signals are
not likely to be relevant in non-market settings, except through bribery and ‘“‘con-
tributions,” so barter exchange is generally required), as Ikeda (1997, pp. 77-83)
explains, but these differences do not alter the prediction made here.

17. Political entrepreneurs might also pursue political offices where they are in
a position to make and/or enforce rules in ways that will generate personal benefits
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(for instance, once in office they may simply have to threaten to reallocate some
property rights in order to extract part of the existing rents for themselves—
McChesney, 1987). Furthermore, the bureaucratic institutional process can be char-
acterized as one dominated by “‘entrepreneurial competition” in an Austrian sense
(Breton & Wintrobe, 1982, pp. 108—131), as explained next. Also recall the issues
raised in note 4 and recognize that in the context of traditional Austrian political
economy, which assumes benevolence on the part of the government, notions of
political and bureaucratic entrepreneurship cannot be convincingly motivated.

18. See Tullock (1965); Benson (1983, 1995b); Benson et al. (1995); Mast et al.
(2000); and other references discussed in Benson (1995b).

19. Government employees’ unions are also likely to play a considerable role in
the policy-making process (Johnson & Libecap, 1994, pp. 76-153). These unions
have a relative advantage because of their ability to: (1) promise to bring large
numbers of narrowly focused voters to the polls (Johnson & Libecap, 1994, pp. 126—
136), (2) contribute large amounts of funds to campaigns (Johnson & Libecap, 1994,
p. 127), and (3) threaten to disrupt services that only they can legally provide or
cause other political problems for elected officials (Benson, 1983). Furthermore, their
primary goals are often not in direct opposition to the goals of any other powerful
and well organized group (Johnson & Libecap, 1994, p. 138). General taxpayers lose
when government employees are paid more than they need to be, for instance, but
the per capita gains for the organized government employee union members are
much larger than the per capita losses to individual taxpayers, the unions are or-
ganized, and taxpayers are not.

20. In contrast to Chicago School analysis that sees transactions costs exclusively
as the cause of institutional evolution, the argument here is that transactions costs
are endogenous, at least to a degree (also see Twight, 1988; Crew & Twight, 1990;
and Benson, 1999, 2001a, 2002 in this regard).

21. Others may also support the bureaucracy in this regard. Individuals facing
large potential losses due to the discretionary application of complex rules will want
to avoid the negative consequences of such rules, for instance, so specialists in in-
terpreting rules and avoiding their consequences are likely to offer their services to
such individuals. Like bureaucrats, however, these specialists (e.g., lawyers, tax
consultants) also rely on the process and its complexity for their livelihood, so they
have incentives to organize and gain political influence in order to resist changes in
the system that might reduce the demand for their services, and to demand stronger
barriers to exit from the jurisdiction in which they have developed specialized ex-
pertise (Benson, 1995a).

22. The most detailed analysis of bureaucratic institutional evolution, Johnson
and Libecap’s (1994) study of the United States federal bureaucracy, supports this
prediction. In political competitions the winners rarely receive all that they want
(Peltzman, 1976), but Johnson and Libecap (1994, p. 97) find evidence of “‘remark-
able lobbying success’ by the federal employee unions.

23. See Notes 5, 8, and 9.

24. Other roots of this view include Coase (1960), where the Coase Theorem is
developed, which suggests that the assignment of property rights does not affect
efficiency as long as bargaining is possible but that high transactions costs prevent
bargaining when such costs exceed the expected benefits, and Stigler (1958), where
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the ““survivor principle” is proposed as a test of efficiency for firms (the Chicago
School’s political economy extends this principle to political institutions).
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THE AUSTRIAN THEORY
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REFLECTIONS ON SOME
SOCIO-ECONOMIC EFFECTS ™

Walter E. Grinder and John Hagel, 111

PREFACE

Of all the various interventions into the market economy, which have been
invented and implemented by man and state, those that historically have
caused the gravest consequences in the advanced industrialized economies
surely are the inflationist policies, which lead inexorably to the business
cycle in all of its various aspects and manifestations. In this paper, we shall
attempt to trace through a number of socio-economic consequences and
implications of the business cycle. We are convinced that ultimately the
business cycle has political implications, which are just as far reaching and
grave as its numerous economic consequences.

We believe that the monetary interventions leading to the business cycle
are the most important in the whole panoply of government interventions
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into the market, all of which are rapidly transforming the market mech-
anism of exchange and resource allocation into a centrally and arbitrarily
controlled economic system. However we are also convinced that along the
path from the free market to the controlled economy, other sinister results
of the business cycle are encountered as well.

The inflationist policies not only cause purely economic dislocations, they
also cause deep sociological divisions within society in general and within
the business community in particular. Perhaps the fundamental fact that
must be realized about inflation and the business cycle is that all members of
the socio-economy are not affected equally, neither at the same time nor in
the same manner. There is a process of wealth redistribution and class
entrenchment, which takes place such that some in the economic community
reap substantial gains at the expense of others. In terms of actual political-
economic power relationships, the business cycle tends overwhelmingly to
aid the financial sector of the economy at the expense of the non-financial
sectors, and the banking institutions attain an increasingly powerful
hegemony especially over the more capital intensive corporations.

Monetary interventions into the market set group against group and sec-
tor against sector. Ultimately, these and other such interventions lead to the
creation of classes, pitting aspiring classes against a further entrenched class
in a never ending grasping for rationalization and control of an increasingly
impossible situation.

For the purposes of procedural simplicity we shall assume for our analysis
a beginning state of an unhampered market economy, which has reached a
state of general equilibrium.! We shall furthermore assume that such
an unhampered market is a “‘natural” social economy and that the socio-
economic and political relationships, which are obtained under such a re-
gime are what we will call in the aggregate, a social economy.?

We shall then introduce into this fully coordinated social economy the
monetary interventions which necessarily led to a number of discoordina-
tions and malinvestments all of which will bias the productive structure in
favor of the capital goods’ industries (the monetary-over-investments theory
of the business cycle). We shall first follow these interventions through the
economic structure tracing their purely economic consequences. We shall
then attempt to sketch out the wider sociological and political implications
of such interventions.

We shall call the pattern of socio-economic relationships, which have thus
deviated away from those of the social economy a system of political econ-
omy. There are, of course, numerous varicties of the political economy,
ranging from simple and singular interventions to the more systematic
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interventions of “‘political capitalism” and finally to the total intervention-
ism of Zwangswirtschaft and socialism. At each stage in this process the
“natural” social economy relationships become more and more ‘“politi-
cized” and the incipient class relationships harden until finally only the
political relationships remain and the social economy has become com-
pletely overwhelmed by an atavistic and feudal caste order.

It is the business cycle in all of its ramifications, which we contend is the
unintended but key element in this process which, if allowed to proceed,
surely will lead to the demise of the market mechanism as the world has
known it for the past 200 years. We do not claim to trace and explain all or
even most of the socio-political effects of the business cycle. That would, of
course, be both presumptuous and impossible. We do, however, hope that
what follows will lead to a somewhat clearer understanding of the heavily
hampered market system in which we shall be living in the years and decades
ahead.

1. A POSITIVE STATEMENT OF AUSTRIAN
BUSINESS CYCLE THEORY

1.1. Central Banking as the Fundamental Intervention

There is nothing in general economic theory (micro-economics) that would
lead us to believe that the free market system would sequentially and re-
currently waver back and forth between strong upswings and sudden
downturns in economic activity. On the contrary, economic theory tells us
that the widespread macro-discoordinations such as sudden accelerations of
price rise in general, periodic swings in production, and periods of massive
idle resources would be virtually impossible on the unhampered market.
Entrepreneurial decisions are made in the face of an uncertain future and
since men are not omniscient, some — perhaps many — entrepreneurs will
make mistakes in anticipating future configurations of events. Nevertheless,
it remains clear that these kinds of mistakes and the consequent malinvest-
ments arising from them would not lead to periodic, sequential booms and
busts of productive activity. There is no reason to believe that such mistakes
would be distributed in anyway other than randomly. Furthermore, eco-
nomic theory tells us that in spite of the disequilibrium forces of unantic-
ipated change, the entrepreneurial forces of convergence always fend to lead
the various markets toward equilibrium. There is no reason to believe that
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what is true in the individual cases is not also true in the aggregate. While
there will surely be many instances of misinterpretation of market signals
and consequent misinvestments, there is every reason to believe that the
effect of such mistaken interpretations of market data will be isolated and
minimized by other equilibrating forces in the market. In any case, we have
every reason to believe that these misinvestments will be isolated and
random, not pervasive and systematic.

Since there is nothing inherent in the unhampered market, which would
lead to the booms and busts of the business cycle, then, of course, the cause
must be an exogenous one. The Austrian theory of the cycle as developed by
Mises and Hayek® explains industrial fluctuations as a result of the infusions
of bank credit into the producers’ loan market. The Austrians then trace the
effects of such monetary influences on the real structure of production. It is
here that we find the ultimate cause of systematic distortion in the market
system, which leads to the periodic boom-bust cycle.

But how does such monetary meddling come about in the first place and
why does it (seemingly inevitably) continue to plague all advanced indus-
trialized market economies?

Money is an institution.* That is to say, money is the result of an
evolutionary process of exchange. Historically, out of exchange one or more
commodities® have been chosen by the market participants as a medium of
exchange and a common denominator used for price calculation.

Again, historically, along with the development of the institution of
money has come the development of another important institution, that
of banks and banking. Banks served first as warehouses for the storage of
commodity money. In a short time, warehouse receipts began to circulate as
money substitutes.

It would seem that a “natural” social economy® would remain such only if
the circulating money substitutes are equal to the amount of commodity
money extant, i.e. 100% reserve money.” Any increase in unbacked sub-
stitutes (fiduciary media) introduces “unnatural” forces into the exchange
nexus, forces, which will lead inevitably to discoordination and systematic
economic and social dislocation.

But even assuming that the creation of fiduciary media were not treated as
fraudulent accretion of assets, a regime of free banking would and histor-
ically has put a severe check on the issuance of unbacked money substitutes.
Everyone admits that there is an inherent temptation on the part of bankers
to expand the supply of money substitutes beyond their commodity reserved
(i.e. to engage in fractional reserve banking). On a free market, however,
attempts to pursue such a policy are thwarted by competition and the
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interbank clearing house function. Non-inflating banks will demand pay-
ment in specie for another bank’s notes or checks, and there will therefore
always be an inherent check on widespread inflation as long as competitive
banking exists.

It seems clear that there could not be systematic macro-dislocations under
a regime of 100% reserve money. It is also clear that free competitive
banking would tend to minimize such dislocations even where there are
attempts to pursue fractional reserve banking policies under conditions of
competitive banking.

The other alternative is for all banks to work in concert, which means to
form a cartel. The reasons why voluntary cartels tend to break down in the
face of free market competition are too numerous to mention,® but histor-
ically none has lasted for long. Since voluntary cartels do not work, bankers
in one western capitalist nation after another have resorted to forced car-
telization in partnership with or under the control of their respective
governments.

It is under a regime of central banking that the large scale increases in
fiduciary media can be pumped into the economy, increases in notes, but
mostly increases in demand deposits. It is furthermore the case under such a
regime that systematic dislocations of the business cycle are most pro-
nounced and wreck the greatest havoc.

1.2. Time and the Structure of Production

There are three crucial real economic effects of systematic monetary inter-
vention into the market system. First, there is the periodic recurrent nature
of the cycle. Second, there is the cluster of entreprencurial error phenom-
enon. Third, the capital goods section is affected more both on the upswing
and the downturn than is the consumer goods section. That these three
phenomena happen is a fact; why they happen has to be explained.

In the first half of the 19th Century, the Ricardians and the Currency
School of English economists’ explained the problem of periodicity in terms
of the quantity theory of money. As the money supply increased (increases
in fiduciary media) business activity picked up, a euphoria pervaded the
business world, business debt increased, higher risk investments were
undertaken, the ratio of commodity money to money substitutes declined,
the domestic price level increased, imports increased, exports lagged, the
reserve ration declined even further, call loans were called and the overex-
tended financial house of cards began to collapse, a decline in production
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accelerated, deflation ensued, the reserve ratio returned to a more healthy
state, prices fell (including wages), exports increased, reserve ratios and
economic activity returned to normal. Hence, the periodic boom and bust.

The big failing of the Currency School’s explanation was that in focusing
on the price level they overlooked the changes in the compositions of the
structure of production that took place during the cycle. It was not until the
last days of the 19th Century that the Swedish economist, Knut Wicksell
began to see clearly that increases in the money supply led to a deviation of
the market rate of interest away from the natural rate, a rate, which was
based on the outgrowth of voluntary intertemporal exchange due to dif-
ferences in time-preference. Wicksell, too, however, focused his attention
mainly on the price level and hence did not see the full effects on the struc-
ture of production that such a deviation from the natural rate would bring
about.

Ludwig von Mises took the Wicksellian insight and began to build what is
now known as the monetary-overinvestment theory of the cycle. It was in
Mises and in the work of his most famous follower, F.A. Hayek that the
answers to questions two and three are to be found.

In an evenly rotating economy where every tomorrow is like every today,
the structure of production would be in perfect equilibrium (see Fig. 1). The
crucial concept of Austrian capital and production theory, which applies
here, is the concept of complementarity. Everything ‘“fits together.” Each
factor of production complements each associated factor of production. The
value of all factors of production is imputed to the structure of production.
Products flow down the structure of production. Production itself is a series
of exchanges through time between the various orders or stages of produc-
tion. The very highest orders of production are furthermost removed in
terms of time from the ultimate consumer. The further down the structure of
production, the closer the ultimate product is getting to the ultimate con-
sumer in terms of time.

Time and complementarity are, then, the two key and ubiquitous ele-
ments in the structure of production. In equilibrium, as the product flows
down through the structure of production from stage to stage, it can be seen
that just the correct amount of demand will be there to purchase the prod-
uct, and just the right amount of product will be produced to supply each
stage. All of this intricate structure is held together by prices, which in
equilibrium sends just the right amount of coordinative information
throughout the structure. Perhaps the most important of these prices is
the structure of interest rates holding together intertemporal exchanges,
which in the production process are the only kinds of exchanges, which take
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Fig. 1. The Structure of Production.

place. The structure of production is like a delicate latticework'® held to-
gether at each of its points of convergence by intertemporal exchange rates.
Although there would be nothing in the real world approximating the per-
fect complementarity assumed under conditions of equilibrium, there is
nevertheless a tendency in a free-market, social economy, toward such
complementarity. One of the most important entrepreneurial functions in
the real world is to take what is discoordinate (past mistakes), and “fit
them in,” consequently achieving a continually greater measure of comple-
mentarity.

It is imperative to recognize that at any given time, the structure of pro-
duction of the social economy embodies and reflects the intertemporal
preferences of the market participants in the aggregate. The proportion of
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future goods (capital goods) vis-a-vis present goods (consumer goods) will
be a direct reflection of the economic community’s social rate of discount or
time preference. If there are relatively more producers’ goods, that would
indicate a low time preference and a higher demand for future goods. If
there are relatively more consumers’ goods, it would reflect a higher time
preference and consequently a lesser concern for the future. In any case, the
structure of production will reflect the voluntary savings-consumption
pattern; it will embody the community’s demonstrated intertemporal
preference.

It is this delicately interwoven structure of complementarity into which
bursts the infusions of bank credit which wreck confusion and dislocation. It
is to these infusions of bank credit that we must look if we are to explain (1)
the cluster of entrepreneurial error and (2) over-investment in the higher
orders of production and under-investment in the lower orders.

A concerted increase in the money supply distorts the flow of information
of the market economy, the price system. Since the changes in the money
supply occur through time and space and do not mean the same thing to all
people in all sectors, such a change will affect different orders of the struc-
ture of production differently."'

What the cruder from of the quantity theory of money essentially focused
its attention on was the effects of the depreciation of value of the supply of
money that followed each infusion of new money, i.e. changes in the price
level. What the more sophisticated (Misesian) theory of money focuses its
attention on is that increases in the supply of money distorts the structure of
interest rates away from the natural rate. It is after all this “natural” con-
stellation of interest rates, which reflects the market participants’ real time
preferences, their real consumption/savings pattern. By tampering with the
natural structure of rates there begins a systematic movement of the struc-
ture of production away from the true wishes of market participants as they
have demonstrated in their consumption/savings decisions.

To counter this insight with the naive assumption that deviations by the
“nominal” interest rate away from the “‘real” rate will be foreseen and
automatically adjusted to, is but to show a misunderstanding of the whole
problem. This misunderstanding is a natural result of focusing on the price
level rather than on relative prices. The crucial insight of Austrian cycle
theory is that not all sectors of the productive structure are affected in the
same manner and at the same time by a change in the money supply, and
therefore cannot be correctly anticipated. Furthermore, this insight is not
merely the important but rather simplistic knowledge that debtors gain and
creditors lose during inflation. This latter is simply another way of focusing
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on the price level at the expense of overlooking the far more important and
deeper consequences within the structure of production.

As the supply of bank credit increases, interest rates decline, which is the
same thing as saying that the cost of money capital declines. Since the cost
of money capital is characteristically the most important cost consideration
for future capital expansion projects, as this cost declines, major new capital
investment is undertaken which previously was deemed to be economically
unattractive. Thus, the projects which were previously seen as unprofitable
(and therefore from the point of view of the social economy, socially un-
desirable at that time) suddenly become profitable.

It must be stressed that this change in profitability has come about solely
as a result of monetary expansion and not because of a change in “real”
conditions. This artificial lowering of the interest rates is the key distortion
in the transmission of information through the price mechanism, and it is
caused solely by the expansion of bank credit of a fiduciary nature. The
lowering of the interest rates creates the impression that there has been an
increase in real savings, that there has been a general lowering of time-
preferences among market participants, and that there is more capital
available to embark upon more time-consuming production processes. Of
course, what there is more of is money, and this critical price distortion soon
begins to take its toll. This explains why there is a sudden cluster of
entrepreneurial error. It is because they are flooded with a cluster of mis-
information, unnatural information, if you will. Yet, this only partially and
therefore inadequately explains just why investment funds begin flowing in
proportionately greater amounts into the capital goods sector at the expense
of the lower orders.

No one has ever put the answer to question number three more succinctly
and clearly than Lionel Robbins. Robbins says:

The fundamental fact on which we must concentrate our attention is that borrowing is
cheaper. This means the profitability of all forms of production which involve making
things which only yield services at a later date, or over a long period of time, is in-
creased ... . The longer lived the capital instrument or the greater its distance from con-
sumption, the more its value is affected by a change in the rate of interest. The shorter-
lived it is, or the less its distance from consumption, the less is it affected. The value of
flour in the baker’s shop is hardly affected at all by a cheapening of the cost of borrowing.
The value of mines, forests, houses and heavy factory equipment is enormously affected.'?

Not only, then, does the cost of money capital decline as interest rates fall, but
another aspect of the same phenomenon is that as the interest rate declines,
present capital values increase. In Fig. 2 we see that an asset which will
produce $10,000 in the present and whose durability ends upon producing the
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Year 10% 7% 5%
0 $10,000 $10,000 $10,000
1 9,090 9,350 9,520
2 8,260 8,730 9,070
3 7,510 8,160 8,640
4 6,830 7,630 8,230
5 6,200 7,130 7,840
6 5,640 6,660 7,460
7 5,130 6,230 7,110
8 4,660 5,820 6,770
9 4,240 5,440 6,450

10 3,850 5,080 6,140

Fig. 2. Impact of Interest Rates on Present Capital Values.

present product will also have a present value of $ 10,000. If that asset yields
its product one year hence, its present value at a 10% discount rate will be
$9,090; five years hence, $6,200; and 10 years hence, $3850. We see that in the
one year case a decline in the interest rate to 7% will bring a net gain in
present value of $260; in the five year case the present gain would be $930; in
the case of 10 years, the gain in present value would be $1,230. If the increase
in the money supply were sufficient to drive the interest rate from 10% to 5%
the gain in present value of an asset which would pay off after one year would
be $430, after five years $1,640, and after 10 years, a very substantial $2,290.
The change of $430 in the one year case would be significant but a mere 4.7%
gain. The asset which yields the income only after 10 years, would bring about
a change of $2,290 in present value, a gain of almost 60%.

The present value of $10,000 income at future dates and at different rates
of interest is shown in Fig. 2.

A businessman-borrower in the producers’ loan market need not be en-
dowed with any super intellectual powers to see that investments of longer
duration are far more lucrative than projects that will reach fruition in the
near future. It would seem clear, then, why the preponderant majority of
new bank credit will always tend to flow into the higher orders and thus
create a greater boom in those higher orders as economic activity begins
picking up steam.

1.3. The Anatomy of the Cycle"

For purposes of presentation, it is simplest to assume an economy in which
there is no problem of idle resources and in which something approximating
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equilibrium has been achieved.' It is into this idyllic setting that the in-
fusions of bank credit stream.

Entrepreneurs will borrow new funds and enter the resource markets,
bidding away the factors of production from more socially useful (as de-
termined by the operation of the social economy) projects in the lower
orders of production. It is these factors, which are producing lower order
capital goods and consumers’ goods; hence there will be fewer more nearly
present goods being produced than otherwise would have been the case.
There follows a misdirection of social capital and a consequent decline in the
general economic welfare.

Production processes that are more time consuming will take place at the
expense of less time consuming processes. Resources will be bid away from
the lower orders into the higher orders. The new money via the entrepre-
neurs will bid prices up throughout the higher orders. The process leads to a
hyper-active boom atmosphere in the higher order capital-intensive indus-
tries in general and in the construction industry, raw materials, machine
tools, etc., industries in particular.

Since the cost of capital has declined and since the demand pressures of
new money begin to bid up the nominal wages, real wages will increase.
Given this situation and given a measure of substitutability, entrepreneurs
will begin to shift, insofar as it is possible, away from labor-oriented meth-
ods into more capital-intensive methods of production. This is what is con-
ventionally known as the Ricardo effect.

It should be clear that there is one other major difference between the
switch that takes place in the structure of production caused by a change in
time preference, on the one hand, and a change caused by monetary tam-
pering on the other. In the situation of natural change there is a voluntary
reduction of current consumption and consequent diversion of factor com-
pensations from the lower orders to the higher orders, the former declining
and the latter rising. There is, however, no increase in factor incomes in the
aggregate. In this situation of monetary-induced change there is no volun-
tary reduction in consumption and there is actually an increase in factor
compensations and hence total incomes.

Since there is no reason to believe that resource owners have altered their
previous consumption/savings preferences, when these factor owners in the
higher orders receive their additional incomes we can assume that they will
allocate their incomes on the basis of their previous consumption/savings
pattern. Because fewer factors of production in the lower orders result in a
lower supply of consumers’ goods, the new money thus coming into the
consumption market from the increased incomes of the factors of production
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in the higher orders puts additional demand pressure on a proportionately
reduced output of consumer’s goods and thereby generates price rises in
the very lowest orders of production. Hence, the problem of price inflation
begins.

If there are no further increases in the money supply, increases which
would have the continued effect of holding (at least in the intermediate run)
interest rates below their natural level, then as the resource owners begin to
reassert their old consumption/savings pattern with their new and increased
incomes. Prices, again, will begin to shoot up rapidly in the lower orders.
This is truly the pivotal stage in the business cycle, for it is at this point that
the investments based on previously distorted price information begin to
become apparent.

As prices rise rapidly in the lower orders, the rate of return of investment
also rises substantially. In the meantime, demand for the output of pro-
duction processes in the higher orders fails to materialize. The false or
unnaturally induced structure of production and flow of products is ren-
dered unsustainable. The monetary authorities either will begin a process of
reinflation to attempt to sustain the false structure, or they must allow
the prices of resources to readjust. The structure of production must once
again move to conform to the demands of the social economy. It must again
achieve a high measure of natural complimentarity, a structure that can and
will be sustained by natural consumption/savings investment decisions.

It is important to underscore just why the anticipated cost/yield relation-
ship upon which the initial entrepreneurial decision was made turns out to
be mistaken. As the new money goes from the entrepreneurs to the factor
owners, the prices of the factors are bid up higher than was anticipated at
the point of the decision. On the other hand, the anticipated demand for the
flow of product fails to materialize in the planned time sequence. So there is
a double edged assault on the anticipated return: costs rise and yields decline
or even fail to materialize altogether. Projects undertaken on the basis of the
anticipated cost/yield ratio simply cannot be sustained under the unprof-
itable real conditions.

If left to happen by itself, the period of price adjustment will tend to move
rather rapidly. Higher prices and thus higher returns in the lower orders
combined with the failure of anticipated cost/yield relationships in the
higher orders will lead to a rapid flow of liquid capital from the higher
orders to the lower orders. Unsustainable fixed capital projects will have to
be liquidated. They will have to go into receivership and be reorganized in
such a manner as to fit back into the natural structure of production, i.e.
true complementarity will have to be restored.
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The major thing that must happen during the adjustment period is that
those prices of factors that were distorted (bid up too high) on the upswing
will have to fall back down to where they fit back into the structure of
production profitably. Interest rates, now no longer held artificially down,
must rise to reflect the true time-preference relationships.

It will be remembered that on the upswing, there was a substitution
of capital for labor wherever possible because of the rising real wage rates.
As prices in the lower orders begin to rise back to normal levels, real wages
fall. There will be, therefore, a substitution of labor for capital wherever
and to whatever extent possible. This is what Schumpeter rightly calls
the Hayek effect. It is obvious that the more intensive the upswing, the
more extreme the downturn will have to be. Just as the shift to more
capital-intensive methods during the upswing had a very stimulative effect
on the higher orders, the substitution of labor for capital during the down-
turn has a very depressive effect on those same higher orders. It should
be noted that any policy which frustrates the period of price readjustment
or attempts to stimulate consumption will merely exacerbate the situation
and lengthen the period of readjustment, the recession. What is needed
to salvage some of the misinvestment is greater savings, not more
consumption. But even if there were a great increase in savings, there
would nevertheless remain numerous instances of time-consuming projects,
which could not be saved until there was a tremendous drop in their market
values.

Therefore the recession is a process of extensive liquidation of malin-
vestments. This means widespread increases in idle resources as well as the
temporary abandonment of, in many cases, half-completed projects. While
these instances of bankruptcy, liquidation, and idle resources are undoubt-
edly the most dramatic aspect of the whole business cycle, it should remain
clear that the most important aspect of this period is in fact the process of
price readjustment during which factor prices fall relative to product prices.
These price declines must continue until the spread between factor prices
and product prices at all stages in the product process once again begin to
reflect the prevailing true social rate of discount or time-preference of the
market participants.

It is important to repeat that the problem troubling the economic system
during the business cycle is a problem of large-scale discoordination
of relative prices. It is a problem of discomplementarity of the various orders
of production. Only when there is a full adjustment of factor prices and
product prices at each stage of production will the idle factors of production
be returned to productive activity.
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It should be emphasized that there has been no mention of the general
price level because that is not where the problem lies. Nor does the problem
lie in the relationships between macro-aggregates, aggregates that are gen-
erally ill founded and meaningless concepts anyhow.'> Although the reces-
sion is known as a period of falling prices, it is necessary to stress that this
period will not necessarily be characterized by a decline in prices generally
(deflation). Once again, the crucial consideration is not aggregate price
levels but rather relative price relationships. It is only the misdirected in-
vestments, which must be liquidated and redirected into the true scheme of
the productive apparatus.

It is the boom period during which the waste of social capital takes place.
It is therefore the boom period, which is the antisocial phase of the cycle.
The recession is indeed the pro-social period of healthy purgation. Once the
point where the Hayek effect begins to take place is reached, the only thing
that can postpone the necessary and cleansing phase of the cycle from taking
place is further increases in the money supply. The old rate of increase will,
however, now prove to be too little to achieve the same level of investment
(misinvestment). It is therefore necessary to expand money and credit at an
ever-accelerating rate.

Just how long this can go on seems to be a matter of conjecture.
Generally, financial disturbances have historically caused slow downs in the
money expansion before the currency reaches such a rapid depreciation that
it no longer serves its function as a tool of intertemporal price calculation,
although we are all aware of the post World War I Germany and post
World War II Hungary and China. Nevertheless, whenever the inflation of
the currency does stop or slow down, the Hayek effect becomes operative
and the downturn must begin. As we said before, the longer and more
intensive the upswing, the more calamitous the downturn. There is simply
no way to put off the recession forever.

2. SOCIO-ECONOMIC IMPLICATIONS OF THE
BUSINESS CYCLE

2.1. Central Banking and the Political Economy
In Section 1, we outlined the Austrian theory of the business cycle. Section

1 also serves as the necessary groundwork for much of what we will cover in
the remainder of the paper.
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Here, we will attempt to trace some of the major sociological and political
effects of this business cycle. Here we are treading on what we think is often
new territory, but also an area which is of extraordinary importance.
Because it is often new application of business cycle theory, we shall only be
able to speculatively sketch the areas that we deem important. We hope in
later papers to go into some of these areas in more empirical detail. We
furthermore hope that we will have induced others to do likewise.

The analysis here also depends for its support on work that we have done
previously.'® This is especially true of our assumption that the capital mar-
kets and the financial institutions play an increasingly important ultimate
decision-making (entrepreneurial) role in and advancing, industrialized
social economy. That which is true but innocuous under a regime of social
economy assumes a deleterious and even sinister character under a regime of
political economy where central banking becomes an integral element in the
socio-economic infrastructure. Not only does ultimate economic decision-
making become more centralized and more entrenched, but as more and
more economic relationships become ““politicized” or “‘statized,” ultimate
political decision-making tends also to become more concentrated and con-
solidated. This in turn tends to exacerbate the concentration and circum-
scription of ultimate economic decision-making powers which, of course,
leads to a diminuation of competition, an enervation of the market process,
a decline in general economic welfare, and ultimately to an aggrandizement
of the political economy at the expense of the social economy.

2.2. Spatio-Temporal Aspects of the Business Cycle

It cannot be emphasized too much that with every intervention into the
economy there will be those who will gain from the intervention and there
will be those who will lose because of the intervention. It is usually pointed
out that debtors gain at creditors’ expense as a result of inflationary policies.
That is, of course, true but would be misleading if one concentrated his
attention solely on this aspect of the gain-loss relationship. One of the key
insights of the Austrian theory of money and of the business cycle is that
new money does not affect all people and all sectors of the economy equally.
New money moves through the economy both in temporal and spatial
sequences, the results of which are often difficult to discern and follow.!”
The temporal aspect is of great importance. On their most fundamental
level, the inflationary policies made possible by state intervention in the
banking sector constitute a mechanism for the redistribution of economic
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wealth. It is a redistribution of wealth to those who receive the additional
increments of fiduciary media first at the expense of those who receive the
money only at a later time. The spatial element in this temporal relationship
adds a great deal of help in understanding where to look for the gainers and
the losers. Those closest to the origin of the new money tend to gain at the
expense of those furthermost removed from the origin of expansion.

It would take a very sophisticated ongoing empirical study to determine
just who are the net gainers and who are the net losers, the latter really being
the most difficult to ascertain, with anything even approaching precision.
Theory, however, can give us a good idea of where to look for the gainers.
The state always gains by its ability to inflate and take advantage of inflation
first. In Fig. 3, we can see a rather crude representation of this redistribution
process. The center circle represents the state with all effects of inflation
spreading outward from the middle in a “ripple effect” through time and
space. In the real world of political economy, it is practically impossible to
separate the commercial banking system from the state, but for purposes of
presentation we shall assume that the banks receive and therefore benefit
next from new infusions of money. The banking system is represented by the
circle numbered two. Another very difficult real world problem is to sep-
arate the state from its contractors and suppliers, although it is not nearly as
difficult as is the separation of the state from the state-cartelized banking
system. The recipients of the government contracts are represented by the
circle numbered three, even though the banks also benefit greatly from
government purchases. When the state buys from a “private” contractor,
the payment is in the form of an accounting entry in the contractor’s bank
account. Both the contractor and the bank have gained: the contractor,
because he can pay for resources before their prices rise, and the bank,
because its reserves and therefore its loanable funds (assets) have been ex-
panded. In the initial stages of inflation, it would appear, the state, the
banks and the government contractors have a vested interest in inflationary
policies.

The circle numbered four is particularly interesting because it represents
firms and industries in the higher orders of production. It is these businesses,
which seemingly benefit from increases in the money supply because the
interest rates are driven down, the cost of capital decreases and present
capital values climb. They can borrow in money terms that will likely benefit
them at the point of repayment, paying back with a depreciated currency
and hence lower real cost.

In the debtor—creditor relationship, debtors, of course, do gain, but
the biggest debtors are almost surely to be found in the higher order
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Redistribution

of Wealth

Fig. 3. Inflation, the “Ripple Effect,” and the Redistribution of Wealth. The Effects
of the Increase of the Money Supply Flow from the Center Circle Outward. The
Redistribution of Wealth Moves in Just the Opposite Direction.

corporations, the banks and the state itself, and not among the very poorest
citizens as is so commonly assumed by the average layman. The creditors are
not the very rich, but rather the middle-income person who is trying to save
a little each week at his local Savings Bank or Savings and Loan Associ-
ation. The middle class, then, not only loses proportionately through direct
taxation, but its income and wealth is expropriated by the indirect tax of
inflation. Once again, as we can clearly see in Fig. 3, there is a redistribution
of wealth from the outer circles to the inner circles, from those who receive
increases in incomes last to those who receive incomes earlier.

As we get beyond circle four, it becomes increasingly difficult to trace the
gains and losses with any sort of a priori precision. This is an area for
numerous empirical studies. We do know that relatively few do in fact gain
from increases in the money supply and that the great majority are losers in
varying degrees. All we know for certain is that at some point, the “ripple
effect” turns inflation recipients from net gainers into net losers as the rate
of increase in consumer prices rises faster than the rate of increase in their
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incomes as resource owners. It seems important to repeat that this redis-
tributionary quality of inflationary policies stems from the fact that a
change in the quantity of money will affect prices only successively through
time and space. This necessarily produces a gradient in the price structure
which assures that those affected later in the process will almost surely never
be able to catch up with those who were affected earlier.

Another aspect of the redistributionary effect of inflation is that of
“forced savings.”” Since the increase in the money supply pushes the struc-
ture of interest rates below the natural rate that would prevail in the social
economy, scarce resources will be turned into producers’ goods in the higher
orders of production. This means that there will be an underinvestment in
goods which market participants by their voluntary choices have demon-
strated that they want, i.e., present consumers’ goods. They are forced to
“save” and are thus denied the full range of consumer goods which would
otherwise have been produced.

2.3. Monetary Expansion and Class Solidification

It is important to focus on the role that the business cycle plays in forming
and solidifying the gainers and losers of interventionism into more nearly
identifiable political-economic social classes.'® All interventions into the
market system of necessity lead to less than optimum market processes and
to secondary consequences the sum result of which is always a further de-
teriorated real situation, which very probably will lead to even further in-
terventions. '

All interventions slow the process of market adjustment and, in Paretian
terms, slow the all important and necessary ‘““circulation of elites.” The
monetary cause of the initial phase of the business cycle sends out distorted
information which biases both the structure of production and the process
of adjustment away from the true social economy and in favor of (1) the
owners of the non-financial corporations in the higher orders of production,
and more importantly, (2) the financial institutions upon which these non-
financial corporations depend for both their long and short-run financing.
Since the business cycle is caused by the expansion of new bank credit, and
since the banks and higher order industries receive this new money first,
then it seems clear that the net gainers (the winning class) from this all-
encompassing intervention surely will be that very same state-banking
network and higher order industries, at least throughout the upswing of the
cycle. The “circulation of elites” will be significantly stalled to the degree
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that these two important sectors are able to continue to benefit at the ex-
pense of the rest of the economic community from the continued infusions
of bank credit. Insofar as the “circulation of elites’ actually is slowed by the
intervention, then to that same degree will “the winning class” become
solidified into what must be defined only as an entrenched and parasitic
political-economic class.

To achieve a clearer understanding of the class interests, which benefit
from the expansionary phase of the business cycle, it is necessary to focus
our attention on the capital market in general, and the overall banking
sector in particular. Then we must focus on the relationship of the capital
market and banking sector to the capital-intensive industries concentrated
mainly in the higher orders of production.

As was mentioned earlier, banks are particularly susceptible to the temp-
tation to engage in inflationary practices since they particularly reap the
unearned benefits of a rapid and continuing expansion of the asset base. This
expansion, of course, currently in U.S. banking practices happen mainly
through open market operations (purchases) and borrowing by commercial
banks at the Federal Reserve’s rediscount window. In either case, the
reserves of the banks are increased and the loanable funds (assets) are thus
also increased. These then are the direct benefits, which clearly motivate
bankers in their collective desire to pursue a concerted inflationary policy.

It should be noted here that as the bank’s reserves are thus increased, this
frees other funds to be channeled into a wide variety of other assets, both
highly liquid and real. Therefore the portfolio of the bank grows dispro-
portionately large once again because they have access to and control over
the new funds first. This is particularly the case when they buy into real
estate, which then appreciates in value as time passes. Because, however,
appetite tends to get the better part of judgment, as the upswing gathers
steam, banks do tend to become overextended both in real estate mortgages
and their own real estate pyramiding. This later tends to become a sub-
stantial problem when the upswing reaches its end.

In Section 1 , we discussed the necessary role of state intervention in
making it possible for the banks to engage in a systematic inflationary
policy. Only cartelized banking can result in system-wide inflation. This
intervention, however, like all interventions, creates secondary consequenc-
es, which in many cases will not be recognized as being in any way related to
the intervention. In the case of cartelized banking and its consequent in-
flationary policy, it is important to point out that there are additional
benefits for banking institutions which likely will not be entirely consciously
perceived by banking executives.
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In particular, Austrian cycle theory gives us every reason to believe that
there is a definite correlation between the expansion of the money supply
and the increase in long-term external debt of non-financial corporations,
especially those corporations in the higher orders of production. This is
particularly important because it tends to provide the banks with increased
leverage over industrial enterprises. It therefore leads to a further concen-
tration of entrepreneurial control, or ultimate decision-making, within the
banking sector.?’ The economic consequences are that there will be a further
movement away from the optimum dispersion of decision-making than
would obtain on the social economy. This must necessarily lead to a decline
in general economic welfare. The sociological and political consequences
are, if anything, even more important. For this leads to a hardening of class
distinctions and further insulates the financial sector from competition,
which in turn further increases its growing hegemony in ultimate political
decision-making. This obviously becomes increasingly important, as the
economy becomes less one of social economy and more one of political
economy.

It is important to recognize that this process of increasing control by the
banks over non-financial corporations, which occurs during the expansion-
ary phase, is achieved without any indication that industrial profitability
either has been or will be adversely affected. In fact, because new money is
flowing into the higher orders and because interest rate declines bring about
increases in present capital values, industrial profitability does increase dra-
matically. Even a businessman well versed in Austrian cycle theory would
certainly take advantage of the newly profitable situation, although he
would try to “get out” before the Hayek effect became operative (whether
he would succeed in this or not would not depend much on his knowledge of
Austrian theory, but rather on the efficacy of his entrepreneurial judgment).
The point is that all price indicators confirm that industrial managers are
correct to expand more time-consuming investment by relying on newly
reduced low-cost loans. This distorted set of price relationships clearly cre-
ates a real situation in which the lender—borrower relation becomes mutu-
ally beneficial to both parties and will last so long as interest rates remain
artificially depressed. Yet, the fact remains that even though both the
banking sector and the non-financial corporations ostensibly benefit during
the upswing, the banking institutions are simultaneously consolidating their
control over corporate decision-making. It is very important to see that this
extension of banking control is, of course, unnatural and dependent solely
on state intervention into the banking sector and would not be possible
under conditions of the social economy.
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The most capital intensive industries, generally those in the higher orders
of production, are inevitably the major corporate beneficiaries of the infla-
tionary expansion of bank credit during the upswing of the cycle. The
reduction in interest rates during the inflationary period favors these cor-
porations since the cost of money capital plays a particularly important role
in their overall cost of production and because their product is so far
removed in time from the ultimate consumer. The cost of capital for these
industries is important both for their current operations and the plans and
actions concerning decisions for capital expansion.

Another aspect of the declining rate of interest is equally important. Al-
though all industrial enterprises enjoy a considerable flexibility in shifting
the capital/labor ratio in its production processes (production-function), this
degree of flexibility is, of course, not unlimited. Such flexibility is fixed by
certain parameters that are determined by the current technological char-
acteristics of the particular production processes involved. These techno-
logical parameters vary from industry to industry. It is clear that the most
capital-intensive industries are the most amenable to the change in capital/
labor ratios known as the Ricardo effect, which operates especially in the
initial stages of the boom. It is these industries, which are able to increase
the capital component of their production processes to the greatest degree.
Given the altered price relationships, it is these capital-intensive industries,
which will be assured of the highest anticipated return on capital invested.
As long as the inflationary process is sustained, such expectations will be
fulfilled. These expectations will eventually, of course, be frustrated as the
increases in bank credit are slowed down or halted.

2.4. Some Other Beneficiaries of Inflationism

It seems useful to focus on three other categories as leading beneficiaries
of the inflationary policies, in addition to the banking sector and capital-
intensive industries. The first is obvious, but it should be mentioned anyway.
Resource owners of all types benefit as the borrowers of bank capital pro-
ceed to bid up prices for the limited resources available. This is not only true
of raw materials, but also of all forms of labor that can be used in more
time-consuming processes of production.

The second such category includes all forms of research and development
industries, or R&D aspects of industries. R&D must be treated as capital
investment, although we might not wish to categorize it as capital intensive.
Just as surely as a lowering of the interest rate induces more time-consuming
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production processes, so too does such a reduction promote research
projects whose operational results can be anticipated to be more time-
consuming as well. The inflationary upswing can also be expected to result
in research projects of increasingly long-term and intensive ‘“‘pure” research
or higher-order practical research which would not otherwise be undertaken
because they would surely appear unprofitable.

The longer the upswing, the more “chronic” the overinvestment in the
higher orders. This would include overinvestment in longer and more capital
intensive R&D projects. Investment and the structure of production would
continually be at variance with that of the social economy. Research would
go toward the attainment of more and better capital-intensive processes at
the expense of less time-consuming processes. (Here it seems important to
remind ourselves that capital is limited at any given time, and that more time
consuming processes cannot be implemented until more capital has been
saved and reconstituted. The only other possibility is to take scarce capital
way from other production processes. This, after all, is the very heart of the
Austrian cycle theory). What we witness during the upswing of the cycle is
the objectification of an idea before its time has come. Production processes,
which would automatically have been chosen under conditions of the social
economy are passed over in the rush to implement consistently premature
and oversophisticated techniques and processes. All of this leads to even
more chronic overinvestment in higher orders of production. It should be
clear that the vested interests in maintaining the new regime of political
economy attained because of such intervention become far more numerous
the more time that passes.

In the social economy there tends to be an optimum investment in nu-
merous and different time-structured research projects, just as there tends to
be an optimum of time-structured production processes. In neither case
would there ever be anything approximating perfect complementarity:
neither in the structure of production, nor in the structure of research
projects. There would, however, be a continual tendency toward just such
complementary structures. Under conditions of monetary expansion, how-
ever, the tendency is to move toward a false complementarity, one that
would collapse quickly if and when the Hayek effect becomes operational.

The third of these categories is the educational system in general and
the universities and polytechnical institutes in particular. If we wish to
view labor productivity as a stream from human capital, then surely the
universities and institutes must be considered a higher order of production.
Its essential purpose is to produce a more productive labor force in a round
about way for introduction into the structure of production at a later time.
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Another consequence of the inflationary expansion of the money supply is
that it appears that “society” is willing to support more time-consuming
methods of producing human capital. Since the costs of borrowing have
fallen, it is likely that more educational plant and facility will be built and
staffed. Corporations will prove increasingly willing to invest larger
amounts of money in the long-term training of their labor force. And, of
course, the universities also emerge as major beneficiaries of the general
overextension of R&D activity since much of this activity is internalized
within the universities.

All of this will presumably lead to an overinvestment in the most time-
consuming areas of training. Engineers, scientists, Ph.D.’s of all sorts,
teachers, etc., for whom the market would not produce and sustain long-
term employment and for whom jobs would “have” to be created. Perhaps
just as importantly, the universities themselves — themselves being largely a
creation of inflationary expansion — would likely become incipient bastions
of the interventionistic ethic. Free market ideas, the implementation of
which would surely cut off much of their source of “overinvested” support,
probably would be given short shift indeed. It seems highly unlikely that
Austrian economics would long reign as the conventional doctrine under
any such regime of political economy.

2.5. The Hayek Effect and the Liquidity Crisis

The deceptively comfortable arrangement which seems to benefit both the
banking institutions and the higher order capital-intensive industries is se-
verely threatened during the latter stages of the expansionary phase of the
cycle. Once the increasing money supply is slowed or halted, the Hayek
effect begins. Prices in the higher orders (prices of current output, inven-
tories, capital values, and factor prices) begin to fall relative to those in the
lower orders (especially consumers’ goods prices), hence real wages decline.
As interest rates begin to climb back up to reflect a truer picture of the social
rate of time-preference, the margin of benefit from capital invested shifts
from highly capital-intensive and more time-consuming methods of pro-
duction to the less capital-intensive and shorter production processes. Since
real wages are falling there is a compelling incentive to replace capital with
labor; and because interest rates are rising, investment will be directed to
those production processes in which the “‘rate of turnover” (the number of
times the capital is turned over per annum) is higher, i.e., to less capitalistic
methods.?!
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The Hayek effect that has just been described in turn leads to a faster
reduction in demand for the current and future output of the higher orders.
This further hastens the price readjustment process, i.e. the decline in the
prices of the higher orders relative to those in the lower orders. As the
relative price rise takes place in the lower orders, what liquid capital that
there is in the higher orders will flow quickly into less time-consuming
investments.

The very sticky problem of fixed assets, nevertheless, remains. The ex-
pansionary phase of the cycle always results in a process of the objectifi-
cation of capital in a not easily liquidatable form. This highly illiquid capital
is progressively “frozen into” the higher orders of production, thus severely
minimizing the flexibility of these higher order firms during periods of eco-
nomic crisis.

As costs impinge upon yields and as anticipated demand fails to mate-
rialize, higher order firms suddenly and in large numbers, find themselves
unable to meet their short-term obligations. They have assets, but the period
of maturation of these assets has not yet been fulfilled. The assets therefore
are not yet income-producing. These capital assets, therefore, do not “fit in”
to the changing real structure of production as the social economy begins to
reassert itself.

The liquidity crisis ensues. Corporate managers rush to borrow in an
attempt to cover their short-term obligations. For a short period of time the
wolves may be held at bay, but soon (in the absence of a return to monetary
infusions) all borrowing avenues will have been pursued and exhausted.

If the social economy actually is permitted to fully reassert itself then the
liquidity crisis quickly turns into an insolvency crisis. To the degree that a
firm actually proves illiquid, then to that same degree must it be considered
insolvent. Any attempt to prop it up would be simply a waste of social
capital. Such an illiquid-insolvent firm must then declare bankruptcy, go
into a state of receivership under the control of its creditors (usually its
bondholders and bank creditors), and then be reorganized in such a fashion
as to “fit back in” to the “cleansed” structure of production. This process of
liquidation would, if permitted, proceed until a high degree of complement-
arity was again achieved.

2.6. Advancing Liquidity to Ward off the Downturn

One can probably be safe in assuming, however, that not everyone will look
upon the gathering liquidity crisis with the same sense of equanimity as
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displayed by detached economists. Due to the widespread nature of the
liquidity crunch, the corporate decision-makers will not likely see that their
corporation’s problem has anything to do with mistaken entreprencurial
judgments that they themselves may have made in the past. On the contrary,
it will simply lead them to conclude that there is obviously too little lend-
ing capital available, and that the answer to the “temporary” and merely
“financial” problem is to increase the money supply sufficiently to get
through the crisis. Then everything will be alright again.

The blame for the crisis is certain to be attributed to the monetary au-
thorities for halting or slowing down the supply of bank credit in the first
place. There is no denying that a correlation does exist between a slowing in
the increase of the money supply and the beginning of the recession. With-
out the benefit of sound theoretical understanding, it seems only natural that
such a conclusion will likely always be drawn. It is, therefore, unsurprising
to find key members of corporate management usually emerging as leading
proponents of a further expansion of the money supply to meet their “nor-
mal” business needs.

Non-financial corporations are not the only business complexes, which
become overinvested (malinvested) and hence find themselves faced with
severe liquidity problems. The banking networks (commercial, savings,
mortgage, and investment banks) and other intermediaries also become
over-extended, especially if the upswing is of a lengthy duration. Inflation
tends always to breed a climate, which leads to profligacy and discourages
thrift. Banking institutions are hardly immune from this tendency.

As inflation proceeds, banks begin to move away from the proven tenets
of sound banking, i.e., of having the time-pattern of their liabilities. In the
real world of current banking practices where demand deposits (and time
deposits in every practical sense are ““‘on demand” also) are loaned out, all
such loans should, at the very least, be of short duration and of self-
liquidation nature.

The theory of the ‘self-liquidating’ loan is that the transaction which presumably was
facilitated by the original making of the loan should itself provide the funds with which
to discharge the loan. In this way a bank can speedily reduce its loans, and a reduction of
loans and reduction of deposits go hand in hand, it can improve its reserve-deposit ratio
and hence its liquidity in a comparatively short span of time.?

In discussing a case where banks got into just such liquidity problems (the
1920s), the same authors state:

This decrease in the proportion of short-term, self-liquidating assets served to lessen the
liquidity of the banks and to reduce their ability, both relatively and absolutely, to meet
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their deposit liabilities upon demand on short notice; at the same time the growth of
assets of a long-term character made it increasingly difficult for the banks as a whole to
realize upon those assets by conversion into cash if necessity for such action arose.??

What was true during the 1920s is also true of any lengthy inflationary
period.

It seems safe to say that every time there is a long-term expansionary
upswing, that the whole banking network will tend to get into these same
liquidity problems. When the interest rate is pushed artificially low, the
anticipated return on more time-consuming investments will rise. There will
be a natural tendency on the part of banks (the most apparently deleterious
effects take place in the commercial bank sector) to “stretch” their short-
term obligations into longer and less liquid loans. “Liability management”
becomes a new, important, and ultimately dangerous banking procedure.
Banks will almost surely become over-extended in the mortgage field, wit-
ness the current and deep crisis situation in the relation between the banks
and the Real Estate Investment Trusts (R.E.I.T.s). Apparently, then, the
ratio of short-term, self-liquidating loans to longer, less liquid loans (re-
membering that the funds being loaned out are of an “on demand” nature)
tend always to shrink during long-term inflationary expansions.

It seems therefore evident that the bankers, although perhaps somewhat
more hesitantly, will also have a compelling incentive to continue the in-
flationary expansion of the money supply, just as much (if not more so) to
hold off the downturn as to prolong the upswing. Since the representatives
of these two most influential decision-making sectors within the system of
political economy (state capitalism) share a growing common interest in
prolonging the expansion period of the cycle, it is very unlikely that
anything approaching the full process of adjustment will be permitted to
take place as the first signs of a deepening liquidity crunch become apparent.
For the only way that the system of political economy can be maintained as
it exists is to continue the increases in the money supply.

2.7. Forced Savings: Sraffa vs. Hayek

Increases in the money supply necessarily drive interest rates artificially
lower than they otherwise would have been, and thereby bring about the
phenomenon of “forced savings.” One of the key underlying questions
throughout this paper is, just who are both the short- and long-run ben-
eficiaries of this “forced savings?’ A relatively unknown but significant
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controversy between Piero Sraffa and F.A. Hayek?* in the early 1930s dealt
largely with just this question.”

Sraffa, in his typically neo-Ricardian fashion, could not see what Hayek
was talking about in Prices and Production when Hayek differentiates
between the effects of savings of a voluntary sort and of “forced savings.”
Hayek says that the latter is different in that at the end of the artificial
stimulation of the money supply, the investments induced on the basis of
that stimulation must come tumbling down, whereas in the case of voluntary
savings, the gains will accrue to the owners of the investments after the
period of production (maturation) has taken place.

Sraffa answers this logic by saying that nothing of the sort will happen:

One class has, for a time, robbed another class of a part of their incomes, and has saved
the plunder. When the robbery comes to an end, it is clear that the victims cannot
possibly consume the capital which is now well out of their reach. If they are wage-
earners, who have all the time consumed every penny of their income, they have no
wherewithal to expand consumption. And if they are capitalists, who have not shared in
the plunder, they may indeed be induced to consume now a part of their capital by the
fall in the rate of interest; but not more so than if the rate had been lowered by the
‘voluntary savings’ of other people.?

There are certainly a number of problems with Sraffa’s position, especially
from the point-of-view of pure economic theory. The insights, however,
become more interesting if we look at them from the perspective of socio-
political economics rather than that of the pure logic of choice.

The Hayekian rejoinder to Sraffa is that as the social economy reasserts
itself, the malinvestments will become apparent as such and a move to less
capitalistic methods will be necessitated. What should have been stated far
more clearly during this controversy was that the Austrian theory of capital
is essentially a theory of complementarity. Once the previous monetary
conditions change (the inflation is reduced), the complementarity of the
capital structure also begins to change. This considerably changes the value
of the assets owned throughout the structure of production. Therefore,
while it is true that “one class has, for a time, robbed another class of a part
of their incomes,” (i.e., reduced the effective range of the quality and of the
quantity of present consumers’ goods, hence the “forced savings”), it does
not follow at all that this class (the present owners of those thusly created
capital assets) will be able to have “saved the plunder.” For if the social
economy does in fact reassert itself, then the present values of the malin-
vestments will decline precipitantly.

However, what if the social economy is not permitted to reassert itself?
What if the regime of political economy is maintained and ever broadened
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through a continuous influx of bank credit and by the addition of other now
“necessary’ rationalization or stabilization interventions instituted in an
effort to cope with the dislocations caused by the continuing monetary
tampering? Economic theory clearly tells us that this phase of the political
economy (interventionism) cannot go on forever. However, as long as it
does last, it seems clear that “one class (will continue to rob) another class of
a part of their incomes.”

2.8. The Privileged Position of the State Banking Axis

We think we can safely assume that those who are in control of the state-
banking apparatus will not permit the social economy to reassert itself. It is
true that economic law continues to work its vengeful way even in spite of
the money managers’ decisions, but the process of readjustment certainly
can be held off for quite some time. The decision to further intervene causes
substantial problems for the economy at large and for the economic czars in
particular. Throughout this period, though, the state-banking sector con-
tinues to augment its hegemonic position within the system.

Because they choose not to permit a fully purgative economic readjust-
ment, the central bankers find themselves faced with the genuinely impos-
sible task of trying to fine-tune the economy with fiscal, monetary and other
interventionistic tools. The expansionary phase of the cycle can never be
smooth for two reasons. First, it is impossible to calculate the precise degree
of monetary stimulation that is needed to sustain the distorted structure of
production, because one can never predict the time-sequence of people’s
reaction (a reaction which is psychological, not mechanical), to a change in
the quantity of money.*’

This becomes even more difficult as the expansion continues because an
ever-accelerating rate of increase in the quantity is needed to achieve the
same degree of stimulative effect. This, however, is a rate, which is beyond
the ken of mere mortals, and economists do have feet of clay. Second, when
the chosen rate proves to be incorrect, which is most likely, there is usually a
strong political tendency to overreact to the economic consequences of that
wrong choice.

If the rate is too low, a liquidity crisis will ensue, and a recession will
begin. The tendency is to monetarily overstimulate, thus reversing the
process. But after a lag, prices will surely rise even faster. If the rate proves
too high, the tendency is to cut back strongly on the money supply. This will
then also lead to a tumbling of malinvested projects. Thus the system is
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subjected to the continual flipping back and forth between a series of milder,
secondary expansionary/contractionary cycles within the underlying, major
upswing. This, for instance, has been the case in the United States since the
Second World War.

We saw earlier that the artificial lowering of the structure of interest rates
led to an increase in external corporate debt and to a consequent increase in
the leverage of the financial sector. This is just as true of the banks’ position
during the mini-cycle as it is over the long haul of the upswing. But what
about the downturn? Don’t the banks lose just as much leverage on the
downswing as they gained on the way up? This probably would be the case if
the social economy were permitted to emerge and fully readjust the socio-
economic relationships. Such an emergence would, however, run contrary to
our assumptions.

The banking system, it must not be forgotten, maintains a very privileged
position in the political economy. The banks are far better insulated from
the blows of recession than are other sectors of the economy. Socio-
economic legislation such as the Federal Deposit Insurance Corporation
(FDIC) is very important in giving an appearance of impregnability during
the recession. The FDIC is not so important for what it actually can do as it
is for what people think it can do. If people think that the FDIC secures the
solvency of the banking system, they will then not make a run on the banks.
This is true even though the reality is that less than one-seventh of all bank
deposits that are now covered by available bank reserves.

The crucial privilege of the banks, however, is that of their spatio-
temporal position throughout the liquidity crisis. They retain the ultimate
“out” of this otherwise closed system. They can still always go to the Fed’s
rediscount window. They can rebuild their own liquidity positions before
anyone else. The banks are the last to be hurt on the way down and the first
to be aided on the way up. If they can receive aid before the downward
plunge has accelerated and actually hit the banks, then they (at least relative
to other sectors of the economy) will have effectively insulated themselves
from the painful (cleansing) effects of the downturn of the secondary cycle.
Admittedly, this can continue only in the short-run, but the short-run can be
quite long. Indeed, the current expansionary phase of secondary cycles in
the United States, for example, has lasted for three decades. The long-run in
this case, though, is probably now fast approaching.

It seems important to note here that if it should become essential for the
state banking system to cut some of its losses, the cuts will not likely be
made among the larger banks. Liquidity will be rushed first to the big banks,
for it would be politically, as well as economically, disastrous to allow one



174 WALTER E. GRINDER AND JOHN HAGEL, III

or several of the big banks actually to fall. This will further entrench the
position of the large, established (mainly New York) banks at the expense of
potentially new and/or small and aggressive competitors.

2.9. Privilege Leads to Concentration and Further Dislocations

Another alarming aspect of the continual swing back and forth of the sec-
ondary cycles is that this process ultimately leads to an abnormal concen-
tration of control over economic resources, and, consequently, will lead
further away from an optimum amount of competition, relative to the social
economy. The result will be a slowing down of the process of adjustment, a
further weakening of the entire market system, a decline in consumer
welfare, and an unfortunate but understandable clamor on the part of
citizen-consumers against the absurdly inefficient and unstable “free enter-
prise” system.

During a liquidity crisis, those firms with prime credit rating will be able
to borrow funds first and most cheaply. Under conditions of an advanced
political economy, however, an important complication arises. A corpora-
tion’s credit rating no longer depends entirely on its economic efficiency. It
depends mainly now upon its survival probability and consequently upon its
anticipated ability to repay the loan. In the advanced political economy, it
seems highly probable that large firms (either firms with numerous em-
ployees or highly capital-intensive combinations which are deemed vital to
the “‘national security’’) will not be permitted to collapse. A firm’s credit
rating also often depends on how closely it is tied (and will continue on so
being) into the state apparatus through privileges, contracts, subsidies, etc.
As it becomes known that larger firms will not be allowed to fall and that
privileged firms will continue to be subsidized, such knowledge will serve in
effect as a quasi-guarantee on loans to those firms. Such a guarantee will
clearly aid their credit rating at the expense of smaller and perhaps far more
economically viable firms.

We can also assume that during an expansionary upswing, under con-
ditions of an expanding political economy, the government will be engaging
in large-scale spending programs. This is, after all, how they stay in power.
Such spending will in all likelihood be deficit spending and will therefore
have to be financed by borrowing.

These two abnormalities, both caused by the interventionism of political
economy, (1) misassigned credit ratings, and (2) heavy government borrowing,
are bound to have grave socio-economic consequences.
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If the borrowing is supported by the central bank, then the problem of
inflation is likely to get out of hand. If, on the other hand, enough liquidity
is not made available to service all comers, then someone is going to get (in
the current financial jargon) “crowded out.” Marginal firms will surely get
pushed aside. Of perhaps even greater significance, however, is that many
very efficient, smaller firms will also be forced into insolvency.

It is Social Darwinism in reverse. Fresh and vibrant capital combinations
are thwarted and often destroyed in order to maintain the social waste of
government spending and the obsolescent dinosaurs of privilege and inef-
ficiency.

When these economically sound firms are forced to fold, they go into
receivership and are often merged into the state-maintained firms. Waves of
burgeoning conglomerates often lie in the wake of such “crowding out” and
financial reorganization. Perhaps it is true that this is the most efficient way
of dealing with the situation as it exists, but it is clearly far removed from
anything remotely approaching the optimum relationship that would exist
under conditions of the social economy.

Both these economic dinosaurs and the reorganized capital combinations
are often held tenuously together by sinews of ill-founded financial ar-
rangements that are usually built on a mountain of debt. On the next sec-
ondary downturn, there is just that much more misinvestment which has to
be rescued and maintained.

As a result of these secondary cycles, the banking networks continually
increase their leverage of decision-making control over the non-financial
sector throughout the whole of the expansionary upswing. Since the major
banks are better insulated both from competition and insolvency, they gen-
erally prove more willing to slow down inflation in order to firm up the
currency when it weakens in the international currency markets or threatens
to move toward runaway inflation. They will tend to tolerate the mini-
recessions, but when push comes to shove, they will likely pull out almost all
stops to ensure that neither a full-fledged recession nor a runaway inflation
will sweep them under also. We shall touch on this a bit more in the next
section.

The alternating secondary or mini-boom/bust cycles keep the non-
financial corporations highly dependent on the banking sector. This
becomes more apparent and more acute as the expansionary phase length-
ens and the subsequent liquidity crises deepen.

As inflation continues and accelerates, replacement costs soar. Machines,
which must be replaced only every decade or so will cost perhaps one
hundred percent more (or even greater) than when they were originally
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purchased. Profit and loss statements will likely have been reckoned on the
basis of historic cost. Firms, who on the basis of returns thus calculated, will
be led to believe themselves making a profit when in fact they are very likely
to be actually operating at a real loss and perhaps even eating into their
capital fund.

Even if the corporation is lucky enough to get out of the predicament in a
solvent fashion, the managers will surely have to go to the banking sector to
have his replacement costs funded by debt.

As liquidity crises come and pass, each one is likely to become a bit more
severe than the last. During the deepening liquidity crises, interest rates
shoot up. The stock market and long-term bond markets vacillate and
weaken. Equity capital dries up. Once again, the non-financial corporations
are forced to go to the banking sector for funding and/or pay phenomenal
interest rates on their bond issues (if they can be floated at all) and/or
commercial paper 1.O.U.’s. In any case, the debt economy grows and the
banking sector remains secure in its decision-making authority. Is this se-
curity not merely analogous to one’s becoming the captain on a sinking
ship? Perhaps so.

2.10. Scylla and Charybdis and the Allure of Fascism

As the underlying upswing of the major cycle is prolonged over a length-
ening period of time, the distortions in the structure of production become
ever more pervasive. The financial condition of numerous firms becomes
increasingly fragile and precarious. This reality places before the political
and economic decision-makers several alternatives, two of which at some
point become equally unacceptable. They become caught between the Scylla
of recession and the Charybdis of inflation.

One of the most important characteristics of the evolution of the political
economy is that the state increasingly assumes the duty of ensuring corpo-
rate survival. Besides the advances of liquidity in time of need that we have
discussed earlier, there is a whole panoply of interventionistic socio-
economic legislation — contracts, subsidies, guaranteed loans, etc. created —
all of which tend to socialize private costs while keeping profits private. Any
macro-economic policy, which seriously disturbs this arrangement surely
would not be looked upon kindly.

Another element in the growth and development of the political economy
is the integration of labor unions into the political-economic elite as “‘junior
partners.” The trade union leaders almost never assume positions of
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ultimate decision-making, but they do perform a particularly important
limiting function, both politically and economically. Politically they become
a force that has to be appeased. Economically, they bring rigidities into the
price mechanism. The price system loses much of its flexibility. The unions
tend to prevent the downward price adjustments of nominal wages.

These two circumstances, (1) the decision to maintain the corporate status
quo and (2) wage inflexibility downward, put tremendous pressure on the
political and economic decision-makers not to accept the cleansing of a
recession. On the contrary, it will surely lead them to choose what appears
to be the lesser of the two evils, a continuation of the inflationary expansion
of the business cycle.

A third factor remains always in the background. That is that if the
decision-makers were to actually opt for a period of full price readjustment,
the hegemonic position of the state banking, financial sector would also
come crashing down. When compared to conditions, which would exist
under a reign of the social economy, the financial sector of the political
economy would be precarious, indeed. The position of political-economic
hegemony certainly will not simply be given up so that a free market can be
ushered in. This simply is not the way the real world works. On the contrary,
the answers very likely will be sought after in the deep reservoir of ““political
means” which they have constantly at their disposal. It is, after all, the only
alternative that will save their privileged position.

In another paper, we deal in further detail with the growth of a static
infrastructure during the development of the political economy,*® especially
in the highest stages of state capitalism.

In the present paper, we shall merely reemphasize that an alternative
network of institutions, which is parallel and seemingly reinforces and
complements the natural institutions is developed throughout the long
transitory stage of political capitalism.

In the United States, the sort of state-capitalist infrastructure which
has been built up both to socialize costs and to rationalize the economy
consists, in part, of the following kinds of institutions: The Export—Import
Bank, FDIC, the Small Business Administration, the Farm Credit Admin-
istration, and the Federal Home Loan Bank Board. There are, of course,
many more.

Perhaps the most important features to watch in the development of this
infrastructure are the recent and numerous proposals to revive the Recon-
struction Finance Corporation (RFC).> A number of businessmen and
especially bankers have been calling for an RFC., which would be empow-
ered not only to advance liquidity to faltering businesses and banks, but also
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to advance equity capital. This would surely prove pivotal in the move to a
broadened political economy.

Once the route of recession has finally been ruled out, and once it becomes
clear that inflation, if continued, will totally destroy the whole economic
mechanism and take the privileged position of the decision-makers along
with it. The single remaining alternative of comprehensive price control and
consequent state planning, although not perhaps joyously embraced, will
become nevertheless preferable to losing everything. The “private” financial
sector leaders will almost surely have a strong position within the decision-
making core of any state planning mechanism, thus they will be able to
retain their familiar perquisites of economic and political power.

Comprehensive wage and price controls will be imposed in an attempt to
get inflation under control. Many who reluctantly accept these controls will
probably convince themselves that the period of controls and planning is but
a temporary exercise which will be dismantled after things are straightened
out and gotten under control.

The alternative infrastructure can begin immediately to serve as a control
mechanism by simply fusing the whole state-banking network into the in-
frastructure, and then through that network, execute control over the cor-
porate structure; but, of course, problems will still abound. The many
problems of shortages which necessitate rationing and which in turn even-
tuate in resource allocations and cost subsidizations, grow enormous
immediately. Thoughts of going back to the market get lost in the maze of
unanticipated problems of running the system.

One complication, which almost no one foresees is that the capital struc-
ture is not nearly as productive as it was thought to be. Decades of inflation
and debt lead to the improper maintenance of the capital structure. Added
to the problems which inflation brings to assessments of profitability and
hence an eating into the capital fund, the political economy is also char-
acterized by huge social welfare programs which lead to far too much con-
sumption in the present at the expense of real savings and investment for the
future. The capital structure is but a shell of what it was thought to be. The
“reserve fund” upon which the planners had hoped to sustain their eco-
nomic plans simply does not exist. Any hope of getting out of this quagmire
and back to the market will probably be lost for decades as more and more
absolute control passes into the hands of fewer and fewer decision makers.

At this point the last remaining elements of the social economy will have
been snuffed out. The market society, which thrives only on the “sponta-
neous” adjustment to changing circumstances, will be replaced by force
and bondage. The social economy will be totally replaced by the political
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economy. The allure of fascism in the face of the consequences of inter-
ventionism will have proven too strong.

Mankind’s only hope at this point is the knowledge that the political
economy is totally parasitic and cannot function for long. Soon a combi-
nation of reforms and revolts will be instituted and then the market system
can begin slowly to make its way back.

It is more than anything the socio-economic policies that lead to the
business cycle which have been and are continuing to propel us toward this
ultimate disaster. These economic policies of inflationism are made possible
only by central banking. Only a partnership of the state and the banking
sector can cartelize banking into an effective inflationistic force. It is the
crucial nexus that must be severed.

If something is not soon done to break this all important state-bank
connection and the flow of circumstances, which result from that connec-
tion, then we can find no good argument to counter F.A. Hayek’s pessi-
mistic prognosis when he recently said:

What I expect is that inflation will drive all the Western countries into a planned econ-
omy via price controls. Nobody will dare to stop inflation in an ordinary manner because
as things are at present, to discontinue inflation will inevitably cause extensive unem-
ployment. So assuming inflation stops it will quickly be resumed. People will find they
can’t live with constantly rising prices and will try to control it by price controls and that
of course is the end of the market system and the end of the free political order. So 1
think it will be via the attempt to regress the effects of a continued inflation that the free
market and free institutions will disappear. It may still take ten years, but it doesn’t
matter much for me, because in ten years I hope I shall be dead.*
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THE POLITICAL ECONOMY OF
CRISIS MANAGEMENT: SURPRISE,
URGENCY, AND MISTAKES IN
POLITICAL DECISION MAKING ™

Roger D. Congleton

1. INTRODUCTION: IGNORANCE AS A
CHARACTERISTIC OF ALL CRISIS MANAGEMENT

A crisis typically has three characteristics. First, a crisis is unexpected, a
complete surprise. Second, a crisis is normally unpleasant in that current
plans are found to work less well than had been anticipated. Third, a crisis
requires an urgent response of some kind. That is to say, an immediate
change of plans is expected to reduce or avoid the worst consequences
associated with the unpleasant surprise. These characteristics imply that not
every public policy problem is a crisis, because many public policy problems
are anticipated or long-standing. The present social security problem faced
by most Organization of Economic Cooperation and Development (OECD)
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nations is not a crisis, although it is a serious problem. Other policy prob-
lems are clearly worsened rather than improved when current policies are
abandoned. This may be said of constitutional law, in cases in which minor
unexpected problems arise from longstanding political procedures. Other
policy problems lack immediacy, even when they are unanticipated. This
might be argued, for example, of global warming, which was unanticipated
prior to 1990 yet is anticipated to take decades to emerge. Not every serious
problem is a crisis."

Crises are, nonetheless, common events for most people, most organiza-
tions, and most political systems. Recent public policy crises include ter-
rorist attacks, unexpected environmental catastrophes, outbreaks of new
deadly contagious diseases, and natural disasters such as major floods and
earthquakes. Although not every problem or unpleasant surprise is a crisis,
many are genuine emergencies. Moreover, even longstanding problems may
become increasingly urgent as time passes.

This paper provides an overview of the politics of crisis management
using a minor, but significant extension of the core rational choice models of
political decision making. The focus of analysis is crisis management within
democratic polities, although much of it will also apply to crisis manage-
ment within private organizations and indeed to personal crises. The anal-
ysis has several general implications for the politics of crisis management
and for designing routine procedures for crisis management. As demon-
strated below, an important and unavoidable property of crisis management
is an unusually high propensity for making policy errors. Standing proce-
dures for dealing with crises should be designed with such mistakes in mind.

The political economy of crisis management has been neglected by the
rational choice community. There is, for example, no reference to crisis
management in Mueller’s (2003) or in Persson and Tabellini (2000) extensive
surveys of the public choice and political economy literatures, nor is there an
entry for crisis management in Rowley and Schneider (2004) Encyclopedia of
Public Choice. This lacuna is perhaps best understood as a limitation of
contemporary rational choice models, although not of the rational choice
approach itself. Neither urgency nor surprise can readily be included main-
stream rational choice models.”

This paper demonstrates that a good deal of light can be shed on the
fundamentals of crisis management when viewed through the lens of ra-
tional choice models that account for the effects of surprise and urgency.
This paper also points out several neglected implications of crisis manage-
ment, and also begins the task of filling a rather surprising void in rational
choice-based contemporary political economy research.
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1.1. Can there be a Rational Choice Model of Crisis Management?

To analyze crisis management using our standard tools, it is first
necessary to overcome a significant methodological problem that may
partially account for the lack of a rational choice literature on crisis
management. There is a sense in which “crisis management” is impossible
within the most commonly used economic models of rational decision
making.

The usual model of rational decision making assumes that individuals
possess sufficient information and imagination to evaluate every alternative
course of action in every conceivable combination of circumstances. Pre-
ference orderings are complete and transitive for the full range of possible
events and opportunities. Individuals know the full dimensionality of their
opportunity sets and the conditional probability functions associated with
them. Although random shocks of one kind or another may exist, there can
be no surprises, no truly unanticipated circumstances calling for unantici-
pated decisions in conventional rational choice models. Decision makers
may not know the result of a given roll of the dice, but they do know all the
numbers that can turn up on top, and can therefore make plans contingent
on each possible outcome.

Individuals in such models, consequently, always perfectly optimize. They
choose the best possible plan of action, a plan that takes account of
all possible alternatives in all possible circumstances. The standard as-
sumptions thereby rule out crisis management, because they rule out un-
pleasant surprises calling for urgent responses. Unpleasant surprises may
arise that must be dealt with rapidly, but these are in principle no different
from other decisions that much be reached as time passes. All circum-
stances are “‘ordinary’’ in the standard rational choice model. There are
no emergencies, no sudden requirements to adapt to new and unforeseen
circumstances.

Given this, it might be reasonably concluded that crisis management is
beyond the scope of rational choice models of decision making. Such a
conclusion, however, would be incorrect. Analysis of crisis management
from the rational choice perspective does, never the less, require us to move
beyond the usual assumptions of economic models.

Several approaches can be used to escape from the limits of the standard
model. For example, one could introduce planning costs or assume that
individuals are rational only within narrow limits. The approach taken in
this paper is to focus attention on a form of imperfect information that is
neglected in most economic models of human decision making.
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1.2. The Search and Ignorance Characterizations of Imperfect Information

Economists have assumed, for the most part, that imperfect information
takes the form of finite but complete data sets. That is to say, information is
assumed to consist of data points, and each data point includes information
about all relevant dimensions of the phenomena of interest. Individual have
information problems because they have only finite collection of data. Given
finite but complete data, decision makers can make unbiased estimates of all
the parameters of their choice settings, although the precision of those
estimates can always be improved by increasing the sample size of their data
sets (Stigler, 1961). Modern Bayesian analysis reaches similar conclusions
from essentially similar assumptions about information, although Bayesian
analysis also specifies the process by which learning takes place: priors are
updated via Bayes Law as new data points (observations) become available
(Hirshleifer & Riley, 1992). The “finite data set” approaches can be easily
incorporated into the standard rational choice methodology, because deci-
sion makers remain perfect optimizers — at least on average.

The approach taken in the present paper is to acknowledge the existence
of another form of imperfect information, namely, ignorance. Ignorance is
not caused by having too few data points in one’s sample, but rather by
observing too few dimensions (characteristics) of the data points that are
available. That is to say, the existence of ignorance implies that information
about some dimensions of choice is simply unavailable to individuals at the
time that they adopt their plans of action. In effect, individuals have a
sample of size zero for such “missing” variables (Congleton 2001a, b).

The problem of ignorance has not been entirely neglected by economists,
but for the most part has been limited to settings of asymmetric information
in which one party does not know what the other knows. Here one may note
Hayek’s (1937, 1945) classic pieces on knowledge and Georgescu Roegen’s
(1971) insightful work on information and entropy, as well as a large con-
temporary literature on asymmetric information and public policy. For the
most part, however, the latter retains the normal Baysian assumption that
the full dimensionality of the universe is known, and that although one
player may not know what the other knows, he knows what could be
known. See for example, Milgrom and Roberts (1986), Laffont (1994), or
McLean and Postlewaite (2002).

A good deal of ignorance, however, is not asymmetric but rather uniform
in the sense that some missing dimensions or possibilities have never been
imagined or confronted by the typical individual. We are born into the
world knowing almost nothing. And, although our ignorance is gradually
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reduced by personal experience and as secondhand knowledge is imparted
to us by our families, friends, teachers, and the mass media, a penumbra of
ignorance always remains in practice.

Only part of the ignorance that remains is the result of individual decision
making. Individuals are “‘rationally ignorant” when they realize that un-
known dimensions or parameters exist, but decide not to learn anything
about those unknown dimensions or parameters. Continued ignorance might
be chosen for dimensions thought to be unimportant or too complex to be
understood at a tolerable cost, as might be said of modern tax laws, trade
regulations, most foreign languages, Chinese cooking, economics, and many
scenarios that lead to unpleasant policy surprises. Most of our ignorance,
however, remains unconsidered, a natural residual of our initial endowment.

1.3. Ignorance, Surprise, Urgency, and Mistakes

Although finite samples and ignorance have many similar behavioral im-
plications, important differences between these two types of imperfect in-
formation also exist. Two of these are especially relevant for the analysis of
crisis management.

First, unlikely events may occur in the search and Bayesian representations
of imperfect information, but not complete surprises. Complete surprise is
impossible, because there are no “unknown” possibilities. In contrast, igno-
rance is allows the possibility of complete surprise, because some possibilities
are unknown. Ignorance is therefore a sufficient condition for crises to emerge
within a rational choice framework. Ignorance implies that entirely unforeseen
events may arise that call for immediate attention, which is what we normally
mean by the term “crisis.”

Second, the usual Bayesian characterizations of information allow the
possibility of mistakes, but not systematic error. Random events may cause
sensible choices to look foolish, ex post, but not systematically mistaken.
Bayesian consumers may occasionally choose the wrong products, vote for
the wrong candidates, and well-meaning elected representatives may adopt
the wrong policies, but on average they select the right product, candidate,
and policies, because the “error terms” associated with their beliefs have
mean zero in the long run.

Ignorance, however, implies that “unknowns” are associated with every
decision, and that “‘unbiased” decision making is possible only in areas in
which ignorance does not lead to biased expectations. In areas in which
missing variables are important, rational decision makers will make
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systematic errors insofar as they are ignorant of relevant variables and
relationships.

Ignorance, however, does not rule out rational behavior. Rational choices
remain possible in the sense that all the information available to decision
makers is taken into account and the best of all known possibilities is cho-
sen.? Ignorance simply implies that the list of possibilities considered may be
very incomplete and that an individual’s understanding of causal relation-
ships (the conditional probability distributions between current actions and
future events) may be erroneous in many respects. Together, these imply
that systematic mistakes can be made by even the most careful and forward-
looking decision makers.*

Ignorance, thus, allows the possibility of crisis and also implies that crisis
managers are likely to make systematic mistakes. That is to say, crisis
managers might honestly regret their past policy decisions in light of
knowledge that becomes available after a crisis is over, but legitimately insist
that their mistaken choices were the best that could be made, given what was
known at the time they had to be made. Surprise and urgency are predicated
on ignorance, and ignorance implies the possibility of honest mistakes.

2. AN ILLUSTRATION: OPTIMIZATION WITH
MISSING VARIABLES

Several essential features of crisis management can be illuminated with the
following model. Consider a setting in which individuals maximize a strictly
concave utility function defined over their own private consumption, C, and
personal health, H,

U=u(C,H) (1)

Suppose that an individual’s health, H, is a random variable that is af-
fected by his or her own private expenditures on health care, E, and gov-
ernment public programs that reduce known health risk, R. In addition to
these two readily observable control variables, suppose that an individual’s
health is also affected by risk factor Z, which is initially unobserved. Z could
include such unknown factors as disease vectors, environmental toxins, ter-
rorist plots, and geological pressures,

Jf(H) =NIH|E,R,Z) 2

Private income Y is assumed to decline as government regulations
increase or as other health-improving programs increase at the margin
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because of increases in regulatory or tax burden.’ An individual’s personal
opportunity set for private consumption and health care in this case can be
written as C = Y(R)—E.

In their roles as private citizens, individuals select their health-care ex-
penditures to maximize utility,® which can be written as

U = /h(H\E,R,Z)u(Y(R)—E,H) dH 3)
Differentiating Eq. (3) with respect to E and setting the result equal to

zero allows the expected utility-maximizing level of risk-reducing public
expenditures to be characterized as:

/[hEU—hUC] dH =0 @

Eq. (4) in conjunction with the implicit function theorem implies that the
private demand for private health care can be written as

E% = e(R, Z) (5.0)
with
o [UEE}
H
g - [Jeztna]
o [UEE}
with
U%EZ/[hEEU—zhEUC—G—hUCCYR] dH <0 (5.2)

The individual’s demand for the regulation of health risks can also be
determined from the same model. Given his or her private expenditures, a
typical voter will favor the level of regulation that maximizes

U = /h(HlE*, R, Z2)u(Y(R) — E*,H)dH (6)
which requires:

/[hRU+hUcYR]dH:O )
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given the envelop theorem. Together with implicit function theorem, Eq. (7)
implies that the political demand for regulation is a function of the unknown
variable, Z,

R* = 1(Z) ®8)

The individuals of interest, however, are assumed to be ignorant about
risk factor Z, so function r(Z) cannot directly determine policy in this case.

Z can only indirectly affect the public demand for health care by its
unrecognized effects on the marginal returns to private and public health
expenditures, Hg and Hy. These returns may be known with certainty as
long as Z remains at a steady state, Z = Z°, in which case ideal policy
R* = r(Z°) can be adopted without any knowledge of Z. In such cases,
ignorance does not reduce the effectiveness of private or public plans.

2.1. Policy Crises from Changes in Unknown or Neglected Variables

Ignorance of Z, however, can be a significant problem that leads to sys-
tematic errors in both public and private decision making if Z is not com-
pletely stable. For example, suppose that Z increases from Z’ to Z' and
produces an unobserved increase in the marginal returns from government
policies to reduce health risks and to private risk-reducing expenditures.
Such changes might go unnoticed if data on Hg and Hy are collected in-
frequently or if small changes are neglected. H is stochastic and thus minor
fluctuations in the effectiveness of risk-reducing policies may be discounted
as unexplainable random effects.

As long as the changes generated by the new level of Z are not recognized,
the original policy remains “optimal” given the information available to
decision makers, but no longer best advances their true interests. The un-
noticed change in Z implies that Eqs (4) and (8) are no longer be satisfied at
R’ = 1(Z% and E° = e(Rx, Z°). Losses accumulate, but there is no crisis
because no attention is focused on policy reform. People are less healthy
and/or comfortable than they would have been with more complete infor-
mation, but they do not yet realize this.

The rate at which unnoticed losses accumulate under current public poli-
cies can be characterized as:

AU® = / h(HIE®, R, Z)u(Y(R’) — E°, H)

—(H|IE,R,Z)u(Y(R) - E,H)dH  (9)
where R’ = r(Z2°), E* = e(R%,Z°), R =rZ', and E' = ¢(R, Z).
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Consider now the consequences of a scientific breakthrough that allows
data on Z and the relationship between Z and H to be collected for the first
time. Three related crises can be generated by the discovery of Z as a risk
factor. First, there is the immediate policy crisis. Previous private plans and
public policies are now revealed to be suboptimal. New plans and new
policies become necessary.

The “urgency” of the policy crisis varies with the perceived magnitude of
the losses that accumulate. The higher the rate of perceived losses, the
greater is the urgency of policy change.” Adopting an effective new policy,
however, may be a nontrivial matter, both because major policy changes
may be required and because it may take time before the effects of Z are
completely understood.®

2.2. Knowledge Crises

An implication of the ignorance associated with unpleasant surprises, is
that policy crises are often associated with a variety of “knowledge crises.”
Policy makers become more aware of their own ignorance and sud-
denly demand new policy-relevant information. The effect of Z on the
marginal productivity of private and public expenditures will not imme-
diately be understood, because previous experience involved only changes
in £ and R. New data and new analysis will be necessary to under-
stand the effects of Z on health risks. The future time path of Z neces-
sarily becomes a topic of research if capital investments are necessary to
address risks associated with changes in Z. If Z simply moves to a
new steady state, Z =27 and the new relationship between H and Z
comes to be fully understood, the new optimal steady state patterns of
public and private risk-reducing activities can be determined as above,
R =r(Z'), and E = e(R, Z'). Unfortunately, neither scientists nor policy
makers can initially be sure that Z has simply moved to a new steady state.
Has Z temporally increased, moved to a new steady state, or begun a new
process of increase? Perhaps Z is a stochastic variable. If so, how is it
distributed?

The initial temptation will be to economize on research by ignoring the
change in Z or simply extrapolating from the two available observations,
Z =0and Z = Z'. Either approximation, however, may imply future levels
of Z that are very wide of the mark. Having neither observed nor studied Z,
little will be initially known about Z’s behavior through time. Contempo-
rary examples of such knowledge conundrums include urgent concerns over
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the future path of Islamic terrorism, global warming, and the acculturalizat-
ion of recent immigrants within OECD countries.

Once the risks and time path of Z are understood, there may be sub-
sequent efforts to control or influence the future course of Z. In such cases,
completely new dimensions of policy may be added to the political agenda,
which may, in turn, require new ‘“‘crisis’ research on Z policy to be pro-
duced and evaluated. Whether Z can be controlled or not, policy mistakes
are likely to continue until both Z and policies for addressing Z are well
understood, and this may take a long time.

Here, the reader might recall the wide range of public health problems
that have plagued mankind for most of human history. Many solutions were
tried over many centuries and much analysis was undertaken, but truly
successful policies were adopted only in the past century or so as knowledge
of bacteria, viruses, and other hazardous materials improved. Few plagues
occur in developed countries these days, but this is a fairly recent state of
affairs. Similarly efforts to control crime and fire, which are as old as civ-
ilization itself, have become increasingly effective as better routines, equip-
ment, and materials became available.

2.3. Crisis Cascades

The ignorance associated with all true surprises also implies that mistaken
policies are likely to be adopted, and that those mistakes may generate new
crises insofar as mistakes have unanticipated effects. In the above model,
secondary crises might arise in the period in which the relationships between
R and Y or between Z and H are not fully understood. For example, in-
creases in R beyond the range of experience might reduce Y by far more (or
less) than initially believed, requiring a new round of emergency policy
formation, hasty scientific research, and policy analysis. In this manner,
urgency in combination with ignorance implies that one policy crisis may
generate many others.

Urgency would not generate future policy problems without knowledge
problems, but knowledge problems are an essential feature of all surprises
and, therefore, all efforts at crisis management are prone to policy mistakes.
In this manner, ignorance and urgency may generate crisis cascades that are
not caused by the original crisis, but rather by errant responses to the orig-
inal crisis. Some crises get out of hand simply because urgency prevents
ignorance from being reduced sufficiently to permit accurate estimates of
policy consequences.
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3. THE POLITICS OF CRISIS MANAGEMENT IN A
WELL-FUNCTIONING DEMOCRACY

In democracies, policy decisions are ultimately made by representatives
elected by eligible voters. Because those clected to public office generally
wish to stay in office and remaining in office requires broad electoral sup-
port, policy makers in democracies tend to favor polices that advance the
interests of a broad cross-section of voters. In a “first-past-the-post™ elec-
toral system, electoral competition induces policy makers to adopt policies
that maximize the welfare of the median voter (within the limits of their
information).® Within a proportional representation (PR) system, electoral
incentives are less sharp, but majority coalitions normally include the rep-
resentatives favored by the median voter. Consequently, democratic policy
formation within both first-past-the-post and PR electoral systems tends to
move toward the middle of the distributions of voter demands for govern-
ment services and regulation. In either case, electoral competition clearly
constrains the policy options of elected officials who wish to be reelected.

3.1. Crisis and Democratic Policy Error

The existence of a crisis does not usually change fundamental political in-
centives, nor does political decision making avoid the information problems
associated with surprise and urgency. That is to say, an “ordinary’ crisis such
as a new disease, major storm, accident, earthquake, or terrorist attack does
not directly affect the balance of power within government, the incentives for
choosing some policies over others, nor the difficulty of doing so in a setting
in which decisions must be made rapidly without sufficient information.
Elected officials remain principally interested in broad policy issues that
advance their electoral interests; consequently, democratic crisis manage-
ment tends to focus on relatively severe and broad crises, because only those
affect enough voters or attract enough sympathetic attention to influence
future elections. Voters remain interested in maximizing their lifetime utility,
whether in a crisis or not, and will vote for politicians and parties whose
crisis management most advances their interests, given each voter’s under-
standing of the policy alternatives and crisis at hand. The surprise and
urgency of policy decisions during times of crisis implies that voters are
more likely be mistaken in their assessments of their long-run interests.
An additional source of error is introduced in democracies, because sur-
prise and urgency also imply that elected officials do not have an electoral
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mandate to address a crisis with specific policies, but rather have to discern
hurriedly the future interests of their electoral supporters. Urgency rules out
a careful analysis of long-term political interests by both voters and poli-
ticians. Policy responses to crisis will be based on less information than
would have been available if policy decisions could be postponed until the
next election. Democratic crisis management is, consequently, more error
prone than normal democratic policy making is. It is based on less infor-
mation, less analysis, and lacks a clear mandate from the electorate.
Although political decision makers remain interested in advancing the in-
terests of pivotal voters, the urgency of crisis management implies that new
policies are less likely to advance those interests than policies adopted in less
urgent times, in part because the voters themselves are less able to determine
their own interests. Policy mistakes will be more obvious after new policies are
put into place than at the time they were adopted, because more information
becomes available as experience and research accumulates. This implies that
incumbents are more likely to lose elections following a crisis than in less
urgent times, insofar as voters punish politicians for their past policy mistakes.
The policy decisions adopted during times of crisis, however, are not nec-
essarily less legitimate than ordinary decisions if they are made using proce-
dures that satisfy constitutional constraints. Government officials will simply
appear to be less competent after periods of crisis than in ordinary times.
Indeed, the logic of crisis management implies that this is necessarily the case.

3.2. Manufactured Crises: Agenda Control, Urgency, and
Agency Problems

The above analysis assumes that voters have information that is comparable
to elected policy makers, at least in terms of the dimensionality of the
information available. Additional errors arise in settings in which policy
makers and voters have substantially different information available to
them. Informational asymmetries create a variety of agency problems, many
of which have been analyzed by the rational choice literature on democratic
politics. For example, informational asymmetries allow elected governments
to adopt policies that are not in the general interest or those of electoral
majorities, because some policies are largely unobserved, and, indeed, may
be unobservable. A good deal of the special interest legislation that is
passed, remains politically feasible because of such informational asymme-
tries. The beneficiaries of narrow policies have better reasons to be aware of
such policies than those less affected.



The Political Economy of Crisis Management 195

What has not previously been analyzed is that informational asymmetries
also allow crises to be manufactured — as when an agency announces that
previously unrecognized problem Z has to be addressed immediately or else
enormous losses will accumulate. By exercising agenda control during a
period in which urgent action is required, crisis manufacturers can obtain
more of what they want than possible during less urgent policy negotiations,
because urgency implies that fewer alternatives to their initial proposal can
be considered.'®

Crisis manufacturing, thus, potentially allows governments to adopt poli-
cies that advance narrow ideological goals, favor their most supportive
colleagues, contributors, and regions with little fear of electoral consequenc-
es. This effect of crisis is partly offset by increased voter demands for new
policy-relevant information. However, voters tend to be less able to judge the
quality of the information supplied, because they normally have little direct
experience with the problems and solutions analyzed during times of crisis.
Indeed, their relatively greater reliance on secondhand information makes
them more susceptible to manipulation than in long-standing policy areas
in which voter assessments of policy are partially rooted in their own inde-
pendent observations and judgment.!" Being aware of their own relatively
greater ignorance, voters are also more willing to defer to governmental and
other experts during times of crisis — after all, “‘something” has to be done!

These effects tend to alter the informal balance of power between voters
and elected officials in a manner that reduces voter influence over public
policy — at least in the short run. Times of crisis, thus, present interest groups
inside and outside government with unusually great opportunities to profit
by influencing the details of the policies adopted privately within the leg-
islature and publicly through media campaigns. Bureaus may secure larger
budgets and interest groups may be able to secure more favorable tax or
regulatory treatments than possible during ordinary times, because voters
and their elected representatives are more willing to accept the arguments
and assertions of agency experts in times of crisis than in ordinary times and
less able to monitor policy decisions.

All these informational asymmetries increase the likelihood of policy
mistakes (suboptimalities from the perspective of the median voter) relative
to ordinary policies under asymmetric information and relative to crisis
management in the symmetric information case.'>

3.2.1. Crisis Cascades can Lead to Constitutional Crises
In cases in which one policy error begets subsequent crises, voters may
reasonably come to question the competence of their leaders and the
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performance of their fundamental political institutions. It is often difficult to
distinguish among bad luck, incompetence, and institutional failure.

Consequently, crisis cascades can easily lead to constitutional crises as
routine governmental procedures fail to produce satisfactory policy deci-
sions for the crises at hand. A constitutional crisis may also arise because of
internal or external attacks on constitutional procedures, as when elected
officials willfully ignore constitutional limits, challenge long-standing con-
stitutional practices, or a coup d’état is undertaken. Crisis cascades may
encourage such attacks, as when hyperinflation undermines support for the
existing constitutional regime. In either case, a major crisis can produce
significant and mistaken reforms of the fundamental procedures by which
governments make decisions.

Gasiorowski (1995) provides statistical evidence that changes in funda-
mental institutions are more likely to be adopted during times of economic
crisis in large developing nations. Historical accounts provide additional
evidence of changes in fundamental governmental procedures in response to
crisis cascades. '

Constitutional responses to crisis are more problematic than ordinary
political crisis management, because losses from mistakes can be very large.
Changes in constitutional procedures generate losses that linger on after a
crisis is over, because changes in the fundamental procedures and con-
straints of governance affect all subsequent policy decisions, rather than
those associated with the crisis at hand. Losses associated with constitu-
tional mistakes also tend to continue for longer periods than ordinary policy
mistakes, because constitutional mistakes are inherently more difficult to
correct than ordinary policies. Constitutional reforms often create a new
balance of political power, which implies that the groups that adopted a
constitutional reform cannot always repeal them if the new procedures or
constraints perform less well than anticipated. The problem of irreversibility
is increased by requirements of supermajority support in that reversion to
previous rules can be blocked by a minority.'

The essential problem of constitutional crisis management, however, is
not irreversibility, but rather the mistake-prone nature of rapid decision
making in circumstances of limited information. All constitutional reforms
are difficult to reverse; that is what allows ordinary amendments to function
as new rules for the political game. The difficulty of lawful constitutional
reform tends to increase the stability of constitutional rules and also tends to
reduce the risk that one constitutional crisis will beget subsequent crises.
The importance and irreversibility of constitutional amendments simply
increases losses associated with mistakes.
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4. STANDING PROCEDURES AND INSTITUTIONS
FOR LIMITING DAMAGES FROM
CRISIS MANAGEMENT

The above analysis has argued that the essential features of crisis settings —
surprise and urgency — have a very general implication for policy outcomes.
Namely, that policies adopted during times of crisis are more mistake prone
than are policies adopted during normal times. Surprise and urgency, con-
sequently, also have implications for designing effective and robust routines
and institutions for crisis management.

The standard tools of welfare economics, social welfare functions
and contractarian analysis, imply that institutions should attempt to limit
downside risks associated with political and economic institutions.
Although the extreme risk aversion assumed by Rawls is widely de-
bated, the assumption that utility-maximizing men and women are
risk averse is widely accepted by researchers using rational choice models.
Utility functions are widely assumed to be differentiable and strictly con-
cave, which implies both diminishing marginal utility of income and risk
aversion.

Risk aversion has many implications for institutional design in peaceful
and predictable circumstances, as noted, for example, in classic work by
Buchanan and Tullock (1962) and Rawls (1971), and in more rent work by
Mueller (1996), Buchanan and Congleton (1998), Brennan and Hamlin
(2000), and Congleton (2003, part II). Risk aversion also has a number of
implications for the design of routines and institutions to address crises of
various kinds. Mistakes increase the downside risk associated with political
decision making, and the logic of welfare analysis implies that the institu-
tions should attempt to reduce those risks.

First, plan ahead. Urgency implies that there will be little time to explore
alternative courses of action during a time of crisis. So, it is sensible to
investigate and plan for crises before they happen to the extent that this
is possible. Although surprise is a fundamental characteristic of all crises,
ignorance of future crisis scenarios and policy responses to them can be
reduced by creative analysis and planning. One can never fully anticipate the
exact time and place of an earthquake, contagious disease, or terrorist
attack, but many of the policy responses to these crises are similar regardless
of specific details. A careful analysis of real and imagined crisis scenarios,
thus, allows rapid policy responses to be chosen from a menu of well-
understood policy options.
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For example, an individual crime or fire remains a crisis in the
sense that each case is a surprise and calls for an immediate response.
However, responses to individual crimes and fires have been routinized,
and, thus, particular crimes and fires are no longer regarded to be poli-
tical crises, although they often have unique features and remain crises at
the level of the persons directly affected. In this manner, analysis of
past crises can reduce losses associated with mistakes during future
periods of crisis; although it cannot entirely eliminate surprise, urgency,
or mistakes.

Second, correct errors. Insofar as policy mistakes are unavoidable during
times of crisis, the standing procedures for dealing with crisis should allow
policy mistakes to be discovered and corrected at relatively low cost. This is,
of course, one reason for having regular and routine popular elections rather
than electing persons for lifetime terms of office. All emergency policies
should have explicit ““sunset” provisions so that policies are carefully re-
viewed after the immediate crisis has passed and better information becomes
available.

Third, avoid big mistakes. A well-designed constitution should be crisis
proof. It should be designed to handle the urgent unforeseen problems in a
manner that does not threaten its fundamental decision procedures and
constraints. Urgency implies that streamlined decision processes can be
productive during times of crisis. However, emergency powers should not be
used as a method of circumventing normal constitution practices. The
standing procedures of crisis management should also allow persons other
than those charged with crisis management to determine when the crisis has
ended so that the normal decision processes are reinstated. (An example of
such an architecture is provided by the US constitution, which gives Con-
gress the power to declare war, but makes the President the commander in
chief. The war can, however, only be continued with Congressional, ap-
proval insofar as Congress controls funding for the military on a year-
to-year basis.)

Fourth, wait for the dust to clear. Constitutional amendments during
times of crisis should be avoided to the extent possible, because changes in
the fundamental procedures and constraints of governance are difficult to
reverse and, consequently, constitutional mistakes tend to be far more costly
than ordinary policy mistakes. To avoid such mistakes, procedures for
dealing with crises should be designed, implemented, and revised during
times that are relatively free of crisis. Consequently, amendment procedures
should be somewhat more cumbersome than the requirements of ordinary
legislation.
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5. CONCLUSIONS: CRISIS MANAGEMENT AND
RATIONAL CHOICE ANALYSIS

The fact that urgency and ignorance are essential features of crisis manage-
ment has clear implications for policy making during times of crisis. Urgency,
by definition, implies that a rapid policy response is advantageous. In com-
bination with surprise, urgency implies that policy responses will be more
error prone than are responses to less urgent or surprising policy problems,
and this property of all crisis management should be taken account of.

Insofar as crises are fairly common events, the analysis predicts that every
durable government will have developed standing procedures for dealing
with urgent unexpected problems. Without such procedures, a city, region,
or national government would be disadvantaged relative to those that have
effective institutions for dealing with crisis. Although crises are by their
nature unanticipated and unanticipatable, crisis management can be routini-
zed within limits. The costs of policy mistakes can be minimized by con-
ducting policy research that reduces ignorance about possible problems and
responses, creating narrow, streamlined decision procedures for making
emergency decisions with clear lines of responsibility and making emergency
decisions temporary, and easily reversible as new knowledge becomes avail-
able. The costs of crisis management can also be reduced by avoiding major
procedural and constitutional reforms during times of crisis.

However, insofar as a government’s routines and institutions of crisis
management reflect trial and error rather than analysis of the common
properties of all crises, unusual crises will not be properly accounted for in
existing routines. The likelihood and costs of errant decisions in such cases
can be reduced by acknowledging the prospect of error and designing gen-
eral routines and institutions for crisis management accordingly.

The advent of crisis does not change the nature of human decision making,
although it does systematically reduce the quality of the decisions made at a
point in time, and through time insofar as the errors of one round of crisis
management may generate subsequent emergencies that have to be dealt with
rapidly. In this manner, completely rational decisions in a crisis setting may
lead to unexpected and undesirable consequences, and thus error detection
and correction should play an important role in every response to crisis.

NOTES

1. This discussion distills essential features of the word ““crisis” typical in ordinary
usage of the term, and also parallels that used by political science research on crisis
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management. Herman (1972, p. 13) is credited with the classic definition of crisis: “A
crisis is a situation that threatens high priority goals of the decision making unit,
restricts the amount of time available for response before the decision is transformed
and surprises members of the decision making unit by its occurrence.”

2. This is not to say that surprise or urgency have gone unanalyzed by the broader
political science and economics communities. The importance of surprise events in
ordinary life is a core assumption in Schackle’s (1969) work in economics and there is
a substantial literature on crisis management in political science and public admini-
stration, largely focused on urgent international military and financial crises. To the
extent that general conclusions are drawn, they are drawn from a series of meticulous
case studies. They are inductive rather than deductive. See, for example, Herman
(1972) and Rosenthal and Kouzmin’s (1997) for overviews of the more analytical
subsets of those literatures.

3. The quality of individual decision making may also be affected by intense
emotions, such as fear or anger, that reduce the quality of rational decision making,
but these effects are neglected in the present analysis.

4. Such decisions might be said to be instances of “bounded rationality’ in the
sense that they are informationally bounded. However, they are not “bounded”
because of lack of computational power or systematic failures of the mind, as is
sometimes implied by the researchers who employ the bounded rationality concept
(Conlisk, 1996), but rather because so much is unknown to decision makers at the
moment that choices are made.

5. Across some range, personal income may increase as R increases, insofar as
improved health improves productivity in the workforce. However, when R is set at
approximately the level that maximizes median voter utility, R will be increased until
it is in the range in which R decreases personal income (see below); thus, for
expositional and analytical convenience, Yy is assumed to be less than zero across
the range of interest.

6. Sufficient conditions for strict concavity are Uc > 0, Ug > 0, Ugc > 0, Ucc < 0
and Uyy < 0. In addition to the strict concavity of U, it is assumed that the marginal
return from private health care is reduced by effective regulations, Hgg < 0, and
increased by risk factor Z, Hgz > 0.

7. Urgency may exaggerated in cases in which panic or terror is generated by
the sudden changes in perceived health risks associated with disease or attacks. In
effect, Z' may be mistaken for Z”, with Z” > > Z, or relationship H < 0
may be misestimated because of the scarcity of information about current and past
values of Z.

8. For example, Bayesian adjustment converges on the true underlying distribu-
tion of Z in the long run, but remains inaccurate, indeed biased, in the short run for
cases such as the one postulated here — even after the dimensionality of the posterial
probability function is corrected.

9. Many economists argue that public policies should address public goods and
externality problems. Electoral competition only assures that relatively broad poli-
cies of interest to a large number of voters will be addressed. These may or may not
involve public goods. (Narrower policies may also be adopted in cases in which
politicians require resources to run their campaigns and significant asymmetries
exist. Information asymmetries are addressed in Section 5.)
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10. A good deal of the crisis literature in political science addresses international
security problems as noted above. Many international security problems are man-
ufactured (that is to say the result of deliberate choices), and many of these are
genuine surprises to at least some of the affected parties. Military theorists often
recommend “‘surprise attacks™ in part because surprise makes it difficult for the
opposition to respond effectively, (Liddell-Hart, 1967).

11. Of course, voters realize that secondhand information is not always accurate
or unbiased and take this into account as much as possible. The lack of direct
experience on the policy issues at hand, however, limit the extent to which this is
possible. To the extent that disseminating information has any systematic effect on
voter knowledge, it can be used to influence voter assessments of the relative merits
of policy. Such effects are very evident in new areas of environmental regulation and
in recent responses among nations to the threat of international terrorist attacks.

12. Among many other examples of rent seeking during a time of crisis, one can
point to recent efforts in the United States to address its 9/11 crisis. Military expen-
ditures rose rapidly after the terrorist attack, but as Wheeler (2004) and Rugy (2004)
point out, a good deal of the increase in military expenditures justified as antiter-
rorism efforts, had little to do with terrorism. Moreover, per capita expenditures on
“homeland security” were often highest in rural states where the probability of attack
is relatively low (Wyoming, North Dakota, and Alaska) and lowest in more densely
populated states where risks are relatively high (New York and California). Of
course, such rural states voted disproportionately favor of the Republican presiden-
tial candidate (69%, 63%, and 62%) overseeing those expenditures than did the more
urban states (40% and 45%), where terrorism is arguably a greater threat.

13. For example, the suspension of democracy in Italy during the interwar period
was an unfortunate consequence of a crisis cascade. The break down of law in order
following WWI created a crisis mentality throughout much of Italy, a sense of
uncertainty and urgency. A small Fascist political party emerged partly because of
this and successfully won 35 of the 535 seats in parliament in the 1921 elections.
Among their members was an ambitious journalist named Mussolini. Fascist groups
created a constitutional crisis in 1922 by marching on Rome. King Victor Emmanuel
IIT responded to the crisis by appointing Mussolini prime minister, rather than
calling out the army. The new right of center coalition government asked for and
received emergency power and electoral reform in 1923 with the approval of par-
liament. The new election law, the Acerbo, assured “‘strong” government by giving
two thirds of the seats in parliament to the party or coalition with the most votes.
The Fascist coalition easily won the election of 1924, and the coalition of Fascists,
Nationalists (Conservatives), and Liberals resumed office but now with essentially
complete control of parliament. The left-of-center opposition parties created another
constitutional crisis by walking out later in the same year after the murder of a
prominent leader. They were prevented from resuming their seats, which further
tipped the parliamentary balance toward the Fascist and Nationalist components of
the government. In 1925 the laws on censorship were strengthened. The right-
of-center coalition began to splinter in 1925, but it was already too late for the
Liberals. In 1926 opposition parties were banned, thus, ending electoral competition
for 20 years (Duggan, 1984). Without competitive elections, governance became
unshackled from moderating pressures associated with majority rule and the error
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correction associated with public debate and electoral feedback. Similar patterns
of “emergency” constitutional reforms exist for Germany, Argentina, and many
African countries during the past century.

14. Formal and informal procedures for revising constitutions are more demand-
ing than are procedures for adopting ordinary legislation. A series of legislative
decisions separated by an election may be required, a national referendum might be
called for, or supermajority approval by several elective bodies may be necessary for
adopting constitutional reforms. Such procedures are designed to reduce the like-
lihood of constitutional mistakes by subjecting proposed reforms to repeated anal-
ysis and decision points. Constitutional reforms adopted during times of crisis,
however, pass rapidly through this process, eliminating the careful deliberation and
debate of reforms adopted during less urgent times.
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THE CONFLICT ABOUT THE
MIDDLE OF THE ROAD:
THE AUSTRIANS VERSUS
PUBLIC CHOICE

Erik Moberg

1. INTRODUCTION

This paper is about something which, at least superficially, looks like a conflict
between public choice theory and Austrian social science, in parti-
cular as represented by Friedrich Hayek and Ludwig von Mises. What I am
referring to is the conflict between the so-called Median Voter Theorem, on the
one hand, and the Austrian contention that there is no “middle way”, on the
other. The Median Voter Theorem, as the reader knows, is often formulated
within the framework of a left-right continuum, and it says that the decision
taken will correspond to the position of the median voter. Thus, if the voters
are distributed in a roughly symmetrical way along the left-right continuum,
the decision will be a position somewhere close to the middle of the scale. The
Austrians, on the contrary, claim that there is no such thing as a middle of the
road outcome. Only socialism and liberalism are real alternatives.

The purpose of the paper is to clarify the nature of this conflict. In parti-
cular I want to find out the extent to which the conflict is real, and the extent
to which it is just illusory.
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2. THE CONFLICT
2.1. The Median Voter Theorem

The left-right continuum, which I referred to above, is a special case of the
so-called spatial model. The basic idea in this model is to describe people’s
political opinions by placing them at appropriate positions on a scale. Thus,
the scale often represents positions from what is commonly understood as
extreme left positions, through the middle field of politics, to the extreme
right positions. Such a left-right scale is however only one of several possible
scales.

The Median Voter Theorem is formulated within the framework of a one-
dimensional, spatial model. The theorem says that, if the simple majority
rule is used, the opinion held by the median voter will become the decision.
The median voter is the voter having as many voters on her one side of the
scale as on her other side. Thus, in Fig. 1, where the curve indicates the
distribution of the voters along the scale, the voter M is the median voter.
What makes the theorem true is that the median position will beat any other
position in a vote. If, for instance, the positions M and P are put against
each other, the position M will get all the votes to the left of O, and P will get
all the votes to the right of O. Thus M wins. A condition for the truth of the
theorem is that the voters’ preferences are “single peaked”, which means
that each voter ranks political positions lower the farther away, in either
direction, they are from her own position on the scale.

The rigorous formulation and proof of the Median Voter Theorem is due
to the economist Duncan Black (1948, 1958), and his result has been hailed
by the political scientist William Riker (1990, p. 178) as ‘“‘certainly the
greatest step forward in political theory in this century”.

L T R
MOP

Fig. 1. Competition at the Middle of the Road.
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2.2. Some Similar Results

But even if Black was the first one to make a real theorem of the matter, the
idea had been formulated several times before Black by other scholars.
There was, indeed, another proposition, which is very close to the Median
Voter Theorem or really just a variety of it. According to this other pro-
position two political parties, which are competing for votes, have to
position themselves close to the electorate’s median in order to have a
chance to win. The reason is again simple. If one of the parties deviates
substantially from the median position, the other party will easily beat it by
just taking that position. If there are more than two parties this result
however does not hold.

The best known of the scholars advocating this proposition was, perhaps,
the economist Harold Hotelling (1929). In his 1929 paper, while alluding to
a political spectrum, he alleged that competing political parties, at least
when there are just two of them, tend to take positions very close to each
other in the middle of the spectrum. “The competition for votes”, he wrote,
“between the Republican and Democratic parties does not lead to a clear
drawing of issues, and adoption of two strongly contrasted positions
between which the voter may choose. Instead, each party strives to make its
platform as much like the other’s as possible.”

Even some political scientists had very similar ideas. Thus Elmer Eric
Schattschneider (1942), in his Party Government (p 85), claimed that:

The second effect of the two-party system is the fact that it produces moderate parties. ...
When one stops to consider the amount of thought and energy that has been devoted to
the effort to protect people against oppression, it is difficult to imagine anything more
important than the tendency of the parties to avoid extreme policies.

Furthermore, Schattschneider brings A. Lawrence Lowell,'! who wrote as
early as around 1900, into his own argument in this way:

A generation ago President Lowell, writing about English major parties, said that the
Liberal and Conservative tended to move toward the political center of gravity, i.e., they
tended to be alike. Indeed, the most common criticism made of the American parties is
not that they have been tyrannical but that they have been indistinguishable. (There is a
strong) tendency of the parties to move toward the middle of the road.

Similarly V. O. Key (1964), in his extensive study Politics, Parties, &
Pressure Groups, first published in 1942, stated, when describing the US
political parties in election campaigns, that (p. 220):

Each party leadership must maintain the loyalty of its own standpatters; it must also
concern itself with the great blocks of voters uncommitted to either party as well as with
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those who may be weaned away from the opposition. These influences tend to pull the
party leaderships from their contrasting anchorages toward the center. In that process,
perhaps most visible in presidential campaigns, the party appeals often sound much alike
and thereby contribute to the bewilderment of observers of American politics.

In 1951 Maurice Duverger (1964) draw a similar conclusion when discussing
the British parties in his great study Political Parties (p. 387 f). He wrote:

Let us take a precise example, that of contemporary Britain, neglecting the Liberal party,
which is no longer important. Who decides whether the Conservative or the Labour
party shall win the election? Not their fanatical partisans who, being unable to cast their
vote for any party further to the Right or to the Left, will naturally vote for them
whatever they do, but the two or three million moderate Englishmen, politically situated
at the Centre, who vote sometimes Conservative, sometimes Labour. To win their votes
the Conservative party is forced to attenuate its Conservatism and Labour its Socialism,
both of them adopting a calm tone, a reassuring aspect. Both will have to to draw up
policies clearly aimed at the Centre and therefore 