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## PREFACE

Since the first author's monograph Analytic Arithmetic of Algebraic Function Fields was published twenty years ago, some remarkable advances have been made in many directions in this area, particularly regarding abstract prime number theorems, the theory of additive formations, mean-value theorems for multiplicative functions, the probabilistic theory of distribution of values of additive functions, as well as the theory of factorization of polynomials over finite fields, Ramanujan expansions etc. We now have a rather mature and rich theory which is well developed, and it is therefore time to give a readable account of the theory in a new book.

This new book aims to give a comprehensive treatment of the subject, starting with the now classical results of the first author and moving all the way to the latest contributions to research in the area, many of which are due to the second author.

The book focuses strongly on abstract prime number theorems, meanvalue theorems of multiplicative functions, and the normal distribution of values of additive functions. These topics are covered in Chapters 3, 5, 6, and 7 , which include many new results obtained only in the past twenty years. The material in the older monograph is reviewed, updated and treated in detail in Chapters 1, 2, and 4, mainly. In mathematics, the theory which is exposed here diverges strongly from classical analytic number theory in its alternative abstract prime number theorems. The whole of Chapter 5 is devoted to this important aspect of the subject.

The style of the last chapter, Chapter 8 , is quite different from that of previous chapters in the sense that it is a survey of significant results in some topics not covered in previous chapters. This survey may compensate for the incompleteness of the main discussion regarding those aspects of the theory which are not fully treated.

Last we observe that this book is not only a collection of distinct theorems, proven separately. The authors have tried to organize theorems relevant to each other in appropriate groups, through discussions of relationships amongst the results. Readers may find many new facts in this aspect of the treatment, which are not exposed in the original papers.

As the interest in number theory arising from finite fields has steadily increased in recent years, readers in different areas of pure and applied mathematics, in computer science, and in other sciences and technologies may also find this book quite useful. It could also be used as a graduate textbook and has the advantage of bringing the reader right to the present cutting edge of research in this area.

The first author thanks Richard Warlimont and the author's son, Arnold Knopfmacher, for much fruitful research collaboration. Also, he expresses his appreciation of and admiration for Richard Warlimont, for generously providing advance copies of his many major contributions to this area and for his kind interest in and helpful comments on this project.

The _authors also wish to thank Marcel Dekker, Inc., for its interest in publishing this book and Ingrid Eitzen for her careful typing of the manuscript.

John Knopfmacher

Wen-Bin Zhang
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## INTRODUCTION

This book may be regarded as essentially a revised and much enlarged new edition of the first author's monograph Analytic Arithmetic of Algebraic Function Fields ${ }^{1}$. It is intended as an introduction to one branch of the wider topic of Abstract Analytic Number Theory treated in the first author's earlier book, with the latter title ${ }^{2}$. Although this aspect of the subject was not discussed in [AB], it appears to be a fundamental one for the type of theory concerned. It provides in many ways a parallel, in the context of polynomial rings and algebraic function fields over finite fields, as well as certain related systems, to the kind of analytic number theory appropriate to ordinary integers, algebraic number fields, and corresponding further mathematical systems. At the same time, the present results are frequently of a more precise nature than their more classical counterparts relating to integers, number fields, and so on.

The possibility of developing an arithmetical theory based mainly on the foundation of the axiom referred to here as Axiom $\mathcal{A}^{\#}$ seems to have first been pointed out in papers by Fogels [1]. However, in these papers, Fogels dealt only with some very special (though non-trivial) consequences of Axiom $\mathcal{A}^{\#}$, and referred only to polynomial rings and algebraic function fields over finite fields in order to motivate the axiom. The approach of the present monograph is somewhat different in that:
(i) it investigates a variety of more basic number-theoretical consequences of Axiom $\mathcal{A}^{\#}$ (in some cases together with an additional assumption),

[^0](ii) it shows how further concrete motivation for introducing the axiom is provided by various asymptotic enumeration theorems regarding finite modules and certain kinds of finite algebras over principal orders in algebraic function fields, and
(iii) it attempts to lay stress on the fact that the application of arithmetical consequences of Axiom $\mathcal{A}^{\#}$ to objects such as modules or algebras then gives rise to a variety of further enumeration theorems concerning such entities, which were not known previously.

Put in a different way, the main objective in introducing and developing the axiomatic discussion below is (as in [AB]) in order to unify (and simplify) the treatment of certain "arithmetical" phenomena which occur naturally in a multiplicity of contexts, some of which are not usually viewed in a numbertheoretical way. The main axiomatics are not introduced for the sake of generalization alone, although sometimes weaker hypotheses are introduced simply in order to explore the theoretical ramifications of certain types of conclusions.

The derivation of further concrete enumeration theorems emphasized in point (iii) above amounts in each case to applying some abstract arithmetical proposition based on Axiom $\mathcal{A}^{\#}$ to a specific mathematical system which has been shown to fall under the scope of Axiom $\mathcal{A}^{\#}$ as the consequence of some (non-trivial) asymptotic enumeration theorem. Given the detailed description of natural examples of such systems appearing in Section 1.1 below, such a deduction becomes straight-forward. For this reason, even though (as in similar cases in $[\mathrm{AB}]$ ) such deductions constitute a major aim of this monograph, they will normally not be spelled out explicitly. Similarly, special instances of apparently new abstract theorems will not usually be pointed out individually. As far as the authors are aware, many of the results below had not previously been published in books or journals (neither in abstract nor in "applied" form) before the appearance of [ANAL], and
several others appear for the first time in this book or have not appeared previously in book form.

Regarding prerequisites for reading the later text, despite the above remarks about new results, it has been designed to be as easily accessible as possible to readers at the beginning graduate level in mathematics. No initial knowledge of the area is assumed, apart from that arising from an elementary reading of ordinary number theory. However a brief perusal of the Introduction to and Chapter 1 of $[A B]$ might be helpful. Although periodic references are made to $[A B]$, most of these are for purposes of technical comparison only, or else quote results which could at least be accepted without proof on a first reading. Thus a full preliminary knowledge of $[\mathrm{AB}]$ is definitely not required, if occasional quotations from [AB] are accepted without proof initially. Further, so as to keep the development as self-contained as possible, the essential initial concepts will be recalled in detail as they become required below, and the subject will to a large extent be developed $a b$ initio, subject to the preceding comments. Two further sets of comments relating to prerequisites seem desirable:

Firstly, in keeping with the aims outlined above, we have attempted to keep the discussion as elementary as possible in the early and some later sections, from the point of view of real and complex analysis. Thus complex analysis is often either avoided, or kept to a moderate level when its introduction really seems desirable.

Secondly, there is an important point connected with prerequisites concerns algebraic function fields, and topics in algebra. The present monograph covers some aspects of the analytic "arithmetic" of algebraic function fields, polynomials, and certain related systems of modules and algebras over finite fields, but it does not attempt to provide a detailed and comprehensive introduction to either function fields and their "zeta" functions, or to the theory of finite modules and algebras connected with function fields. Since much of our basic concrete motivation for introducing and in-
vestigating consequences of Axiom $\mathcal{A}^{\#}$ below stems from information about the preceding entities, it has been necessary (in order not to contradict the earlier remarks about minimal prerequisites) to include an outline of a few relevant known facts about such matters. (References to fuller treatments of these preliminary facts are provided at the appropriate stages, but particular mention may be made for example to the books by Deuring [1], Fichler [1], Jacobson [1] and Thomas [1].) Although the outline of initial facts just referred to covers some quite advanced topics, a detailed understanding of the background to these matters is not required in order to appreciate the motivation for Axiom $\mathcal{A}^{\#}$, or in order to follow the axiomatic development thereafter. In addition, some preliminary remarks in Section 1.1 about polynomial rings over finite fields, and modules over such rings, require no advanced knowledge and should in themselves provide reasonable partial motivation for the abstract discussion.

In connection with the further development of this subject, it may be remarked that, in addition to the actual topics treated below, many other aspects of classical-type analytic number theory (relating to the Axiom $\mathcal{A}$ in $[A B]$ ) may be expected to have (sometimes sharper) counterparts in the present setting. A few further developments and some open questions or research projects in this direction are surveyed in the final Chapter 8 below.

## CHAPTER 1

## ADDITIVE ARITHMETICAL SEMIGROUPS AND AXIOM $\mathcal{A}^{\#}$

### 1.1 Basic Concepts and Examples

Polynomial rings and algebraic function fields in one variable over a finite field $\mathbb{F}_{q}$, as well as certain classes of finite modules and algebras connected with these, provide reasonable motivation for studying consequences of a particular Axiom $\mathcal{A}^{\#}$ concerning the asymptotic behaviour of certain kinds of arithmetical semigroups discussed below. This monograph deals particularly with consequences of Axiom $\mathcal{A}^{\#}$ with respect to asymptotic average values of arithmetical functions, and regarding asymptotic densities of sets of special "arithmetical" or number-theoretical interest. In addition, in the process of establishing the validity of Axiom $\mathcal{A}^{\#}$ for suitable semigroups relating to special types of modules and algebras, it includes various asymptotic enumeration theorems regarding isomorphism classes, which have some intrinsic interest independent of the present abstract arithmetical context. (As emphasized implicitly in the Introduction, the application of consequences of Axiom $\mathcal{A}^{\#}$ to semigroups connected with modules and algebras often provides further non-obvious enumeration theorems for such objects.)

In order to formulate the basic axiom in question, first recall (cf. [AB], page 11) that an arithmetical semigroup is by definition a commutative semigroup $\mathcal{G}$ with identity element 1 , which contains a countable subset $\mathcal{P}$ such that every element $a \neq 1$ in $G$ admits unique factorization into a finite
product of powers of elements of $\mathcal{P}$, together with a real-valued mapping || on $\mathcal{G}$ such that:
(i) $|1|=1,|p|>1$ for $p \in \mathcal{P}$,
(ii) $|a b|=|a||b|$ for all $a, b \in \mathcal{G}$,
(iii) the total number $N(x)$ of elements $a$ with $|a| \leq x$ is finite, for each $x>0$.

The elements of $\mathcal{P}$ are called the primes of $\mathcal{G}$, and $\|$ is called the norm mapping on $\mathcal{G}$. It is obvious that, corresponding to any fixed constant $c>1$, the definition $\partial(a)=\log _{c}|a|$ yields a mapping $\partial$ on $\mathcal{G}$ such that:
(i) $\partial(1)=0, \partial(p)>0$ for $p \in \mathcal{P}$,
(ii) $\partial(a b)=\partial(a)+\partial(b)$ for all $a, b \in \mathcal{G}$,
(iii) the total number $N^{\#}(x)$ of elements $a$ with $\partial(a) \leq x$ is finite, for each $x>0$.

Conversely, any real-valued mapping $\partial$ with the last three properties yields a norm on $\mathcal{G}$, if one defines $|a|=c^{\partial(a)}$. In cases where such a mapping $\partial$ is of primary interest, we call $\mathcal{G}$ together with $\partial$ an additive arithmetical semigroup, and refer to $\partial$ as the degree mapping on $\mathcal{G}$; compare $[\mathrm{AB}]$ page 56 . In particular, because it suffices for all the natural examples cited below, throughout this monograph (unless otherwise stated) it shall be assumed that the symbol $\mathcal{G}$ denotes an additive arithmetical semigroup relative to an integer-valued degree mapping $\partial$.

In these circumstances, we shall be particularly concerned with arithmetical consequences of assumptions about the total number $G^{\#}(n)$ or $G(n)$ of elements of degree $n$ in $\mathcal{G}$, or about the total number $P^{\#}(n)$ or $P(n)$ of
primes of degree $n$ in $\mathcal{G}$. For convenience below, unlike the usage in [AB] and [ANAL], the simplified notations $G(n)$ and $P(n)$ will usually replace $G^{\#}(n)$ and $P^{\#}(n)$, respectively, in this book. On the basis of the motivation supplied by numerous natural examples to be listed below, the main emphasis in this book will be on semigroups satisfying

Axiom $\mathcal{A}^{\#}$ : There exist constants $A>0, q>1$, and $\nu$ with $0 \leq \nu<1$ (all depending on $\mathcal{G}$, such that

$$
G(n)\left(=G^{\#}(n)\right)=A q^{n}+0\left(q^{\nu n}\right) \text { as } n \rightarrow \infty .
$$

As in [AB], our main purpose in investigating arithmetical consequences of axioms on the asymptotic behaviour of arithmetical semigroups is to obtain conveniently unified derivations of results that are valid for reasonably large classes of concrete semigroups that occur naturally in various contexts. The following are examples of semigroups satisfying Axiom $\mathcal{A}^{\#}$.
(1.1.1) Example: Galois polynomial rings. Let $\mathbb{F}_{q}[X]$ denote a polynomial ring in an indeterminate $X$ over the finite Galois field $\mathbb{F}_{q}$ with $q$ elements ( $q$ a prime-power) ${ }^{3}$. The subset $\mathcal{G}_{q}=\mathcal{G}(q, X)$ consisting of all monic polynomials in $\mathbb{F}_{q}[X]$ forms a semigroup under multiplication, which may be identified essentially with the semigroup of all associate classes of non-zero elements in $\mathbb{F}_{q}[X]$ discussed briefly in $[A B]$, Chapter 3. In particular, $\mathcal{G}_{q}$ together with the usual degree mapping on polynomials forms an additive arithmetical semigroup such that

$$
G_{q}^{\#}(n)=q^{n} \quad(n=0,1,2, \ldots) .
$$

[^1](1.1.2) Example: Finite modules over $\mathbb{F}_{q}[X]$. Let $\mathcal{F}_{q}$ denote the category of all finitely-generated torsion modules over the above ring $\mathbb{F}_{q}[X]$. The ring $\mathbb{F}_{q}[X]$ is a principal ideal domain, and thus a quite explicit description of the modules in $\mathcal{F}_{q}$ may be deduced from the well known theory of finitely-generated modules over principal ideal domains. In particular, $\mathcal{F}_{q}$ satisfies the Krull-Schmidt theorem, and the indecomposable modules in $\mathcal{F}_{q}$ are essentially the various cyclic modules of type $\mathbb{F}_{q}[X] /\left(p^{r}\right)$, where $p$ denotes a prime (irreducible) polynomial in $\mathbb{F}_{q}[X]$, and $r$ is a positive integer. Further, if $f$ denotes an arbitrary polynomial of degree $n>0$ in $\mathbb{F}_{q}[X]$, it follows easily from the division algorithm in $\mathbb{F}_{q}[X]$ that the quotient ring (or module) $\mathbb{F}_{q}[X] /(f)$ contains exactly $q^{n}$ elements. Thus the preceding remark about the structure of modules in $\mathcal{F}_{q}$ implies that every module in $\mathcal{F}_{q}$ is finite of cardinal some power of $q$, that $\mathcal{F}_{q}$ coincides with the category of all (unital) modules of finite cardinal over $\mathbb{F}_{q}[X]$, and that the total number $\mathcal{F}_{q}(n)$ of non-isomorphic modules of cardinal $q^{n}$ in $\mathcal{F}_{q}$ is finite for each $n=0,1,2, \ldots$.

Thus, relative to the degree function $\partial(M)=\log _{q} \operatorname{card}(M)\left\{M\right.$ in $\left.\mathcal{F}_{q}\right\}$, $\mathcal{F}_{q}$ forms an additive arithmetical category as defined in [AB], page 56 . In Section 2.1 below, we shall prove that the associated additive arithmetical semigroup consisting of the set of all isomorphism classes of modules in $\mathcal{F}_{q}$ satisfies Axiom $\mathcal{A}^{\#}$, and in fact

$$
\mathcal{F}_{q}(n)=P_{0}\left(q^{-1}\right) q^{n}+0\left(q^{\frac{1}{2} n}\right) \text { as } n \rightarrow \infty,
$$

where $P_{0}(y)=\prod_{r=1}^{\infty}\left(1-y^{r}\right)^{-1}$ is the classical generating function for arithmetical partitions (cf. [AB], page 63, say). Thus here, as indicated earlier, verification of the relevant asymptotic axiom amounts to establishing an asymptotic enumeration theorem which has some interest independent of any abstract number-theoretical considerations. Similar remarks apply to many of the other natural examples to be considered later, and in fact most
of the general comments on motivation for the relevant abstract theories, that were made in $[\mathrm{AB}]$ (for example, in its Introduction), may be applied without essential change to the abstract discussion below. (At the same time, as with $[\mathrm{AB}]$, a reader need not be deterred from proceeding with the general treatment because of a lack of familiarity with all aspects of the individual concrete examples listed - although there has been no attempt here at indicating more than an outline of the detailed mathematical foundations underlying our motivating examples, only a cursory awareness of their nature is required for a first reading.)
(1.1.3) Example: Semisimple finite algebras over $\mathbb{F}_{q}[X]$. Let $D$ denote an integral domain. By a $D$-algebra, we understand a (unital) $D$ module $A$ which is simultaneously an associative ring, and satisfies: $\lambda(x y)=$ $(\lambda x) y=x(\lambda y)$ for all $\lambda \in D$, and $x, y \in A$. In the theory of such algebras, a particularly well understood class is that of the semi-simple algebras subject to a descending chain condition; see Jacobson [1], Chapter 4. In particular, letting $\mathcal{S}=\mathcal{S}_{D}$ denote the class of all semi-simple $D$-algebras of finite cardinal, the standard structure theory implies that every algebra in $\mathcal{S}$ has a unique expression (up to isomorphism and rearrangement) as a direct sum of simple finite $D$-algebras. Here a simple $D$-algebra is an algebra in which not all products are zero, which contains no proper ideals that are simultaneously submodules, and it is a consequence of standard theory that every simple $D$-algebra of finite cardinal reduces to a total matrix algebra $M_{n}(F)$ over a finite $D$-algebra $F$ which is a field. In the case when $D$ is the polynomial ring $\mathbb{F}_{q}[X]$, it can be deduced further (cf. say J. Knopfmacher [1,2]) that the simple finite $D$-algebras are isomorphic to the various total matrix algebras $M_{n}\left(F_{r}\right)[n, r=1,2, \ldots]$, where $F_{r}$ denotes a field extension of degree $r$ of the field $F_{1}=\mathbb{F}_{q}[X] /(p)$, for some prime polynomial $p$. Further, if $p$ has degree $m$, it is easy to see that such an algebra $M_{n}\left(F_{r}\right)$ contains exactly $q^{m r n^{2}}$ elements.

The above remarks imply that $\mathcal{S}_{D}$ forms an additive arithmetical cate-
gory relative to the degree function $\partial(A)=\log _{q} \operatorname{card}(A)\left\{A\right.$ in $\left.\mathcal{S}_{D}\right\}$, when $D=\mathbb{F}_{q}[X]$. Letting $\mathcal{S}_{q}$ denote the category $\mathcal{S}_{D}$ in this case, it will be proved in Section 2.1 below that the associated additive arithmetical semigroup of all isomorphism classes of algebras in $\mathcal{S}_{q}$ satisfies Axiom $\mathcal{A}^{\#}$, with

$$
\mathcal{S}_{q}(n)=A_{q} q^{n}+0\left(q^{\frac{1}{2} n}\right) \text { as } n \rightarrow \infty,
$$

where $A_{q}=\prod_{r m^{2}>1}\left(1-q^{1-r m^{2}}\right)^{-1}$, and $\mathcal{S}_{q}(n)$ denotes the total number of non-isomorphic algebras of cardinal $q^{n}$ in $\mathcal{S}_{q}$.
(1.1.4) Example: Integral divisors in algebraic function fields. Let $K$ denote a field of algebraic functions in one variable over a finite constant field $\mathbb{F}_{q}$ with $q$ elements, i.e., let $K$ be an extension field of finite degree over the field of fractions $\mathbb{F}_{q}(X)$ of the polynomial ring $\mathbb{F}_{q}[X]$. A fairly extensive class of natural examples of semigroups satisfying Axiom $\mathcal{A}^{\#}$ stems from the theory of such algebraic function fields, and in order to describe such examples we shall need to recall some well known properties of these fields (treated at length in the books of Deuring [1] and Eichler [1], for example).

The polynomial ring $\mathbb{F}_{q}[X]$ and its field of fractions $\mathbb{F}_{q}(X)$ are in many ways "arithmetical cousins" of the ring $\mathbb{Z}$ of all rational integers and the field Q of all rational numbers. In a similar way, it has long been recognized that algebraic function fields like $K$ above are in many ways natural analogues of ordinary algebraic number fields (i.e., extension fields of finite degree over Q. With the exception of special studies relating to the polynomial ring $\mathbb{F}_{q}[X]$, the derivation of an analogue of Landau's Prime Ideal Theorem, and investigations of a parallel to the Dedekind zeta function of a number field, this "arithmetical" parallel between the two classes of fields has not been pursued very extensively in relation to many questions of analytic number theory. Consequently, a large proportion of the results to be derived later subject to Axiom $\mathcal{A}^{\#}$ appear to be relatively new when applied to algebraic function fields, as well as for the other examples listed above. (However,
this comment is partly but less widely applicable to the specializations valid for $\mathbb{F}_{q}[X]$ also, since here one may also refer to various research papers, such as those of Carlitz [1-3], Carlitz and Cohen [1-2], E. Cohen [1], S.D. Cohen [1-2] and Shader [1], for example; cf. also [AB], Chapter 3.)

The analogue of the Dedekind zeta function of an algebraic number field for a function field $K$ as above is

$$
\zeta_{K}(z)=\sum_{\alpha} N(\alpha)^{-z}=\prod_{\rho}\left(1-N(\rho)^{-z}\right)^{-1}
$$

where the sum is over all integral divisors $\alpha$ of $K, N(\alpha)$ denotes the "absolute norm" of $\alpha$, and the product is over all prime divisors $\rho$; see for example Eichler [1], page 300. It is known (cf. Eichler [1], say) that

$$
\zeta_{K}(z)=-\frac{L\left(q^{-z}\right)}{\left(1-q^{-z}\right)\left(1-q^{1-z}\right)},
$$

where $L\left(q^{-z}\right)$ is a polynomial with rational integer coefficients in $q^{-z}$, whose degree is twice the "genus" of $K$. Further, by a theorem of A. Weil, every zero $z$ of $L\left(q^{-z}\right)$ has real part $\frac{1}{2}$, i.e., the "Riemann hypothesis" is valid for $\zeta_{K}(z)$.

By way of illustration it may be noted that the field $K_{0}=\mathbb{F}_{q}(X)$ has the zeta function $\zeta_{0}(z)=\left(1-q^{-z}\right)^{-1}\left(1-q^{1-z}\right)^{-1}$.

Now let $\mathcal{G}_{K}$ denote the multiplicative semigroup of all integral divisors of $K$. Then $\mathcal{G}_{K}$ forms an additive arithmetical semigroup relative to the degree function $\partial(\alpha)=\log _{q} N(\alpha)$, and (if $K(n)$ denotes the total number of divisors of degree $n$ in $\mathcal{G}_{K}$ ) one has

$$
\zeta_{K}(z)=\sum_{n=0}^{\infty} K(n) q^{-n z} .
$$

By comparing this with the equation for $\zeta_{K}(z)$ quoted above, and comparing coefficients, it follows that

$$
K(n)=A_{K} q^{n}+B \text { for } n \geq 2 g
$$

where $A_{K}=\frac{q}{q-1} L\left(q^{-1}\right), 2 g=\operatorname{deg} L\left(q^{-z}\right)$, and $B$ is a constant. Thus

$$
K(n)=A_{K} q^{n}+O(1) \text { as } n \rightarrow \infty
$$

and hence $\mathcal{G}_{K}$ satisfies Axiom $\mathcal{A}^{\#}$. (Although the fact will not be used here, it may be interesting to remark that the polynomial $L\left(q^{-z}\right)$ is known to satisfy a certain functional equation relative to the substitution $z \rightarrow 1-z$ which implies that $L\left(q^{-1}\right)=q^{-g} h$, where $h$ is the "class number" of $K$.)
(1.1.5) EXAMPLE: Ideals in the principal order of an algebraic function field. Let $D$ denote the ring of integral functions in the algebraic function field $K$ discussed above, i.e., the principal order in $K$ with respect to $\mathbb{F}_{q}[X]$; for later purposes, it will be convenient to refer to $D$ simply as the principal order in $K$. Unlike the situation in algebraic number theory, the theory of the non-zero ideals within $D$ does not quite coincide with that of the integral divisors in $K$. The distinction arises from the (finite) set of prime divisors of $K$ induced by the denominator divisor of $X$ in $\mathbb{F}_{q}(X)$; the set $\mathcal{G}_{D}$ of all non-zero ideals of the ring $D$ may be identified essentially with all those integral divisors of $K$ that are not divisible by any of these particular prime divisors. Thus $\mathcal{G}_{D}$ forms a sub-semigroup of $\mathcal{G}_{K}$, and it turns out that the absolute norm $N(\alpha)$ of an ideal $\alpha$ in $\mathcal{G}_{D}$ is equal to the total number of elements of the quotient ring $D / \alpha$; cf. Eichler [1], page 300.

Now let $D(n)$ denote the total number of ideals of degree $n$ in $D$, i.e., ideals of absolute norm $q^{n}$. Then, as in $[A B]$, Chapter 3 , it may be deduced that (relative to the absolute norm) the arithmetical semigroup $G_{D}$ has the zeta function

$$
\zeta_{D}(z)=\sum_{n=0}^{\infty} D(n) q^{-n z}=\prod_{\rho}\left(1-N(\rho)^{-z}\right)^{-1}
$$

where the product is over all prime ideals $\rho$ in $D$. Thus

$$
\zeta_{D}(z)=\zeta_{K}(z) \prod_{\rho}\left(1-N(\rho)^{-z}\right)
$$

where the last product is over the finite set of prime divisors of $K$ arising from the "denominator divisor" of $X$ in $\mathbb{F}_{q}(X)$. By the formulae for $\zeta_{K}(z)$ quoted earlier, it therefore follows that

$$
\zeta_{D}(z)=\frac{\mathbb{Q}\left(q^{-z}\right)}{1-q^{1-z}},
$$

where $\mathbb{Q}\left(q^{-z}\right)$ is also a polynomial with rational integer coefficients in $q^{-z}$. By equating coefficients of the powers of $q^{-z}$, this implies that $D^{\#}(n)=$ $\mathbb{Q}\left(q^{-1}\right) q^{n}$ for $n \geq M$, where $M=\operatorname{deg} \mathbb{Q}\left(q^{-z}\right)$. Thus

$$
D(n)=A_{D} q^{n}+O(1) \text { as } n \rightarrow \infty
$$

where $A_{D}=\mathbb{Q}\left(q^{-1}\right)$; compare Example 1.1.1 above, which is essentially the special case of the present example that occurs when $K=\mathbb{F}_{q}(X)$.

The fact that the semigroup $\mathcal{G}_{D}$ satisfies Axiom $\mathcal{A}^{\#}$ will turn out later on to be particularly significant for the purpose of establishing both asymptotic enumeration theorems, and the validity of Axiom $\mathcal{A}^{\#}$, in relation to the following examples:
(1.1.6) Example: Finite modules over a ring of integral functions. Let $\mathcal{F}=\mathcal{F}_{D}$ denote the category of all finitely-generated torsion modules over the ring $D$ of "integral functions" considered above; when $D=\mathbb{F}_{q}[X], \mathcal{F}_{D}$ reduces to the category $\mathcal{F}_{q}$ of Example 1.1.2. In the general case, $D$ is a domain of the kind treated in the book of Jacobson [1], Chapter 6 , and the module theory developed there implies that $\mathcal{F}$ is a category satisfying the Krull-Schmidt theorem, and that the indecomposable modules in $\mathcal{F}$ are isomorphic to the various cyclic modules $D / \rho^{r}$, where $\rho$ is a prime ideal in $D$ and $r$ is a positive integer. By an earlier assertion about the absolute norm of an ideal in $\mathcal{G}_{D}$, it follows that such a module $D / \rho^{T}$ contains exactly $N(\rho)^{r}$ elements.

In view of the above remarks, it is not hard to deduce that $\mathcal{F}$ coincides with the category of all (unital) modules of finite cardinal over $D$, and
$\mathcal{F}$ forms an additive arithmetical category relative to the degree function $\partial(M)=\log _{q} \operatorname{card}(M)\{M$ in $\mathcal{F}\}$. It follows from an asymptotic theorem regarding $\mathcal{F}$ to be proved later that the associated additive arithmetical semigroup of all isomorphism classes of modules in $\mathcal{F}$ satisfies Axiom $\mathcal{A}^{\#}$.

## (1.1.7) Example: Semisimple finite algebras over a ring of in-

 tegral functions. Consider the category $\mathcal{S}=\mathcal{S}_{D}$ discussed in Example 1.1.3 above, in the case when $D$ is the present ring of integral functions in the field $K$. Then (cf. say J. Knopfmacher $[1,2]$ ) the description of the simple $D$-algebras given earlier for the case when $D=\mathbb{F}_{q}[X]$ can be shown to extend to the present more general case in such a way that they may now be listed (up to isomorphism) as the various total matrix algebras $M_{n}\left(F_{r}\right)[n, r=1,2, \ldots]$, where $F_{r}$ denotes a field extension of degree $r$ of the finite field $F_{1}=D / \rho\{\rho$ a prime ideal in $D\}$; here $M_{n}\left(F_{r}\right)$ has cardinal $N(\rho)^{r n^{2}}$. Thus, relative to the degree function $\partial(B)=\log _{q} \operatorname{card}(B)$ $\{B$ in $\mathcal{S}\}, \mathcal{S}$ also forms an additive arithmetical category in the present case, and it will be proved later that its associated arithmetical semigroup also satisfies Axiom $\mathcal{A}^{\#}$.It is interesting to note that the above natural examples appertaining to Axiom $\mathcal{A}^{\#}$ are the direct polynomial and function field analogues of the main concrete examples of arithmetical semigroups satisfying Axiom $\mathcal{A}$ that were discussed in [AB], Part II, the latter examples being grounded on properties of algebraic number fields. Further, one may in a sense view Axiom $\mathcal{A}^{\#}$ as a kind of "discrete" additive analogue of Axiom $\mathcal{A}$ : For, it is easy to verify that Axiom $\mathcal{A}^{\#}$ (in the form stated earlier) is equivalent to the assertion that, as $n \rightarrow \infty$,

$$
N_{G}(n)=\sum_{r \leq n} G^{\#}(r)=A^{\prime} q^{n}+ \begin{cases}O(n) & \text { if } \nu=0 \\ O\left(q^{\nu n}\right) & \text { if } \nu>0\end{cases}
$$

where $A^{\prime}=\frac{q}{q-1} A$. Thus, if $\mathcal{G}$ is regarded as an arithmetical semigroup relative to the norm $|a|=q^{\partial(a)}$, Axiom $\mathcal{A}^{\#}$ is equivalent to the assertion
that, as $x \rightarrow \infty$ via powers of $q$ alone,

$$
N_{G}(x)=A^{\prime} x+ \begin{cases}O(\log x) & \text { if } \nu=0 \\ O\left(x^{\nu}\right) & \text { if } \nu>0\end{cases}
$$

In view of these remarks it is not surprising that many conclusions based on Axiom $\mathcal{A}$ are parallel by conclusions subject to Axiom $\mathcal{A}^{\#}$. However, as will be seen shortly, the consequences of Axiom $\mathcal{A}^{\#}$ often tend to give more precise information, and have simpler proofs.

We conclude this section with another algebraic example, and a simple proposition showing that every arithmetical semigroup satisfying Axiom $\mathcal{A}^{\#}$ has infinitely many sub-semigroups satisfying the same axiom.
(1.1.8) Example: Homogenous polynomials over $\mathbb{F}_{q}$. We thank Arnold Knopfmacher for this example: Let $\mathbb{F}_{q}\left[X_{1}, \ldots, X_{k}\right]$ denote a polynomial ring in $k$ indeterminates $X_{1}, \ldots, X_{k}$ over $\mathbb{F}_{q}$. Let $\mathcal{H}_{q, k}$ denote the set of all associate-classes of homogeneous polynomials in $\mathbb{F}_{q}\left[X_{1}, \ldots, X_{k}\right]$, where two polynomials are called associates if and only if they differ at most by a non-zero factor $\lambda \in \mathbb{F}_{q}$. If $\partial$ now represents total degree, then $\mathcal{H}_{q, k}$ forms an additive arithmetical semigroup with exactly

$$
H_{q, k}(n)=\frac{1}{q-1}\left\{q^{\binom{n+k-1}{v k-1}}-1\right\}
$$

elements of degree $n$; this equation follows easily with aid of the standard combinatorial proposition that there are $\binom{n+k-1}{k-1}$ different solutions of the equation $r_{1}+r_{2}+\cdots+r_{k}=n$ in non-negative integers $r_{i}$ (cf. say van Lint and Wilson [1], Chap. 13).

In particular, for $k=2$, the semigroup $\mathcal{H}_{q, 2}$ satisfies Axiom $\mathcal{A}^{\#}$.
(1.1.9) Proposition. Suppose that $\mathcal{G}$ is an additive arithmetical semigroup satisfying Axiom $\mathcal{A}^{\#}$ as stated above, and let $\mathcal{G}\langle k\rangle$ denote the
set of all elements of $\mathcal{G}$ that are coprime to a given element $k \in \mathcal{G}$. Then $\mathcal{G}\langle k\rangle$ also forms an arithmetical semigroup satisfying Axiom $\mathcal{A}^{\#}$, and (with self-explanatory notation) as $n \rightarrow \infty$

$$
G\langle k\rangle(n)=A q^{n} \prod_{\text {prime } \rho \mid k}\left(1-q^{-\partial(p)}\right)+O\left(q^{\nu n}\right)
$$

Proof. First note that $\mathcal{G}\langle 1\rangle=\mathcal{G}$, and that in general $\mathcal{G}\langle k\rangle$ is a subsemigroup of $\mathcal{G}$ depending only the distinct primes $p_{1}, \ldots, p_{m}$ dividing $k$. Then observe that, for a prime $p \in \mathcal{P}$,

$$
\begin{aligned}
G\langle p\rangle(n) & =G(n)-\sum_{\partial(a)=n, p \mid a} 1=G(n)-\sum_{\partial(p b)=n} 1 \\
& =G(n)-G(n-\partial(p))=A\left(1-q^{\partial(p)}\right) q^{n}+O\left(q^{\nu n}\right) .
\end{aligned}
$$

The stated formula for $G\langle k\rangle(n)$ now follows by induction on the number $m$ primes $p_{i} \mid k$.

### 1.2 The Zeta or Generating Function

For the rest of this chapter, unless the contrary is explicitly indicated, $(\mathcal{G}, \partial)$ shall denote an arbitrary additive arithmetical semigroup satisfying Axiom $\mathcal{A}^{\#}$ in the form stated earlier. Here properties relating to the degree function $\partial$ are usually of greatest interest, and so most of the discussion will be expressed accordingly.

Since the degree mapping $\partial$ only is assumed to be integer-valued, special interest attaches to the counting function $G^{\#}(n)$ or $G(n)$, and $P^{\#}(n)$ or $P(n)$, defined in the previous section for $n=0,1,2, \ldots$. These numbers are inter-related by means of the useful Euler product formula for $\mathcal{G}$ below, so named because of its analogy with similar formulae for ordinary integers and algebraic number fields stemming from Euler and (later) Dedekind. A fuller treatment of such formulae for arithmetical semigroups is given in Chapter 3 of $[A B]$, but a simple alternative starting approach should suffice here:

As a matter of temporary convenience, first suppose that $\mathcal{G}$ is an arbitrary arithmetical semigroup with an integer - valued norm mapping ||. Also as temporary notations only, let $G^{\prime}(n)$ denote the total number of elements of $\mathcal{G}$ with norm $n$, and let $P^{\prime}(n)$ denote the corresponding number of prime elements of $\mathcal{G}$. Then, ignoring questions of convergence initially, note (along lines stemming from Euler) that unique factorization into prime elements implies that the series

$$
\begin{aligned}
\zeta_{\mathcal{G}}(z) & =\sum_{n=1}^{\infty} G^{\prime}(n) n^{-z}=\sum_{a \in \mathcal{G}}|a|^{-z} \\
& =1+\sum_{\substack{\text { all products } \\
p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{m}^{m} \text { with } \\
p_{i} \in \mathcal{P}, r_{i} \in \mathbb{N}, m \in \mathbb{N}}}\left|p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{m}^{r_{m}}\right|^{-z}
\end{aligned}
$$

$$
\begin{aligned}
& =1+\sum\left|p_{1}\right|^{-r_{1} z}\left|p_{2}\right|^{-r_{2} z} \cdots\left|p_{m}\right|^{-r_{m} z} \\
& =\prod_{p \in \mathcal{P}}\left(1+|p|^{-z}+|p|^{-2 z}+\cdots\right)=\prod_{p \in P}\left(1-|p|^{-z}\right)^{-1} \\
& =\prod_{m=2}^{\infty}\left(1-m^{-z}\right)^{-P^{\prime}(m)}
\end{aligned}
$$

As a function of $z, \zeta_{\mathcal{G}}(z)$ is called the zeta function of $\mathcal{G}$, and the last product is its "Euler product" formula. In the case when $\mathcal{G}$ is an additive arithmetical semigroup with $|a|=c^{\partial(a)}$ for some integer $c>1$, one may substitute the symbol $y$ for $c^{-z}$ and directly obtain the modified Euler product formula:

$$
\sum_{n=0}^{\infty} G^{\#}(n) y^{n}=\prod_{m=1}^{\infty}\left(1-y^{m}\right)^{-P^{\#}(m)}
$$

then $Z_{\mathcal{G}}(y)=\sum_{n=0}^{\infty} G^{\#}(n) y^{n}$ is called the modified zeta, or enumerating, or generating, function of $\mathcal{G}$.

Note that when $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$ and $q$ is also an integer then $q$ would be a natural (though not essential) choice for the preceding integer $c>1$ used in defining the corresponding norm mapping on $\mathcal{G}$. When relevant, such a choice will usually be followed, unless otherwise indicated. (Observe once more that although the constant $q>1$ of Axiom $\mathcal{A}^{\#}$ is not stipulated to be an integer, all the cited natural instances of this axiom involve prime-power values for $q$; hence little would be lost in assuming such an extra condition. Since the abstract development of consequences of Axiom $\mathcal{A}^{\#}$ below centres on properties of an arbitrary but fixed additive arithmetical semigroup $\mathcal{G}$ satisfying Axiom $\mathcal{A}^{\#}$, it will be convenient for much of the later discussion in this book to use the simplified notations $Z(y), G(n)$ and $P(n)$ for $Z_{\mathcal{G}}(y), G^{\#}(n)$ and $P^{\#}(n)$, respectively. The (modified) Euler product formula for $\mathcal{G}$ will then have the appearance

$$
Z(y)=\sum_{n=0}^{\infty} G(n) y^{n}=\prod_{m-1}^{\infty}\left(1-y^{m}\right)^{-P(m)} .
$$

The next proposition deals with the analytical validity of this formula under Axiom $\mathcal{A}^{\#}$, when $y$ takes complex values:
(1.2.1) Proposition. The radius of convergence of $Z(y)$ is $q^{-1}$, and $Z(y)$ satisfies the above "Euler product" formula analytically and is nonzero when $|y|<q^{-1}$. Further, $Z(y)$ extends to a regular analytic function of $y$ for all complex $y \neq q^{-1}$ in the open disc $|y|<q^{-\nu}$, and has a simple pole with residue $-q^{-1} A$ at $y=q^{-1}$.

Proof. Since $G(n)=0\left(q^{n}\right)$, it is obvious that $Z(y)$ is absolutely convergent for $|q y|<1$, i.e., $|y|<q^{-1}$. Hence, with any convenient choice of an integer $c>1$, the corresponding series $\zeta_{\mathfrak{g}}(z)$ is absolutely convergent for Re $z>1$. Hence it follows from Corollary 4.2 .2 of [AB] that $Z(y)$ satisfies the Euler product formula analytically and is non-zero, when $|y|<q^{-1}$.

Now let $R_{n}=G(n)-A q^{n}$. Then, for $|y|<q^{-1}$,

$$
Z(y)=A \sum_{n=0}^{\infty} q^{n} y^{n}+\sum_{n=0}^{\infty} R_{n} y^{n}=\frac{A}{1-q y}+\sum_{n=0}^{\infty} R_{n} y^{n} .
$$

Since $R_{n}=O\left(q^{\nu n}\right)$ by Axiom $\mathcal{A}^{\#}$, one sees that the last series represents a regular analytic function of $y$ in the disc $|y|<q^{-\nu}$. Hence the other assertions about $Z(y)$ follows from the preceding formula.

In parallel with other situations of abstract analytic number theory, it is sometimes useful to have information about the asymptotic behaviour of partial sums of $Z(y)$ for general complex values of $y$ :
(1.2.2) Proposition.
(i) For $|y|<q^{-1}$,

$$
\sum_{n \leq N} G(n) y^{n}=Z(y)+O\left(|q y|^{N}\right) .
$$

(ii)

$$
\sum_{n \leq N} G(n) q^{-n}=A N+\gamma_{G}+A+O\left(q^{(\nu-1) N}\right)
$$

where

$$
\gamma_{G}=\sum_{n=0}^{\infty}\left\{G(n)-A q^{n}\right\} q^{-n}=\lim _{y \rightarrow q^{-1}}\left\{Z(y)-\frac{A}{1-q y}\right\} .
$$

(iii) For $|y| \geq q^{-1}, y \neq q^{-1}$,

$$
\sum_{n \leq N} G(n) y^{n}=\frac{A(q y)^{N+1}}{q y-1}+ \begin{cases}Z(y)+O\left(\left|q^{\nu} y\right|^{N}\right. & \text { if }|y|<q^{-\nu} \\ O(N) & \text { if }|y|=q^{-\nu} \\ O\left(\left.q^{\nu} y\right|^{N}\right) & \text { if }|y|>q^{-\nu}\end{cases}
$$

Proof.
(i) For $|y|<q^{-1}$,

$$
\begin{aligned}
\sum_{n \leq N} G(n) y^{n} & =Z(y)-\sum_{n>N} G(n) y^{n}=Z(y)+O\left(\sum_{n>N}|q y|^{n}\right) \\
& =Z(y)+O\left(|q y|^{N}\right)
\end{aligned}
$$

since $|q y|<1$.
(ii) Let $R_{n}=G(n)-A q^{n}$. Then, by Axiom $\mathcal{A}^{\#}$,

$$
\begin{aligned}
\sum_{n \leq N} G(n) q^{-n} & =\sum_{n \leq N}\left(A q^{n}+R_{n}\right) q^{-n}=A(N+1)+\sum_{n \leq N} R_{n} q^{-n} \\
& =A(N+1)+\sum_{n=0}^{\infty} R_{n} q^{-n}+O\left(\sum_{n>N} q^{(\nu-1) n}\right) \\
& =A N+\gamma_{\mathcal{G}}+A+O\left(q^{(\nu-1) N}\right),
\end{aligned}
$$

since $\nu<1$.
(iii) For $y \neq q^{-1}$,

$$
\sum_{n \leq N} G(n) y^{n}=\frac{A}{q y-1}\left[(q y)^{N+1}-1\right]+\sum_{n \leq N} R_{n} y^{n}
$$

The three cases of assertion (iii) are then easily dealt with, with the aid of elementary properties of geometric progressions.

It is interesting to note that, relative to the norm on $\mathcal{G}$ defined by some integer $c>1$, assertion (ii) above implies that the constant $\gamma_{G}$ satisfies

$$
\gamma_{G}=\lim _{z \rightarrow 1}\left\{\zeta_{G}(z)-\frac{A}{(z-1) \log c}\right\}
$$

and

$$
\sum_{|a| \leq x}|a|^{-1}=\frac{A}{\log c} \log x+\gamma_{G}+O\left(x^{\nu-1}\right)
$$

as $x \rightarrow \infty$ via powers of $c$ alone. Therefore the constant $\Gamma_{G}$ is closely analogous to the "Euler constant" of an arithmetical semigroup satisfying Axiom $\mathcal{A}$ (cf. $[\mathrm{AB}]$, page 89 ), and the same name may be applied in the present constant. (If convenient, we may also write $\gamma_{G}=\gamma_{\mathcal{G}}$.)

By way of illustration, consider the Euler constants of the semi-groups $\mathcal{G}_{K}$ and $\mathcal{G}_{D}$ discussed in Examples 1.1.4 and 1.1.5 above:

Firstly, by Proposition 1.2.2 (ii),

$$
\begin{aligned}
\gamma_{G_{K}} & =\lim _{y \rightarrow q^{-1}}\left\{Z(y)-\frac{A_{K}}{1-q y}\right\}=\lim _{y \rightarrow q^{-1}}\left\{\frac{\frac{L(y)}{1-y}-\frac{q L\left(q^{-1}\right)}{q-1}}{1-q y}\right\} \\
& =\frac{-q^{-1}}{\left(1-q^{-1}\right)^{2}}\left[L\left(q^{-1}\right)+\left(1-q^{-1}\right) L^{\prime}\left(q^{-1}\right)\right]
\end{aligned}
$$

by l'Hôpital's theorem on limits or the definition of a derivative. Similarly,

$$
\begin{aligned}
\gamma_{\mathcal{G}_{D}} & =\lim _{y \rightarrow q^{-1}}\left\{Z(y)-\frac{A_{D}}{1-q y}\right\}=\lim _{y \rightarrow q^{-1}}\left\{\frac{P(y)-P\left(q^{-1}\right)}{1-q y}\right\} \\
& =q^{-1} P^{\prime}\left(q^{-1}\right) .
\end{aligned}
$$

In particular, by substitution in the last formula (or by a direct argument) when $D=\mathbb{F}_{q}[X]$, one finds that the semigroup $\mathcal{G}_{q}$ of all monic polynomials in $\mathbb{F}_{q}[X]$ has Euler constant zero. This fact contrasts strongly with the nontriviality of the classical Euler constant $\gamma=0.57221 \ldots$, which arises from the semigroup $\mathbb{N}$ of all positive integers.

The next proposition shows that, for a general semigroup $\mathcal{G}$ as before, all the coefficients $\gamma_{i}=\gamma_{i}(\mathcal{G})(i \geq 0)$ in the Laurent expansion of $Z_{G}(y)$ about $y=q^{-1}$ satisfy relations of a type analogous to those that occur in Proposition 1.2 .2 (ii) for the Euler constant $\gamma_{G}=\gamma_{0}$; hence these coefficients may be referred to as the generalized Euler constants of $\mathcal{G}$ when $i \geq 1$. (For the analogous theorem subject to Axiom $\mathcal{A}$ of $[A B]$, see $J$. Knopfmacher [4].)
(1.2.3) Proposition. Let the Laurent expansion of $Z(y)$ about $y=q^{-1}$ be written in the form

$$
Z(y)=\frac{A}{1-q y}+\sum_{i=0}^{\infty} \gamma_{i}\left(y-q^{-1}\right)^{i} .
$$

Then

$$
\begin{aligned}
\gamma_{i} & =q^{i} \sum_{n \leq N}\binom{n}{i}\left[G(n) q^{-n}-A\right]+O\left(N^{i} q^{(\nu \sim 1) N}\right) \\
& =q^{i} \sum_{n=1}^{\infty}\binom{n}{i}\left[G(n) q^{-n}-A\right]
\end{aligned}
$$

Proof. This proposition is a consequence of Axiom $\mathcal{A}^{\#}$ together with:
(1.2.4) Lemma. Let $F(y)=\sum_{n=0}^{\infty} b(n) y^{n}$ be a power series with coefficients $b(n)$ having the property that there exist constants $B \neq 0, x>1$
and $\alpha<1$, such that

$$
b(N)=B x^{N}+O\left(x^{\alpha N}\right) \text { as } N \rightarrow \infty .
$$

Then the radius of convergence of $F(y)$ is $x^{-1}$, and $F(y)$ can be extended to a regular analytic function of $y$ for all complex $y \neq x^{-1}$ in the open disc $|y|<x^{-\alpha}$, in such a way that $F(y)$ has a Laurent expansion about $y=x^{-1}$, of the form

$$
F(y)=\frac{B}{1-x y}+\sum_{i=0}^{\infty} \beta_{i}\left(y-x^{-1}\right)^{i},
$$

where

$$
\begin{aligned}
\beta_{i} & =x^{i} \sum_{n \leq N}\binom{n}{i}\left[b(n) x^{-n}-B\right]+O\left(N^{i} x^{(\alpha-1) N}\right) \\
& =x^{i} \sum_{n=1}^{\infty}\binom{n}{i}\left[b(n) x^{-n}-B\right] .
\end{aligned}
$$

Proof. It follows from the asymptotic hypothesis on $b(N)$ that $F(y)$ is absolutely convergent when $|x y|<1$, i.e., when $|y|<x^{-1}$. Also, similarly to the proof of Proposition 1.2.1, if $r_{n}=b(n)-B x^{n}$ and $|y|<x^{-1}$,

$$
F(y)=\frac{B}{1-x y}+\sum_{n=0}^{\infty} r_{n} y^{n},
$$

where the last series is absolutely convergent for $|y|<x^{-\alpha}$. Thus $F(y)$ has radius of convergence $x^{-1}$, and about $y=x^{-1}$ the function $g(y)=\sum_{n=0}^{\infty} r_{n} y^{n}$ has a Taylor expansion of the form

$$
g(y)=\sum_{i=0}^{\infty} \beta_{i}\left(y-x^{-1}\right)^{i},
$$

where

$$
\beta_{i}=g^{(i)}\left(x^{-1}\right) / i!
$$

Now, for $i \geq 0$,

$$
\begin{aligned}
\sum_{n \leq N}\binom{n}{i} b(n) x^{i-n} & =B x^{i} \sum_{n \leq N}\binom{n}{i}+\sum_{n \leq N}\binom{n}{i} r_{n} x^{i-n} \\
& =B x^{i} \sum_{n \leq N}\binom{n}{i}+\frac{g^{(i)}\left(x^{-1}\right)}{i!}+O\left(\sum_{n>N} n^{i} x^{(\alpha-1) n}\right) \\
& =B x^{i}\binom{N+1}{i+1}+\beta_{i}+O\left(N^{i} x^{(\alpha-1) N}\right),
\end{aligned}
$$

with the aid of (Abelian) partial summation, as discussed for example in $[\mathrm{AB}]$, Chapter $4, \S 2$. This proves the lemma.

### 1.3 Averages and Densities in Simple Cases

We turn now to initial discussions of the "average values" of arithmetical functions, and of the "densities" of certain subsets of $\mathcal{G}$. Here, any complexvalued function on $\mathcal{G}$ is referred to as an arithmetical function, but, as in [AB], our main concern will be with special functions arising from particular number-theoretical considerations.

Given an arithmetical function $f$, the average- (or mean-) value of $f$ for elements of degree $N$ in $\mathcal{G}$ is defined to be $\bar{f}(N) / G(N)$, where $\bar{f}(N)=$ $\sum_{\partial(a)=N} f(a)$. Note that here the bar over $f$ does not indicate complexconjugation; sometimes we may also write $F(n)$ for $\bar{f}(n)$, alternatively, and refer to $F$ or $\bar{f}$ as the summatory function associated with $f$. If this average value tends to a finite limit $m=m(f)$ as $N \rightarrow \infty$, we shall call $m(f)$ the asymptotic mean-value of $f$. If, in addition, $f$ is the characteristic function of some subset $E$ of $\mathcal{G}$, we shall call its asymptotic mean-value $\partial=\partial(E)$ the asymptotic density of $E$ in $\mathcal{G}$. (Recall that the characteristic function of $E$ is the function that takes value 1 on elements of $E$, and value 0 otherwise.)

Regarding the determination of average values (as in Theorem 3.1 below, for example), attention may and normally will be confined to specifying the asymptotic behaviour of the relevant numbers $\bar{f}(N)$ as $N \rightarrow \infty$, since the same denominator $G(N)$ appears throughout and is given asymptotically by Axiom $\mathcal{A}^{\#}$. In this connection, it is also worth noting that the present terminology is consistent with that used in [AB], Chapter 4, in the context of Axiom $\mathcal{A}$ :

In order to verify this assertion, note firstly that, if $f$ has a mean-value $m(f)$ in the above sense, then a standard elementary theorem on limits
implies that

$$
m(f)=\lim _{N \rightarrow \infty}\left\{\sum_{n \leq N} \bar{f}(n)\right\} /\left\{\sum_{n \leq N} G(n)\right\} .
$$

Conversely, if the last limit is assumed to exist, the fact that

$$
\sum_{n \leq N} G(n) \sim \frac{A}{q-1} q^{N+1} \text { as } N \rightarrow \infty
$$

implies that

$$
\begin{aligned}
\bar{f}(N) & =\sum_{n \leq N} \bar{f}(n)-\sum_{n \leq N-1} \bar{f}(n) \\
& \sim \frac{A}{q-1} m(f)\left[q^{N+1}-q^{N}\right]=A m(f) q^{N} \text { as } N \rightarrow \infty ;
\end{aligned}
$$

thus $m(f)$ is also the asymptotic mean-value of $f$ in the present sense.
(1.3.1) Theorem. Let $f, g$ be arithmetical functions such that ${ }^{4}$

$$
f^{\#}(y)=[Z(y)]^{k} g^{\#}(y),
$$

where $k$ is a positive integer, and $g^{\#}(y)$ is absolutely convergent for $|y|<$ $q^{\tau}, \tau>-1$. Then as $n \rightarrow \infty$,

$$
\bar{f}(N)=\frac{A^{k}}{(k-1)!}\left[g^{\#}\left(q^{-1}\right)+o(1)\right] N^{k-1} q^{N} .
$$

In particular, if $k=1, f$ has the mean-value $g^{\#}\left(q^{-1}\right)$.

Proof. First consider the case when $f$ is the generalized divisor function $d_{k}$ such that $d_{k}(a)=\sum_{b_{1} b_{2} \ldots b_{k}=a} 1\{a \in \mathcal{G}\}$ :

[^2](1.3.2) Lemma. For $k \geq 2$,
$$
\overline{d_{k}}(N)=\frac{A^{k}}{(k-1)!} N^{k-1} q^{N}+O\left(N^{k-2} q^{N}\right) \text { as } N \rightarrow \infty .
$$

Proof. By Theorem 3.3 .1 of $[\mathrm{AB}], d_{k}^{\#}(y)=[Z(y)]^{k}$. The lemma will be proved by induction, starting with the divisor function $d=d_{2}$. Since $d^{\#}(y)=[Z(y)]^{2}$,

$$
\begin{aligned}
\bar{d}(N) & =\sum_{r=0}^{N} G(r) G(N-r)=\sum_{r=0}^{N}\left[A q^{r}+O\left(q^{\nu r}\right)\right]\left[A q^{N-r}+O\left(q^{\nu(N-r)}\right)\right] \\
& =A^{2}(N+1) q^{N}+\sum_{r=0}^{N}\left\{O\left(q^{N+r(\nu-1)}\right)+O\left(q^{\nu N+r(1-\nu)}\right)+O\left(q^{\nu N}\right)\right\} \\
& =A^{2}(N+1) q^{N}+O\left(q^{N}\right)+O\left(N q^{\nu N}\right)
\end{aligned}
$$

which proves the lemma for $k=2$.
Now let $k>2$, and assume that the lemma has already been proved for $d_{k-1}$. Then the formula $d_{k}^{\#}(y)=d_{k-1}^{\#}(y) Z(y)$ implies that
$\overline{d_{k}}(N)=\sum_{r=0}^{N} \overline{d_{k-1}}(r) G(N-r)=\sum_{r=0}^{N}\left[B r^{k-2} q^{r}+O\left(r^{k-3} q^{r}\right)\right]\left[A q^{N-r}+O\left(q^{\nu(N-r)}\right)\right]$,
where $B=A^{k-1} /(k-2)!$. Therefore

$$
\begin{aligned}
\overline{d_{k}}(N) & =\sum_{r=0}^{N}\left\{A B q^{N} r^{k-2}+O\left(r^{k-2} q^{\nu N+r(1-\nu)}\right)+O\left(r^{k-3} q^{N}\right)+O\left(r^{k-3} q^{\nu N+r(1-\nu)}\right)\right\} \\
& =A B q^{N}\left\{\frac{N^{k-1}}{k-1}+O\left(N^{k-2}\right)\right\}+O\left(N^{k-2} q^{N}\right)
\end{aligned}
$$

by the elementary estimate:

$$
\sum_{r \leq N} r^{m}=\frac{N^{m+1}}{m+1}+O\left(N^{m}\right) \quad[m=1,2, \ldots]
$$

This proves the lemma.
(1.3.3) Corollary. The average value of the divisor function $d$ for elements of degree $N$ in $\mathcal{G}$ is equal to

$$
A N+O(1) \text { as } N \rightarrow \infty
$$

Theorem 1.3.1 is a direct consequence of Lemma 1.3.2, Axiom $\mathcal{A}^{\#}$ and:
(1.3.4) LEMMA. Let $F_{1}(y)=F_{2}(y) F_{3}(y)$, where $F_{i}(y)=\sum_{n=0}^{\infty} c_{i}(n) y^{n}$. Suppose that $F_{3}(y)$ is absolutely convergent for $|y|<x^{\tau}$ (where $x>1$ and $\tau>-1$ ), and that

$$
c_{2}(N)=B N^{u} x^{N}+O\left(N^{v} x^{\alpha N}\right) \text { as } N \rightarrow \infty
$$

(where $\alpha \leq 1$, and $u$, $v$ are non-negative integers). Suppose also that $\alpha<1$ if $u=0$, while $u>v$ if $\alpha=1$. Then, as $N \rightarrow \infty$,

$$
c_{1}(N)=\left[B F_{3}\left(x^{-1}\right)+o(1)\right] N^{u} x^{N}
$$

Proof. It is understood that the numbers, $B, u, v, x, \alpha$ are constant relative to $N$. Then the assumption about $c_{2}(N)$ shows that $F_{2}(y)$ is absolutely convergent in an open disc with centre the origin, and hence
$c_{1}(N)=\sum_{r=0}^{N} c_{2}(N-r) c_{3}(r)=\sum_{r=0}^{N}\left\{B(N-r)^{u} x^{N-r}+O\left((N-r)^{v} x^{\alpha(N-r)}\right)\right\} c_{3}(r)$.

In the case when $u=0$, we have $\alpha<1$, and so

$$
N^{v} x^{\alpha N}=O\left(x^{\alpha^{\prime} N}\right) \text { as } N \rightarrow \infty
$$

for a suitable constant $\alpha^{\prime} \geq \alpha$ with $\tau>-\alpha^{\prime}>-1$. Therefore, in this case,

$$
\begin{aligned}
c_{1}(N) & =B x^{N} \sum_{r=0}^{N} c_{3}(r) x^{-r}+O\left(x^{\alpha^{\prime} N} \sum_{r=0}^{N}\left|c_{3}(r)\right| x^{-\alpha^{\prime} r}\right) \\
& =B x^{N}\left[F_{3}\left(x^{-1}\right)+o(1)\right]+O\left(x^{\alpha / N}\right) .
\end{aligned}
$$

Hence the lemma follows when $u=0$.
When $u>0$, one can write

$$
N^{v} x^{\alpha N}=O\left(N^{u-1} x^{N}\right) \text { as } N \rightarrow \infty,
$$

and therefore

$$
\begin{aligned}
c_{1}(N)= & B x^{N} \sum_{r=0}^{N} c_{3}(r) x^{-r} \sum_{i=0}^{u}\binom{u}{i} N^{i}(-r)^{u-i}+O\left(N^{u-1} x^{N} \sum_{r=0}^{N}\left|c_{3}(r)\right| x^{-r}\right) \\
= & B x^{N}\left[F_{3}\left(x^{-1}\right)+o(1)\right] N^{u}+O\left(x^{N} \sum_{i=0}^{u-1} N^{i} \sum_{r=0}^{N}\left|c_{3}(r)\right| x^{(-1+\epsilon) r}\right) \\
& +O\left(N^{u-1} x^{N}\right),
\end{aligned}
$$

where $\epsilon>0$ is arbitrary and may be chosen so that $\tau>-1+\epsilon$. Hence the lemma follows in this case also, since $F_{3}(y)$ is absolutely convergent for $|y|<x^{\tau}$.

We may now consider some applications of Theorem 1.3.1 to special arithmetical functions of the kinds discussed in [AB], pages 39-40, based on the fact that their associated power series bear simple relationships with the generating function $Z(y)$. The relationships referred to are given in $[\mathrm{AB}]$, Theorem 3.3.1, and for the purpose of reference to that theorem it should be emphasized that the coefficients of the series $f^{\#}(y)$ are here denoted by $\bar{f}(n)$, instead of by $f^{\#}(n)(n=0,1,2, \ldots)$.

First consider the unitary-divisor function $d_{*}$ such that $d_{*}(a)$ is the total number of divisors $d$ of $a \in \mathcal{G}$ for which $d$ and $a / d$ are coprime. By
$[\mathrm{AB}]$, Theorem 3.3.1, $d_{*}^{\#}(y)=[Z(y)]^{2} / Z\left(y^{2}\right)$. Since the series for $Z\left(y^{2}\right)$ is absolutely convergent for $|y|<q^{-\frac{1}{2}}$, and $[Z(y)]^{-1}=\mu^{\#}(y)$, where $\mu$ is the Möbius function on $\mathcal{G}$, and since $|\bar{\mu}(n)| \leq G(n)$ (see [AB], pages 37, 69), Theorem 1.3.1 therefore implies:
(1.3.5) Proposition. The average-value of the unitary-divisor function $d_{*}$ for elements of degree $N$ in $\mathcal{G}$ is asymptotically

$$
A N / Z\left(q^{-2}\right) \text { as } N \rightarrow \infty
$$

Next consider the point-wise square $d^{2}$ of the divisor function $d$. By Theorem 3.3.1 of $[\mathrm{AB}], d^{2 \#}(y)=[Z(y)]^{4} / Z\left(y^{2}\right)$. Therefore in this case, Theorem 1.3.1 yields:
(1.3.6) Proposition. The average-value of $d^{2}(a)$ for elements $a \in \mathcal{G}$ of degree $N$ is asymptotically

$$
A^{3} N^{3} / 6 Z\left(q^{-2}\right) \text { as } N \rightarrow \infty .
$$

In [AB], the function $\beta$ defined as follows was found to have interesting properties: Let $a=p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{m}^{r_{m}}$ for distinct primes $p_{i} \in \mathcal{P}$, and $r_{i} \geq 1$; then define $\beta(a)=r_{1} r_{2} \ldots r_{m}$. Also let $\beta(1)=1$. Then (see $[\mathrm{AB}]$ page 46) $\beta(a)$ can be interpreted as the total number of divisors $d$ of $a$ such that $p^{2} \mid d$ whenever a given prime $p \mid d$. By Theorem 3.3.1 of $[\mathrm{AB}], \beta^{\#}(y)=$ $Z(y) Z\left(y^{2}\right) Z\left(y^{3}\right) / Z\left(y^{6}\right)$. Hence Theorem 1.3 .1 implies:
(1.3.7) Proposition. The function $\beta$ has the asymptotic mean-value

$$
Z\left(q^{-2}\right) Z\left(q^{-3}\right) / Z\left(q^{-6}\right)
$$

Now consider the set $\mathcal{G}_{(k)}$ of all $k$-free elements of $\mathcal{G}$, i.e., elements that are not divisible by any $k$ th powers $b^{k}$ other than 1. By [AB], Theorem 3.3.1, the characteristic function $q_{k}$ of $\mathcal{G}_{(k)}$ satisfies the relation: $q_{k}^{\#}(y)=$ $Z(y) / Z\left(y^{k}\right)$. Hence we deduce:
(1.3.8) Proposition. The set $\mathcal{G}_{(k)}$ of all $k$-free elements of $\mathcal{G}$ has the asymptotic density $1 / Z\left(q^{-k}\right)$ in $\mathcal{G}(k \geq 2)$.

Since $Z\left(q^{-k}\right)=\zeta_{\mathcal{G}}(k)$ when $c=q$ is an integer, this last proposition is directly analogous to Proposition 4.4.5 of [ AB ], which deals with the density of $\mathcal{G}_{(k)}$ subject to Axiom $\mathcal{A}$. In fact, as was mentioned earlier, most of the present results are not only analogous to ones discussed in [AB] Part II, but they often yield more precise information than the corresponding conclusions subject to Axiom $\mathcal{A}$; for example, compare Proposition 1.3.6 with the case $k=2$ of Proposition 4.4.1 in $[\mathrm{AB}]$.

### 1.4 Asymptotic Moments of Specific Functions

In addition to studying the average value, it is sometimes of interest to investigate the $k$ th moment of an arithmetical function $f$ over elements of degree $N$ in $\mathcal{G}$ (i.e., the average value of the point-wise $k$ th power $f^{k}$ for elements of degree $N$ ), for some number $k \neq 1$. For example, Proposition 1.3.6 gives the asymptotic behaviour of the second moment of $d$ for elements of large degree $N$. If the $k$ th moment of $f$ is asymptotically constant, i.e., if $f^{k}$ has a mean-value $m\left(f^{k}\right)$, we shall refer to $m\left(f^{k}\right)$ as the asymptotic $k$ th moment of $f$.

In order to derive some results about $k$ th moments in certain cases, and also for other purposes later on, it is convenient here to first recall a few general concepts, and propositions concerning them, which were discussed in [AB]. These concepts particularly concern certain kinds of arithmetical functions which occur repeatedly in specific number-theoretical problems:

Firstly, an arithmetical function $f$ is called multiplicative if and only if $f(1)=1$ and $f(a b)=f(a) f(b)$ whenever $a, b \in \mathcal{G}$ are coprime; $f$ is completely multiplicative if and only if $f(1)=1$ and $f(a b)=f(a) f(b)$ for all $a, b \in \mathcal{G}$. Secondly, an arithmetical function $f$ is said to be primeindependent if an only if, for any prime-power $p^{r}$, the value $f\left(p^{r}\right)$ is independent of the prime $p \in \mathcal{P}$; a PIM-function is one which is both primeindependent and multiplicative. Next, an additive function is defined to be a function $g$ on $\mathcal{G}$ such that $g(a b)=g(a)+g(b)$ whenever $a, b$ are coprime, and a completely additive function $g$ is one such that $g(a b)=g(a)+g(b)$ for all $a, b \in \mathcal{G} ; g$ is a PIA-function if it is both prime-independent and additive.

It is convenient at this stage to state an important lemma 1.4.1 on
multiplicative functions, even though it will not be used directly before Chapter 3 below. This lemma involves pseudo-convergent infinite products of formal power series, as treated in [AB], Chapter 2. Strictly speaking, the discussion in $[\mathrm{AB}]$ concerns pseudo-convergent products of arithmetical functions relative to a certain non-archimedean metric $\rho$, but by directly analogous arguments one can derive a corresponding theory for formal power series relative to the metric $\sigma$ defined on page 36 of $[\mathrm{AB}]$. Essentially, a pseudo-convergent product is simply a formal product, and Lemma 1.4.1 is merely a translation of [AB], Corollary 2.4.2, into the context of an additive arithmetical semigroup, similar to the other kinds of translations into this context treated in $[\mathrm{AB}]$, Chapter 3. (The lemma does not depend on either Axiom $\mathcal{A}^{\#}$ or the assumption that $\partial$ be integer-valued. Its validity for complex values of $y$ in terms of ordinary convergence will be discussed in individual instances when this is needed later.)
(1.4.1) Canonical Product Lemma.
(i) If $f$ is a multiplicative function on $\mathcal{G}$ then

$$
f^{\#}(y)=\prod_{p \in \mathcal{P}}\left\{1+f(p) y^{\partial(p)}+f\left(p^{2}\right) y^{2 \partial(p)}+\cdots+f\left(p^{r}\right) y^{r \partial(p)}+\cdots\right\} .
$$

Hence, if $f$ is a PIM-function, then

$$
f^{\#}(y)=\prod_{m>0}\left\{1+c_{1} y^{m}+c_{2} y^{2 m}+\cdots+c_{r} y^{r m}+\cdots\right\}^{P(m)}
$$

where $c_{r}=f\left(p^{r}\right)\{p \in \mathcal{P}\}$.
(ii) If $f$ is a completely multiplicative function on $\mathcal{G}$ then

$$
f^{\#}(y)=\prod_{p \in \mathcal{P}}\left(1-f(p) y^{\partial(p)}\right)^{-1}
$$

Hence, if $f$ is both prime-independent and completely multiplicative, then

$$
f^{\#}(y)=\prod_{m>0}\left(1-\alpha y^{m}\right)^{-P(m)}
$$

$$
\text { where } \alpha=f(p)\{p \in \mathcal{P}\} .
$$

In order to study the various $k$ th moments of a given function, and more generally the average values of functions which are not necessarily related by simple finite formulae to $Z(y)$, use can often be made of Lemma 1.4.2 below. This lemma is essentially a re-statement for the present situation of Proposition 4.3.7 and Lemma 4.3.8 of [AB], and may be proved by arguments which are almost identical with those in [AB]:
(1.4.2) Lemma. Let $f$ denote a PIM-function on $\mathcal{G}$ such that $f\left(p^{r}\right) \neq 0$ for some prime-power $p^{r} \in \mathcal{G}$. Suppose that $f\left(p^{r}\right)+O\left(t^{r}\right)$ as $r \rightarrow \infty(p \in$ $P)$, for a constant $t$ satisfying $1<t<q_{0}^{1 / m}$, where $q_{0}=\min \{|p|: p \in P\}$ and $m$ is the least positive integer such that $f\left(p^{m}\right) \neq 0$. Then

$$
f^{\#}(y)=\left[Z\left(y^{m}\right)\right]^{k} g^{\#}(y)
$$

where $k=f\left(p^{m}\right)$, and $g^{\#}(y)$ is a series which is absolutely convergent when $|y|<q^{\tau}$ for some $\tau>-1 / m$. Further, for $|y|<q^{\tau}$,

$$
g^{\#}(y)=\prod_{p \in \mathcal{P}}\left\{\sum_{r=0}^{\infty} g\left(p^{r}\right) y^{r \partial(p)}\right\}
$$

where the product is also absolutely convergent.

In connection with Lemma 1.4.2, it is worth noting that the above absolutely convergent product decomposition for $|y|<q^{\top}$ remains valid for any PIM-function $g$ such that (for $p \in \mathcal{P}$ ) either
(i) $g\left(p^{r}\right)=0(0<r \leq m)$ and $g\left(p^{r}\right)=O\left(t^{r}\right)$ for a constant $t<q_{0}^{-r}$, where $\tau \leq-1 /(m+1)$, or
(ii) $g(p) \neq 0$ and $g\left(p^{r}\right)=O\left(t^{r}\right)$ for a constant $t<q_{0}^{-\tau}$, where $\tau \leq-1$; compare Lemma 4.3.8 of [AB]. (The remark at the top of [AB], page 100 , regarding another generalization, may also be noted.)

The following applications of Lemma 1.4.2 and Theorem 1.3.1 yield conclusions analogous to but more precise than the corresponding ones which appeared in $[\mathrm{AB}]$, Chapter $4, \S 4$, on the basis of Axiom $\mathcal{A}$ :
(1.4.3) Proposition. For $k=1,2, \ldots$, there exist constants $B_{k}, B_{k}^{*}$ such that the $k$ th moments for elements of degree $N$ of the divisor function $d$ and the unitary-divisor function $d_{*}$ are respectively asymptotic to $B_{k} N^{2^{k}-1}$ and $B_{k}^{*} N^{2^{k}-1}$, as $N \rightarrow \infty$.

Proof. Some special cases of this proposition were considered already in the previous section. In general, we note (as in $[A B]$, pages 100, 102) that $d^{k}, d_{*}^{k}$ are $P I M$-functions such that $d^{k}\left(p^{r}\right)=(r+1)^{k}, d_{*}^{k}\left(p^{r}\right)=2^{k}$, for any prime-power $p^{r} \in \mathcal{G}$. Thus $d^{k}$, $d_{*}^{k}$ satisfy the hypothesis of Lemma 1.4.2, and so

$$
d^{k \#}(y)=[Z(y)]^{2^{k}} g_{k}^{\#}(y), d_{*}^{k \#}(y)=[Z(y)]^{2^{k}} h_{k}^{\#}(y)
$$

for certain suitably convergent series $g_{k}^{\#}(y), h_{k}^{\#}(y)$. Thus the stated conclusions follow from Theorem 3.1.

The next proposition seems intuitively to be expected in view of Proposition 1.4.3. However such intuition needs to be treated carefully, since (just as in the parallel situation discussed in $[A B]$, pages 102,103 ) one can for example verify that the stated mean-value of $d / d_{*}$ differs from the "expected" number $Z\left(q^{-2}\right)=B_{1} / B_{1}^{*}$.
(1.4.4) Proposition. For $k=1,2, \ldots$, the point-wise quotients $d / d_{*}$ and $d_{*} / d$ possess the asymptotic $k$ th moments

$$
\begin{aligned}
m\left(\left(d / d_{*}\right)^{k}\right) & =\prod_{p \in \mathcal{P}}\left\{1+2^{-k} \sum_{r=2}^{\infty}\left[(r+1)^{k}-r^{k}\right] q^{-r \partial(p)}\right\} \\
\left.m\left(d_{*} / d\right)^{k}\right) & =\prod_{p \in \mathcal{P}}\left\{1+2^{k} \sum_{r=2}^{\infty}\left[(r+1)^{-k}-r^{-k}\right] q^{-r \partial(p)}\right\} .
\end{aligned}
$$

Proof. Since $d, d_{*}$ are PIM-functions taking the values on prime-powers listed earlier, Lemma 1.4.2 can be applied to $f_{1}=\left(d / d_{*}\right)^{k}$ and $f_{2}=\left(d_{*} / d\right)^{k}$ so as to give

$$
f_{1}^{\#}(y)=Z_{G}(y) F_{1}^{\#}(y), f_{2}^{\#}(y)=Z_{G}(y) F_{2}^{\#}(y)
$$

for certain suitably convergent series $F_{i}^{\#}(y)$. Further (as in [AB], page 103), $\widehat{F}_{i}=(1-t) \hat{f}_{i}$, where for a given PIM-function $f$

$$
\widehat{f}=\sum_{r=0}^{\infty} f\left(p^{r}\right) t^{r} .
$$

It therefore follows from Theorem 1.3.1 and Lemma 1.4.2 that $f_{i}$ has the mean-value $F_{i}\left(q^{-1}\right)$, and that $F_{i}\left(q^{-1}\right)$ has the stated product decomposition ( $i=1,2$ ).

In a similar way, one may extend Proposition 1.3.7 to:
(1.4.5) Proposition. For every $k=1,2, \ldots$, the function $\beta$ possesses the asymptotic $k$ th moment

$$
m\left(\beta^{k}\right)=\prod_{p \in \mathcal{P}}\left\{1+\sum_{r=2}^{\infty}\left[r^{k}-(r-1)^{k}\right] q^{-r \partial(p)}\right\} .
$$

Proof. Exercise.

It seems worth remarking that, in addition to asymptotic moments as above, the functions $d / d_{*}, d_{*} / d$ and $\beta$ also possess asymptotic distribution functions, as defined in $[\mathrm{AB}]$, page 145. In fact, all the results on distribution functions of prime-independent arithmetical functions discussed in
[AB], Chapter 5, §3, may be carried over to the present context without change, if one now substitutes Theorem 1.3.1 and Lemma 1.4.2 for the corresponding results used in $[\mathrm{AB}]$ subject to Axiom $\mathcal{A}$. A more detailed and refined development of "probabilistic number theory" for $\mathcal{G}$ is elaborated in Chapters 6, 7 below.

### 1.5 Error Estimates for Certain Averages

In deriving the general asymptotic conclusion of Theorem 1.3.1 earlier, use was made of Lernma 1.3.2, which gives an asymptotic formula for the average value of the function $d_{k}$, involving both a dominant term and an estimate for the remainder. Such remainder or error estimates are often useful, and so we shall now prove a theorem which yields information of this kind in a variety of special cases of interest.
(1.5.1) Theorem. Let $f, g$ be arithmetical functions with the property that

$$
f^{\#}(y)=[Z(y)]^{k} g^{\#}(y),
$$

where $k$ is a positive integer, and suppose that (for some constant $\tau>-1$ )

$$
\bar{g}(N)=O\left(q^{-\tau N}\right) \text { as } N \rightarrow \infty
$$

Then, as $N \rightarrow \infty$,

$$
\bar{f}(N)=\frac{A^{k}}{(k-1)!} g^{\#}\left(q^{-1}\right) N^{k-1} q^{N}+ \begin{cases}O\left(q^{-\tau N}\right) & \text { if } k=1, \tau<-\nu, \\ O\left(N q^{\nu N}\right) & \text { if } k=1, \tau=-\nu, \\ O\left(q^{\nu N}\right) & \text { if } k=1, \tau>-\nu, \\ O\left(N^{k-2} q^{N}\right) & \text { if } k \geq 2 .\end{cases}
$$

Proof. This theorem is a consequence of Axiom $\mathcal{A}^{\#}$, Lemma 1.3.2 and two further auxiliary conclusions below:
(1.5.2) Lemma. Let $F_{1}(y)=F_{2}(y) F_{3}(y)$, where $F_{i}(y)=\sum_{n=0}^{\infty} c_{i}(n) y^{n}$. Suppose that, as $N \rightarrow \infty$,

$$
c_{2}(N)=B x^{N}+O\left(x^{\alpha N}\right), c_{3}(N)=O\left(x^{-\tau N}\right)
$$

where $B, x, \alpha, \tau$ are constants satisfying $x>1, \alpha<1, \tau>-1$. Then, as $N \rightarrow \infty$,

$$
c_{n}(N)=B F_{3}\left(x^{-1}\right) x^{N}+ \begin{cases}O\left(x^{-\tau N}\right) & \text { if } \tau<-\alpha \\ O\left(N x^{\alpha N}\right) & \text { if } \tau=-\alpha \\ O\left(x^{\alpha N}\right) & \text { if } \tau>-\alpha\end{cases}
$$

Proof. It follows easily from the above hypothesis that $F_{3}(y)$ is absolutely convergent for $|y|<x^{\tau}$, while $F_{2}(y)$ and $F_{1}(y)$ are both absolutely convergent for $|y|<x^{-1}$. Further, for $|y|<x^{\tau}$,

$$
\sum_{r=0}^{N} c_{3}(r) y^{r}=F_{3}(y)+O\left(\sum_{r>N}\left|x^{-\tau} y\right|^{r}\right)=F_{3}(y)+O\left(\left|x^{-\tau} y\right|^{N}\right)
$$

in particular,

$$
\sum_{r=0}^{N} c_{3}(r) x^{-r}=F_{3}\left(x^{-1}\right)+O\left(x^{-(1+\tau) N}\right) .
$$

Then the assumed equation for $F_{1}(y)$ and the estimate for $c_{2}(N)$ give

$$
\begin{aligned}
c_{1}(N) & =\sum_{r=0}^{N} c_{2}(N-r) c_{3}(r)=\sum_{r=0}^{N}\left[B x^{N-r}+O\left(x^{\alpha(N-r)}\right)\right] c_{3}(r) \\
& =B x^{N}\left[F_{3}\left(x^{-1}\right)+O\left(x^{-(1+\tau) N}\right)\right]+O\left(x^{\alpha N} \sum_{r=0}^{N}\left|c_{3}(r)\right| x^{-\alpha r}\right) \\
& =B x^{N} F_{3}\left(x^{-1}\right)+O\left(x^{-\tau N}\right)+O\left(x^{\alpha N} \sum_{r=0}^{N} x^{-(\tau+\alpha) r}\right) .
\end{aligned}
$$

If $\tau<-\alpha$, the preceding remainder terms reduce to $O\left(x^{-\tau N}\right)+$ $O\left(x^{-\alpha N} x^{-(\tau+\alpha) N}\right)=O\left(x^{-\tau N}\right) ;$ if $\tau=-\alpha$, they become $O\left(x^{-\tau N}\right)+O\left(N x^{\alpha N}\right)$ $=O\left(N x^{\alpha N}\right)$; lastly if $\tau>-\alpha$, convergence of the geometric series implies that the remainder is $O\left(x^{-\tau N}\right)+O\left(x^{\alpha N}\right)=O\left(x^{\alpha N}\right)$. This proves the lemma.

Lemma 1.5 .2 covers the case $k=1$ of Theorem 1.5.1. For the general case, consider:
(1.5.3) Lemma. Let $F_{1}(y)=F_{2}(y) F_{3}(y)$, where $F_{i}(y)=\sum_{n=0}^{\infty} c_{i}(n) y^{n}$. Suppose that (as $N \rightarrow \infty$ )

$$
c_{2}(N)=B N^{u} x^{N}+O\left(N^{u-1} x^{N}\right), c_{3}(N)=O\left(x^{-\tau N}\right)
$$

where $B, u, x, \tau$ are constants such that $x>1, \tau>-1$, and $u$ is a positive integer. Then as $N \rightarrow \infty$

$$
c_{1}(N)=B F_{3}\left(x^{-1}\right) N^{u} x^{N}+O\left(N^{u-1} x^{N}\right)
$$

Proof. As in the proof of Lemma 1.3.4,

$$
\begin{aligned}
c_{1}(N)= & B x^{N} \sum_{r=0}^{N} c_{3}(r) x^{-r} \sum_{i=0}^{u}\binom{u}{i} N^{i}(-r)^{u-i} \\
& +O\left(N^{u-1} x^{N} \sum_{r=0}^{N}\left|c_{3}(r)\right| x^{-r}\right) \\
= & B N^{u} x^{N} \sum_{r=0}^{N} c_{3}(r) x^{-r}+O\left(x^{N} \sum_{i=0}^{u-1} N^{i} \sum_{r=0}^{N}\left|c_{3}(r)\right| x^{(-1+c) r}\right) \\
& +O\left(N^{u-1} x^{N}\right)
\end{aligned}
$$

where $\epsilon>0$ is arbitrary and may be chosen so that $\tau>-1+\epsilon$. In the present situation, the estimate for $\sum_{r=0}^{N} c_{3}(r) x^{-r}$ which occurred in the proof of Lemma 1.5 .2 , and the absolute convergence of $F_{3}(y)$ for $|y|<x^{\tau}$, imply that

$$
c_{1}(N)=B N^{u} x^{N}\left[F_{3}\left(x^{-1}\right)+O\left(x^{-(1+\tau) N}\right)\right]+O\left(N^{u-1} x^{N}\right)
$$

Therefore Lemma 1.5.3 follows.

In the first place, Theorem 1.5 .1 may be used to refine some of the conclusions relating to average values of special arithmetical functions that were discussed in Section 1.3.
(1.5.4) Proposition. The average value of the unitary-divisor function $d_{*}$ for elements of degree $N$ in $\mathcal{G}$ is

$$
A\left[Z\left(q^{-2}\right)\right]^{-1} N+O(1) \text { as } N \rightarrow \infty .
$$

Proof. The proof of Proposition 3.5 shows that $d_{*}^{\#}(y)=[Z(y)]^{2} g^{\#}(y)$, where $g^{\#}(y)=\mu^{\#}\left(y^{2}\right)=\sum_{n=0}^{\infty} \bar{\mu}(n) y^{2 n}$. Since $|\bar{\mu}(n)| \leq G^{\#}(n)$, Axiom $\mathcal{A}^{\#}$ then implies that $\bar{g}(N)=O\left(q^{\frac{1}{2} N}\right)$ as $N \rightarrow \infty$. Hence the present proposition follows from Theorem 1.5.1.

The next proposition follows in a similar way from Theorem 1.5.1 and the equation $d^{2 \#}(y)=[Z(y)]^{4} / Z\left(y^{2}\right)$.
(1.5.5) Proposition. The average value of $d^{2}(a)$ for elements $a \in \mathcal{G}$ of degree $N$ is

$$
\frac{1}{6} A^{3}\left[Z\left(q^{-2}\right)\right]^{-1} N^{3}+O\left(N^{2}\right) \text { as } N \rightarrow \infty .
$$

For the function $\beta$, we now obtain the improved conclusion:
(1.5.6) Proposition. The average value of $\beta$ for elements of degree $N$ in $\mathcal{G}$ is

$$
Z\left(q^{-2}\right) Z\left(q^{-3}\right)\left[Z\left(q^{-6}\right)\right]^{-1}+ \begin{cases}O\left(q^{-\frac{1}{2} N}\right) & \text { if } \nu<\frac{1}{2}, \\ O\left(N q^{-\frac{1}{2} N}\right) & \text { if } \nu=\frac{1}{2}, \\ O\left(q^{(\nu-1) N}\right) & \text { if } \nu>\frac{1}{2} .\end{cases}
$$

Proof. We have $\beta^{\#}(y)=Z(y) g^{\#}(y)$, where $g^{\#}(y)=Z\left(y^{2}\right) Z\left(y^{3}\right) / Z\left(y^{6}\right)$. Then $g^{\#}(y)=Z\left(y^{2}\right) h^{\#}(y)$, where $h^{\#}(y)=Z\left(y^{3}\right) / Z\left(y^{6}\right)$ is absolutely convergent for $|y|<q^{-\frac{1}{3}}$. Hence

$$
\begin{aligned}
\bar{g}(N) & =\sum_{0 \leq r \leq \frac{1}{2} N} G(r) \bar{h}(N-2 r)=O\left(\sum_{0 \leq r \leq \frac{1}{2} N} q^{r}|\bar{h}(N-2 r)|\right) \\
& =O\left(q^{\frac{1}{2} N} \sum_{0 \leq r \leq \frac{1}{2} N}|\bar{h}(N-2 r)| q^{-\frac{1}{2}(N-2 r)}\right)=O\left(q^{\frac{1}{2} N}\right),
\end{aligned}
$$

since $h^{\#}\left(q^{-\frac{1}{2}}\right)$ is absolutely convergent. Hence Theorem 1.5.1 may be applied with $k=1$ and $\tau=-\frac{1}{2}$.

If $\chi_{E}$ denotes the characteristic function of a given subset $E$ of $\mathcal{G}$, it is reasonable to describe the average value of $\chi_{E}$ for elements of degree $N$ in $\mathcal{G}$ as the density of $E$ relative to elements of degree $N$. By appealing to the equation $q_{k}^{\#}(y)=Z(y) / Z\left(y^{k}\right)$, the following refinement of Proposition 1.3.8 (phrased in the preceding terminology) may be deduced:
(1.5.7) Proposition. For $k \geq 2$, the density of the set $\mathcal{G}_{(k)}$ of all $k$-free elements in $\mathcal{G}$ relative to the elements of degree $N$ is

$$
\left[Z\left(q^{-k}\right)\right]^{-1}+ \begin{cases}O\left(q^{N(1-k) / k}\right) & \text { if } \nu<1 / k \\ O\left(N q^{N(1-k) / k}\right) & \text { if } \nu=1 / k \\ O\left(q^{(\nu-1) N}\right) & \text { if } \nu>1 / k\end{cases}
$$

In the next section, Lemma 1.5 .2 will be applied to the asymptotic enumeration of finite modules and semisimple algebras over the ring of integral
functions in an algebraic function field over $F$, and in particular this will lead to the verification of Axiom $\mathcal{A}^{\#}$ for the categories $\mathcal{F}_{q}$ and $\mathcal{S}_{q}$ discussed in Section 1.1. Before turning to this, however, it may be of interest to first consider some questions relating to arithmetical functions of the Euler and divisor-sum types:

In the present context of an additive arithmetical semigroup $\mathcal{G}$ satisfying Axiom $\mathcal{A}^{\#}$, one "Euler-type" function of special interest is the function $\phi_{*}$ on $\mathcal{G}$ such that $\phi_{*}(a)$ is the total number of elements of the same degree as $a$ that are coprime to $a$ in $\mathcal{G}$; also, the "divisor-sum" function of greatest relevance here seems to be the function $\sigma_{*}$ such that $\sigma_{*}(a)=\sum_{d \mid a} \partial(d)$.

## (1.5.8) Proposition.

(i) The average value of $\phi_{*}$ for elements of degree $N$ is

$$
A\left[Z\left(q^{-2}\right]^{-1} q^{N}+ \begin{cases}O(N) & \text { if } \nu=0 \\ O\left(q^{\nu N}\right) & \text { if } \nu>0\end{cases}\right.
$$

(ii) The average value of $\sigma_{*}$ for elements of degree $N$ is

$$
\frac{1}{2} A N^{2}+O(N)
$$

Proof. First consider the following lemma, which does not depend on Axiom $\mathcal{A}^{\#}$ :
(1.5.9) Lemma.
(i) $\phi_{*}^{\#}(y)=\left(\sum_{n=0}^{\infty}[G(n)]^{2} y^{n}\right) / Z_{G}(y)$.
(ii) $\sigma_{*}^{\#}(y)=Z(y)\left\{\sum_{n=0}^{\infty} n G(n) y^{n}\right\}$.

Proof. By [AB], Corollary 2.5.3, the Möbius function $\mu$ on $\mathcal{G}$ has the property that $\sum_{d \mid a} \mu(d)=0$ for $1 \neq a \in \mathcal{G}$; also, the last sum is trivially equal to 1 for $a=1$. Therefore, if ( $b, a$ ) denotes the $g . c . d$. of $b$ and $a$ in $\mathcal{G}$, then

$$
\begin{aligned}
\phi_{*}(a) & =\sum_{\partial(b)=\partial(a),(b, a)=1} 1=\sum_{\partial(b)=\partial(a)} \sum_{d \mid(b, a)} \mu(d) \\
& =\sum_{d \mid a} \mu(d) \sum_{d \mid b, \partial(b)=\partial(a)} 1=\sum_{d \mid a} \mu(d) G\left(\partial\left(\frac{a}{d}\right)\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\overline{\phi_{*}}(n) & =\sum_{\partial(a)=n} \phi_{*}(a)=\sum_{\partial(a)=n} \sum_{d \mid a} \mu(d) G\left(\partial\left(\frac{a}{d}\right)\right) \\
& =\sum_{\partial(c d)=n} \mu(d) G(\partial(c))=\sum_{i+j=n} \sum_{\partial(c)=i} \sum_{\partial(d)=j} \mu(d) G(\partial(c)) \\
& =\sum_{i+j=n}[G(i)]^{2} \bar{\mu}(j) .
\end{aligned}
$$

Since $\mu^{\#}(y)=1 / Z(y)$, the formula for $\phi_{*}^{\#}(y)$ follows.
In the case of $\sigma_{*}$, its definition gives

$$
\begin{aligned}
\overline{\sigma_{*}}(n) & =\sum_{\partial(a)=n} \sigma_{*}(a)=\sum_{\partial(a)=n} \sum_{c d=a} \partial(d)=\sum_{i+j=n} \sum_{\partial(c)=i} \sum_{\partial(d)=j} j \\
& =\sum_{i+j=n} G(i) G(j) j .
\end{aligned}
$$

This implies the stated formula for $\sigma_{*}^{\#}(y)$.

It now follows that

$$
\begin{aligned}
\overline{\phi_{*}}(N) & =\sum_{r=0}^{N}[G(N-r)]^{2} \bar{\mu}(r)=\sum_{r=0}^{N}\left[A q^{N-r}+O\left(q^{\nu(N-r)}\right)\right]^{2} \bar{\mu}(r) \\
& =A^{2} q^{2 N} \sum_{r=0}^{N} \bar{\mu}(r) q^{-2 r}+O\left(q^{(1+\nu) N} \sum_{r=0}^{N}|\bar{\mu}(r)| q^{-(1+\nu) r}\right)
\end{aligned}
$$
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$$
\begin{aligned}
& =A^{2} q^{2 N}\left[\mu^{\#}\left(q^{-2}\right)+O\left(\sum_{r>N} q^{-r}\right)\right]+O\left(q^{(1+\nu) N} \sum_{r=0}^{N} q^{-\nu r}\right) \\
& =A^{2} q^{2 N} \mu^{\#}\left(q^{-2}\right)+O\left(q^{N}\right)+ \begin{cases}O\left(N q^{N}\right) & \text { if } \nu=0, \\
O\left(q^{(1+\nu) N}\right) & \text { if } \nu>0 .\end{cases}
\end{aligned}
$$

This proves the assertion of Proposition 1.5.8 about the average value of $\phi_{*}$.
In the case of $\sigma_{*}$, we have

$$
\begin{aligned}
\overline{\sigma_{*}}(N) & =\sum_{r=0}^{N} G(N-r) r G(r)=\sum_{r=0}^{N}\left[A q^{N-r}+O\left(q^{\nu(N-r)}\right)\right] r\left[A q^{r}+O\left(q^{\nu r}\right)\right] \\
& =A^{2} q^{n} \sum_{r=0}^{N} r+O\left(\sum_{r=0}^{N} r\left[q^{N+r(\nu-1)}+q^{\nu N+r(1-\nu)}+q^{\nu N}\right]\right) \\
& =\frac{1}{2} A^{2} N^{2} q^{N}+O\left(N q^{N}\right) .
\end{aligned}
$$

This implies the second assertion of Proposition 5.8.
(1.5.10) Corollary. The set of all ordered pairs of coprime elements of the same degree possesses the asymptotic density $\left[Z\left(q^{-2}\right)\right]^{-1}$ within the set of all ordered pairs of elements of the same degree in $\mathcal{G}$.

Proof. There are $[G(N)]^{2} \sim A^{2} q^{2 N}$ ordered pairs of elements of degree $N$ in $\mathcal{G}$, and $\overline{\phi_{*}}(N) \sim A^{2}\left[Z\left(q^{-2}\right)\right]^{-1} q^{2 N}$ pairs of coprime elements of this degree. Hence, in an obvious sense, the stated "asymptotic density" exists.

The above corollary confines attention to pairs of elements of the same degree. In order to deal with arbitrary ordered pairs, one may instead make use of the "Euler" function $\phi$ defined in [AB], page 40, which has the property that $\phi(a)$ is the total number of elements $b$ such that $b$ is coprime to $a$ and $\partial(b) \leq \partial(a)$. By Theorem 3.3.1 of [AB], if $N_{G}^{\#}(n)=\sum_{r \leq n} G(r)$,
then

$$
\phi^{\#}(y)=\left(\sum_{n=0}^{\infty} G(n) N_{G}^{\#}(n) y^{n}\right) / Z(y) .
$$

Bearing this in mind, the reader may perhaps like to verify the conclusion of the following lemma, as an exercise.
(1.5.11) Lemma. The average value of $\phi$ for elements of degree $N$ is

$$
\frac{q}{q-1} A\left[Z\left(q^{-2}\right)\right]^{-1} q^{N}+ \begin{cases}O\left(N^{2}\right) & \text { if } \nu=0 \\ O\left(q^{\nu N}\right) & \text { if } \nu>0 .\end{cases}
$$

With the aid of this lemma, we now prove:
(1.5.12) Proposition. The set of all ordered pairs of coprime elements of $\mathcal{G}$ possesses the asymptotic density $\left[Z\left(q^{-2}\right)\right]^{-1}$ within the set of all ordered pairs of elements of $\mathcal{G}$.

Proof. Asymptotically, as $N \rightarrow \infty$, there are $\left[\frac{q}{q-1} A q^{N}\right]^{2}$ ordered pairs $a, b \in \mathcal{G}$ with $\partial(a) \leq N, \partial(b) \leq N$. Also, as in [AB], page 248, it may be noted that the total number $\Delta(N)$ of ordered pairs of coprime elements $a, b \in \mathcal{G}$ with $\partial(a) \leq N, \partial(b) \leq N$ is given by

$$
\begin{aligned}
& \Delta(N)=\sum_{\partial(a) \leq N} \sum_{\partial(a) \leq N,(b, a)=1} 1 \\
&=\sum_{\partial(a) \leq N} 1+\sum_{\partial(b) \leq \partial(a),(b, a)=1} \sum_{\partial(a) \leq N} 1 \\
&=2 \sum_{\partial(b) \leq N} \phi(a)-\sum_{\partial(b) \leq \partial(a) \leq,(b, a)=1} 1 \\
&=2 \sum_{\partial \leq N} 1 \\
& \partial(n)-\sum_{n \leq N} \bar{\phi}_{*}(n) .
\end{aligned}
$$

Therefore, by Proposition 1.5.8 and Lemma 1.5.11, as $N \rightarrow \infty$,

$$
\begin{aligned}
\Delta(n) & \sim 2 \frac{q}{a-1} A^{2}\left[Z\left(q^{-2}\right)\right]^{-1} \frac{q^{2 N+2}}{q^{2}-1}-A^{2}\left[Z\left(q^{-2}\right)\right]^{-1} \frac{q^{2 N+2}}{q^{2}-1} \\
& =A^{2}\left[Z\left(q^{-2}\right)\right]^{-1} q^{2 N} \frac{q^{2}}{q^{2}-1}\left[2 \frac{q}{q-1}-1\right]=\left[\frac{q}{q-1} A q^{N}\right]^{2}\left[Z\left(q^{-2}\right)\right]^{-1} .
\end{aligned}
$$

Hence, in an obvious sense once more, one obtains the stated "asymptotic density" $\left[Z\left(q^{-2}\right)\right]^{-1}$.

By way of illustration, it may be noted that for the semigroup $\mathcal{G}_{q}$ of all monic polynomials over $\mathbb{F}_{q}$ the above results imply that the asymptotic density of the coprime pairs of polynomials is $1-q^{-1}$. Similarly, the next proposition implies that for coprime $k$-tuples of polynomials in $\mathcal{G}_{q}$ the corresponding asymptotic density is $1-q^{1-k}$.
(1.5.13) Proposition. The set of all coprime ordered $k$-tuples of elements of $\mathcal{G}$ possesses the asymptotic density $\left[Z\left(q^{-k}\right)\right]^{-1}$ within the set of all ordered $k$-tuples of elements of $\mathcal{G}$, where $k \geq 2$.

Proof. The following argument provides an alternative proof of Proposition 1.5.12, in the special case when $k=2$ : Firstly, note that (as $N \rightarrow \infty$ ) there are asymptotically $\left[\frac{q}{q-1} A q^{N}\right]^{k}$ ordered $k$-tuples $a_{1}, \ldots, a_{k} \in G$ with $\partial\left(a_{i}\right) \leq N$. Let $\Delta_{k}(N)$ denote the total number of these $k$-tuples which are coprime, i.e., for which the g.c.d. of $a_{1}, \ldots, a_{k}$ is 1 . Then, by a simple re-wording of Lemma 4.5.13 of [AB],

$$
\Delta_{k}(N)=\sum_{\partial(a) \leq N} \mu(a)\left\{\sum_{n \leq N-\partial(a)} G(n)\right\}^{k},
$$

where $\mu$ is the Möbius function on $\mathcal{G}$. Therefore, if $B=\frac{q}{q-1} A$ and $\nu>0$,

$$
\Delta_{k}(N)=\sum_{r \leq N} \bar{\mu}(r)\left[B q^{N-r}+O\left(q^{\nu(N-r)}\right)\right]^{k}
$$

$$
\begin{aligned}
= & \sum_{r \leq N} \bar{\mu}(r)\left[B^{k} q^{(N-r) k}+O\left(q^{(N-r)(k-1+\nu)}\right)\right] \\
= & B^{k} q^{N k} \sum_{r \leq N} \bar{\mu}(r) q^{-k r}+O\left(q^{N(k-1+\nu)} \sum_{r \leq N}|\bar{\mu}(r)| q^{-r(K-1+\nu)}\right) \\
= & B^{k} q^{N k}\left\{\mu^{\#}\left(q^{-k}\right)+O\left(\sum_{r>N}|\bar{\mu}(r)| q^{-k r}\right)\right\} \\
& +O\left(q^{N(k-1+\nu)} \sum_{r \leq N} q^{(2-k-\nu) r}\right) \\
= & B^{k} q^{N k}\left\{\mu^{\#}\left(q^{-k}\right)+O\left(\sum_{r \leq N} q^{(1-k) r}\right)\right\}+O\left(q^{N(k-1+\nu)}\right) \\
= & B^{k} q^{N k} \mu^{\#}\left(q^{-k}\right)+O\left(q^{N(k-1+\nu)}\right) .
\end{aligned}
$$

Similarly, if $\nu=0$, one obtains

$$
\Delta_{k}(N)=B^{k} q^{N k} \mu^{\#}\left(q^{-k}\right)+ \begin{cases}O\left(N^{2} q^{N(k-1)}\right) & \text { if } k=2 \\ O\left(N q^{N(k-1)}\right. & \text { if } k>2\end{cases}
$$

In an obvious sense yet again, it follows that the stated "asymptotic density" exists.
(1.5.14) Corollary. As $N \rightarrow \infty$, the total number $\Delta_{k}(N)$ of coprime ordered $k$-tuples $a_{1}, \ldots, a_{k} \in G$ with $\partial\left(a_{i}\right) \leq N$ is equal to

$$
\left[\frac{q}{q-1} A q^{N}\right]^{k}\left[Z\left(q^{-k}\right)\right]^{-1}+ \begin{cases}O\left(N^{2} q^{N(k-1)}\right) & \text { if } k=2, \nu=0 \\ O\left(N q^{N(k-1)}\right) & \text { if } k>2, \nu=0 \\ O\left(q^{N(k-1+\nu)}\right) & \text { if } \nu>0\end{cases}
$$

## CHAPTER 2

## ASYMPTOTIC ENUMERATION AND MORE REFINED ESTIMATES

### 2.1 Asymptotic Enumeration of Modules and Algebras

Consider the category $\mathcal{F}_{q}$ of all (unital) modules of finite cardinal over the Galois polynomial ring $\mathbb{F}_{q}[X]$, which was discussed under Example 1.1.2 of Section 1.1. This is a special case of the category $\mathcal{F}_{D}$ of Example 1.1.6 in Section 1.1 but, since our treatment of the latter category uses facts about it which may be less familiar to some readers, we begin with a direct discussion of $\mathcal{F}_{q}$ alone.
(2.1.1) Theorem. The total number $\mathcal{F}_{q}(N)$ of non-isomorphic modules of cardinal $q^{N}$ in $\mathcal{F}_{q}$ is equal to

$$
P_{0}\left(q^{-1}\right) q^{N}+O\left(q^{\frac{1}{2} N}\right) \text { as } N \rightarrow \infty
$$

where $P_{0}(y)=\prod_{r=1}^{\infty}\left(1-y^{r}\right)^{-1}$ is the classical "partition" generating function.

Proof. Following the general pattern of discussion in Chapter 3, $\S 2$, of [AB], we see from the earlier description of the "primes" (i.e., indecompos-
able modules) in $\mathcal{F}_{q}$ that $\mathcal{F}_{q}$ has the generating function

$$
\begin{aligned}
Z_{\mathcal{F}_{q}}(y) & =\sum_{n=0}^{\infty} \mathcal{F}_{q}(n) y^{n} \\
& =\prod\left\{\left(1-y^{r \partial(p)}\right)^{-1}: r \geq 1, \text { monic prime polynomials } p \in G F[q, t]\right\} \\
& =\prod_{r=1}^{\infty} \prod\left\{\left(1-y^{r \partial(p)}\right)^{-1}: \text { monic prime polynomials } p\right\} \\
& =\prod_{r=1}^{\infty} Z_{q}\left(y^{r}\right)
\end{aligned}
$$

where

$$
Z_{q}(y)=\prod\left\{\left(1-y^{\partial(p)}\right)^{-1}: \text { monic prime polynomials } p \in \mathbb{F}_{q}[X]\right\}
$$

is the generating function of the semigroup $\mathcal{G}_{q}$. Since

$$
Z_{q}(y)=\sum_{n=0}^{\infty} q^{n} y^{n}=(1-q y)^{-1},
$$

by Example 1.1.1 (see also [AB], page 60 ), it follows that

$$
Z_{\mathcal{F}_{q}}(y)=\prod_{r=1}^{\infty}\left(1-q y^{r}\right)^{-1}
$$

Now let $F_{m}(y)=\prod_{r=m}^{\infty}\left(1-q y^{r}\right)^{-1}$. For $r \geq m \geq 1$ and $|y| \leq \rho<q^{-1 / r}$,

$$
\left|\left(1-q y^{r}\right)^{-1}-1\right| \leq \sum_{n=1}^{\infty}\left|q y^{r}\right|^{n} \leq \frac{q|y|^{r}}{1-q \rho^{r}} \leq \frac{q|y|^{r}}{1-q \rho^{m}}
$$

therefore $\sum_{r=m}^{\infty}\left|\left(1-q y^{r}\right)^{-1}-1\right|$ converges uniformly for $|y| \leq \rho<q^{-1 / m}$. By standard theorems on infinite products of analytic functions (see for example Knopp [1], §57), it follows that $F_{m}(y)$ is an analytic function of $y$ in the disc $|y|<q^{-1 / m}$, and that its Taylor expansion about the origin may be calculated by formal multiplication of the series for $\left(1-q y^{r}\right)^{-1}[r \geq m]$.

$$
\begin{aligned}
& \text { Hence, if } F_{2}(y)=\sum_{n=0}^{\infty} a_{n} y^{n}, F_{3}(y)=\sum_{n=0}^{\infty} b_{n} y^{n}, \\
& \qquad \begin{aligned}
\left|a_{N}\right| & =\left|\sum_{0 \leq r \leq \frac{1}{2} N} q^{r} b_{N-2 r}\right| \leq q^{\frac{1}{2} N} \sum_{0 \leq r \leq \frac{1}{2} N}\left|b_{N-2 r}\right| q^{-\frac{1}{2}(N-2 r)} \\
= & O\left(q^{\frac{1}{2} N}\right),
\end{aligned}
\end{aligned}
$$

since $F_{3}\left(q^{-\frac{1}{2}}\right)$ is absolutely convergent. Since $Z_{F_{q}}(y)=(1-q y)^{-1} F_{2}(y)$, Lemma 1.5.2 may now be applied, with $B=1, x=q, \alpha=0$ and $\tau=-\frac{1}{2}$. This yields the conclusion:

$$
\mathcal{F}_{q}(N)=F_{2}\left(q^{-1}\right) q^{N}+O\left(q^{\frac{1}{2} N}\right)=P_{0}\left(q^{-1}\right) q^{N}+O\left(q^{\frac{1}{2} N}\right)
$$

as $N \rightarrow \infty$, with $P_{0}(y)=\prod_{r=1}^{\infty}\left(1-y^{r}\right)^{-1}$.
(2.1.2) Corollary. The associated additive arithmetical semigroup of $\mathcal{F}_{q}$ satisfies Axiom $\mathcal{A}^{\#}$.

The analogue of Theorem 2.1.1 for the category $\mathcal{S}_{q}$ of Example 1.1.3 in Section 1.1 is:
(2.1.3) Theorem. The total number $\mathcal{S}_{q}(N)$ of non-isomorphic semisimple $\mathbb{F}_{q}[X]$-algebras of cardinal $q^{N}$ is equal to

$$
A_{q} q^{N}+O\left(q^{\frac{1}{2} N}\right) \text { as } N \rightarrow \infty,
$$

where $A_{q}=\prod_{r m^{2}>1}\left(1-q^{1-r m^{2}}\right)^{-1}$.

Proof. From the earlier discussion of Example 1.1.3, and similarly to the treatment of Example 3.2.5 in [AB], one sees that the Euler product formula for the generating function of the category $\mathcal{S}_{q}$ yields:
$Z_{\mathcal{S}_{q}}(y)=\sum_{n=0}^{\infty} \mathcal{S}_{q}(n) y^{n}$

$$
\begin{aligned}
= & \prod\left\{\left(1-y^{r m^{2} \partial(p)}\right)^{-1}: r \geq 1, m \geq 1,\right. \text { monic prime polynomials } \\
& \left.p \in \mathbb{F}_{q}[X]\right\} \\
= & \prod_{r, m \geq 1} \prod\left\{\left(1-y^{r m^{2} \partial(p)}\right)^{-1}: \text { monic prime polynomials } p\right\} \\
= & \prod_{r, m \geq 1} Z_{q}\left(y^{r m^{2}}\right),
\end{aligned}
$$

where $Z_{q}(y)$ again denotes the generating function of $\mathcal{G}_{q}$.
Consider the product $H(y)=\prod_{r=1}^{\infty} \prod_{m=2}^{\infty}\left(1-q y^{r m^{2}}\right)^{-1}$. As in the proof of Theorem 6.1, for $|y| \leq \rho<q^{-\frac{1}{4}}$,

$$
\begin{aligned}
\sum_{r=1}^{\infty} \sum_{m=2}^{\infty}\left|\left(1-q y^{r m^{2}}\right)^{-1}\right| & \leq \frac{q}{1-q \rho^{4}} \sum_{r=1}^{\infty} \sum_{m=2}^{\infty}|y|^{r m^{2}} \\
& =\frac{q}{1-q \rho^{4}} \sum_{m=2}^{\infty} \frac{|y|^{m^{2}}}{1-|y|^{m^{2}}}
\end{aligned}
$$

where the last ("Lambert") series is uniformly convergent; compare Knopp [1], §58. Hence, as in the discussion of $F_{m}(y)$ in the proof of Theorem 2.1.1, it may be deduced that the power series in $y$ for $H(y)$ converges absolutely when $|y|<q^{-\frac{1}{4}}$. Thus the power series for $F_{3}(y) H(y)$ converges absolutely when $|y|<q^{-\frac{1}{3}}$.

Now, similarly to the proof of Theorem 2.1.1, write $Z_{\mathcal{S}_{q}}(y)=(1-$ $q y)^{-1} F_{2}^{*}(y)$, where $F_{2}^{*}=F_{2}(y) H(y)=\sum_{n=0}^{\infty} a_{n}^{*} y^{n}$, and verify that $a_{N}^{*}=$ $O\left(q^{\frac{1}{2} N}\right)$ as $N \rightarrow \infty$. The present theorem then also follows from Lemma 1.5.2.
(2.1.4) Corollary. The associated additive arithmetical semigroup of $\mathcal{S}_{q}$ satisfies Axiom $\mathcal{A}^{\#}$.

The extension of Theorems 2.1.1 and 2.1.3 to the categories $\mathcal{F}_{D}, \mathcal{S}_{D}$ of Examples 1.1.6 and 1.1.7 of Section 1.1 is quite straight-forward if one
assumes the facts about these categories and about algebraic function fields which were quoted in Section 1.1:
(2.1.5) THEOREM. Let $\mathcal{F}=\mathcal{F}_{D}$ denote the category of all (unital) $D$-modules of finite cardinal, where $D$ is the ring of integral functions in an algebraic function field in one variable over $\mathbb{F}_{q}$. Then the total number $\mathcal{F}(N)$ of non-isomorphic modules of cardinal $q^{N}$ in $\mathcal{F}$ is equal to

$$
A_{\mathcal{F}} q^{N}+O\left(q^{\frac{1}{2} N}\right) \text { as } N \rightarrow \infty
$$

where $A_{\mathcal{F}}=A_{D} \prod_{r=2}^{\infty} \zeta_{D}(r)$, and $A_{D}$ is the constant described in Example 1.1.5.

Proof. The ring $D$ is assumed to be as described in Example 1.1.5. Then the earlier description of the indecomposable modules in $\mathcal{F}$ implies that

$$
\begin{aligned}
Z_{\mathcal{F}}(y) & =\prod\left\{\left(1-y^{r \partial(\rho)}\right)^{-1}: r \geq 1, \text { prime ideals } \rho \text { in } D\right\} \\
& =\prod_{r=1}^{\infty} Z_{D}\left(y^{r}\right)
\end{aligned}
$$

where $\partial(\alpha)=\log _{q} N(\alpha)$ denotes the degree of an ideal $\alpha$ in $D$, and $Z_{D}(y)$ is the generating function of the semigroup $\mathcal{G}_{D}$. Then

$$
Z_{D}(y)=\sum_{n=0}^{\infty} D(n) y^{n}=\frac{P(y)}{1-q y}
$$

where $Q(y)$ is the result of substituting $y$ for $q^{-z}$ in

$$
Q\left(q^{-z}\right)=\zeta_{D}(z)\left(1-q^{1-z}\right)
$$

Since $D(n)=A_{D} q^{n}+O(1)$, where $A_{D}=Q\left(q^{-1}\right)$, there exists a positive constant $C$ such that $D(n) \leq C q^{n}$ for $n \geq 0$.

Continuing with the pattern of the proof of Theorem 2.1.1, we now note that (for $r \geq m \geq 1$ and $|y| \leq \rho<q^{-1 / r}$ )

$$
\left|Z_{D}\left(y^{r}\right)-1\right| \leq C \sum_{n=1}^{\infty} q^{n}|y|^{r n} \leq \frac{C q|y|^{r}}{1-q \rho^{m}}
$$

Therefore $\sum_{r=m}^{\infty}\left|Z_{D}\left(y^{r}\right)-1\right|$ converges uniformly for $|y| \leq \rho<q^{-1 / m}$, and so in the present general case the product $F_{m}(y)=\prod_{r=m}^{\infty} Z_{D}\left(y^{r}\right)$ also defines an analytic function of $y$ in the disc $|y|<q^{-1 / m}$, whose Taylor expansion may be calculated by formal multiplication of the series for $Z_{D}\left(y^{r}\right)[r \geq m]$. The rest of the proof of Theorem 2.1.1 carries over without change, except that one must now use the estimate $D(r)=O\left(q^{r}\right)$, and substitute $B=A_{D}$ in Lemma 1.5.2. This yields:

$$
\mathcal{F}(N)=A_{\mathcal{F}} q^{N}+O\left(q^{\frac{1}{2} N}\right) \text { as } N \rightarrow \infty,
$$

where

$$
A_{\mathcal{F}}=A_{D} F_{2}\left(q^{-1}\right)=A_{D} \prod_{r=2}^{\infty} Z_{D}\left(q^{-r}\right)=A_{D} \prod_{r=2}^{\infty} \zeta_{D}(r) .
$$

(2.1.6) Corollary. The associated additive arithmetical semigroup of the category $\mathcal{F}_{D}$ satisfies Axiom $\mathcal{A}^{\#}$.

It is interesting to observe the close parallel between Theorem 2.1.5 and Theorem 5.1.1 in [AB], which concerns finite modules over the ring of all algebraic integers in an algebraic number field. In particular, Theorem 2.1.1 regarding the polynomial ring counterpart $\mathcal{F}_{q}$ of the category of all ordinary finite abelian groups, corresponds to a theorem of Erdős and Szekeres given as Corollary 5.1.2 in [AB]. Similarly, Theorem 2.1.3 is a close analogue of Theorem 5.1.7 in [AB], which covers the category of all semisimple finite rings, while the following theorem is analogous to one concerning semisimple finite algebras over a ring of algebraic integers (see J. Knopfmacher [1]):
(2.1.7) Theorem. Let $\mathcal{S}=\mathcal{S}_{D}$ denote the category of all semi-simple finite algebras over the ring $D$ of integral functions in an algebraic function field in one variable over $\mathbb{F}_{q}$. Then the total number $\mathcal{S}(N)$ of non-isomorphic algebras of cardinal $q^{N}$ in $\mathcal{S}$ is equal to

$$
A_{\mathcal{S}} q^{N}+O\left(q^{\frac{1}{2} N}\right) \text { as } N \rightarrow \infty
$$

where $A_{S}=A_{D} \Pi_{r m^{2}>1} \zeta_{D}\left(r m^{2}\right)$.

Proof. Exercise.
(2.1.8) Corollary. The associated additive arithmetical semigroup of the category $\mathcal{S}_{D}$ satisfies Axiom $\mathcal{A}^{\#}$.

### 2.2 Sharper Average and Enumerative Estimates

Some of the earlier asymptotic estimates can be refined a little further by methods of an essentially elementary kind. In the first place, Corollary 1.3.3 may be sharpened so as to yield the following analogue of the classical Dirichlet divisor formula for $\mathcal{G}$; the stated error estimate is due to S.D. Cohen [4].
(2.2.1) Proposition. As $N \rightarrow \infty$,

$$
\bar{d}(N)=A q^{N}\left[A N+2 \gamma_{G}+A\right]+O\left(N q^{\nu N}\right),
$$

where $\gamma_{G}$ is the Euler constant of $\mathcal{G}$.

Proof. From the equation $d^{\#}(y)=[Z(y)]^{2}$, it follows (with $R_{n}=$ $G(n)-A q^{n}$ again $)$

$$
\begin{aligned}
\bar{d}(N) & =\sum_{n=0}^{N} G(n) G(N-n)=\sum_{n=0}^{N}\left(A q^{n}+R_{n}\right)\left(A q^{N-n}+R_{N-n}\right) \\
& =(N+1) A^{2} q^{N}+2 A q^{N} \sum_{n=0}^{N} R_{n} q^{-n}+\sum_{n=0}^{N} R_{n} R_{N-n} \\
& =(N+1) A^{2} q^{N}+2 A q^{N}\left\{\gamma_{G}+O\left(q^{(\nu-1) N}\right)\right\}+\sum_{n=0}^{N} O\left(q^{\nu n} q^{\nu(N-n)}\right),
\end{aligned}
$$

by the proof of Proposition 1.2.2 (ii), and Axiom $\mathcal{A}^{\#}$. This yields the stated formula.

The next conclusion sharpens Proposition 1.5.4:
(2.2.2) Proposition. As $N \rightarrow \infty$,

$$
\begin{aligned}
\overline{d_{*}}(N)= & A\left[Z\left(q^{-2}\right)\right]^{-1} q^{N}\left[A N+2 \gamma_{G}+A+\frac{2 A Z^{\prime}\left(q^{-2}\right)}{q^{2} Z\left(q^{-2}\right)}\right] \\
& + \begin{cases}O\left(N^{2} q^{\frac{1}{2} N}\right) & \text { if } \nu \leq \frac{1}{2}, \\
O\left(N q^{\nu N}\right) & \text { if } \nu>\frac{1}{2} .\end{cases}
\end{aligned}
$$

Proof. Since $d_{*}^{\#}(y)=\mu^{\#}\left(y^{2}\right) d^{\#}(y)$, Proposition 2.2 .1 implies :

$$
\left.\begin{array}{rl}
\overline{d_{*}}(N)= & \sum_{2 r \leq N} \bar{\mu}(r) \bar{d}(N-2 r) \\
= & \sum_{r \leq \frac{1}{2} N} \bar{\mu}(r)\left\{A q^{N-2 r}\left[A(N-2 r)+2 \gamma_{G}+A\right]+O\left(N q^{\nu(N-2 r)}\right)\right\} \\
= & A q^{N}\left[A N+2 \gamma_{G}+A\right] \sum_{r \leq \frac{1}{2} N} \bar{\mu}(r) q^{-2 r}-2 A^{2} q^{N} \sum_{r \leq \frac{1}{2} N} r \bar{\mu}(r) q^{-2 r} \\
& +O\left(N q^{\nu N} \sum_{r \leq \frac{1}{2} N}|\bar{\mu}(r)| q^{-2 \nu r}\right) \\
= & A q^{N}\left[A N+2 \gamma_{G}+A\right]\left\{\mu^{\#}\left(q^{-2}\right)+O\left(\sum_{r>\frac{1}{2} N} q^{-r}\right)\right\} \\
& -2 A^{2} q^{N-2}\left\{\mu^{\# \prime}\left(q^{-2}\right)+O\left(\sum_{r>\frac{1}{2} N} r q^{-r}\right)\right\}
\end{array}\right\} \begin{array}{ll}
O\left(N^{2} q^{\frac{1}{2} N}\right) & \text { if } \nu \leq \frac{1}{2}, \\
O\left(N q^{\nu N}\right) & \text { if } \nu>\frac{1}{2} .
\end{array}
$$

Now $\sum_{r>\frac{1}{2} N} q^{-r}=O\left(q^{-\frac{1}{2} N}\right)$, and partial summation (cf. [AB], page 83, say) gives

$$
\sum_{r>\frac{1}{2} N} r q^{-r}=-q^{-\frac{1}{2} N} \sum_{r \leq \frac{1}{2} N} r+(\log q) \int_{\frac{1}{2} N}^{\infty} q^{-t}\left(\sum_{r \leq t} r\right) d t
$$

$$
\begin{aligned}
& =O\left(N^{2} q^{-\frac{1}{2} N}\right)+O\left(\int_{\frac{1}{2} N}^{\infty} t^{2} q^{-t} d t\right) \\
& =O\left(N^{2} q^{-\frac{1}{2} N}\right)
\end{aligned}
$$

by partial integration. Substitution in the preceding formula for $\overline{d_{*}}(N)$ now yields Proposition 2.2.2.

The following technique for seeking asymptotic estimates, based on relatively elementary complex analysis and ideas of Darboux, is often easier to apply than methods which are "completely elementary". For this reason, the approach is often useful, even though it may not directly yield the sharpest possible estimates in all individual cases.

Suppose that $F(y)=\sum_{n=0}^{\infty} c_{n} y^{n}$ is analytic for $|y| \leq R$, with the possible exception of a finite number of poles $z$ for which $|z|<R$, and consider any $r>0$ such that $F(y)$ is analytic throughout the disc $|y| \leq r$. Then, by Cauchy's integral formula,

$$
c_{N}=\frac{1}{2 \pi i} \int_{|y|=r} \frac{F(y)}{y^{N+1}} d y
$$

while, by Cauchy's residue theorem,

$$
\left(\int_{|y|=R}-\int_{|y|=r}\right) \frac{F(y)}{y^{N+1}} d y=2 \pi i \sum \operatorname{Res} \frac{F(y)}{y^{N+1}}
$$

where the sum extends over the (possibly empty) set of poles of $F(y)$ in $|y|<R$. Hence

$$
c_{N}=-\sum \operatorname{Res} \frac{F(y)}{y^{N+1}}+\frac{1}{2 \pi i} \int_{|y|=R} \frac{F(y)}{y^{N+1}} d y .
$$

Now, if $h(\theta)=F\left(R e^{i \theta}\right)$, integration by parts and the fact that $h(\theta)$ is differentiable arbitrarily often show that, for any positive integer $k$,

$$
\int_{|y|=R} \frac{F(y)}{y^{N+1}} d y=i R^{-N} \int_{0}^{2 \pi} h(\theta) e^{-N i \theta} d \theta
$$

$$
\begin{aligned}
& =-\left.N^{-1} R^{-N} h(\theta) e^{-N i \theta}\right|_{0} ^{2 \pi}+N^{-1} R^{-N} \int_{0}^{2 \pi} h^{\prime}(\theta) e^{-N i \theta} d \theta \\
& =N^{-1} R^{-N} \int_{0}^{2 \pi} h^{\prime}(\theta) e^{-N i \theta} d \theta \\
& =\cdots=i^{1-k} N^{-k} R^{-N} \int_{0}^{2 \pi} h^{(k)}(\theta) e^{-N i \theta} d \theta
\end{aligned}
$$

By the Riemann-Lebesgue lemma of Fourier analysis, the last integral is $o(1)$ as $N \rightarrow \infty$. Hence one may deduce:
(2.2.3) Lemma. Let $F(y)=\sum_{n=0}^{\infty} c_{n} y^{n}$ be analytic for $|y| \leq R$, with the possible exception of a finite number of poles $z$ with $|z|<R$. Then, for any $\alpha \geq 0$,

$$
c_{N}=-\sum \operatorname{Res} \frac{F(y)}{y^{N+1}}+o\left(N^{-\alpha} R^{-N}\right) \text { as } N \rightarrow \infty
$$

where the sum. is over the poles of $F(y)$ in $|y|<R$.

In many cases, Lemma 2.2 .3 reduces the problem of estimating the asymptotic average value of a given arithmetical function $f$ for elements of large degree $N$ to the fairly simple one of calculating the residue of $\frac{f^{\#}(y)}{y^{N+1}}$ at a suitable point $y$. For example, it leads to the following refinement of Lemma 1.3.2.
(2.2.4) Proposition. There exists a polynomial $Q_{k}(N)$ of degree $k-1$ $(k \geq 2)$ in $N$, with leading coefficient $\frac{A^{k-1}}{(k-1)!}$, such that, for any $\alpha>0$,

$$
\overline{d_{k}}(N)=A q^{N} Q_{k}(N)+O\left(N^{-\alpha} q^{N}\right) \text { as } N \rightarrow \infty
$$

Proof. The associated power series of the generalized divisor function $d_{k}$ satisfies $d_{k}^{\#}=[Z(y)]^{k}$, and so Proposition 1.2.1 implies that $d_{k}^{\#}(y)$ is analytic
for $|y|<q^{-\nu}$ apart from having a pole at $y=q^{-1}$. Further, Proposition 1.2.1 also implies that, near $y=q^{-1}, Z_{G}(y)$ has an expansion of the form

$$
Z_{G}(y)=\frac{-q^{-1} A}{y-q^{-1}}+g(y)
$$

where $g(y)$ is analytic at and near $y=q^{-1}$. Therefore, near $y=q^{-1}$,

$$
\begin{aligned}
& \frac{d_{k}^{\#}(y)}{y^{N+1}}=\left(q^{-1}+y-q^{-1}\right)^{-N-1}\left[\frac{-q^{-1} A}{y-q^{-1}}+g(y)\right]^{k} \\
& \left.\quad=q^{N+1}\left\{\sum_{r=0}^{\infty}\binom{-N-1}{r} q^{r}\left(y-q^{-1}\right)^{r}\right\}\left\{\sum_{t=0}^{k} \begin{array}{l}
k \\
t
\end{array}\right) \frac{\left(-q^{-1} A\right)^{t}}{\left(y-q^{-1}\right)^{t}}[g(y)]^{k-t}\right\} \\
& \quad=q^{N+1}\left\{\sum_{r=0}^{\infty}\binom{-N-1}{r} q^{r}\left(y-q^{-1}\right)^{r}\right\}\left\{\sum_{t=-k}^{\infty} a_{t}\left(y-q^{-1}\right)^{t}\right\},
\end{aligned}
$$

for certain constants $a_{t}$, with $a_{-k}=\left(-q^{-1} A\right)^{k}$. Hence the residue of $\frac{d_{i}^{\#}(y)}{y^{n+1}}$ at $y=q^{-1}$ is the quantity

$$
q^{N+1}\left[a_{-1}+a_{-2}(-N-1) q+\cdots+a_{-k}\binom{-N-1}{k-1} q^{k-1}\right]=-A q^{N} Q_{k}(N)
$$

say, where $Q_{k}(N)$ is a polynomial of degree $k-1$ in $N$, whose leading coefficient is

$$
-\frac{q}{A}\left\{a_{-k} \frac{(-q)^{k-1}}{(k-1)!}\right\}=\frac{A^{k-1}}{(k-1)!}
$$

In order to deduce the proposition from Lemma 2.2.3 one may now substitute $R=q^{-1}+\varepsilon$ where $\varepsilon>0$ is a suitable constant. Then Lemma 2.2.3 implies that, for any $\alpha>0$,

$$
\begin{aligned}
\overline{d_{k}}(N) & =A q^{N} Q_{k}(N)+O\left(N^{-\alpha}\left(q^{-1}+\varepsilon\right)^{-N}\right) \\
& =A q^{N} Q_{k}(N)+O\left(N^{-\alpha} q^{N}\right) .
\end{aligned}
$$

It may be noted that Proposition 1.2 .2 (ii) implies that the above function $g(y)$ has the value $g\left(q^{-1}\right)=\gamma_{G}$ at $y=q^{-1}$. This leads to the conclusion that the coefficient of $N^{k-2}$ in $Q_{k}(N)$ is equal to

$$
\begin{aligned}
& -\frac{q}{A}\left\{a_{-k+1} \frac{(-q)^{k-2}}{(k-2)!}+a_{-k} \frac{(-q)^{k-1}}{(k-1)!} \sum_{r=1}^{k-1} \frac{(k-1)!}{r}\right\} \\
& \quad=\frac{k A^{k-2}}{(k-2)!} \gamma_{G}+A^{k-1} \sum_{r=1}^{k-1} \frac{1}{r}
\end{aligned}
$$

since $a_{-k}=\left(-q^{-1} A\right)^{k}$ and $a_{-k+1}=k\left(-q^{-1} A\right)^{k-1} \gamma_{G}$. For $k=2$, this coefficient therefore reduces to the constant $2 \gamma_{G}+A$ found in Proposition 2.2.1.

By another application of Lemma 2.2 .3 one can deduce the following refinement of Proposition 1.5.5:
(2.2.5) Proposition. There exists a polynomial $Q(N)$ of degree 3 in $N$, with leading coefficient $\frac{1}{6} A^{3}\left[Z\left(q^{-2}\right)\right]^{-1}$, such that, for any $\alpha>0$,

$$
\overline{d^{2}}(N)=A q^{N} Q(N)+O\left(N^{-\alpha} q^{N}\right) \text { as } N \rightarrow \infty .
$$

Proof. The details are left as an exercise; the reader may perhaps also care to calculate the coefficients of $Q(N)$.

It is interesting to compare some of the preceding asymptotic results with the corresponding explicit algebraic one available for the elementary semigroup $\mathcal{G}_{q}$ of all monic polynomials over $\mathbb{F}_{q}$. Here the generating function
reduces simply to $(1-q y)^{-1}$, and this leads to explicit algebraic formulae for the associated power series of arithmetical functions of the kinds discussed above; compare [AB], Proposition 3.3.2.

For example, in this special case,

$$
\begin{aligned}
d_{k}^{\#}(y) & =(1-q y)^{-k}=\sum_{N=0}^{\infty}\binom{-k}{N}(-q)^{N} y^{N} \\
& =\sum_{N=0}^{\infty} \frac{(N+1)(N+2) \ldots(N+k-1)}{(k-1)!} q^{N} y^{N} .
\end{aligned}
$$

Hence $Q_{k}(N)=\frac{(N+1)(N+2) \ldots(N+k-1)}{(k-1)!}$ for $\mathcal{G}_{q}$, and here $\overline{d_{k}}(N)=q^{N} Q_{k}(N)$ exactly for all $N \geq 0$.

Also, for the same semigroup,

$$
d_{*}^{\#}(y)=\left(1-q y^{2}\right)(1-q y)^{-2}, d^{2 \#}(y)=\left(1-q y^{2}\right)(1-q y)^{-4},
$$

and so now one obtains the exact equations

$$
\begin{gathered}
\overline{d_{*}}(N)=q^{N}\left[\left(1-q^{-1}\right) N+1+q^{-1}\right] \\
\overline{d^{2}}(N)=\frac{1}{6} q^{N}(N+1)\left[\left(1-q^{-1}\right) N^{2}+\left(5+q^{-1}\right) N+6\right],
\end{gathered}
$$

for $N \geq 2$.
We conclude this section with an exposition of some refinements of the theorems of Section 2.1, which is based on unpublished joint notes by D.B. Sears and J.N. Ridley [1]. The refinements in question replace the estimates of type $A q^{N}+O\left(q^{\frac{1}{2} N}\right)$ of Theorems 2.1.5 and 2.1.7 by asymptotic series of arbitrary length:
(2.2.6) Theorem. For any fixed integer $k \geq 2$, the total number $\mathcal{F}(N)$ of non-isomorphic modules of cardinal $q^{N}$ in the category $\mathcal{F}=\mathcal{F}_{D}$ has the
asymptotic expansion

$$
\mathcal{F}(N)=\sum_{r=1}^{k-1} A_{r}(N) q^{N / r}+O\left(q^{N / k}\right) \text { as } N \rightarrow \infty
$$

where the $A_{r}(N)$ are numbers (independent of $k$ ) expressible in the form

$$
A_{r}(N)=\frac{1}{r} A_{D} \sum_{m=0}^{r-1} e^{-2 \pi i m N / r} \prod_{\substack{t=1 \\ t \neq r}}^{\infty} Z_{D}\left(e^{2 \pi i m t / r} q^{-t / r}\right)
$$

In addition,

$$
\mathcal{F}(N)=A_{D} \lim _{k \rightarrow \infty} \sum_{r=1}^{k} \frac{1}{r} q^{N / r} \sum_{m=0}^{r-1} e^{-2 \pi i m N / r} \prod_{\substack{t=1 \\ t \neq r}}^{k} Z_{D}\left(e^{2 \pi i m t / r} q^{-t / r}\right) .
$$

The proof of this theorem will be combined with that of:
(2.2.7) Theorem. For any fixed integer $k \geq 2$, the total number $\mathcal{S}(N)$ of non-isomorphic algebras of cardinal $q^{N}$ in the category $\mathcal{S}=\mathcal{S}_{D}$ has the asymptotic expansion

$$
\mathcal{S}(N)=\sum_{r=1}^{k-1} B_{r}(N) q^{N / r}+O\left(N^{\theta(k)} q^{N / k}\right) \text { as } N \rightarrow \infty
$$

for certain numbers $B_{r}(N)$ with $B_{r}(N)=O\left(N^{\delta(r)-1}\right)$ as $N \rightarrow \infty$, where $\theta(k)=\delta(k)-2+\max _{1 \leq r<k} \delta(r)$, and $\delta(r)=\sum_{d^{2} \mid r}$. In particular, for $r<4$,

$$
B_{\tau}(N)=\frac{1}{r} A_{D} \sum_{m=0}^{r-1} e^{-2 \pi i m N / r} \prod_{\substack{s=1 \\ s t^{2} \neq r}}^{\infty} \prod_{t=1}^{\infty} Z_{D}\left(e^{2 \pi i m s t^{2} / r} q^{-s t^{2} / r}\right)
$$

Proofs of Theorems. In view of the identities

$$
Z_{\mathcal{F}}(y)=\prod_{r=1}^{\infty} Z_{D}\left(y^{r}\right), Z_{\mathcal{S}}(y)=\prod_{s=1}^{\infty} \prod_{t=1}^{\infty} Z_{D}\left(y^{s t^{2}}\right)
$$

which appear (implicitly, in the second case) in the proofs of Theorems 2.1.5 and 2.1.7, the proofs of the present theorems may be combined by initially considering an arbitrary formal power series identity of the form

$$
f(y)=\sum_{n=0}^{\infty} a_{n} y^{n}=\prod_{r=1}^{\infty} g\left(y^{r}\right)^{\alpha(r)}
$$

where $\alpha(r)$ is a positive integer, and $g(y)$ has an expression of the form

$$
g(y)=\frac{Q(y)}{1-q y}
$$

in which $Q(y)$ denotes an arbitrary polynomial in $y$ with $Q(0)=1$; here $q$ may be an arbitrary constant greater than 1 . In specializing to $Z_{\mathcal{F}}(y)$ and $Z_{\mathcal{S}}(y)$, one is then interested in the two cases:
(i) $\alpha(r)=1$ for $r \geq 1$, and $\quad$ (ii) $\alpha(r)=\sum_{d^{2} \mid r} 1$.

Lemma. For any fixed integer $k \geq 1$, let

$$
\begin{equation*}
f_{k}(y)=\prod_{r=k}^{\infty} g\left(y^{r}\right)^{\alpha(r)}=\sum_{n=0}^{\infty} b_{n} y^{n} \tag{2.2.8}
\end{equation*}
$$

and suppose that $\alpha(r)=O\left(r^{\beta}\right)$ as $r \rightarrow \infty$, where $\beta$ is constant. Then the series for $f_{k}(y)$ converges absolutely for $|y|<q^{-1 / k}$, and

$$
b_{N}=O\left(N^{\alpha(k)-1} q^{N / k}\right) \text { as } N \rightarrow \infty .
$$

In addition, for $|y| \leq q^{-\varepsilon-1 / k}(\varepsilon>0)$, and any non-negative integer $t$,

$$
\sum_{j>N} j^{t} b_{j} y^{j}=O\left(N^{\alpha(k)+t-1} q^{-\varepsilon N}\right) \text { as } N \rightarrow \infty .
$$

Proof. By the assumed form of the function $g(y)$, it follows (as in the discussion of Example 1.1.5) that

$$
g(y)=\sum_{n=0}^{\infty} c_{n} y^{n} \text { for }|y|<q^{-1}
$$

where $c_{n}=P\left(q^{-1}\right) q^{n}$ for $n \geq \operatorname{deg} P(y)$. Therefore there exists a constant $B>0$ such that, for $r \geq k \geq 1$ and $|y| \leq \rho<q^{-1 / \tau}$,

$$
\left|g\left(y^{r}\right)-1\right| \leq B \sum_{n=1}^{\infty} q^{n}|y|^{r n} \leq \frac{B q|y|^{r}}{1-q \rho^{r}} \leq \frac{B q|y|^{r}}{1-q \rho^{k}} .
$$

Hence, for $|y| \leq \rho<q^{-1 / k}$,

$$
\begin{aligned}
\sum_{r=k}^{\infty} \alpha(r)\left|g\left(y^{r}\right)-1\right| & \leq \frac{B q}{1-q \rho^{k}} \sum_{r=k}^{\infty} \alpha(r)|y|^{r} \\
& \leq \frac{C}{1-q \rho^{k}} \sum_{r=k}^{\infty} r^{\beta} \rho^{r}<\infty
\end{aligned}
$$

by the order assumption on $\alpha(r)$, where $C$ is a positive constant. It follows that the power series in $y$ for

$$
f_{k}(y)=\prod_{r=k}^{\infty}\left\{1+\left[g\left(y^{r}\right)-1\right]\right\}^{\alpha(r)}
$$

is both uniformly and absolutely convergent for $|y| \leq \rho<q^{-1 / k}$; hence $f_{k}(y)$ is an analytic function of $y$ for $|y|<q^{-1 / k}$.

Now note that $f_{k}(y)=g\left(y^{k}\right)^{\alpha(k)} f_{k+1}(y)$, and that if $g\left(y^{k}\right)^{\alpha(k)}=\sum_{r=0}^{\infty} c_{r}^{\prime} y^{r k}$ then each coefficient $c_{r}^{\prime}$ occurring here is dominated in absolute value by the coefficient of $y^{r k}$ in the expansion of

$$
\left\{B \sum_{n=0}^{\infty} q^{n} q^{n k}\right\}^{\alpha(k)}=B^{\alpha(k)}\left(1-q y^{k}\right)^{-\alpha(k)},
$$

where $B$ can be chosen to agree with the constant considered earlier. Thus

$$
\left|c_{r}^{\prime}\right| \leq B^{M}\binom{M+r-1}{M-1} q^{r}
$$

where $M=\alpha(k)$. Hence, if $f_{k+1}(y)=\sum_{n=0}^{\infty} b_{n}^{\prime} y^{n}$ then

$$
\begin{aligned}
\left|b_{N}\right| & =\left|\sum_{0 \leq r \leq N / k} c_{r}^{\prime} b_{N-r k^{\prime}}\right| \leq B^{M} \sum_{r \leq N / k}\binom{M+r-1}{M-1} q^{r}\left|b_{N-r k^{\prime}}\right| \\
& =\frac{B^{M}}{(M-1)!} q^{N / k} \sum_{r \leq N / k}(r+1)(r+2) \ldots(r+M-1)\left|b_{N-r k^{\prime}}\right| q^{-(N-r k) / k} \\
& =O\left(N^{M-1} q^{N / k}\right) \text { as } N \rightarrow \infty
\end{aligned}
$$

since the power series in $y$ for $f_{k+1}(y)$ is absolutely convergent for $|y|<$ $q^{-1 /(k+1)}$.

Lastly, for $|y| \leq q^{-\varepsilon-1 / k}(\varepsilon>0)$, and any non-negative integer $t$,

$$
\sum_{j>N} j^{t} b_{j} y^{j}=O\left(\sum_{j>N} j^{t+M-1} q^{j / k} q^{j(-\varepsilon-1 / k)}\right)=O\left(\sum_{j>N} j^{t+M-1} q^{-\varepsilon j}\right)
$$

Now, for any non-negative integer $m$, and $0<x<1$, consider

$$
\begin{aligned}
\sum_{j>N} j^{m} x^{j} & =\sum_{r=0}^{\infty}(N+r+1)^{m} x^{N+r+1} \\
& =\sum_{r=0}^{\infty}\left\{\sum_{s=0}^{m}\binom{m}{s}(N+1)^{m-s} r^{s}\right\} x^{N+r+1} \\
& =x^{N+1} \sum_{s=0}^{m}\binom{m}{s}(N+1)^{m-s} \sum_{r=0}^{\infty} r^{s} x^{r}=O\left(N^{m} x^{N}\right)
\end{aligned}
$$

as $N \rightarrow \infty$. This conclusion then yields the final assertion of the lemma.

Continuing our discussion of the initial function $f(y)$, now write it as $F(y)=F_{k}(y) f_{k}(y)[k \geq 2]$, where $F_{k}(y)=\prod_{r=1}^{k-1} g\left(y^{r}\right)^{\alpha(r)}$, and $f_{k}(y)$ is defined as in Lemma 2.2.8. Then $F_{k}(y)$ is a rational function of $y$, and so it has a partial fraction decomposition which may be written in the form

$$
F_{k}(y)+S(y)+\sum_{r=1}^{k-1} \sum_{m=0}^{r-1} \sum_{t=1}^{\alpha(r)} c(r, m, t)\left(1-q^{1 / r} e^{-2 \pi i m / r} y\right)^{-t}
$$

where $S(y)$ is a polynomial in $y$, and the $c(r, m, t)$ are constants. In particular, for later purposes we note that, if $\alpha(r)=1$ then one may use l'Hospital's limit rule to deduce that the ensuing constant

$$
\begin{aligned}
\boldsymbol{c}(r, m, 1) & =\lim _{y \rightarrow q^{-1 / r^{2 \pi i m / r}}}\left(1-q^{1 / r} e^{-2 \pi i m / r} y\right) F_{k}(y) \\
& =\frac{1}{r} Q\left(q^{-1}\right) \prod_{\substack{t=1 \\
i \neq r}}^{k-1} g\left(e^{2 \pi i m t / r} q^{-t / r}\right)^{\alpha(t)}
\end{aligned}
$$

In general, the partial fraction decomposition of $F_{k}(y)$ leads to a power series expansion $F_{k}(y)=\sum_{n=0}^{\infty} \gamma_{n} y^{n}$ for $|y|<q^{-1}$, so that (if $S(y)=\sum_{n=0}^{\infty} \delta_{n} y^{n}$ )

$$
F_{k}(y)-S(y)=\sum_{n=0}^{\infty} \varepsilon_{n} y^{n} \text { for }|y|<q^{-1}
$$

with $\varepsilon_{n}=\gamma_{n}-\delta_{n}$. (Since $S(y)$ is a polynomial, of degree $T$ say, it follows that $\delta_{n}=0$ and $\varepsilon_{n}=\gamma_{n}$ for $n>T$. Here $\gamma_{n}$ should not be confused with the earlier generalized Euler constants.)

Now, as in Lemma 2.2.8 assume that $\alpha(r)=O\left(r^{\beta}\right)$ as $r \rightarrow \infty$, where $\beta$ is constant. Then the coefficient $a_{N}$ of $y^{N}$ in the Taylor expansion of $f(y)$ about the origin is given (for $N \geq T$ ) by

$$
\begin{aligned}
a_{N} & =\sum_{j=0}^{N} b_{j} \gamma_{N-j}=b_{N} \delta_{0}+\cdots+b_{N-T} \delta_{T}+\sum_{j=0}^{N} b_{j} \varepsilon_{N-j} \\
& =O\left(N^{\alpha(k)-1} q^{N / k}\right)+\sum_{j=0}^{N} b_{j} \varepsilon_{N-j} \text { as } N \rightarrow \infty
\end{aligned}
$$

by Lemma 2.2.8. Further,

$$
\sum_{j=0}^{N} b_{j} \varepsilon_{N-j}=\sum_{r=1}^{k-1} q^{N / r} \sum_{m=0}^{r-1} e^{-2 \pi i m N / r} \sum_{t=1}^{\alpha(r)} \boldsymbol{c}(r, m, t) \Sigma^{(N)},
$$

where

$$
\Sigma^{(N)}=\sum_{j=0}^{N}\binom{N-j+t-1}{t-1} b_{j}\left(e^{2 \pi i m / r} q^{-1 / r}\right)^{j}
$$

Since the binomial coefficient $\binom{N-j+t-1}{t-1}$ can be written as a polynomial $\xi_{0}(N)+\xi_{1}(N) j+\cdots+\xi_{t-1}(N) j^{t-1}$ in which each coefficient $\xi_{s}(N)$ is itself a polynomial in $N$ (depending on $t$ and of degree at most $t-1$ ), the last sum $\Sigma^{(N)}$ can be written in the form

$$
\begin{aligned}
\Sigma^{(N)} & =\sum_{s=0}^{t-1} \xi_{s}(N) \sum_{j=0}^{N} j^{s} b_{j}\left(e^{2 \pi i m / r} q^{-1 / r}\right)^{j} \\
& =\sum_{s=0}^{t-1} \xi_{s}(N)\left\{\eta_{s}-\sum_{j>N} j^{s} b_{j}\left(e^{2 \pi i m / r} q^{-1 / r}\right)^{j}\right\},
\end{aligned}
$$

where

$$
\eta_{s}=\sum_{j=0}^{\infty} j^{s} b_{j}\left(e^{2 \pi i m / r} q^{-1 / r}\right)^{j} ;
$$

this last series converges since $f_{k}(y)$ is analytic in $y$ for $|y|<q^{-1 / k}$. Therefore

$$
\Sigma^{(N)}=\sum_{s=0}^{t-1} \eta_{s} \xi_{s}(N)+O\left(N^{t+\alpha(k)-2} q^{\left(\frac{1}{k}-\frac{1}{r}\right) N}\right) \text { as } N \rightarrow \infty
$$

since Lemma 2.2.8 implies that

$$
\sum_{j>N} j^{s} b_{j}\left(e^{2 \pi i m / r} q^{-1 / r}\right)^{j}=O\left(N^{s+\alpha(k)-1} q^{\left(\frac{1}{k}-\frac{1}{r}\right) N}\right) .
$$

This conclusion about $\Sigma^{(N)}$ then implies that, as $N \rightarrow \infty$,

$$
\sum_{j=0}^{N} b_{j} \varepsilon_{N-j}=\sum_{r=1}^{k-1}\left\{C_{r}(N) q^{N / r}+O\left(N^{\alpha(r)+\alpha(k)-2} q^{N / k}\right)\right\}
$$

$$
=\sum_{r=1}^{k-1} C_{r}(N) q^{N / r}+O\left(N^{\theta(k)} q^{N / k}\right)
$$

where $\theta(k)=\alpha(k)-2+\max \{\alpha(1), \ldots, \alpha(k-1)\}$. Thus, for any fixed integer $k \geq 2$, the coefficient $a_{N}$ of $y^{N}$ in the Taylor expansion of $f(y)$ about the origin can be expressed in the form

$$
a_{N}=\sum_{r=1}^{k-1} C_{r}(N) q^{N / r}+O\left(N^{\theta(k)} q^{N / k}\right) \text { as } N \rightarrow \infty
$$

In order to complete the present proof, it remains to make some comments about the coefficients $C_{r}(N)$ appearing in the last asymptotic formula. Firstly, in order to see that the formula does give successively better approximations to $a_{N}$, we note that the above argument implies that

$$
C_{r}(N)=O\left(N^{\alpha(r)-1}\right) \text { as } N \rightarrow \infty .
$$

Secondly, it may be observed that, if $\alpha(r)=1$ for $r<k$, then the earlier multiple-sum expression for $\sum_{j=0}^{N} b_{j} \varepsilon_{N-j}$ together with the subsequent discussion of the term $\Sigma^{(N)}$ leads to the formula:

$$
\begin{aligned}
\sum_{j=0}^{N} b_{j} \varepsilon_{N-j}= & \sum_{r=1}^{k-1} q^{N / r} \sum_{m=0}^{r-1} e^{-2 \pi i m N / r} \boldsymbol{c}(r, m, 1)\left\{f_{k}\left(e^{2 \pi i m / r} q^{-1 / r}\right)\right. \\
& \left.+O\left(N^{\alpha(k)-1} q^{\left(\frac{1}{k}-\frac{1}{r}\right) N}\right)\right\}
\end{aligned}
$$

Hence the earlier evaluation of $\boldsymbol{c}(r, m, 1)$ in the case when $\alpha(r)=1$ implies that, if $\alpha(r)=1$ for $r<k$, then $\theta(k)=\alpha(k)-1$, and

$$
C_{r}(N)=\frac{1}{r} P\left(q^{-1}\right) \sum_{m=0}^{r-1} e^{-2 \pi i m N / r} \prod_{\substack{t=1 \\ t \neq r}}^{\infty} g\left(e^{2 \pi i m t / r} q^{-t / r}\right)^{\alpha(t)}
$$

This last equation shows that $C_{r}(N)$ is independent of $k$ and that $C_{1}(N)$ is also independent of $N$. It also now yields the expression for $A_{r}(N)$ in

Theorem 2.2.6 since, in the context of that theorem, $\alpha(r)=1$ for all $r$. Similarly it yields the evaluation of $B_{r}(N)[r<4]$ stated in Theorem 2.2.7.

Lastly we observe that the final assertion of Theorem 2.2.6 is a consequence of the earlier evaluation of $\boldsymbol{c}(r, m, 1)$ when $\alpha(r)=1$, together with the fact that $F_{k}(y) \rightarrow f(y)$ uniformly as $k \rightarrow \infty$ (for $|y| \leq \rho$ and arbitrary $\rho<q^{-1}$ ).

In the special case in which $D$ is the Galois polynomial ring $\mathbb{F}_{q}[X]$, it follows from Theorem 2.1.1 that the coefficient $A_{1}=A_{1}(N)$ in the asymptotic formula of Theorem 2.2.6 reduces to $P_{0}\left(q^{-1}\right)$, where $P_{0}(y)$ is the classical partition generating function. It has been shown by J.N. Ridley and D.B. Sears [1] that, in this special case, all the coefficients $A_{r}(N)$ can be expressed in terms of values of certain extended partition generating functions; $\mathcal{F}_{q}(N)$ also satisfies the simple algebraic formula:

$$
F_{q}(N)=\sum_{r=0}^{N} \rho_{r}(N-r) q^{r},
$$

where $\rho_{r}(n)$ denotes the total number of partitions of $n$ into parts of size at most $r$. In addition, still for $D=\mathbb{F}_{q}[X]$, these authors (loc. cit.) have proved a remarkable theorem to the effect that: The asymptotic series of Theorem 2.2.6 provides a convergent infinite series representation

$$
F_{q}(N)=\sum_{r=1}^{\infty} A_{r}(N) q^{N / r} \text { for all } N \geq 0
$$

if and only if $q \geq 13$.

## CHAPTER 3

## ABSTRACT PRIME NUMBER THEOREMS (I)

### 3.1 General Remarks and Preliminary Results

In the contexts to be considered in the next sections and later, which involve hypotheses like Axiom $\mathcal{A}^{\#}$ or weaker forms of this axiom, we shall show that there exist both abstract prime number theorems which are closely analogous to the classical Prime Number Theorem for $\mathbb{N}$, and also theorems which diverge significantly from the classical type of conclusion. The latter results will be discussed more fully in Chapter 5 .

The abstract prime number theorem of "classical-type" may be viewed as generalizations of the concrete asymptotic enumeration theorems (0.2) and (3.1.1-6) in sub-section 3.1.1 below. The latter enumeration results stem from the main concrete examples of natural additive arithmetical semigroups satisfying Axiom $\mathcal{A}^{\#}$, which were introduced in Section 1.1 earlier. They centre strongly around hypotheses entailing Axiom $\mathcal{A}^{\#}$, and the existence of suitably large zero free regions for the generating function $Z(y)$.

In this connection, a somewhat unexpected and paradoxical situation arose in the development of this topic. Axiom $\mathcal{A}^{\#}$ appears initially to provide a comprehensive simple way of encoding the general counting behaviour of the concrete motivating examples of Section 1.1. In the first two chap-
ters, it provided a convenient basis for uniformly deriving information on the asymptotic behaviour of arithmetical functions and densities within the context of the main examples, together with the possibility of potential new applications to any further concrete examples of interest which might arise in future. In this way, Axiom $\mathcal{A}^{\#}$ appeared to provide a kind of direct "polynomial type" or "function-field type" of parallel to the rôle of the Axiom $\mathcal{A}$ treated in $[\mathrm{AB}]$, which generalizes the asymptotic behaviour of classical and algebraic number theory, together with that of algebraic examples parallel in nature to those of Section 1.1.

Regarding the counting of "primes" Axiom $\mathcal{A}$ leads to uniform generalizations of the classical Prime Number Theorem for $\mathbb{N}$, and parallel theorems within algebraic number theory. Consequently one might have expressed Axiom $\mathcal{A}^{\#}$ to directly lead to similar uniform generalizations of the "classical-type" asymptotic enumeration conclusions (0.2) and (3.1.1 to 6 ) in sub-section 3.1 .1 below, particularly since the Axiom $\mathcal{A}$ \# type of situation appears at first sight to be somewhat "simpler" than that which surrounds Axiom $\mathcal{A}$. Paradoxically, despite some positive initial contributions towards these questions (cf. say J. Knopfmacher [3], [ANAL], Section 8, and S.D. Cohen [1]), it turned out that Axiom $\mathcal{A}^{\#}$ by itself does not suffice for this in all cases. Indlekofer, Manstavicius, Warlimont and W.-B. Zhang showed that a single unexpected and awkward zero of the generating function can possibly occur if only Axiom $\mathcal{A}^{\#}$ is assumed, and this leads to the non-classical type of theorems referred to above.

Such an extra zero does not occur for the original motivating examples which led to Axiom $\mathcal{A}^{\#}$ on the grounds of naturally-occurring, preexisting situations in other parts of mathematics (cf. Section 1.1). Nevertheless, theoretical analytical examples can be constructed (cf. say Indlekofer, Manstavicius and Warlimont [1], Zhang [1], and Example 3.8 .1 below) for which there is such a zero, although no examples have been exhibited up to now in which such a zero occurs in any pre-existing, naturally interesting,
context. If one bears in mind the emphasis in Chapters 1 and 2 on concrete, natural applications of the general discussion, this leads to a divergence in approaches to further investigations:

On the one hand, the simple and seemingly appropriate choice of Axiom $\mathcal{A}^{\#}$ as a basic assumption might be regarded as an incomplete encoding of the fundamental situation to be unified by appropriate axiomatic hypotheses, and some additional hypothesis or axiom could be introduced so as to both include all the desired applications, and exclude the "pathological" extra zero which leads to the theoretical non-classical abstract prime number theorems (which have not yet admitted any significant natural applications).

On the other hand, one could continue to study all possible consequences of both Axiom $\mathcal{A}^{\#}$ and some weaker forms of this axiom, purely for the theoretical interest of the implications derived, and without special emphasis on other mathematical applications.

Although the main emphasis and spirit of the first author's earlier monographs [AB] and [ANAL] is more in keeping with the first alternative above, the present monograph will also admit some compromises by including certain results and discussions of them in the spirit of the second alternative. At the same time, various other results will restrict attention to the "classical" type of situation, in view of the more concrete applicability of this case.

### 3.1.1 Prime counting estimates in concrete cases

Within the context of the main natural examples given in Section 1.1 for the concrete occurrence of cases of Axiom $\mathcal{A}^{\#}$, it is actually possible to obtain both exact and asymptotic formulae for the relevant numbers $P(m)$ :

Firstly consider the elementary semigroup $\mathcal{G}_{q}$ of all monic polynomials in a Galois polynomial ring $\mathbb{F}_{q}[X]$. A well known theorem about polynomials over finite fields (cf. say Chapter 3 of Lidl and Niderreiter [1], or [AB], Proposition 3.2.3), states that the total number $P_{q}(m)$ of irreducible polynomials of degree $m$ in $\mathcal{G}_{q}$ satisfies the exact equation

$$
\begin{equation*}
P_{q}(m)=\frac{1}{m} \sum_{d \mid m} \mu(d) q^{m / d} \tag{0.1}
\end{equation*}
$$

where $\mu$ denotes the classical Möbius function on the positive integers. Therefore

$$
\begin{align*}
P_{q}(m) & =\frac{1}{m}\left\{q^{m}+\sum_{2 \leq d \mid m} \mu(d) q^{m / d}\right\} \\
& =\frac{1}{m}\left\{q^{m}+O\left(q^{\frac{1}{2} m}\right)+O\left(\sum_{3 \leq d \mid m} q^{m / d}\right)\right\} \\
& =\frac{1}{m}\left\{q^{m}+O\left(q^{\frac{1}{2} m}\right)+O\left(m q^{\frac{1}{3} m}\right)\right\} \\
& =\frac{q^{m}}{m}+O\left(\frac{q^{\frac{1}{2} m}}{m}\right) \tag{0.2}
\end{align*}
$$

This last conclusion may be regarded as the asymptotic "prime number theorem" for the special semigroup $\mathcal{G}_{q}$.

Now let $P_{\mathcal{F}}(m)$ denote the total number of non-isomorphic indecomposable modules of cardinal $q^{m}$ in the category $\mathcal{F}=\mathcal{F}_{q}$ described in Example 1.1.2 of Section 1.1.
(3.1.1) Proposition. The total number $P_{\mathcal{F}}(m)$ of non-isomorphic indecomposable modules of cardinal $q^{m}$ satisfies:

$$
P_{\mathcal{F}}(m)=\sum_{r \mid m} P_{q}(r)=\sum_{r \mid m} \frac{1}{r} \sum_{d \mid r} \mu(d) q^{r / d}
$$

$$
=\frac{q^{m}}{m}+O\left(\frac{q^{\frac{1}{2} m}}{m}\right) \text { as } m \rightarrow \infty
$$

Proof. By the discussion of $\mathcal{F}$ in Example 1.1 .2 , every indecomposable finite module over $\mathbb{F}_{q}[X]$ is isomorphic to a module of the form $\mathbb{F}_{q}[X] /\left(p^{r}\right)$, where $p$ is an irreducible polynomial and $r$ is a positive integer, and conversely all such modules are indecomposable. Further, the cardinality of this module is $q^{r \operatorname{deg} p}$. Therefore

$$
\begin{aligned}
P_{\mathcal{F}}(m) & =\sum_{r \operatorname{deg} p=m} 1=\sum_{r \mid m} \sum_{\operatorname{deg} p=\frac{m}{r}} 1 \\
& =\sum_{r \mid m} P_{q}\left(\frac{m}{r}\right)=\sum_{r \mid m} P_{q}(r)
\end{aligned}
$$

The explicit formula for $P_{q}(m)$ quoted above then leads to the stated explicit formula for $P_{\mathcal{F}}(m)$, while the above asymptotic formula for $P_{q}(m)$ now implies that

$$
\begin{aligned}
P_{\mathcal{F}}(m) & =P_{q}(m)+\sum_{2 \leq r \mid m} P_{q}\left(\frac{m}{r}\right) \\
& =P_{q}(m)+O\left(\sum_{3 \leq r \mid m} \frac{q^{m / r}}{m / r}\right)+O\left(\frac{q^{\frac{1}{2} m}}{\frac{1}{2} m}\right) \\
& =\frac{q^{m}}{m}+O\left(\frac{q^{\frac{1}{2} m}}{m}\right)+O\left(m q^{\frac{1}{3} m}\right)
\end{aligned}
$$

as $m \rightarrow \infty$.

Another specific example of an additive arithmetical semigroup for which it is easy to give a direct proof of an asymptotic "prime number theorem" is given by the semigroup associated with the category $\mathcal{S}=\mathcal{S}_{q}$ described in Example 1.1.3 of Section 1.1:
(3.1.2) Proposition. The total number $P_{\mathcal{S}}(m)$ of non-isomorphic simple algebras of cardinal $q^{m}$ in $\mathcal{S}$ satifies:

$$
\begin{aligned}
P_{\mathcal{S}}(m) & =\sum_{k^{2} \mid m} P_{\mathcal{F}}\left(\frac{m}{k^{2}}\right)=\sum_{k^{2} \mid m} \sum_{r \left\lvert\, \frac{m}{k^{2}}\right.} \frac{1}{r} \sum_{d \mid r} \mu(d) q^{r / d} \\
& =\frac{q^{m}}{m}+O\left(\frac{q^{\frac{1}{2} m}}{m}\right) \text { as } m \rightarrow \infty
\end{aligned}
$$

Proof. According to Example 1.1.3, the simple finite algebras over $\mathbb{F}_{q}[X]$ are isomorphic to the various total matrix algebras of the form $M_{k}\left(F_{r}\right)$ $[k, r=1,2, \ldots]$, where $F_{r}$ is a field extension of degree $r$ of the field $F_{1}=$ $F_{q}[X] /(p)$ ( $p$ a prime polynomial); further, $M_{k}\left(F_{r}\right)$ has cardinal $q^{r k^{2} \operatorname{deg} p}$. Hence

$$
\begin{aligned}
P_{\mathcal{S}}(m) & =\sum_{r k^{2} \operatorname{deg} p=m} 1=\sum_{k^{2} \mid m} \sum_{r \operatorname{deg} p=\frac{m}{k^{2}}} 1 \\
& =\sum_{k^{2} \mid m} P_{\mathcal{F}}\left(\frac{m}{k^{2}}\right),
\end{aligned}
$$

by the first equation for $P_{\mathcal{F}}(m)$ in the proof of Proposition 3.1.1. The asymptotic formula for $P_{\mathcal{S}}(m)$ may then be deduced from that for $P_{\mathcal{F}}(m)$ by a slight variation of the preceding proof of the asymptotic formula for that function.

Similar sharp conclusions may be derived for the other concrete examples of arithmetical semigroups satisfying Axiom $\mathcal{A}^{\#}$ that were discussed in Section 1.1. These examples all arise from consideration of an algebraic function field $K$ in one variable over the finite field $\mathbb{F}_{q}$, and the principal order $D$ in $K$, and also the categories $\mathcal{F}_{D}, \mathcal{S}_{D}$ generalizing $\mathcal{F}_{q}$ and $\mathcal{S}_{q}$. As before, our starting point for dealing with these examples will be the
equation for the zeta function of $K$ quoted under Example 1.1.4:

$$
\zeta_{K}(z)=\frac{L\left(q^{-z}\right)}{\left(1-q^{-z}\right)\left(1-q^{1-z}\right)},
$$

where $L\left(q^{-x}\right)$ is a polynomial with rational integer coefficients in $q^{-x}$. In the treatment of Example 1.1.5, it was noted that $K$ has only a finite number of prime divisors that cannot be identified with prime ideals in the ring $D$, so that by multiplying by the product over those former prime divisors $\mathbf{p}$ one obtains the zeta function

$$
\zeta_{D}(z)=\zeta_{K}(z) \prod_{\mathbf{p}}\left(1-N(\mathbf{p})^{-z}\right)=\frac{Q\left(q^{-z}\right)}{1-q^{1-z}}
$$

where $Q\left(q^{-z}\right)$ is also a polynomial with integer coefficients in $q^{-x}$. By the theorem of Weil quoted in Section 1.1, which implies that every zero $z$ of $L\left(q^{-z}\right)$ has real part $\frac{1}{2}$, and by Lemma 3.1.4 below, we now obtain:
(3.1.3) Theorem. Let $P_{K}(m)$ denote the total number of prime divisors of degree $m$ in $K$, and let $P_{D}(m)$ denote the total number of prime ideals of degree $m$ in $D$. Then, as $m \rightarrow \infty$,

$$
P_{K}(m)=\frac{q^{m}}{m}+O\left(\frac{q^{\frac{1}{2} m}}{m}\right)=P_{D}(m)
$$

(3.1.4) Lemma. Let $\mathcal{G}$ denote any additive arithmetical semigroup whose generating function can be expressed in the form

$$
Z(y)=\frac{Q(y)}{1-q y},
$$

where $Q(y)=\prod_{i=1}^{M}\left(q-\alpha_{i} y\right), \alpha_{i}$ complex, is a polynomial in $y$. Then the total number $P(m)$ of primes of degree $m$ in $\mathcal{G}$ is given by

$$
P(m)=\frac{1}{m} \sum_{d \mid m} \mu\left(\frac{d}{m}\right)\left[q^{d}-\alpha_{1}^{d}-\cdots-\alpha_{M}^{d}\right]
$$

where $\mu$ is the classical Möbius function. Hence, as $m \rightarrow \infty$,

$$
P(m)=\frac{q^{m}}{m}+O\left(\frac{q^{\theta m}}{m}\right)
$$

where $q^{\theta}=\max \left\{q^{\frac{1}{2}},\left|\alpha_{1}\right|, \ldots,\left|\alpha_{M}\right|\right\}$.

Proof. The case of the special semigroup $\mathcal{G}_{q}$ is covered by this lemma if we take $Q(y)=1$. The present proof extends that of Proposition 3.2.3 of [AB], which deals with $\mathcal{G}_{q}$ directly:

Firstly, consider the logarithmic derivative $\mathrm{D}_{\mathrm{L}}(f)=f^{\prime} / f$ of an invertible formal power series $f$. As in $[\mathrm{AB}]$, page 61, the Euler product formula

$$
Z(y)=\prod_{m=1}^{\infty}\left(1-y^{m}\right)^{-P(m)}
$$

leads to the formula

$$
\mathrm{D}_{\mathrm{L}}(Z(y))=\sum_{m=1}^{\infty} m P(m) y^{m-1}\left\{1+y^{m}+y^{2 m}+\cdots\right\}
$$

At the same time,

$$
\begin{aligned}
\mathrm{D}_{\mathrm{L}}(Z(y)) & =\mathrm{D}_{\mathrm{L}}(Q(y))+\mathrm{D}_{\mathrm{L}}\left((1-q y)^{-1}\right) \\
& =-\sum_{i=1}^{M} \frac{\alpha_{i}}{1-\alpha_{i} y}+\sum_{n=0}^{\infty} q^{n+1} y^{n} \\
& =\sum_{n=0}^{\infty}\left(q^{n+1}-\sum_{i=1}^{M} \alpha_{i}^{n+1}\right) y^{n}
\end{aligned}
$$

Comparison of the coefficients in the two expressions then yields the equations

$$
q^{m}-\alpha_{1}^{m}-\cdots-\alpha_{M}^{m}=\sum_{\substack{k \geq 1, r \geq 0 \\ k-1+r k=m-1}} k P(k)=\sum_{d \mid m} d P(d) .
$$

The stated algebraic equation for $P(m)$ therefore follows by ordinary Möbius inversion.

For the required asymptotic formula, one may now deduce that

$$
\begin{aligned}
P(m) & =\frac{1}{m}\left\{q^{m}-\alpha_{1}^{m}-\cdots-\alpha_{M}^{m}+\sum_{d \mid m, \frac{m}{d} \geq 2} \mu\left(\frac{m}{d}\right)\left[q^{d}+O\left(q^{\theta d}\right)\right]\right\} \\
& =\frac{1}{m}\left\{q^{m}+O\left(q^{\theta m}\right)+O\left(q^{\frac{1}{2} m}\right)+O\left(\sum_{d \leq \frac{1}{3} m}\left[q^{d}+O\left(q^{\theta d}\right)\right]\right)\right\} \\
& =\frac{1}{m}\left\{q^{m}+O\left(q^{\theta m}\right)\right\} .
\end{aligned}
$$

Now consider the categories $\mathcal{F}=\mathcal{F}_{D}$ and $\mathcal{S}=\mathcal{S}_{D}$ defined in Examples 1.1.6 and 1.1.7, relative to the principal order $D$ in the algebraic function field $K$ discussed earlier.
(3.1.5) Theorem. Let $P_{\mathcal{F}}(m)$ denote the total number of nonisomorphic indecomposable modules of cardinal $q^{m}$ in $\mathcal{F}$. Then

$$
\begin{aligned}
P_{\mathcal{F}}(m) & =\sum_{r \mid m} P_{D}(r) \\
& =\frac{q^{m}}{m}+O\left(\frac{q^{\frac{1}{2} m}}{m}\right) \text { as } m \rightarrow \infty .
\end{aligned}
$$

Proof. This theorem follows in essentially the same way as Proposition 3.1.1 earlier, after it has been observed that the description of the indecomposable modules in $\mathcal{F}$ given under Example 1.1.6 implies that

$$
P_{\mathcal{F}}(m)=\sum_{\mathrm{N}(\mathbf{p})^{r}=q^{m}} 1=\sum_{r \mid m} \sum_{\mathrm{N}(\mathbf{p})=q^{m / r}} 1
$$

$$
=\sum_{r \mid m} P_{D}\left(\frac{m}{r}\right) .
$$

The asymptotic formula then follows with the aid of Theorem 3.1.3.

In a similar way, one may now deduce:
(3.1.6) Theorem. Let $P_{\mathcal{S}}(m)$ denote the total number of nonisomorphic simple algebras of cardinal $q^{m}$ in $\mathcal{S}$. Then

$$
\begin{aligned}
P_{\mathcal{S}}(m) & =\sum_{k^{2} \mid m} P_{\mathcal{F}}\left(\frac{m}{k^{2}}\right) \\
& =\frac{q^{m}}{m}+O\left(\frac{q^{\frac{1}{2} m}}{m}\right) \text { as } m \rightarrow \infty .
\end{aligned}
$$

Lastly, we note that Example 1.1.8 also involves exact and sharp asymptotic conclusions, via the earlier equations (0.1) and (0.2) for $P_{q}(m)$, and the next proposition.
(3.1.6) Proposition. The total number $P_{q, 2}(m)$ of primes of degree $m$ in the semigroup $\mathcal{H}_{q, 2}$ of Example 1.1.8 satisfies

$$
P_{q, 2}(m)= \begin{cases}q+1 & \text { if } m=1 \\ P_{q}(m) & \text { if } m>1\end{cases}
$$

Proof. The equation for $H_{q, k}(n)$ under Example 1.1 .8 shows that

$$
H_{q, 2}(n)=\frac{q^{n+1}-1}{q-1}
$$

and so the generating function for $\mathcal{H}_{q, 2}$ is

$$
\begin{aligned}
Z(y) & =\sum_{n=0}^{\infty}\left(\sum_{0 \leq r \leq n} q^{r}\right) y^{n}=\sum_{r=0}^{\infty} q^{r} \sum_{n=r}^{\infty} y^{n} \\
& =\sum_{r=0}^{\infty} \frac{q^{r} y^{r}}{1-y}=\frac{1}{(1-y)(1-q y)}
\end{aligned}
$$

Thus the Euler product formula for $\mathcal{G}_{q}$ yields

$$
Z(y)=\frac{1}{1-y} \prod_{m=1}^{\infty}\left(1-y^{m}\right)^{-P_{q}(m)}
$$

Hence (3.1.6) follows.

### 3.1.2 Additive convolution of ordinary arithmetical functions

In the further discussion, we shall apply some techniques of additive convolution of ordinary arithmetical functions of non-negative integers. In this subsection we introduce the elementary theory of additive convolution first.

A complex-valued function $f(n)$ defined for all non-negative integers $n$ will here be called an (ordinary) arithmetical function. The addition of arithmetical functions $f$ and $g$, and scalar multiplication by $\lambda \in \mathbb{C}$, are defined by setting

$$
(f+g)(n)=f(n)+g(n), \quad(\lambda f)(n)=\lambda f(n)
$$

The function $h$ defined by setting

$$
h(n)=\sum_{k=0}^{n} f(k) g(n-k), \text { for } n=0,1,2, \ldots
$$

is called the additive (or Cauchy) convolution of $f$ and $g$, and denoted by $f * g$. It is easy to see that additive convolution is commutative and associative. Also, the additive convolution and addition are distributive in the sense that

$$
f *(g+h)=f * g+f * h .
$$

Moreover, for $\lambda \in \mathbb{C}$,

$$
\lambda(f * g)=(\lambda f) * g=f *(\lambda g) .
$$

The function

$$
e(n)= \begin{cases}1, & \text { for } n=0 \\ 0, & \text { for } n \geq 1\end{cases}
$$

is the additive-convolution identity, that is

$$
f * e=e * f=f
$$

for every arithmetical function $f$. Therefore, arithmetical functions under addition, scalar multiplication, and additive convolution form a commutative algebra with identity. In this algebra, we have the following useful inequality

$$
\begin{equation*}
|f * g| \leq|f| *|g|, \tag{1.1}
\end{equation*}
$$

which is easily verified.
If there exists an arithmetical function $f^{-1}$ such that $f * f^{-1}=f^{-1} * f=e$ then $f$ is said to be invertible and $f^{-1}$ is called an (additive-convolution) inverse of $f$. The equation $f * f^{-1}=e$ is equivalent to the infinite system of equations

$$
\begin{aligned}
1 & =f(0) f^{-1}(0) \\
0 & =f(0) f^{-1}(1)+f(1) f^{-1}(0) \\
0 & =f(0) f^{-1}(2)+f(1) f^{-1}(1)+f(2) f^{-1}(0) \\
& \vdots
\end{aligned}
$$

Hence it is clear that $f(0) \neq 0$ is necessary for the existence of an inverse $f^{-1}$. This condition is also sufficient. Actually, if $f(0) \neq 0$ the first equation of the above system gives the value $f^{-1}(0)$. Then, by induction, knowing $f^{-1}(0), f^{-1}(1), \ldots, f^{-1}(n-1)$ from the first $n$ equations of the system, the value $f^{-1}(n)$ is given, from the $(n+1)$-th equation, by

$$
f^{-1}(n)=-\frac{1}{f(0)} \sum_{k=1}^{n} f(k) f^{-1}(n-k) .
$$

Therefore, an arithmetical function $f$ is invertible if and only if $f(0) \neq 0$.
We define a differentiation operator $L$ on the algebra of arithmetical functions $f$ by setting

$$
\begin{equation*}
(L f)(n)=n f(n), \quad n=0,1,2, \ldots \tag{1.2}
\end{equation*}
$$

The operator $L$ is an analogue of the "differentiation" operator defined on the algebra of arithmetical functions of a positive integer, under addition, scalar multiplication, and multiplicative (or Dirichlet) convolution (see e.g. Apostol [1], Chapter 2). It has the important derivative property

$$
\begin{equation*}
L(f * g)=L f * g+f * L g . \tag{1.3}
\end{equation*}
$$

This is easily verified from the equation

$$
n \sum_{k=0}^{n} f(k) g(n-k)=\sum_{k=0}^{n} k f(k) g(n-k)+\sum_{k=0}^{n} f(k)(n-k) g(n-k) .
$$

We define $L^{k} f=L\left(L^{k-1} f\right), k=2,3, \ldots$, recursively. Then the general Leibniz formula

$$
\begin{equation*}
L^{m}(f * g)=\sum_{\ell=0}^{m}\binom{m}{\ell}\left(L^{m-\ell} f\right) *\left(L^{\ell} g\right) \tag{1.4}
\end{equation*}
$$

is easily verified by induction. In particular, we have

$$
\begin{equation*}
L^{2}(f * g)=L^{2} f * g+2 L f * L g+f * L^{2} g . \tag{1.5}
\end{equation*}
$$

Note: In certain situations it may be useful to consider both the above additive convolution $*_{0}=*$ and the Dirichlet-type convolution $*_{1}$ only (denoted by $*$ in [AB], Chapter 2). In such cases, the notations $*_{0}$ and $*_{1}$ will be introduced in order to avoid confusion.

### 3.1.3 Generating functions and von Mangoldt's function

Let $f$ be an ordinary arithmetical function (defined for all non-negative integers $n$ ). In line with common usage, the generating function of $f$ is, by definition,

$$
\hat{f}(y)=\sum_{n=0}^{\infty} f(n) y^{n} .
$$

Here the right-hand side is a convergent power series under certain conditions on the growth of magnitude of $|f(n)|$; note that $f(0)=\hat{f}(0)$. Hence $f$ is invertible if and only if $\hat{f}(0) \neq 0$. We also note that the generating function of $L f$ is

$$
\sum_{n=0}^{\infty} n f(n) y^{n}=y \hat{f}^{\prime}(y)
$$

If $h=f * g$ is the (additive) convolution of functions $f$ and $g$, then the generating function $\hat{h}(y)$ of $h$ satisfies

$$
\hat{h}(y)=\hat{f}(y) \hat{g}(y) .
$$

We note that the generating function of $L h$ is

$$
\begin{aligned}
(L h)^{\wedge}(y)=y \hat{h}^{\prime}(y) & =\left(y \hat{f}^{\prime}(y)\right) \hat{g}(y)+\hat{f}(y)\left(y \hat{g}^{\prime}(y)\right) \\
& =(L f)^{\wedge}(y) \hat{g}(y)+\hat{f}(y)(L g)^{\dot{ }}(y)
\end{aligned}
$$

which is the generating function form of (1.3) above.

Let now $(\mathcal{G}, \partial)$ be an additive arithmetical semigroup, with Euler product formula

$$
\begin{equation*}
Z(y)=\sum_{n=0}^{\infty} G(n) y^{n}=\prod_{m=1}^{\infty}\left(1-y^{m}\right)^{-P(m)} \tag{1.6}
\end{equation*}
$$

In the further discussion, information about $P(m)$ will be derived from this formula with the aid of the von Mangoldt function $\Lambda$ defined on $\mathcal{G}$ by setting

$$
\Lambda(a)= \begin{cases}\partial(p), & \text { if } a \text { is a prime power } p^{r} \neq 1 \\ 0, & \text { otherwise }\end{cases}
$$

which is an analogue for $\mathcal{G}$ of the classical von Mangoldt function of ordinary number theory (see e.g. Apostol [1], Chapter 2). the summatory function of $\Lambda$ then satisfies

$$
\bar{\Lambda}(m)=\sum_{\partial(a)=m} \Lambda(a)=\sum_{\substack{p \in \mathcal{P}, r>1 \\ \partial\left(p^{r}\right)=m}} \partial(p) .
$$

The properties of $\bar{\Lambda}$ developed below show that it is a counterpart of $N_{m}$, the number of points with coordinates in $\mathbb{F}_{q^{m}}$ of an algebraic curve $C$ defined over the finite field $\mathbb{F}_{q}$ (see Bombieri [2]). Firstly, we have $\bar{\Lambda}(0)=0$, and

$$
\bar{\Lambda}(n)=\sum_{r \mid n} r P(r), \quad n \geq 1,
$$

and so, by the classical Möbius inversion formula of elementary number theory,

$$
n P(n)=\sum_{r \mid n} \bar{\Lambda}(r) \mu(n / r), \quad n \geq 1,
$$

where $\mu$ is the classical Möbius function on $\mathbb{N}$. The function $\bar{\Lambda}(n)$ of $n \geq 1$ is often technically easier to handle than $P(n)$ when one investigates problems involving the distribution of primes in an additive arithmetical semigroup, especially in the investigation of abstract prime number theorems. The functions $\bar{\Lambda}$ and $G$ satisfy the convolution equation

$$
\begin{equation*}
\bar{\Lambda} * G=L G \tag{1.7}
\end{equation*}
$$

which is an analogue of Chebyshev's identity in classical number theory.
An easy way to verify (1.7) is to first note that, for $a=p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{m}^{r_{m}} \in \mathcal{G}$ where $p_{i} \in \mathcal{P}$ are distinct,

$$
\partial(a)=\sum_{i=1}^{m} r_{i} \partial\left(p_{i}\right)=\sum_{i=1}^{m} \sum_{p_{i}^{s} \mid a} \Lambda\left(p_{i}^{s}\right)=\sum_{d \mid a} \Lambda(d) .
$$

(Thus the degree mapping $\partial=\Lambda *_{1} \zeta$, where $*_{1}$ is the Dirichlet-type convolution on $\mathcal{G}$ and $\zeta$ is the constant function with $\zeta(b)=1$ for $b \in \mathcal{G}$.) It follows that

$$
\begin{aligned}
(L G)(n) & =n G(n)=\sum_{\partial(a)=n} \partial(a)=\sum_{\partial(a)=n} \sum_{\partial \mid \alpha} \Lambda(d) \\
& =\sum_{\partial(a)=n} \sum_{c d=a} \Lambda(d)=\sum_{\partial(c)+\partial(d)=n} \Lambda(d) \\
& =\sum_{k=0}^{n} \sum_{\partial(c)=k} \sum_{\partial(d)=n-\partial(c)} \Lambda(d) \\
& =\sum_{k=0}^{n} G(k) \sum_{\partial(d)=n-k} \Lambda(d)=\sum_{k=0}^{n} G(k) \bar{\Lambda}(n-k),
\end{aligned}
$$

which proves (1.7).
In terms of generating functions, (1.7) implies that

$$
Z(y) \Lambda^{\#}(y)=\sum_{n=0}^{\infty} n G(n) y^{n}=y Z^{\prime}(y)
$$

or

$$
\Lambda^{\#}(y)=y Z^{\prime}(y) / Z(y) .
$$

It is this last equation which particularly brings out the abovementioned analogy of $\bar{\Lambda}(m)$ with the counting numbers $N_{m}$ for certain algebraic curves $C$.

From (1.7), we obtain also

$$
L^{2} G=L \bar{\Lambda} * G+\bar{\Lambda} * L G .
$$

Substitution of $L G=\bar{\Lambda} * G$ into the right-hand side yields

$$
\begin{equation*}
L^{2} G=\bar{\Lambda} * \bar{\Lambda} * G+L \bar{\Lambda} * G \tag{1.8}
\end{equation*}
$$

which is an analogue of the Selberg identity of classical number theory (see e.g. Apostol [1], Chapter 2).

Lastly we note that the usefulness of $\Lambda$ in deriving asymptotic information about the numbers $P(n)$ (abstract prime theorems) within contexts which are fairly closely related to Axiom $\mathcal{A}^{\#}$ stems largely from the following simple proposition.
(3.1.7) Proposition. ${ }^{5}$ If $G(n) \ll q^{n} k(n)$ for a constant $q>1$ and $a$ function $k(n) \ll n^{\alpha}$ for a constant $\alpha$, then

$$
P(m)=\frac{1}{m} \bar{\Lambda}(m)+O\left(q^{\frac{1}{2} m} k\left(\frac{m}{2}\right) \log m\right)
$$

and so

$$
P(m) \sim \frac{1}{m} q^{m} \text { if and only if } \bar{\Lambda}(m) \sim q^{m} \text { as } m \rightarrow \infty .
$$

Proof. Note that

$$
\bar{\Lambda}(m)=m P(m)+\sum_{2 \leq r \mid m} \frac{m}{r} P\left(\frac{m}{r}\right)
$$

Therefore, since $P(r) \leq G(r) \ll q^{r} k(r)$,

$$
\begin{aligned}
\bar{\Lambda}(m) & =m P(m)+O\left(m G\left(\frac{m}{2}\right) \sum_{r \leq m} \frac{1}{r}\right) \\
& =m P(m)+O\left(m q^{\frac{1}{2} m} k\left(\frac{m}{2}\right) \log m\right)
\end{aligned}
$$

[^3]
### 3.2 Chebyshev-Type Upper Bounds

We first consider Chebyshev-type upper bounds for $P(n)$, the distribution function of prime elements in $\mathcal{G}$. Such upper bounds are of interest for two reasons besides their easy proofs. As is well-known, a number of theorems in classical number theory (e.g. the Hardy-Ramanujan theorem on $\omega(n)$ and $\Omega(n))$ can be proved with the aid of the Chebyshev theorem and without appealing to the classical prime number theorem. A similar situation exists in the theory exposed in this monograph. Also, as we shall see from the discussion of this chapter, unlike the abstract prime number theorem, which requires rather restrictive conditions, the Chebyshev type upper bounds can be established under rather loose ones and hence holds in principle for a much larger variety of additive arithmetical semigroups. This makes it possible to prove many theorems in the following chapters under these looser conditions.
(3.2.1) Theorem. (Chebyshev-type upper bounds) Suppose there exist constants $A>0$ and $q>1$ such that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sup _{n \leq m}\left|G(m) q^{-m}-A\right|<\infty . \tag{2.1}
\end{equation*}
$$

Then $\bar{\Lambda}(n) \ll q^{n}$ and $P(n) \ll q^{n} n^{-1}$.

This theorem has the following direct corollary which is convenient to apply; for further reference, see Zhang [1,2].
(3.2.2) Corollary. If there exist constants $A>0, q>1$, and $\gamma>1$ such that

$$
G(n)=A q^{n}+O\left(q^{n} n^{-\gamma}\right), \quad n=1,2, \ldots
$$

then $\bar{\Lambda}(n) \ll q^{n}$ and $P(n) \ll q^{n} n^{-1}$.

Proof. To prove Theorem 3.2.1, we need several lemmas. We first define an auxiliary function

$$
\begin{equation*}
Q_{1}(n)=\max \left\{\sup _{n \leq m}\left|G(m) q^{-m}-A\right|, n^{-5 / 4}\right\}, \quad n \geq 1 \tag{2.2}
\end{equation*}
$$

By (2.1),

$$
\begin{equation*}
\sum_{n=1}^{\infty} Q_{1}(n)<\infty \tag{2.3}
\end{equation*}
$$

Moreover, $Q_{1}(n)$ is non-negative and non-increasing.
(3.2.3) Lemma. If $Q_{1}(n)$ is a non-negative and non-increasing arithmetical function satisfying (2.3), then there exists an arithmetical function $Q(n)$ defined for $n \geq 0$ such that

$$
\begin{gather*}
Q(n) \text { is non-increasing },  \tag{2.4}\\
Q(n) \geq Q_{1}(n) \text { for all } n \in \mathbb{N},  \tag{2.5}\\
\sum_{n=0}^{\infty} Q(n)<\infty  \tag{2.6}\\
Q(n) \leq 4 Q(2 n) \tag{2.7}
\end{gather*}
$$

Proof. Define $Q(n)$ recursively by setting

$$
Q(n)= \begin{cases}Q_{1}(1), & \text { for } 0 \leq n \leq 2 \\ \max \left\{Q_{1}\left(2^{m}\right), 4^{-1} Q\left(2^{m}\right)\right\}, & \text { for } 2^{m}<n \leq 2^{m+1}, m \in \mathbb{N}\end{cases}
$$

We now verify that this function satisfies each of the following conditions (1) $-(4):$
(1) $Q(n) \geq Q_{1}(n)$ (obvious).
(2) $Q(n)$ is non-increasing.

Here, first note that $Q(n)$ is constant for $2^{m}<n \leq 2^{m+1}$. If $1 \leq n_{1} \leq 2<$ $n_{2} \leq 2^{2}$, then

$$
Q\left(n_{2}\right)=\max \left\{Q_{1}(2), 4^{-1} Q(2)\right\} \leq Q(1)=Q\left(n_{1}\right) .
$$

If $2^{m-1}<n_{1} \leq 2^{m}<n_{2} \leq 2^{m+1}$, then

$$
Q\left(n_{2}\right)=\max \left\{Q_{1}\left(2^{m}\right), 4^{-1} Q\left(2^{m}\right)\right\} \leq Q\left(2^{m}\right)=Q\left(n_{1}\right),
$$

since, by (1), $Q_{1}\left(2^{m}\right) \leq Q\left(2^{m}\right)$.
(3) $Q(n) \leq 4 Q(2 n)$.

For (3) note that, if $1 \leq n \leq 2$, we have $2 \leq 2 n \leq 4$, and if $2 n=2$, then $Q(n)=Q(2 n)=Q_{1}(1)$, and we have nothing to show. If $2<2 n \leq 4$, we have

$$
Q(2 n)=\max \left\{Q_{1}(2), 4^{-1} Q(2)\right\} \geq 4^{-1} Q(2)=4^{-1} Q(n)
$$

For $2^{m}<n \leq 2^{m+1}, m \geq 1$, we have $2^{m+1}<2 n \leq 2^{m+2}$, and hence

$$
\begin{aligned}
Q(2 n) & =\max \left\{Q_{1}\left(2^{m+1}\right), 4^{-1} Q\left(2^{m+1}\right)\right\} \\
& \geq 4^{-1} Q\left(2^{m+1}\right)=4^{-1} Q(n)
\end{aligned}
$$

(4) $\sum_{n=0}^{\infty} Q(n)<\infty$.

To verify (4), note that $\sum_{n=0}^{\infty} Q(n)<\infty$ if and only if $\sum_{m=1}^{\infty} Q\left(2^{m}\right) 2^{m}<\infty$, since $Q(n)$ is non-increasing. There are two distinct cases that we need to consider separately:

Case I. $\quad 4^{-1} Q\left(2^{m}\right) \geq Q_{1}\left(2^{m}\right)$ for all $m \geq m_{0}$. In this case,

$$
Q\left(2^{m_{0}+1}\right)=\max \left\{Q_{1}\left(2^{m_{0}}\right), 4^{-1} Q\left(2^{m_{0}}\right)\right\}=4^{-1} Q\left(2^{m_{0}}\right)
$$

By induction, for all $m \geq m_{0}+1$, we have

$$
Q\left(2^{m}\right)=4^{-\left(m-m_{0}\right)} Q\left(2^{m_{0}}\right)
$$

Therefore

$$
\begin{aligned}
\sum_{m=m_{0}+1}^{\infty} Q\left(2^{m}\right) 2^{m} & =\sum_{m=m_{0}+1}^{\infty} 4^{-\left(m-m_{0}\right)} Q\left(2^{m_{0}}\right) 2^{m} \\
& =Q\left(2^{m_{0}}\right) 2^{m_{0}}
\end{aligned}
$$

Case II. There exists an infinite sequence $m_{1}<m_{2}<\cdots<m_{k}<$ $m_{k+1}<\cdots$ such that $Q_{1}\left(2^{m_{k}}\right)>4^{-1} Q\left(2^{m_{k}}\right)$, and $Q_{1}\left(2^{m}\right) \leq 4^{-1} Q\left(2^{m}\right)$ for all $m \notin\left\{m_{k}: k=1,2, \ldots\right\}$. In this case, we can deduce that

$$
\sum_{m=m_{k}+1}^{m_{k+1}} Q\left(2^{m}\right) 2^{m} \leq 4 Q_{1}\left(2^{m_{k}}\right) 2^{m_{k}}
$$

Actually, if $m_{k+1}=m_{k}+1$, then the left-hand side equals

$$
\begin{aligned}
Q\left(2^{m_{k}+1}\right) 2^{m_{k}+1} & =\max \left\{Q_{1}\left(2^{m_{k}}\right), 4^{-1} Q\left(2^{m_{k}}\right)\right\} 2^{m_{k}+1} \\
& =Q_{1}\left(2^{m_{k}}\right) 2^{m_{k}+1}
\end{aligned}
$$

Therefore we consider $m_{k}<m_{k}+2 \leq m_{k+1}$. We have

$$
Q\left(2^{m_{k}+1}\right)=Q_{1}\left(2^{m_{k}}\right),
$$

and

$$
\begin{aligned}
Q\left(2^{m_{k}+2}\right) & =\max \left\{Q_{1}\left(2^{m_{k}+1}\right), 4^{-1} Q\left(2^{m_{k}+1}\right)\right\} \\
& =4^{-1} Q\left(2^{m_{k}+1}\right)=4^{-1} Q_{1}\left(2^{m_{k}}\right)
\end{aligned}
$$

By induction, for all $m \in\left[m_{k}+1, m_{k+1}\right]$, we have

$$
Q\left(2^{m}\right)=4^{-\left(m-m_{k}\right)+1} Q_{1}\left(2^{m_{k}}\right)
$$

It follows that

$$
\begin{aligned}
\sum_{m=m_{k}+1}^{m_{k+1}} Q\left(2^{m}\right) 2^{m} & =Q_{1}\left(2^{m_{k}}\right) \sum_{m=m_{k}+1}^{m_{k+1}} 4^{-\left(m-m_{k}\right)+1} 2^{m} \\
& =Q_{1}\left(2^{m_{k}}\right) 2^{m_{k}+2} \sum_{\ell=1}^{m_{k+1}-m_{k}} 2^{-\ell} \\
& \leq 4 Q_{1}\left(2^{m_{k}}\right) 2^{m_{k}}
\end{aligned}
$$

Thus we obtain

$$
\begin{aligned}
\sum_{k=1}^{\infty} \sum_{m=m_{k}+1}^{m_{k+1}} Q\left(2^{m}\right) 2^{m} & \leq 4 \sum_{k=1}^{\infty} 2^{m_{k}} Q_{1}\left(2^{m_{k}}\right) \\
& \leq 8 \sum_{k=1}^{\infty} \sum_{n=2^{m_{k-1}}+1}^{2^{m_{k}}} Q_{1}(n) \\
& \leq 8 \sum_{n=1}^{\infty} Q_{1}(n)<\infty,
\end{aligned}
$$

since $Q_{1}(n)$ is non-increasing and $2^{m_{k}}-2^{m_{k-1}} \geq 2^{m_{k}-1}$.
(3.2.4) Lemma. Assume (2.4), (2.6) and (2.7). Then the function $Q(n)$ has the following properties:

$$
\begin{gather*}
\sum_{t=0}^{n} Q(t) Q(n-t) \ll Q(n),  \tag{2.8}\\
Q(n)=o\left(n^{-1}\right) . \tag{2.9}
\end{gather*}
$$

Proof. We have

$$
\begin{aligned}
\sum_{t=0}^{n} Q(t) Q(n-t) & \leq 2 \sum_{0 \leq t \leq \frac{n}{2}} Q(t) Q(n-t) \\
& \leq 2 Q\left(n-\left[\frac{n}{2}\right]\right) \sum_{0 \leq t \leq \frac{n}{2}} Q(t) \\
& \ll Q\left(n-\left[\frac{n}{2}\right]\right) \ll Q(n)
\end{aligned}
$$

by (2.4), (2.6), and (2.7). Moreover, by (2.6) and (2.7),

$$
n Q(2 n) \leq Q(n+1)+\cdots+Q(2 n)<\varepsilon / 2
$$

for $n \geq n_{0}$ sufficiently large. Thus (2.9) follows.

We now define arithmetical functions $U$ and $M$ by setting

$$
U(n)= \begin{cases}1, & \text { for } n=0  \tag{2.10}\\ -q^{n_{0}}, & \text { for } n=n_{0} \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
M(n)= \begin{cases}0, & \text { if } n \leq n_{0}  \tag{2.11}\\ q^{n} Q(n), & \text { if } n>n_{0}\end{cases}
$$

where $n_{0}$ is a positive integer to be specified later and where $Q(n)$ is the function defined in Lemma 3.2.3.
(3.2.5) Lemma. Assume (2.1). Let $Q(n)$ be the function defined in Lemma 3.2 .3 with $Q_{1}(n)$ defined in (2.2). Then, for fixed $n_{0}$ sufficiently large, the arithmetical function $V:=G * U * M$ is non-negative and $V(n) \rightarrow$ $\infty$ as $n \rightarrow \infty$.

Proof. We first note that $G * M(n)=0$ and hence $V(n)=0$ if $n \leq n_{0}$. For $n_{0}<n \leq 2 n_{0}$, it is easy to see that

$$
V(n)=G * M(n)-q^{n_{0}} G * M\left(n-n_{0}\right)=G * M(n) \geq 0 .
$$

Therefore we may assume that $n>2 n_{0}$. Write

$$
G(n)=A q^{n}+R_{n}=q^{n}\left(A+r_{n}\right), \text { for } n \geq 1
$$

By (2.2) and (2.5), $\left|r_{n}\right| \leq Q_{1}(n) \leq Q(n)$. Then we have

$$
\begin{aligned}
V(n)= & \sum_{t=0}^{n-n_{0}-1}\left(\sum_{m=0}^{t} U(t-m) G(m)\right) M(n-t) \\
= & \sum_{t=0}^{n-n_{0}-1} G(t) M(n-t)-q^{n_{0}} \sum_{t=n_{0}}^{n-n_{0}-1} G\left(t-n_{0}\right) M(n-t) \\
= & q^{n}\left(Q(n)+\sum_{t=1}^{n-n_{0}-1}\left(A+r_{t}\right) Q(n-t)\right. \\
& \left.-Q\left(n-n_{0}\right)-\sum_{t=n_{0}+1}^{n-n_{0}-1}\left(A+r_{t-n_{0}}\right) Q(n-t)\right) \\
\geq & q^{n}\left(A \sum_{t=1}^{n-n_{0}-1} Q(n-t)-\sum_{t=1}^{n-n_{0}-1} Q(t) Q(n-t)\right. \\
& -Q\left(n-n_{0}\right)-A \sum_{t=n_{0}+1}^{n-n_{0}-1} Q(n-t) \\
& \left.-\sum_{t=n_{0}+1}^{n-n_{0}-1} Q\left(t-n_{0}\right) Q(n-t)\right) \\
\geq & A q^{n} \sum_{m=n-n_{0}}^{n-1} Q(m)-q^{n} \sum_{t=1}^{n-n_{0}-1} Q(t) Q(n-t)
\end{aligned}
$$

$$
\begin{aligned}
& -q^{n} \sum_{i=1}^{n-2 n_{0}-1} Q(t) Q\left(n-n_{0}-t\right)-q^{n} Q\left(n-n_{0}\right) \\
\geq & A q^{n} n_{0} Q(n)-(5 K+4) q^{n} Q(n)
\end{aligned}
$$

since, by (2.8) and (2.7),

$$
\sum_{t=1}^{n-n_{0}-1} Q(t) Q(n-t) \leq K Q(n)
$$

and

$$
\sum_{t=1}^{n-2 n_{0}-1} Q(t) Q\left(n-n_{0}-t\right) \leq K Q\left(n-n_{0}\right) \leq 4 K Q(n)
$$

for $n>2 n_{0}$. We now choose $n_{0}$ satisfying

$$
A n_{0}>2(5 K+4)
$$

and arrive at

$$
V(n) \geq \frac{1}{2} A n_{0} q^{n} Q(n)
$$

Thus $V(n) \geq 0$ and $V(n) \rightarrow \infty$ as $n \rightarrow \infty$ by (2.5) and (2.2).
Proof of Theorem 3.2.1 It suffices to show that $\bar{\Lambda}(n) \ll q^{n}$. We begin with the convolution equation (1.7)

$$
\bar{\Lambda} * G=L G
$$

Convolving both sides of this equation by $U * M$, where the arithmetical functions $U$ and $M$ are defined in (2.10) and (2.11), respectively, we obtain

$$
\begin{equation*}
\bar{\Lambda} * G * U * M(n)=L G * U * M(n) . \tag{2.12}
\end{equation*}
$$

We then show that the magnitude of the right-hand side of (2.12) is $O\left(q^{n}\right)$. Actually we have

$$
\begin{aligned}
L G * U(n) & =n G(n)-\left(n-n_{0}\right) G\left(n-n_{0}\right) q^{n_{0}} \\
& =A n_{0} q^{n}+n q^{n} r_{n}-\left(n-n_{0}\right) q^{n} r_{n-n_{0}} \\
& \ll q^{n},
\end{aligned}
$$

since $\left|r_{n}\right| \leq Q(n)=o\left(n^{-1}\right)$, by (2.9). Therefore,

$$
\begin{align*}
L G * U * M(n) & =\sum_{t=n_{0}+1}^{n} O\left(q^{n-t}\right) q^{t} Q(t) \\
& =O\left(q^{n}\right) \tag{2.13}
\end{align*}
$$

by (2.6). Now, from (2.12) and (2.13), for $n$ sufficiently large,

$$
\bar{\Lambda}\left(n-n_{1}\right) V\left(n_{1}\right) \leq \bar{\Lambda} * V(n) \leq K q^{n},
$$

where $V=G * U * M$ is non-negative by Lemma 3.2 .5 ( $\bar{\Lambda}$ is non-negative). This implies that $\bar{\Lambda}\left(n-n_{1}\right) \leq K q^{n}$, i.e., $\bar{\Lambda}(n) \leq K q^{n+n_{1}}$ since for fixed $n_{1}$, sufficiently large, $V\left(n_{1}\right) \geq 1$ by Lemma 3.2.5.

Having proved Chebyshev-type upper bounds, it is then natural to ask for Chebyshev-type lower bounds. To answer this question, a consequence of Theorem 5.4.1 of Chapter 5 below will show that a lower estimate $\bar{\Lambda}(n) \gg q^{n}$ is, in the general case, essentially equivalent to the abstract prime number theorem, and hence requires the same restrictive conditions as the latter does. This indicates a major divergence of the theory of additive arithmetical semigroups from classical number theory.

### 3.3 Mertens-Type Asymptotic Estimates and Prime Divisor Functions

In this section we consider some consequences of Chebyshev-type upper bounds. We first deduce Mertens-type asymptotic estimates with the aid of those bounds. These estimates have many uses. In particular, we shall apply them to the investigation of the prime divisor functions $\omega$ and $\Omega$ on $\mathcal{G}$ such that $\omega(a)$ equals the total number of different primes dividing $a \in \mathcal{G}$, while $\Omega(a)$ counts these primes together with their multiplicity relative to a.

### 3.3.1 Mertens-type estimates (cf. Zhang [3])

(3.3.1) Theorem. Suppose there exist constants $A>0$ and $q>1$ such that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sup _{n \leq m}\left|G(m) q^{-m}-A\right|<\infty \tag{3.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{m=1}^{n} \bar{\Lambda}(m) q^{-m}=n+O(1) \tag{3.2}
\end{equation*}
$$

Proof. As in the proof of Theorem 3.2.1, we begin with the convolution equation (1.7)

$$
\bar{\Lambda} * G=L G
$$

i.e.,

$$
\begin{equation*}
\bar{\Lambda}(n)+\sum_{1 \leq s \leq n-1} \bar{\Lambda}(s) G(n-s)=n G(n), \quad n \geq 1 . \tag{3.3}
\end{equation*}
$$

We write again

$$
G(n)=q^{n}\left(A+r_{n}\right), \quad n \geq 1 .
$$

Dividing both sides of (3.3) by $q^{n}$, we obtain

$$
\frac{\bar{\Lambda}(n)}{q^{n}}+A \sum_{1 \leq s \leq n-1} \frac{\bar{\Lambda}(s)}{q^{s}}+\sum_{1 \leq s \leq n-1} \frac{\bar{\Lambda}(s)}{q^{s}} r_{n-s}=n A+r_{n}
$$

and hence

$$
\sum_{1 \leq s \leq n} \frac{\bar{\Lambda}(s)}{q^{s}}=n+O(1)
$$

since $\bar{\Lambda}(n) \ll q^{n}$, by Theorem 3.2.1, and $\sum_{n=1}^{\infty}\left|r_{n}\right|<\infty$, by (3.1).
(3.3.2) Theorem. Assume (3.1). Then

$$
\begin{equation*}
\sum_{\partial(p) \leq n} q^{-\partial(p)}=\sum_{1 \leq m \leq n} P(m) q^{-m}=\log n+c+O\left(n^{-1}\right) \tag{3.4}
\end{equation*}
$$

where $c$ is a constant.

Proof. We have $\bar{\Lambda}(n) \ll q^{n}$, and the sum

$$
\begin{equation*}
S(n):=\sum_{k=1}^{n} \frac{\bar{\Lambda}(k)}{q^{k}}=n+O(1) \tag{3.5}
\end{equation*}
$$

by Theorem 3.3.1. Then, for the classical Möbius function $\mu$ on $\mathbb{N}$,

$$
\begin{aligned}
\sum_{1 \leq m \leq n} P(m) q^{-m} & =\sum_{m=1}^{n}\left(\frac{1}{m} \sum_{r \mid m} \bar{\Lambda}(r) \mu\left(\frac{m}{r}\right)\right) q^{-m} \\
& =\sum_{r=1}^{n} \bar{\Lambda}(r) \sum_{1 \leq s \leq \frac{n}{r}} \frac{1}{s r} \mu(s) q^{-s r} \\
& =\sum_{r=1}^{n} \frac{\bar{\Lambda}(r)}{r} q^{-r}+\sum_{r=1}^{n} \frac{\bar{\Lambda}(r)}{r} \sum_{2 \leq s \leq \frac{n}{r}} \frac{\mu(s)}{s} q^{-s r} \\
& =S_{1}+S_{2}
\end{aligned}
$$

say. By (3.5), we have

$$
\begin{aligned}
S_{1} & =\sum_{r=1}^{n} \frac{S(r)-S(r-1)}{r}=\frac{S(n)}{n}+\sum_{r=1}^{n-1} \frac{S(r)}{r(r+1)} \\
& =1+O\left(n^{-1}\right)+\sum_{r=1}^{n-1} \frac{1}{r+1}+\sum_{r=1}^{n-1} \frac{O(1)}{r(r+1)} \\
& =\log n+c_{1}+O\left(n^{-1}\right),
\end{aligned}
$$

where

$$
c_{1}=\gamma+\sum_{r=1}^{\infty} \frac{1}{r(r+1)}\left(\sum_{k=1}^{r} \bar{\Lambda}(k) q^{-k}-r\right)
$$

and $\gamma$ is the classical Euler constant. To obtain an asymptotic formula for $S_{2}$, let

$$
d_{r}:=\sum_{s=2}^{\infty} \frac{\mu(s)}{s} q^{-s r} .
$$

Then

$$
\begin{equation*}
d_{r} \ll \sum_{s=2}^{\infty} \frac{q^{-s r}}{s} \ll q^{-2 r} . \tag{3.6}
\end{equation*}
$$

Hence

$$
\sum_{2 \leq s \leq \frac{n}{r}} \frac{\mu(s)}{s} q^{-s r}=d_{r}+O\left(r q^{-n} n^{-1}\right)
$$

Thus we obtain

$$
\begin{equation*}
S_{2}=\sum_{r=1}^{n} \frac{\bar{\Lambda}(r)}{r} d_{r}+O\left(n^{-1} q^{-n} \sum_{r=1}^{n} \bar{\Lambda}(r)\right) . \tag{3.7}
\end{equation*}
$$

By (3.6)

$$
\begin{aligned}
\sum_{r=1}^{n} \frac{\bar{\Lambda}(r)}{r} d_{r} & =c_{2}-\sum_{r=n+1}^{\infty} \frac{\bar{\Lambda}(r)}{r} d_{r} \\
& =c_{2}+O\left(\sum_{r=n+1}^{\infty} \frac{q^{-r}}{r}\right) \\
& =c_{2}+O\left(n^{-1}\right),
\end{aligned}
$$

where

$$
c_{2}=\sum_{r=1}^{\infty} \frac{\bar{\Lambda}(r)}{r} \sum_{s=2}^{\infty} \frac{\mu(s)}{s} q^{-s r} .
$$

Moreover, the last sum in (3.7) is

$$
\ll \sum_{r=1}^{n} q^{r} \ll q^{n} .
$$

It follows that

$$
S_{2}=c_{2}+O\left(n^{-1}\right)
$$

Then (3.4) follows with $c=c_{1}+c_{2}$.
(3.3.3) Theorem. Assume (3.1). Then

$$
\begin{equation*}
\sum_{\partial(p) \leq n} \partial(p) q^{-\partial(p)}=\sum_{1 \leq m \leq n} m P(m) q^{-m}=n+O(1) . \tag{3.8}
\end{equation*}
$$

Proof. As in the proof of Theorem 3.3.2, we have

$$
\begin{aligned}
\sum_{1 \leq m \leq n} m P(m) q^{-m} & =\sum_{\tau=1}^{n} \bar{\Lambda}(r) \sum_{1 \leq s \leq \frac{n}{r}} \mu(s) q^{-s \tau} \\
& =\sum_{r=1}^{n} \bar{\Lambda}(r) q^{-r}+\sum_{r=1}^{n} \bar{\Lambda}(r) \sum_{2 \leq s \leq \frac{n}{r}} \mu(s) q^{-s \tau} \\
& =S_{1}+S_{2},
\end{aligned}
$$

say. By (3.5),

$$
S_{1}=n+O(1) .
$$

Moreover, since

$$
\sum_{2 \leq s \leq \frac{\pi}{r}} \mu(s) q^{-s r} \ll q^{-2 r},
$$

we have

$$
S_{2} \ll \sum_{r=1}^{n} \bar{\Lambda}(r) q^{-2 r} \ll \sum_{r=1}^{n} q^{-r} \ll 1 .
$$

Then (3.8) follows.
(3.3.4) Theorem. Assume (3.1). Then

$$
\begin{equation*}
\prod_{\partial(p) \leq n}\left(1-q^{-\partial(p)}\right)=\frac{c_{3}}{n}\left(1+O\left(n^{-1}\right)\right) \tag{3.9}
\end{equation*}
$$

where $c_{3}$ is a positive constant.

Proof. The left-hand side equals

$$
\begin{aligned}
& \exp \left\{\sum_{\partial(p) \leq n} \log \left(1-q^{-\partial(p)}\right)\right\} \\
& =\exp \left\{\sum_{\partial(p) \leq n}\left(-q^{-\partial(p)}+O\left(q^{-2 \partial(p)}\right)\right)\right\} \\
& \quad=\exp \left\{-\log n-c_{1}+O\left(n^{-1}\right)+O\left(\sum_{\partial(p) \leq n} q^{-2 \partial(p)}\right)\right\}
\end{aligned}
$$

by (3.4). The last sum equals

$$
\begin{aligned}
\sum_{1 \leq m \leq n} P(m) q^{-2 m} & =c_{2}+\sum_{m>n} q^{-2 m} P(m) \\
& =c_{2}+O\left(\frac{q^{-n}}{n}\right)
\end{aligned}
$$

where

$$
c_{2}:=\sum_{m=1}^{\infty} P(m) q^{-2 m} \ll \sum_{m=1}^{\infty} \frac{q^{-m}}{m}
$$

Thus (3.9) follows.

The following lemma gives some elementary estimates which will be used repeatedly later.

## (3.3.5) Lemma.

(i) Let $q>1$ and $\gamma>0$. Then

$$
\begin{equation*}
\sum_{1 \leq m \leq n} q^{m} m^{-\gamma}=O\left(q^{n} n^{-\gamma}\right) \tag{3.10}
\end{equation*}
$$

(ii) Suppose $P(m) \ll q^{m} m^{-1}$ with $q>1$. Then, for any positive integer $n$,

$$
\begin{equation*}
\sum_{1 \leq m \leq n} P(m)=O\left(q^{n} n^{-1}\right) \tag{3.11}
\end{equation*}
$$

Proof. We first have

$$
\begin{aligned}
\sum_{1 \leq m \leq n} q^{m} m^{-\gamma} & \ll q^{\frac{n}{2}} \sum_{1 \leq m \leq \frac{n}{2}} m^{-\gamma}+n^{-\gamma} \sum_{\frac{n}{2}<m \leq n} q^{m} \\
& \ll q^{\frac{n}{2}}\left(1+n^{-\gamma+1}\right)+n^{-\gamma} q^{n} \\
& \ll q^{n} n^{-\gamma} .
\end{aligned}
$$

Thus (3.11) is a direct consequence of (3.10) with $\gamma=1$.

### 3.3.2 Prime divisor functions

As an application of the above Mertens-type asymptotic estimates, we investigate some "statistical" properties of the prime divisor functions $\omega$ and $\Omega$ on an additive arithmetical semigroup $\mathcal{G}$, such that (for $a \in \mathcal{G}) \omega(a)$ and $\Omega(a)$ denote the number of distinct prime divisors of $a$ and the total number of prime divisors of $a$ with multiplicity counted, respectively.

Remark. These two functions were investigated in [ANAL], with similar conclusions to those below, within the general context of Axiom $A^{\#}$. However the following two theorems under the very weak condition (3.12) are proved for the first time in this monograph, and the proofs have not been published before. The proofs are simpler.
(3.3.6) Theorem. Suppose there exist constants $A>0, q>1$, and $\gamma>1$, such that

$$
\begin{equation*}
G(n)=A q^{n}+O\left(q^{n} n^{-\gamma}\right) . \tag{3.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{\partial(a)=n} \omega(a)=q^{n}\left(A \log n+c_{1}+O\left(n^{-1}\right)\right) \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\partial(a)=n} \Omega(a)=q^{n}\left(A \log n+c_{2}+O\left(n^{-1}\right)\right), \tag{3.14}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are constants.

Proof. We have

$$
\begin{aligned}
\sum_{\partial(a)=n} \omega(a) & =\sum_{\partial(a)=n} \sum_{p \mid a} 1=\sum_{\partial(p) \leq n} \sum_{\partial(a)=n} 1 \\
& =\sum_{\partial(p) \leq n} \sum_{\partial(b)=n-\partial(p)} 1=\sum_{\partial(p) \leq n} G(n-\partial(p)) \\
& =\sum_{1 \leq m \leq n} G(n-m) P(m)
\end{aligned}
$$

and hence we may write

$$
\begin{aligned}
\sum_{\partial(a)=n} \omega(a)= & P(n)+\sum_{1 \leq m \leq n-1} A q^{n-m} \frac{\bar{\Lambda}(m)}{m} \\
& +\sum_{1 \leq m \leq n-1}\left(G(n-m)-A q^{n-m}\right) \frac{\bar{\Lambda}(m)}{m}
\end{aligned}
$$

$$
\begin{align*}
& \quad+\sum_{1 \leq m \leq n-1} G(n-m)\left(P(m)-\frac{\bar{\Lambda}(m)}{m}\right) \\
& =P(n)+S_{1}+S_{2}+S_{3} \tag{3.15}
\end{align*}
$$

say. By (3.2),

$$
S(n):=\sum_{m=1}^{n} \bar{\Lambda}(m) q^{-m}=n+O(1)
$$

Hence

$$
\begin{aligned}
\sum_{1 \leq m \leq n-1} q^{-m} \frac{\bar{\Lambda}(m)}{m} & =\sum_{1 \leq m \leq n-1} \frac{S(m)-S(m-1)}{m} \\
& =\frac{S(n-1)}{n-1}+\sum_{1 \leq m \leq n-2} \frac{S(m)}{m(m+1)} \\
& =\sum_{0 \leq m \leq n-2} \frac{1}{m+1}+\sum_{1 \leq m \leq n-2} \frac{S(m)-m}{m(m+1)}+O\left(n^{-1}\right) \\
& =\log n+c_{3}+O\left(n^{-1}\right)
\end{aligned}
$$

where

$$
c_{3}=\gamma+\sum_{m=1}^{\infty} \frac{S(m)-m}{m(m+1)}
$$

and $\gamma$ is the Euler constant, since

$$
\sum_{m \geq n-1} \frac{S(m)-m}{m(m+1)}=\sum_{m \geq n-1} \frac{O(1)}{m(m+1)}=O\left(n^{-1}\right)
$$

Then

$$
\begin{align*}
S_{1} & =\sum_{1 \leq m \leq n-1} A q^{n-m} \frac{\bar{\Lambda}(m)}{m} \\
& =A q^{n}\left(\log n+c_{3}+O\left(n^{-1}\right)\right) \tag{3.16}
\end{align*}
$$

Also, by (3.12) and $\bar{\Lambda}(n) \ll q^{n}$,

$$
\begin{equation*}
S_{2}=q^{n} \sum_{1 \leq m \leq n-1} O\left(\frac{1}{m} \frac{1}{(n-m)^{\gamma}}\right)=q^{n} O\left(n^{-1}\right) \tag{3.17}
\end{equation*}
$$

since

$$
\sum_{\frac{n}{2}<m \leq n-1} \frac{1}{(n-m)^{\gamma} m} \ll n^{-1} \sum_{\frac{n}{2}<m \leq n-1} \frac{1}{(n-m)^{\gamma}} \ll n^{-1}
$$

and

$$
\sum_{1 \leq m \leq \frac{n}{2}} \frac{1}{(n-m)^{\gamma} m} \ll n^{-\gamma} \sum_{1 \leq m \leq \frac{n}{2}} \frac{1}{m} \ll n^{-\gamma} \log n \ll n^{-1}
$$

for $\gamma>1$.
Finally,

$$
\begin{align*}
S_{3}= & \sum_{1 \leq m \leq n-1}\left(A q^{n-m}+O\left(q^{n-m}(n-m)^{-\gamma}\right)\right)\left(P(m)-\frac{\bar{\Lambda}(m)}{m}\right) \\
= & A q^{n} \sum_{1 \leq m \leq n-1} q^{-m}\left(P(m)-\frac{\bar{\Lambda}(m)}{m}\right) \\
& +q^{n} O\left(\sum_{1 \leq m \leq n-1} \frac{1}{(n-m)^{\gamma}} q^{-m / 2}\right) \\
= & q^{n}\left(A c_{4}+O\left(n^{-1}\right)\right), \tag{3.18}
\end{align*}
$$

where

$$
c_{4}=\sum_{m=1}^{\infty} q^{-m}\left(P(m)-\frac{\bar{\Lambda}(m)}{m}\right),
$$

since

$$
\sum_{1 \leq m \leq \frac{n}{2}} \frac{1}{(n-m)^{\gamma}} q^{-\frac{m}{2}} \ll n^{-\gamma}
$$

and

$$
\sum_{\frac{n}{2}<m \leq n-1} \frac{1}{(n-m)^{\gamma}} q^{-\frac{m}{2}} \ll q^{-\frac{n}{4}} .
$$

Thus (3.13) follows from (3.15), (3.16), (3.17) and (3.18).
We then turn to the function $\Omega$. Note that

$$
\begin{align*}
\sum_{\partial(a)=n} \Omega(a) & =\sum_{\partial(a)=n} \sum_{\substack{r \geq 1, p \in \mathcal{P} \\
p^{p} \mid a}} 1=\sum_{\substack{r \geq 1, p \in \mathcal{P} \\
r \bar{\partial}(p) \leq n}} \sum_{\substack{(a)=n \\
p^{\prime} \mid a}} 1 \\
& =\sum_{\partial(a)=n} \omega(a)+\sum_{\substack{r \geq 2, p \in \mathcal{P} \\
r \partial(p) \leq n}} G(n-r \partial(p)) . \tag{3.19}
\end{align*}
$$

The last sum can be written in the form

$$
\begin{aligned}
& \sum_{\substack{r \geq 2, m \geq 1 \\
r m \leq n}} G(n-r m) P(m)=A q^{n} \sum_{\substack{r \geq 2, m \geq 1 \\
r m \leq n}} q^{-r m} P(m) \\
& \quad+q^{n} \sum_{\substack{r \geq 2, m \geq 1 \\
r m<n}} O\left(\frac{q^{-(r-1) m}}{(n-r m)^{\gamma} m}\right)+\sum_{\substack{m \left\lvert\, n \\
1 \leq m \leq \frac{n}{2}\right.}} P(m) .
\end{aligned}
$$

We have

$$
\sum_{\substack{r \geq 2, m \geq 1 \\ r m \leq n}} q^{-r m} P(m)=c_{5}+O\left(n q^{-\frac{n}{2}}\right)
$$

where

$$
c_{5}=\sum_{r \geq 2, m \geq 1} q^{-r m} P(m)=\sum_{m=1}^{\infty} q^{-2 m}\left(1-q^{-m}\right)^{-1} P(m),
$$

since

$$
\begin{aligned}
& \sum_{\substack{r \geq 2, m \geq 1 \\
r m \geq n}} q^{-r m} P(m) \ll \sum_{\substack{r \geq 2, m \geq 1 \\
r m \geq n}} q^{-(r-1) m} \\
& \quad=\sum_{r \geq 2} \sum_{m \geq \max \left\{1, \frac{n}{r}\right\}} q^{-(r-1) m} \\
& \ll \sum_{r \geq 2} q^{-(r-1) \max \left\{1, \frac{n}{r}\right\}}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{r \geq n} q^{-(r-1)}+\sum_{2 \leq r<n} q^{-(r-1) \frac{n}{r}} \\
& \ll q^{-n}+\sum_{2 \leq r<n} q^{-n+\frac{n}{r}} \\
& \ll q^{-n}+q^{-\frac{n}{2}} n .
\end{aligned}
$$

Moreover, we have

$$
\begin{aligned}
\sum_{\substack{r \geq 2, m>1 \\
r m \leq \frac{\pi}{2}}} O\left(\frac{q^{-(r-1) m}}{(n-r m)^{\gamma} m}\right) & \ll n^{-\gamma} \sum_{r \geq 2, m \geq 1} q^{-(r-1) m} \\
& \ll n^{-\gamma} \sum_{r \geq 2} q^{-(r-1)} \ll n^{-\gamma},
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{\substack{r \geq 2, m \geq 1 \\
\frac{n}{2}<r m<n}} O\left(\frac{q^{-(r-1) m}}{(n-r m)^{\gamma} m}\right) & \ll \sum_{2 \leq r<n} \frac{r}{n} q^{-(r-1) \frac{n}{2 r}} \\
& \leq \sum_{2 \leq r<n} \frac{r}{n} q^{-\frac{n}{4}} \ll q^{-\frac{n}{4}} n .
\end{aligned}
$$

Hence

$$
\sum_{\substack{r \geq 2, m \geq 1 \\ r m<n}} O\left(\frac{q^{-(r-1) m}}{(n-r m)^{\gamma} m}\right) \ll n^{-\gamma}
$$

Finally,

$$
\sum_{\substack{m \left\lvert\, n \\ 1 \leq m \leq \frac{n}{2}\right.}} P(m) \ll \sum_{1 \leq m \leq \frac{n}{2}} q^{m} \ll q^{\frac{n}{2}} .
$$

Therefore, the last sum in (3.19) equals

$$
q^{n}\left(A c_{5}+O\left(n^{-\gamma}\right)\right)
$$

and (3.14) follows from (3.13) and (3.19).

From Theorem 3.3.6, the mean- or average-values of $\omega$ and $\Omega$ for elements of degree $n$ are

$$
\frac{1}{G(n)} \sum_{\partial(a)=n} \omega(a)=\log n+\frac{c_{1}}{A}+O\left(n^{-1}\right)
$$

and

$$
\frac{1}{G(n)} \sum_{\partial(a)=n} \Omega(a)=\log n+\frac{c_{2}}{A}+O\left(n^{-1}\right)
$$

respectively.

We next consider an analogue of a theorem of Hardy and Ramanujan on the classical functions $\omega(n)$ and $\Omega(n)$ of $n \in \mathbb{N}$.
(3.3.7) Theorem. Assume (3.12). Let $f(a)$ denote $\omega(a)$ or $\Omega(a)$. Then, for any fixed $\delta>0$,

$$
\#\left\{a: \partial(a)=n,|f(a)-\log n| \geq(\log n)^{\frac{1}{2}+\delta}\right\}=o(G(n))
$$

Proof. Note that

$$
\begin{aligned}
\{a: & \left.\partial(a)=n,|\Omega(a)-\log n| \geq(\log n)^{\frac{1}{2}+\delta}\right\} \\
& \subseteq\left\{a: \partial(a)=n,|\omega(a)-\log n| \geq(\log n)^{\frac{1}{2}+\frac{\delta}{2}}\right\} \\
& \cup\left\{a: \partial(a)=n, \Omega(a)-\omega(a) \geq(\log n)^{\frac{1}{2}+\frac{\delta}{2}}\right\}
\end{aligned}
$$

for $n \geq n_{0}$ sufficiently large. By Theorem 3.3.6,

$$
\sum_{\partial(a)=n}(\Omega(a)-\omega(a)) \ll q^{n}
$$

and hence

$$
\begin{aligned}
\# & \left\{a: \partial(a)=n, \Omega(a)-\omega(a) \geq(\log n)^{\frac{1}{2}+\frac{\delta}{2}}\right\} \\
& \leq(\log n)^{-\frac{1}{2}-\frac{\delta}{2}} \sum_{\partial(a)=n}(\Omega(a)-\omega(a)) \ll q^{n}(\log n)^{-\frac{1}{2}-\frac{\delta}{2}} \\
& =o(G(n)) .
\end{aligned}
$$

The stated conclusion for $\Omega$ is a direct consequence of that for $\omega$. We need only prove the theorem for $\omega$.

Now consider

$$
\begin{aligned}
& \sum_{\partial(a)=n}(\omega(a))^{2}=\sum_{\partial(a)=n} \omega(a) \sum_{p \mid a} 1 \\
& \quad=\sum_{\partial(p) \leq n} \sum_{\substack{\partial(a)=n \\
p \mid a}} \omega(a)=\sum_{\partial(p) \leq n} \sum_{\partial(b)=n-\partial(p)} \omega(p b) .
\end{aligned}
$$

Since $\omega(b) \leq \omega(p b) \leq \omega(b)+1$, we have

$$
\sum_{\partial(p) \leq n} \sum_{\partial(b)=n-\partial(p)} \omega(b) \leq \sum_{\partial(a)=n}(\omega(a))^{2},
$$

and

$$
\begin{aligned}
\sum_{\partial(a)=n}(\omega(a))^{2} & \leq \sum_{\partial(p) \leq n} \sum_{\partial(b)=n-\partial(p)}(\omega(b)+1) \\
& =\sum_{\partial(p) \leq n} \sum_{\partial(b)=n-\partial(p)} \omega(b)+\sum_{1 \leq m \leq n} G(n-m) P(m) \\
& =\sum_{\partial(p) \leq n} \sum_{\partial(b)=n-\partial(p)} \omega(b)+O\left(q^{n} \log n\right),
\end{aligned}
$$

by (3.4). Hence

$$
\sum_{\partial(a)=n}(\omega(a))^{2}=\sum_{\partial(p) \leq n} \sum_{\partial(b)=n-\partial(p)} \omega(b)+O\left(q^{n} \log n\right)
$$

$$
=\sum_{\partial\left(p p^{\prime}\right) \leq n} G\left(n-\partial\left(p p^{\prime}\right)\right)+O\left(q^{n} \log n\right) .
$$

We have

$$
\begin{align*}
\sum_{\partial\left(p p^{\prime}\right) \leq n} G\left(n-\partial\left(p p^{\prime}\right)\right)= & \sum_{\partial\left(p p^{\prime}\right)=n} 1+A q^{n} \sum_{\partial\left(p p^{\prime}\right)<n} q^{-\partial\left(p p^{\prime}\right)} \\
& +q^{n} \sum_{\partial\left(p p^{\prime}\right)<n} O\left(q^{-\partial\left(p p^{\prime}\right)}\left(n-\partial\left(p p^{\prime}\right)\right)^{-\gamma}\right) . \tag{3.20}
\end{align*}
$$

By Theorem 3.2.1, the first sum on the right-hand side of (3.20) equals

$$
\begin{aligned}
\sum_{\partial(p)+\partial\left(p^{\prime}\right)=n} 1 & =\sum_{m \leq n-1} P(n-m) P(m) \\
& \ll q^{n} \sum_{m \leq n-1} \frac{1}{(n-m) m} \ll q^{n} \frac{\log n}{n} .
\end{aligned}
$$

Applying (3.4) twice, the second sum on the right-hand side of (3.20) equals

$$
\begin{aligned}
\sum_{\partial(p)<n} & \sum_{\partial\left(p^{\prime}\right)<n-\partial(p)} q^{-\partial(p)-\partial\left(p^{\prime}\right)} \\
& =\sum_{\partial(p) \leq n-2} q^{-\partial(p)}(\log (n-\partial(p)-1)+O(1)) \\
\quad= & \sum_{m \leq n-2} q^{-m} P(m) \log (n-m-1)+O(\log n) .
\end{aligned}
$$

We have

$$
\begin{aligned}
& \sum_{m \leq n-2} q^{-m} P(m) \log (n-m-1) \\
& \quad=\sum_{m \leq n-2} q^{-m} \log (n-m-1)\left(\frac{\bar{\Lambda}(m)}{m}+O\left(\frac{q^{\frac{m}{2}}}{m}\right)\right) \\
& \quad=\sum_{m \leq n-2} q^{-m} \frac{\bar{\Lambda}(m)}{m} \log (n-m-1)+O(\log n)
\end{aligned}
$$

To evaluate the last sum, let

$$
S_{t}:=\sum_{m \leq t} q^{-m} \frac{\bar{\Lambda}(m)}{m}
$$

for $t \in \mathbb{N}$ and $S_{0}=0$. Then it equals

$$
\begin{aligned}
& \sum_{m \leq n-2}\left(S_{m}-S_{m-1}\right) \log (n-m-1) \\
& =\sum_{m \leq n-3} S_{m}(\log (n-m-1)-\log (n-m-2))+O(\log n) \\
& =\sum_{m \leq n-3} \log m(\log (n-m-1)-\log (n-m-2))+O(\log n) \\
& =(\log n)^{2}+O(\log n)
\end{aligned}
$$

by (3.16), since

$$
\begin{aligned}
& \sum_{m \leq n-3} \log m(\log (n-m-1)-\log (n-m-2)) \\
& =\sum_{m \leq n-3} \log \left(1+\frac{1}{m}\right) \log (n-m-2)+O(\log n) \\
& =\sum_{m \leq n-3} \frac{1}{m}\left(\log n+\log \left(1-\frac{m+2}{n}\right)\right)+O(\log n)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{m \leq \frac{n}{2}} \frac{1}{m} \log \left(1-\frac{m+2}{n}\right) & \ll \log n \\
\sum_{\frac{n}{2}<m \leq n-3} \frac{1}{m} \log \left(1-\frac{m+2}{n}\right) & \ll \frac{1}{n} \sum_{\frac{n}{2}<m \leq n-3}|\log (n-m-2)-\log n| \ll \log n
\end{aligned}
$$

Hence, the second term on the right-hand side of (3.20) is

$$
A q^{n}(\log n)^{2}+O\left(q^{n} \log n\right)
$$

To estimate the last term on the right-hand side of (3.20), we have

$$
\sum_{\partial\left(p p^{\prime}\right)<n} q^{-\partial\left(p p^{\prime}\right)}\left(n-\partial\left(p p^{\prime}\right)\right)^{-\gamma}
$$

$$
\begin{aligned}
& =\sum_{m \leq n-1} q^{-m}(n-m)^{-\gamma} \sum_{\partial\left(p p^{\prime}\right)=m} 1 \\
& \ll \sum_{m \leq n-1} \frac{1}{(n-m)^{\gamma}} \frac{\log m}{m} \\
& \ll n^{-\gamma+1}+\frac{\log n}{n}
\end{aligned}
$$

since

$$
\sum_{\partial\left(p p^{\prime}\right)=m} 1 \ll q^{m} \frac{\log m}{m}
$$

and

$$
\begin{aligned}
\sum_{m \leq n-1} \frac{1}{(n-m)^{\gamma}} \frac{\log m}{m} & =\left(\sum_{m \leq \frac{n-2}{2}}+\sum_{\frac{n-2}{2}<m \leq n-1}\right) \frac{1}{(n-m)^{\gamma}} \frac{\log m}{m} \\
& \ll n^{-\gamma+1}+\frac{\log n}{n} .
\end{aligned}
$$

Hence the last term on the right-hand side of (3.20) is

$$
O\left(q^{n}\left(n^{-\gamma+1}+n^{-1} \log n\right)\right)
$$

This gives

$$
\sum_{\partial\left(p p^{\prime}\right) \leq n} G\left(n-\partial\left(p p^{\prime}\right)\right)=A q^{n}(\log n)^{2}+O\left(q^{n} \log n\right)
$$

and then

$$
\sum_{\partial(a)=n}(\omega(a))^{2}=A q^{n}(\log n)^{2}+O\left(q^{n} \log n\right) .
$$

We now have

$$
\begin{aligned}
\# & \left\{a: \partial(a)=n,|\omega(a)-\log n| \geq(\log n)^{\frac{1}{2}+\delta}\right\} \\
& \leq(\log n)^{-1-\delta} \sum_{\partial(a)=n}(\omega(a)-\log n)^{2}
\end{aligned}
$$

$$
\begin{aligned}
= & (\log n)^{-1-\delta}\left[\sum_{\partial(a)=n}(\omega(a))^{2}-2 \log n \sum_{\partial(a)=n} \omega(a)\right. \\
& \left.+(\log n)^{2} G(n)\right] \\
= & (\log n)^{-1-\delta}\left[A q^{n}(\log n)^{2}-2 q^{n} \log n(A \log n+O(1))\right. \\
& \left.+(\log n)^{2} A q^{n}+O\left(q^{n} \log n\right)\right] \\
= & O\left(q^{n}(\log n)^{-\delta}\right) .
\end{aligned}
$$

Theorem 3.3.7 gives us some information about the distribution of values of $\omega(a)$ and $\Omega(a)$ about their "mean". For any real-valued function $f$ defined on $\mathcal{G}$, we say that $f$ has normal value $F(n)$ for elements of degree $n$ in $\mathcal{G}$ if and only if

$$
(1-\varepsilon) F(n)<f(a)<(1+\varepsilon) F(n)
$$

holds for "almost all" $a \in \mathcal{G}$ of degree $n$ (i.e., for all but $o(G(n))$ elements $a$ of degree $n$ ), and for each fixed $\varepsilon>0$. Theorem 3.3.7 implies that the mean values of $\omega$ and $\Omega$ are essentially also their "normal" values. More accurate information about the distribution of values of $\omega$ and $\Omega$ will be obtained in Chapter 7 by deeper methods.

### 3.4 Abstract Prime Number Theorems and Zeros of the Generating Function

With the aim of deriving sharper asymptotic information about the numbers $P(n)$, we shall first investigate the relation between abstract prime number theorems and the zeros of the modified zeta (i.e. generating) function

$$
\begin{equation*}
Z(y):=\sum_{n=0}^{\infty} G(n) y^{n}=\prod_{m=1}^{\infty}\left(1-y^{m}\right)^{-P(m)} \tag{4.1}
\end{equation*}
$$

of $\mathcal{G}$. By the proof of Proposition 1.2.1 earlier, the infinite "Euler" product on the right-hand side converges absolutely and hence the generating function $Z(y)$ has no zeros in the disk $\left\{|y|<q^{-1}\right\}$, if $G(n) \ll q^{n}$. However, for the derivation of abstract prime number theorems in the classical sense, the zero-free region of $Z(y)$ must be extended to include the circle $|y|=q^{-1}$, as the following theorem shows.
(3.4.1) Theorem. Suppose that there exist constants $q>1$ and $\gamma>1$ such that

$$
\begin{equation*}
\bar{\Lambda}(n) \sim q^{n}, \quad(" P . N . T . ") \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
G(n)-q G(n-1)=O\left(q^{n} n^{-\gamma}\right) \tag{4.3}
\end{equation*}
$$

both hold. Then $Z(y)$ has no zeros on the circle $|y|=q^{-1}$.

Remarks. Condition (3.12) with $\gamma>1$ implies (4.3) and, conversely, condition (4.3) implies that $G(n)=A q^{n}+O\left(q^{n} n^{-\gamma+1}\right)$. Thus the "P.N.T." condition (4.2) is equivalent to $P(n) \sim q^{n} n^{-1}$ by Proposition 3.1.7, if (4.3) holds.

Proof. To prove Theorem 3.4.1, we need the following inequality:
(3.4.2) Lemma. Let $\gamma$ be a constant satisfying $1<\gamma<2$. Then

$$
\sum_{n=1}^{\infty} \frac{x_{1}^{n}-x_{2}^{n}}{n^{\gamma}} \ll\left(x_{1}-x_{2}\right)^{\gamma-1}, \text { for } 0 \leq x_{1}-x_{2}<1
$$

Proof. Actually

$$
\begin{aligned}
\sum_{n=1}^{\infty} \frac{x_{1}^{n}-x_{2}^{n}}{n^{\gamma}} & =\sum_{n \leq\left(x_{1}-x_{2}\right)^{-1}} \frac{x_{1}^{n}-x_{2}^{n}}{n^{\gamma}}+\sum_{n>\left(x_{1}-x_{2}\right)^{-1}} \frac{x_{1}^{n}-x_{2}^{n}}{n^{\gamma}} \\
& =\Sigma_{1}+\Sigma_{2},
\end{aligned}
$$

say. It is easy to see that

$$
\begin{aligned}
\Sigma_{1} & \leq\left(x_{1}-x_{2}\right) \sum_{n \leq\left(x_{1}-x_{2}\right)^{-1}} \frac{1}{n^{\gamma-1}} \leq\left(x_{1}-x_{2}\right)\left(1+\int_{1}^{\left(x_{1}-x_{2}\right)^{-1}} x^{-\gamma+1} d x\right) \\
& \ll\left(x_{1}-x_{2}\right)^{\gamma-1},
\end{aligned}
$$

and that

$$
\Sigma_{2} \leq \sum_{n>\left(x_{1}-x_{2}\right)^{-1}} n^{-\gamma} \leq\left(x_{1}-x_{2}\right)^{\gamma}+\int_{\left(x_{1}-x_{2}\right)^{-1}}^{\infty} x^{-\gamma} d x \ll\left(x_{1}-x_{2}\right)^{\gamma-1}
$$

Proof of Theorem 3.4.1. Consider the function

$$
Z_{0}(y):=(1-q y) Z(y)=1+\sum_{n=1}^{\infty}(G(n)-q G(n-1)) y^{n},
$$

which has a continuous continuation to the circle $|y|=q^{-1}$, by (4.3). It suffices to show that $Z_{0}(y)$ has no zeros on $|y|=q^{-1}$.

On the one hand, by (1.7), we have

$$
\Lambda^{\#}(y)-\frac{q y}{1-q y}=\sum_{n=1}^{\infty}\left(\bar{\Lambda}(n)-q^{n}\right) y^{n}=y \frac{Z_{0}^{\prime}(y)}{Z_{0}(y)}, \quad|y|<q^{-1} .
$$

Let $a_{n}=\bar{\Lambda}(n)-q^{n}$. Then, by (4.2), $a_{n}=o\left(q^{n}\right)$. It turns out that

$$
\log \left(Z_{0}\left(r e^{i \theta}\right)\right)=\sum_{n=1}^{\infty} \frac{a_{n}}{n} r^{n} e^{i n \theta}, \quad 0 \leq r<q^{-1}
$$

since $Z_{0}(0)=1$. Therefore, for any given $\varepsilon>0$, we have

$$
\begin{align*}
\left|Z_{0}\left(r e^{i \theta}\right)\right| & =\exp \left\{R e \sum_{n=1}^{\infty} \frac{a_{n} q^{-n}}{n}(r q)^{n} e^{i n \theta}\right\} \\
& \geq e^{-c} \exp \left\{-\varepsilon \sum_{n=1}^{\infty} \frac{(r q)^{n}}{n}\right\} \\
& =e^{-c}(1-r q)^{\varepsilon}, \tag{4.4}
\end{align*}
$$

where $c=c(\varepsilon)$ is a constant since $\operatorname{Re}\left(a_{n} q^{-n} e^{i n \theta}\right)>-\varepsilon$ for $n \geq n_{0}$. On the other hand, by (4.3),

$$
\begin{aligned}
\left|Z_{0}\left(r_{1} e^{i \theta}\right)-Z_{0}\left(r e^{i \theta}\right)\right| & \leq \sum_{n=1}^{\infty}|G(n)-q G(n-1)|\left(r_{1}^{n}-r^{n}\right) \\
& \ll \sum_{n=1}^{\infty} \frac{1}{n^{\gamma}}\left(\left(q r_{1}\right)^{n}-(q r)^{n}\right)
\end{aligned}
$$

for $0 \leq r<r_{1}<q^{-1}$. It follows that

$$
\begin{equation*}
\left|Z_{0}\left(r_{1} e^{i \theta}\right)-Z_{0}\left(r e^{i \theta}\right)\right| \ll\left(q r_{1}-q r\right)^{\gamma-1} \tag{4.5}
\end{equation*}
$$

from Lemma 3.4.2.
Now suppose that Theorem 3.4.1 is false and $Z_{0}\left(q^{-1} e^{i \theta}\right)=0$. Then, upon letting $r_{1} \rightarrow q^{-1}$ in (4.5), we would obtain

$$
\left|Z_{0}\left(r e^{i \theta}\right)\right| \ll(1-q r)^{\gamma-1} .
$$

Taking $\varepsilon=(\gamma-1) / 2$ in (4.4), we would have

$$
e^{-c}(1-q r)^{(\gamma-1) / 2} \leq K(1-q r)^{\gamma-1},
$$

or

$$
e^{-c} / K \leq(1-q r)^{(\gamma-1) / 2} ;
$$

this is certainly absurd for $r$ sufficiently close to $q^{-1}$.

Conversely, we have the following result which is a "conditional" abstract prime number theorem and an "inverse" of Theorem 3.4.1 in some sense.
(3.4.3) Theorem. Suppose that there exists a constant $q>1$ such that

$$
\begin{equation*}
\sum_{n=1}^{\infty} q^{-2 n} n^{2}|G(n)-q G(n-1)|^{2}<\infty \tag{4.6}
\end{equation*}
$$

If $Z_{0}(y)=(1-q y) Z(y)$ is continuous on the closed disk $\left\{|y| \leq q^{-1}\right\}$ and has no zeros on the circle $|y|=q^{-1}$, then

$$
\bar{\Lambda}(n) \sim q^{n}(" P . N . T . ") .
$$

Proof. First note that the condition (4.6) implies

$$
G(n)-q G(n-1)=o\left(q^{n} n^{-1}\right)
$$

Hence

$$
\begin{aligned}
G(n)= & (G(n)-q G(n-1))+q(G(n-1)-q G(n-2)) \\
& +\cdots+q^{n-1}(G(1)-q G(0))+q^{n} \\
= & q^{n}+q^{n} \sum_{m=1}^{n} o\left(m^{-1}\right) \\
= & o\left(q^{n} \log n\right)
\end{aligned}
$$

Then the absolute convergence of $Z(y)=\prod_{m=1}^{\infty}\left(1-y^{m}\right)^{-P(m)}$ for $|y|<q^{-1}$ follows from a similar argument to the one in the proof of Proposition 1.2.1 since $P(n) \leq G(n)$. We then have

$$
\Lambda^{\#}(y)=\sum_{n=1}^{\infty} \bar{\Lambda}(n) y^{n}=\frac{q y}{1-q y}+y \frac{Z_{0}^{\prime}(y)}{Z_{0}(y)}, \quad|y|<q^{-1}
$$

Therefore,

$$
\bar{\Lambda}(n)=q^{n}+\frac{1}{2 \pi i} \int_{|y|=r} \frac{Z_{0}^{\prime}(y)}{Z_{0}(y)} y^{-n} d y
$$

with $0<r<q^{-1}$. We note that

$$
\begin{aligned}
& \int_{-\pi}^{\pi}\left|Z_{0}^{\prime}\left(r e^{i \theta}\right)-Z_{0}^{\prime}\left(r_{1} e^{i \theta}\right)\right|^{2} d \theta \\
& \quad=2 \pi \sum_{n=1}^{\infty} n^{2}(G(n)-q G(n-1))^{2} q^{-2 n+2}\left((q r)^{n-1}-\left(q r_{1}\right)^{n-1}\right)^{2} \\
& \quad \rightarrow 0 \quad \text { as } r, r_{1} \rightarrow q^{-1}-,
\end{aligned}
$$

by (4.6), since $\left((q r)^{n-1}-\left(q r_{1}\right)^{n-1}\right)^{2}<1$. Therefore there exists a function $F(\theta) \in L_{2}[-\pi, \pi]$ such that $Z_{0}^{\prime}\left(r e^{i \theta}\right) \rightarrow F(\theta)$ in $L_{2}[-\pi, \pi]$ as $r \rightarrow q^{-1}-$, by the completeness of the space $L_{2}[-\pi, \pi]$. It follows that

$$
\lim _{r \rightarrow q^{-1}-} \frac{1}{2 \pi i} \int_{|y|=r} \frac{Z_{0}^{\prime}(y)}{Z_{0}(y)} y^{-n} d y=\frac{q^{n-1}}{2 \pi} \int_{-\pi}^{\pi} e^{-(n-1) i \theta} \frac{F(\theta)}{Z_{0}\left(q^{-1} e^{i \theta}\right)} d \theta
$$

since $Z_{0}(y)$ is continuous in $\left\{|y| \leq q^{-1}\right\}$ and has no zeros on it. Therefore we obtain

$$
\begin{aligned}
\bar{\Lambda}(n) & =q^{n}+\frac{q^{n-1}}{2 \pi} \int_{-\pi}^{\pi} e^{-(n-1) i \theta} \frac{F(\theta)}{Z_{0}\left(q^{-1} e^{i \theta}\right)} d \theta \\
& =q^{n}+o\left(q^{n}\right)
\end{aligned}
$$

because the last integral tends to zero as $n \rightarrow \infty$, by the Riemann-Lebesgue lemma.
(3.4.4) Corollary. Suppose there exist constants $q>1, A>0$ and $\gamma>\frac{3}{2}$, such that

$$
G(n)=A q^{n}+O\left(q^{n} n^{-\gamma}\right)
$$

If $Z_{0}(y)$ had no zeros on the circle $|y|=q^{-1}$ then $\bar{\Lambda}(n) \sim q^{n}$.
Note. The condition $\gamma>\frac{3}{2}$ can be replaced by $\gamma>1$, as shown by Warlimont [1]. We shall not pursue this result here.

The next theorem is also a "conditional" abstract prime number theorem, but with a remainder term.
(3.4.5) Theorem. Suppose that $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$, i.e. there exist constants $A>0, q>1$, and $\nu$ with $0 \leq \nu<1$ such that

$$
\begin{equation*}
G(n)=A q^{n}+O\left(q^{\nu n}\right) . \tag{4.7}
\end{equation*}
$$

If the generating function $Z(y)$ has no zeros on the circle $|y|=q^{-1}$ then

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}+O\left(q^{\theta n}\right) \tag{4.8}
\end{equation*}
$$

holds for some $\theta$ with $\nu<\theta<1$.

Remark. In addition to (4.7), Indlekofer [1] makes the assumption that the function $Z_{0}(y)=(1-q y) Z(y)$, for $|y|<q^{-1}$ is of Nevanlinna type. This leads to still more precise information about the remainder in (4.8).

Proof. Note that the function $Z_{0}(y)=(1-q y) Z(y)$ is holomorphic in the disk $\left\{|y|<q^{-\nu}\right\}$ by (4.7), and has no zeros in the closed disk $\left\{|y| \leq q^{-1}\right\}$. Therefore, by the compactness of the circle $|y|=q^{-1}$, there exists some constant $\theta_{1}$ with $\nu \leq \theta_{1}<1$ such that $Z_{0}(y)$ has no zeros in $\left\{|y|<q^{-\theta_{1}}\right\}$. If we shift the integration path in the formula

$$
\bar{\Lambda}(n)=\frac{1}{2 \pi i} \int_{|y|=r} \frac{Z^{\prime}(y)}{Z(y)} y^{-n} d y=q^{n}+\frac{1}{2 \pi i} \int_{|y|=r} \frac{Z_{0}^{\prime}(y)}{Z_{0}(y)} y^{-n} d y,
$$

with $r<q^{-1}$, to a circle with radius $r=q^{-\theta}$ where $\theta_{1}<\theta<1$, then we arrive at the conclusion.

### 3.5 Explicit Abstract Prime Number Theorems

### 3.5.1 Versions of Zhang [1]

The results of Section 3.4 show that a key to establishing an abstract prime number theorem in the classical sense is to discover conditions which guarantee that the generating function $Z(y)$ has no zeros on the circle $|y|=q^{-1}$. For this, we first have the following theorem, which is sharp as Example 3.8.1 below will show.
(3.5.1) Theorem. If there exist constants $q>1$ and $A>0$ such that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(G(n)-A q^{n}\right)^{2} q^{-n}<\infty \tag{5.1}
\end{equation*}
$$

then $Z(y)$ has no zeros on the circle $|y|=q^{-1}$.

Proof. The following proof is a simplication of the one first given by Zhang [1]. To prove Theorem 3.5.1, we first note that, by (5.1),

$$
\left(G(n)-A q^{n}\right)^{2}=o\left(q^{n}\right)
$$

and hence

$$
G(n)=A q^{n}+o\left(q^{\frac{n}{2}}\right) .
$$

Therefore, essentially as in the proof of Proposition 1.2.1, one sees that $Z(y)$ has an analytic continuation in the disk $\left\{|y|<q^{-\frac{1}{2}}\right\}$ as a meromorphic function, with the only singularity being a pole of order one at $y=q^{-1}$. We divide the further proof of Theorem 3.5.1 into several lemmas.
(3.5.2) Lemma. Assume Axiom $\mathcal{A}^{\#}$, i.e. suppose there exist constants $A>0, q>1$, and $\nu$ with $0 \leq \nu<1$, such that

$$
G(n)=A q^{n}+O\left(q^{\nu n}\right)
$$

Then $Z(y)$ has no zeros on the circle $|y|=q^{-1}$, except perhaps at the point $y=-q^{-1}$ where it has at most a simple zero.

Proof. Consider the "associated zeta function" $\zeta(s):=Z\left(q^{-s}\right)$ with Res $=\sigma>\frac{1}{2}$, (not to be confused with the Riemann zeta function). Then

$$
\zeta(\sigma+i t)=\prod_{m=1}^{\infty}\left(1-q^{-m(\sigma+i t)}\right)^{-P(m)}
$$

for $\sigma>1$, and we have

$$
\zeta(\sigma)=Z\left(q^{-\sigma}\right)=\sum_{n=0}^{\infty} G(n) q^{-n \sigma}=\frac{A / \log q}{\sigma-1}(1+O(\sigma-1))
$$

as $\sigma \rightarrow 1+$. Since

$$
\begin{aligned}
& (\zeta(\sigma))^{3}|\zeta(\sigma+i t)|^{4}|\zeta(\sigma+2 i t)| \\
& \quad=\exp \left\{\sum_{m=1}^{\infty} P(m) \sum_{k=1}^{\infty} \frac{1}{k} q^{-m k \sigma}(3+4 \cos (t k m \log q)\right. \\
& \quad+\cos (2 t k m \log q))\} \\
& \quad \geq 1 \text { for } \sigma>1,
\end{aligned}
$$

in view of $3+4 \cos \theta+\cos 2 \theta=2(\cos \theta+1)^{2} \geq 0, \zeta(\sigma+i t)$ has no zeros on the line $\sigma=1$ except possibly at those points with $t=m \pi / \log q$, $m= \pm 1, \pm 3, \ldots$, where it has a zero of order at most one. Therefore $Z(y)$ has no zeros on the circle $|y|=q^{-1}$, except possibly at the point $y=-q^{-1}$ where it has at most a simple zero.
(3.5.3) Lemma. Assume (5.1), and suppose that $Z(y)$ has a zero at $y=-q^{-1}$. Let

$$
Z(y) Z(-y)=1+\sum_{n=1}^{\infty} H(n) y^{n}
$$

Then

$$
\begin{equation*}
H(n)=o\left(q^{\frac{n}{2}}\right) \tag{5.2}
\end{equation*}
$$

Proof. We first show that

$$
\begin{equation*}
\lim _{r, r_{1} \rightarrow q^{-\frac{1}{2}}-} \int_{-\pi}^{\pi}\left|Z\left(r e^{i \theta}\right)-Z\left(r_{1} e^{i \theta}\right)\right|^{2} d \theta=0 \tag{5.3}
\end{equation*}
$$

Actually, we have

$$
Z(y)=g(y)+f(y)
$$

where

$$
g(y)=\frac{A q y}{1-q y}, \quad f(y)=1+\sum_{n=1}^{\infty}\left(G(n)-A q^{n}\right) y^{n}
$$

The function $f(y)$ is holomorphic in the disk $\left\{|y|<q^{-\frac{1}{2}}\right\}$ by (5.1) and we have

$$
\begin{aligned}
& \int_{-\pi}^{\pi}\left|f\left(r e^{i \theta}\right)-f\left(r_{1} e^{i \theta}\right)\right|^{2} d \theta \\
& \quad=2 \pi \sum_{n=1}^{\infty}\left(G(n)-A q^{n}\right)^{2} q^{-n}\left(\left(q^{\frac{1}{2}} r\right)^{n}-\left(q^{\frac{1}{2}} r_{1}\right)^{n}\right)^{2}
\end{aligned}
$$

for $r<q^{-\frac{1}{2}}, r_{1}<q^{-\frac{1}{2}}$. We note that $\left(\left(q^{\frac{1}{2}} r\right)^{n}-\left(q^{\frac{1}{2}} r_{1}\right)^{n}\right)^{2}<1$. Therefore, by (5.1),

$$
\lim _{r, r_{1} \rightarrow q^{-\frac{1}{2}}-} \int_{-\pi}^{\pi}\left|f\left(r e^{i \theta}\right)-f\left(r_{1} e^{i \theta}\right)\right|^{2} d \theta=0
$$

Also, note that $g(y)$ is uniformly continuous on the annulus $\left\{q^{-\frac{2}{3}} \leq|y| \leq q^{-\frac{1}{2}}\right\}$. Therefore (5.3) follows from the inequality

$$
\begin{aligned}
& \left|Z\left(r e^{i \theta}\right)-Z\left(r_{1} e^{i \theta}\right)\right|^{2} \\
& \quad \leq 2\left(\left|g\left(r e^{i \theta}\right)-g\left(r_{1} e^{i \theta}\right)\right|^{2}+\left|f\left(r e^{i \theta}\right)-f\left(r_{1} e^{i \theta}\right)\right|^{2}\right)
\end{aligned}
$$

Now consider $Z(y) Z(-y)$. By the hypothesis that $Z(y)$ has a zero at $y=-q^{-1}, Z(y) Z(-y)$ has no poles at $y=q^{-1}$ and $y=-q^{-1}$. Therefore, it
is holomorphic in the disk $\left\{|y|<q^{-\frac{1}{2}}\right\}$. We have

$$
\begin{align*}
H(n) & =\frac{1}{2 \pi i} \int_{|y|=r} \frac{Z(y) Z(-y)}{y^{n+1}} d y \\
& =\frac{1}{2 \pi r^{n}} \int_{-\pi}^{\pi} e^{i n \theta} Z\left(r e^{i \theta}\right) Z\left(-r e^{i \theta}\right) d \theta \tag{5.4}
\end{align*}
$$

By (5.3), there exists a function $F(\theta) \in L_{1}[-\pi, \pi]$ such that

$$
\lim _{r \rightarrow q^{-\frac{1}{2}}-} \int_{-\pi}^{\pi}\left|Z\left(r e^{i \theta}\right) Z\left(-r e^{i \theta}\right)-F(\theta)\right| d \theta=0
$$

Therefore, if we take the limit as $r \rightarrow q^{-\frac{1}{2}}$ - on the right-hand side of (5.4), then we obtain

$$
H(n)=\frac{q^{\frac{\pi}{2}}}{2 \pi} \int_{-\pi}^{\pi} e^{i_{n} \theta} F(\theta) d \theta
$$

It follows that $H(n)=o\left(q^{\frac{n}{2}}\right)$, since the last integral tends to zero as $n \rightarrow \infty$ by the Riemann-Lebesgue lemma.

Proof of Theorem 3.5.1 Write

$$
Z(y) Z(-y)=\prod_{\substack{m=1 \\ m \text { even }}}^{\infty}\left(\frac{1+y^{m}}{1-y^{m}}\right)^{P(m)} Z\left(y^{2}\right)
$$

and

$$
\begin{gathered}
Z\left(y^{2}\right)=\sum_{n=0}^{\infty} G_{1}(n) y^{n} \\
\prod_{\substack{m=1 \\
m \text { even }}}^{\infty}\left(\frac{1+y^{m}}{1-y^{m}}\right)^{P(m)}=\sum_{n=0}^{\infty} G_{2}(n) y^{n} .
\end{gathered}
$$

Then

$$
G_{1}(n)= \begin{cases}G\left(\frac{n}{2}\right), & \text { if } n \text { is even; } \\ 0, & \text { if } n \text { is odd. }\end{cases}
$$

Also, since

$$
\frac{1+y^{m}}{1-y^{m}}=\left(1+y^{m}\right) \sum_{k=0}^{\infty} y^{k m}
$$

and the $P(m)$ are non-negative integers, the $G_{2}(n)$ are all non-negative integers. Therefore

$$
1+\sum_{n=1}^{\infty} H(n) y^{n}=\left(\sum_{n=0}^{\infty} G_{1}(n) y^{n}\right)\left(\sum_{n=0}^{\infty} G_{2}(n) y^{n}\right)
$$

and

$$
\begin{aligned}
H(n) & =G_{1}(n)+G_{2}(1) G_{1}(n-1)+\cdots+G_{1}(n-1) G_{1}(1)+G_{2}(n) \\
& \geq G_{1}(n) .
\end{aligned}
$$

Suppose that Theorem 3.5.1 is not true, and that $Z(y)$ has a zero at $y=$ $-q^{-1}$. Then we would have

$$
\liminf _{n \rightarrow \infty} q^{-n} H(2 n) \geq \lim _{n \rightarrow \infty} q^{n} G(n)=A>0
$$

this contradicts (5.2).
Theorem 3.5.1 has the following direct corollary which is convenient to apply.
(3.5.4) Corollary. If there exist constants $q>1, A>0$, and $\gamma>\frac{1}{2}$, such that

$$
G(n)=A q^{n}+O\left(q^{\frac{n}{2}} n^{-\gamma}\right)
$$

then $Z(y)$ has no zeros on the circle $|y|=q^{-1}$.
This corollary combined with Example 3.8 .1 below shows that Theorem 3.5.1 is in some sense "sharp".

Furthermore, by combining Corollary 3.5.4 and Theorem 3.4.5, we obtain the following abstract prime number theorem.
(3.5.5) Theorem. Suppose that there exist constants $q>1, A>0$, and $\nu$ with $0 \leq \nu<\frac{1}{2}$ such that

$$
G(n)=A q^{n}+O\left(q^{\nu n}\right), \quad n=1,2, \ldots,
$$

or that (for $\nu=\frac{1}{2}$ ) there exists also a constant $\gamma>\frac{1}{2}$ such that

$$
G(n)=A q^{n}+O\left(q^{\frac{n}{2}} n^{-\gamma}\right), \quad n=1,2, \ldots
$$

Then

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}+O\left(q^{\theta n}\right) \tag{5.5}
\end{equation*}
$$

holds for some $\theta$ with $\nu \leq \theta<1$.

Remark. Theorem 3.5.5 gives rise to the problem initiated by S.D. Cohen [1] to describe more precisely in terms of $\nu$ the quantity $\theta$ in the remainder of (5.5). Example 3.8 .6 below will show that there is not too much we can say about $\theta$ in terms of $\nu$.

### 3.5.2 Versions of Indlekofer-ManstaviciusWarlimont

Now consider some theorems given by (or equivalent to ones given by) Indlekofer, Manstavicius and Warlimont [1].
(3.5.6) ThEOREM. Assume $P(n) \ll q^{n}, n=1,2, \ldots$, for some $q>1$. Suppose that $Z(y)$ can be analytically continued in the disk $\left\{|y|<q^{-\frac{1}{2}}\right\}$ to a meromorphic function with only singularity being a simple pole at $y=q^{-1}$. If

$$
\begin{equation*}
\liminf _{x \rightarrow q^{-\frac{1}{2}}-}\left(1-q^{\frac{1}{2}} x\right) Z(x) Z(-x) \leq 0 \tag{5.6}
\end{equation*}
$$

then $Z(y)$ has no zeros on the circle $|y|=q^{-1}$.

Remark 1. This theorem implies that, if

$$
\begin{equation*}
\lim _{x \rightarrow q^{-\frac{1}{2}}-}\left(1-q^{\frac{1}{2}} x\right) Z(x) Z(-x)=0 \tag{5.7}
\end{equation*}
$$

then $Z(y)$ has no zeros on the circle $|y|=q^{-1}$. This is a weaker and nonequivalent conclusion.

Remark 2. One can deduce Theorem 3.5.1 from Theorem 3.5.6. Actually, (5.1) implies the conditions of Theorem 3.5 .6 as well as (5.2) by Lemma 3.5.3. From (5.2), we have

$$
Z(x) Z(-x) \leq 1+\sum_{n=1}^{n_{0}} H(n) x^{n}+\sum_{n=n_{0}+1}^{\infty} \varepsilon q^{\frac{n}{2}} x^{n}
$$

for $0 \leq x<q^{-\frac{1}{2}}$. Hence

$$
\left(1-q^{\frac{1}{2}} x\right) Z(x) Z(-x) \leq\left(1-q^{\frac{1}{2}} x\right)\left(1+\sum_{n=1}^{n_{0}} H(n) x^{n}\right)+\varepsilon q^{\frac{n_{0}+1}{2}} x^{n_{0}+1}
$$

and then

$$
\limsup _{x \rightarrow q^{-\frac{1}{2}}-}\left(1-q^{\frac{1}{2}} x\right) Z(x) Z(-x) \leq \varepsilon
$$

for each $\varepsilon>0$. Thus (5.6) follows.

Theorem 3.5.6 is an equivalent form to:
(3.5.7) Theorem. Assume the conditions of Theorem 3.5.6. If $Z\left(-q^{-1}\right)=0$, then

$$
\begin{equation*}
\left(1-q^{\frac{1}{2}} x\right)^{-1} \ll Z(x) Z(-x) \tag{5.8}
\end{equation*}
$$

for real $x \rightarrow q^{-\frac{1}{2}}-$.

Proof. Actually, (5.8) holds if and only if

$$
\begin{equation*}
\liminf _{x \rightarrow q^{-\frac{1}{2}}-}\left(1-q^{\frac{1}{2}} x\right) Z(x) Z(-x) \geq c \tag{5.9}
\end{equation*}
$$

for some $c>0$. If $Z\left(-q^{-1}\right)=0$, then Theorem 3.5.6 implies (5.9), and Theorem 3.5.7 follows. Conversely, if (5.6) holds, then (5.9) does not, and,
by Theorem 3.5.7, $Z\left(-q^{-1}\right) \neq 0$. Thus $Z(y)$ has no zeros on the circle $|y|=q^{-1}$, by Lemma 3.5.2. Then Theorem 3.5.6 follows.

Proof of Theorem 3.5.7 As in the proof of Theorem 3.5.1, we have

$$
Z(y) Z(-y)=g(y) Z\left(y^{2}\right), \quad|y|<q^{-1}
$$

where

$$
g(y):=\prod_{\substack{n=1 \\ n \text { even }}}^{\infty}\left(\frac{1+y^{n}}{1-y^{n}}\right)^{P(n)}
$$

Note that $g$ is holomorphic for $|y|<q^{-1}$ and that $g(0)=1$. Let

$$
\begin{equation*}
g(y)=1+\sum_{n=1}^{\infty} c_{n} y^{n}, \quad|y|<q^{-1} . \tag{5.10}
\end{equation*}
$$

Then $c_{n} \geq 0$. We note that the functions $Z\left(y^{2}\right)$ and $\frac{1-q y}{1+q y} Z(y)$ are holomorphic for $|y|<q^{-\frac{1}{2}}$ and that $Z\left(y^{2}\right) \neq 0$ there. Hence

$$
g(y)=\frac{1}{Z\left(y^{2}\right)}\left(\frac{1-q y}{1+q y} Z(y)\right)\left(\frac{1+q y}{1-q y} Z(-y)\right)
$$

is holomorphic there too. Therefore the power series expansion (5.10) holds for $|y|<q^{-\frac{1}{2}}$ too. We then obtain

$$
g(x) \geq 1
$$

for $0 \leq x<q^{-\frac{1}{2}}$. It follows that

$$
Z(x) Z(-x) \geq Z\left(x^{2}\right)
$$

for $0 \leq x<q^{-\frac{1}{2}}$. Since $Z\left(y^{2}\right)$ has a simple pole at $y=q^{-\frac{1}{2}}$, and $Z\left(x^{2}\right)>0$ for $0 \leq x<q^{-\frac{1}{2}}$, we see that

$$
\left(1-q^{\frac{1}{2}} x\right)^{-1} \ll Z\left(x^{2}\right)
$$

for $0 \leq x<q^{-\frac{1}{2}}$, and (5.8) follows.
(3.5.8) Example. As in Theorem 2.1.1 earlier, consider the generating function $Z_{\mathcal{F}_{q}}(y)$ of the category $\mathcal{F}_{q}$. Then, as before,

$$
Z_{\mathcal{F}_{q}}(y)=\prod_{r=1}^{\infty}\left(1-q y^{r}\right)^{-1}
$$

Hence, for $0 \leq x<q^{-\frac{1}{2}}$,

$$
\begin{aligned}
& \left(1-q^{\frac{1}{2}} x\right) Z_{\mathcal{F}_{q}}(x) Z_{\mathcal{F}_{q}}(-x) \\
& \quad=\left(1-q^{\frac{1}{2}} x\right) \prod_{r \text { odd }}\left(1-q^{2} x^{2 r}\right)^{-1} \prod_{s=1}^{\infty}\left(1-q x^{2 s}\right)^{-2} \\
& \quad=\left(1-q^{\frac{1}{2}} x\right)^{-1}\left(1+q^{\frac{1}{2}} x\right)^{-2} \prod_{r \text { odd }}\left(1-q^{2} x^{2 r}\right)^{-1} \prod_{s=2}^{\infty}\left(1-q x^{2 s}\right)^{-2}
\end{aligned}
$$

As $x \rightarrow q^{-\frac{1}{2}}-,\left(1-q^{\frac{1}{2}} x\right)^{-1} \rightarrow+\infty$ and

$$
\begin{gathered}
\lim _{x \rightarrow q^{-\frac{1}{2}}} \prod_{-r \text { odd }}\left(1-q^{2} x^{2 r}\right)^{-1}=(1-q)^{-1} \prod_{\substack{r \text { odd } \\
r \geq 3}}\left(1-q^{2-r}\right)^{-1}<0 \\
\quad \lim _{x \rightarrow q^{-\frac{1}{2}}} \prod_{-s=2}^{\infty}\left(1-q x^{2 s}\right)^{-2}=\prod_{s=2}^{\infty}\left(1-q^{1-s}\right)^{-1}>0
\end{gathered}
$$

Hence, we have

$$
\lim _{x \rightarrow q^{-\frac{1}{2}}-}\left(1-q^{\frac{1}{2}} x\right) Z_{\mathcal{F}_{q}}(x) Z_{\mathcal{F}_{q}}(-x)=-\infty
$$

By Theorem 3.5.6, $Z_{\mathcal{F}_{q}}(y)$ has no zeros on the circle $|y|=q^{-1}$. Thus the total number $P_{\mathcal{F}}(n)$ of non-isomorphic indecomposable modules of cardinal $q^{n}$ satisfies

$$
P_{\mathcal{F}}(n)=\frac{q^{n}}{n}+O\left(q^{\theta n}\right)
$$

as $n \rightarrow \infty$, where $\frac{1}{2} \leq \theta<1$, which is a weaker form of Proposition 3.1.1 above.

### 3.6 A Tauberian Theorem of Bombieri

The proofs of the abstract prime number theorms given so far are analytic. Elementary proofs can be constructed on the basis of the following tauberian theorem (cf. Zhang [4]), which is a refinement of one of Bombieri [2].
(3.6.1) Theorem. Suppose that $a_{m} \geq 0, m=1,2, \ldots$, and that

$$
\begin{equation*}
m a_{m}+\sum_{i=1}^{m-1} a_{i} a_{m-i}=2 m+O(1) \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{m} a_{2 i}=m+O(1) \tag{6.2}
\end{equation*}
$$

as $m \rightarrow \infty$. Then

$$
a_{m}=1+O\left(\frac{1}{m}\right) \text { as } m \rightarrow \infty .
$$

Remark 1. Let $a_{m}=1$ if $m$ is not a square of an integer, and $a_{n^{2}}=1+\frac{1}{n^{2}}$ for $n \geq 1$. Then plainly the conditions of Theorem 3.6.1 are satisfied. This example shows that $a_{m}=1+O\left(\frac{1}{m}\right)$ is sharp.

Remark 2. The condition (6.2) cannot be replaced by the condition

$$
\begin{equation*}
\sum_{i=1}^{m} a_{i}=m+O(1) \tag{6.3}
\end{equation*}
$$

A counter-example is $a_{n}=2$ if $n$ is odd, and $a_{n}=0$ if $n$ is even. Then the $a_{n}$ satisfy (6.1) and (6.3), but not (6.2). A tauberian theorem of Erdős [1] shows that (6.1) implies (6.3). Therefore, the condition (6.1), together with the non-negativity of $a_{n}$ is not alone sufficient to imply $a_{m}=1+o(1)$. To
guarantee the convergence of $a_{m}$ as $m \rightarrow \infty$, some other condition beyond (6.1) (and its implication (6.3)) is needed. This reveals another important divergence of the theory of additive arithmetical semigroups exposed in this monograph from classical number theory. As is well-known, in classical number theory (see, e.g. Erdős [1]), the Selberg formula is alone sufficient in order to deduce the prime number theorem for $\mathbb{N}$. However, for additive arithmetical semigroups, the abstract Selberg-Bombieri formula (see (7.2) of Section 3.7) is not sufficient by itself.

Remark 3. We shall give a proof of Theorem 3.6 .1 with the supplemental condition (6.3). This is merely an equivalent form of Theorem 3.6.1, because, as we mentioned in Remark 2, (6.3) is actually a consequence of (6.1). With the supplemental condition (6.3), our proof of Theorem 3.6.1 is self-contained and shorter, because we have no need to appeal to the proof of Erdős's tauberian theorem. In point of view of being selfcontained, Theorem 3.6.1 with supplemental (6.3) will be sufficient to construct elementary proofs of an abstract prime number theorem. Actually, in our elementary proofs, which we shall introduce in the next section, the condition (6.3) is merely the Mertens-type asymptotic estimate (3.2) which was proved in Theorem 3.3.1.

Let $a_{m}=1+r_{m}$. From (6.1), (6.2), and (6.3), we have

$$
\begin{gather*}
m r_{m}+\sum_{k=1}^{m-1} r_{k} r_{m-k}=O(1)  \tag{6.4}\\
\sum_{k=1}^{m} r_{k}=O(1) \tag{6.5}
\end{gather*}
$$

and

$$
\begin{equation*}
\sum_{k=1}^{m} r_{2 k}=O(1) . \tag{6.6}
\end{equation*}
$$

Moreover, since $a_{m} \geq 0$, from (6.1),

$$
m a_{m} \leq 2 m+O(1)
$$

and then

$$
0 \leq 1+r_{m}=a_{m} \leq 2+O\left(\frac{1}{m}\right)
$$

Hence

$$
-1 \leq r_{m} \leq 1+O\left(\frac{1}{m}\right)
$$

Thus we have

$$
\begin{equation*}
\left|r_{m}\right| \leq 1+O\left(\frac{1}{m}\right) \tag{6.7}
\end{equation*}
$$

It suffices to show that $r_{m}=O\left(\frac{1}{m}\right)$.
To this end, we first prove the following lemma, which is a strengthened form of the lemma given in Bombieri's paper. The proof follows his general idea.
(3.6.2) Lemma. We have

$$
\begin{equation*}
\limsup _{m \rightarrow \infty}\left|r_{m}+r_{m+1}\right| \leq 1, \quad \limsup _{m \rightarrow \infty}\left|r_{m}-r_{m+1}\right| \leq 1 \tag{6.8}
\end{equation*}
$$

Remark. This lemma shows that $r_{m}$ has a kind of slow oscillation, which is essential for proving Theorem 3.6.1.

Proof. From (6.4) and (6.7), we have

$$
\begin{equation*}
m\left|r_{m} \pm r_{m+1}\right| \leq \sum_{k=1}^{m-1}\left|r_{k} \pm r_{k+1}\right|+O(\log m) \tag{6.9}
\end{equation*}
$$

To prove the first part of (6.8), suppose on the contrary that

$$
\limsup _{m \rightarrow \infty}\left|r_{m}+r_{m+1}\right|=\ell>1
$$

Then, for any given $\varepsilon$ positive and sufficiently small, the set

$$
M_{\varepsilon}:=\left\{m \in \mathbb{N}:\left|r_{m}+r_{m+1}\right|>\ell-\varepsilon>1\right\}
$$

contains infinitely many $m$. For each $m \in M_{\varepsilon}$, let the set

$$
I=I(m, \varepsilon):=\left\{k \in \mathbb{N}: k \leq m,\left|r_{k}+r_{k+1}\right| \leq \ell-\sqrt{\varepsilon}\right\} .
$$

Then, from (6.9), for $m \in M_{\varepsilon}$, we have

$$
m(\ell-\varepsilon) \leq(\ell-\sqrt{\varepsilon})|I|+(\ell+\varepsilon)(m-|I|)+O_{\varepsilon}(\log m)
$$

where $|I|$ is the number of $k$ 's in $I$. It follows that

$$
\begin{equation*}
|I| \leq 2 \sqrt{\varepsilon} m+O_{\varepsilon}(\log m) \tag{6.10}
\end{equation*}
$$

Therefore, if we choose $\varepsilon$ positive and sufficiently small then for $m$ in $M_{\varepsilon}$ sufficiently large there is an interval $[a, b]$ with integral end points $a$ and $b$ such that

$$
\begin{equation*}
\frac{m}{2} \leq a<b \leq m, \quad b-a>\frac{1}{10 \sqrt{\varepsilon}} \tag{6.11}
\end{equation*}
$$

and such that

$$
\begin{equation*}
\left|r_{k}+r_{k+1}\right|>\ell-\sqrt{\varepsilon}>1 \text { for all } k \in[a, b] \tag{6.12}
\end{equation*}
$$

Actually, if such an interval $[a, b]$ did not exist, then for every $n$ between $\frac{m}{2}$ and $m$ there would be some $k \in I$ such that $-\frac{1}{10 \sqrt{\varepsilon}} \leq n-k \leq \frac{1}{10 \sqrt{\varepsilon}}$, and hence the union of the intervals $I_{k}=\left[k-\frac{1}{9 \sqrt{\varepsilon}}, k+\frac{1}{9 \sqrt{\varepsilon}}\right]$ with $k \in I$ would cover the interval $\left[\frac{m}{2}, m\right]$. However, the total length of intervals $I_{k}$ is, by (6.10), at most

$$
\begin{aligned}
|I| \frac{2}{9 \sqrt{\varepsilon}} & \leq \frac{2}{9 \sqrt{\varepsilon}}\left(2 \sqrt{\varepsilon} m+O_{\varepsilon}(\log m)\right) \\
& =\frac{4}{9} m+\frac{2}{9} O_{\varepsilon}(\log m)<\frac{m}{2}-1-\frac{2}{\sqrt{\varepsilon}} \\
& \leq\left|\left[\frac{m}{2}+\frac{1}{\sqrt{\varepsilon}}, m-\frac{1}{\sqrt{\varepsilon}}\right]\right|
\end{aligned}
$$

for $m$ sufficiently large, where the two $O_{\epsilon}$ - constants may be different.
Since $\left|r_{k}\right| \leq 1+O\left(\frac{1}{k}\right),(6.12)$ shows that $r_{k}$ and $r_{k+1}$ have the same sign for all $k \in[a, b]$. It follows that

$$
\begin{aligned}
\left|\sum_{k \in[a, b]} r_{k}\right| & =\left|\frac{1}{2} \sum_{k \in[a, b-1]}\left(r_{k}+r_{k+1}\right)+\frac{r_{a}}{2}+\frac{r_{b}}{2}\right| \\
& \geq \frac{1}{2} \sum_{k \in[a, b-1]}\left|r_{k}+r_{k+1}\right|>\frac{1}{2}(\ell-\sqrt{\varepsilon})(b-a) \\
& >\frac{1}{20 \sqrt{\varepsilon}} .
\end{aligned}
$$

However, from (6.5),

$$
\frac{1}{20 \sqrt{\varepsilon}}<\left|\sum_{k \in[a, b]} r_{k}\right| \leq\left|\sum_{k=1}^{b} r_{k}\right|+\left|\sum_{k=1}^{a-1} r_{k}\right|=O(1)
$$

which is certainly absurd if $\varepsilon$ is small enough. This completes the proof of the first part of (6.8).

Similarly, to prove the second inequality of (6.8), suppose on the contrary that $\lim \sup _{m \rightarrow \infty}\left|r_{m}-r_{m+1}\right|=\ell>1$. A similar argument shows that there is an interval $[c, d]$ with integral end points $c$ and $d$ such that

$$
\frac{m}{2} \leq c<d \leq m, \quad d-c>\frac{1}{10 \sqrt{\varepsilon}}
$$

and such that

$$
\begin{equation*}
\left|r_{k}-r_{k+1}\right|>\ell-\sqrt{\varepsilon}>1 \text { for all } k \in[c, d] \tag{6.13}
\end{equation*}
$$

Since $\left|r_{k}\right| \leq 1+O\left(\frac{1}{k}\right),(6.13)$ shows that $r_{k}$ and $r_{k+1}$ have the opposite sign for all $k \in[c, d]$. Then the numbers $r_{2 k}$ have the same sign, and the numbers $r_{2 k-1}-r_{2 k}$ have the same sign, for all $2 k \in[c, d]$. It follows, from
(6.13) and (6.5), that

$$
\begin{align*}
\left|\sum_{2 k \in[c, d]} r_{2 k}\right| & =\left|\frac{1}{2} \sum_{2 k \in[c, d]}\left(r_{2 k-1}+r_{2 k}\right)-\frac{1}{2} \sum_{2 k \in[c, d]}\left(r_{2 k-1}-r_{2 k}\right)\right| \\
& \geq \frac{1}{2} \sum_{2 k \in[c, d]}\left|r_{2 k-1}-r_{2 k}\right|+O(1) \\
& >\frac{\ell-\sqrt{\varepsilon}}{2}\left(\frac{d-c}{2}-2\right)+O(1) \\
& >\frac{1}{40 \sqrt{\varepsilon}}-1+O(1) \tag{6.14}
\end{align*}
$$

since

$$
\sum_{2 k \in[c, d]}\left(r_{2 k-1}+r_{2 k}\right)=\sum_{k_{1}<k \leq k_{2}} r_{k}=O(1) .
$$

Now, (6.14) contradicts (6.6) if $\varepsilon$ is small enough. This proves the second part of (6.8).

Proof of Theorem 3.6.1. Let $A=\limsup \operatorname{sum}_{m \rightarrow \infty}\left|r_{m}\right|$. We first show $A=0$. From (6.4) and (6.7), $0 \leq A \leq 1$ and $A \leq A^{2}$. Hence, either $A=0$ or $A=1$. If $A=0$ there is nothing to do. Therefore, we may assume $A=1$. By (6.4) and (6.7), we have

$$
m\left|r_{m}\right| \leq \sum_{k=1}^{m-1}\left|r_{k}\right|+O(\log m) .
$$

Since $A=1$, for $\varepsilon$ positive and sufficiently small, there exist infinitely many $m$ such that $\left|r_{m}\right|>1-\varepsilon$. If we argue as in the proof of Lemma 3.6.2, then for each $m$ sufficiently large there is an interval $[e, f]$ with integral end points $e$ and $f$ such that

$$
\frac{m}{2} \leq e<f \leq m, \quad f-e>\frac{1}{10 \sqrt{\varepsilon}},
$$

and such that

$$
\left|r_{k}\right|>1-\sqrt{\varepsilon}>\frac{2}{3} \text { for all } k \in[e, f] .
$$

This inequality contradicts (6.8). Actually, for $k, k+1 \in[e, f]$, if $r_{k}$ and $r_{k+1}$ have the same sign then $\left|r_{k}+r_{k+1}\right|>\frac{4}{3}$ and if $r_{k}$ and $r_{k+1}$ have the opposite sign then $\left|r_{k}-r_{k+1}\right|>\frac{4}{3}$. Hence, at least one of the limits in (6.8) would exceed 1. This proves $\lim _{m \rightarrow \infty}\left|r_{m}\right|=0$.

It remains to show $r_{m}=O\left(\frac{1}{m}\right)$. From (6.4), there exists a constant $K$ such that

$$
\begin{equation*}
\left|m r_{m}+\sum_{k=1}^{m-1} r_{k} r_{m-k}\right| \leq K \tag{6.15}
\end{equation*}
$$

holds for $m=1,2, \ldots$. We fix a positive integer $m_{0}$ sufficiently large so that, for $m \geq m_{0}$,

$$
\begin{equation*}
\frac{1}{m} \sum_{k=1}^{m}\left|r_{k}\right|<\frac{1}{4}, \quad\left|r_{m}\right|<\frac{1}{4} . \tag{6.16}
\end{equation*}
$$

We shall show that for every positive integer $k$ if $m \geq 2^{k} m_{0}$ then

$$
\begin{equation*}
\left|r_{m}\right| \leq\left(\frac{1}{4}\right)^{k+1}+\frac{K}{m}\left(1+\eta+\eta^{2}+\cdots+\eta^{k-1}\right) \tag{6.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\frac{1}{4}+\frac{3}{4} \log 2 . \tag{6.18}
\end{equation*}
$$

This leads to the conclusion of the theorem immediately. In fact, for any $m \geq 2 m_{0}$, if we take $k$ satisfying $2^{k+1} m_{0}>m \geq 2^{k} m_{0}$, from (6.17), we shall have

$$
\begin{aligned}
\left|r_{m}\right| & \leq 2^{-2 k-2}+\frac{K}{1-\eta} \frac{1}{m} \\
& \leq\left(\frac{m_{0}}{m}\right)^{2}+\frac{K}{1-\eta} \frac{1}{m} \leq\left(m_{0}+\frac{K}{1-\eta}\right) \frac{1}{m} .
\end{aligned}
$$

To prove (6.17), we first note that, for $k=1,(6.17)$ is certainly true. Actually, we have, from (6.15) and (6.16),

$$
\left|r_{m}\right| \leq \frac{1}{m}\left\{2 \sum_{s=1}^{[m / 2]}\left|r_{s}\right|\left|r_{m-s}\right|+K\right\}
$$

$$
\leq \frac{1}{m}\left\{\frac{1}{2} \sum_{s=1}^{[m / 2]}\left|r_{s}\right|+K\right\} \leq\left(\frac{1}{4}\right)^{2}+\frac{K}{m}
$$

Therefore, we assume (6.17) for $1 \leq k \leq \ell$ and consider $m \geq 2^{\ell+1} m_{0}$. We write $\eta_{k}=1+\eta+\eta^{2}+\cdots+\eta^{k-1}$. Then, by the induction hypothesis,

$$
\begin{align*}
\left|r_{m}\right| & \leq \frac{1}{m}\left\{2 \sum_{s=1}^{[m / 2]}\left|r_{s}\right|\left|r_{m-s}\right|+K\right\} \\
& \leq \frac{1}{m}\left\{2 \sum_{s=1}^{[m / 2]}\left|r_{s}\right|\left(\left(\frac{1}{4}\right)^{\ell+1}+\frac{K}{m-s} \eta_{\ell}\right)+K\right\} \\
& =\frac{2}{m}\left(\frac{1}{4}\right)^{\ell+1} \sum_{s=1}^{[m / 2]}\left|r_{s}\right|+\frac{2 K \eta_{\ell}}{m} \sum_{s=1}^{[m / 2]}\left|r_{s}\right| \frac{1}{m-s}+\frac{K}{m} \tag{6.19}
\end{align*}
$$

since, for $s \leq\left[\frac{m}{2}\right], m-s \geq \frac{m}{2} \geq 2^{\ell} m_{0}$. We shall estimate the last two sums in (6.19) separately.

First, by (6.16),

$$
\begin{aligned}
& \sum_{s=1}^{[m / 2]}\left|r_{s}\right| \frac{1}{m-s}=\sum_{s=1}^{\left[2^{-\ell-1} m\right]}\left|r_{s}\right| \frac{1}{m-s}+\sum_{s=\left[2^{-\ell-1} m\right]+1}^{[m / 2]}\left|r_{s}\right| \frac{1}{m-s} \\
& \quad \leq \frac{1}{4}\left(\frac{1}{m-2^{-\ell-1} m} 2^{-\ell-1} m+\sum_{s=\left[2^{-\ell-1} m\right]+1}^{[m / 2]} \frac{1}{m-s}\right) \\
& \quad \leq \frac{1}{4}\left(\frac{1}{3}+\log 2\right)=\frac{1}{3} \eta
\end{aligned}
$$

since

$$
\sum_{s=[2-\ell-1 m]+1}^{[m / 2]} \frac{1}{m-s}=\sum_{k=m-[m / 2]}^{m-\left[2^{-\ell-1} m\right]-1} \frac{1}{k} \leq \int_{\frac{m}{2}-1}^{m-2} \frac{d t}{t}=\log 2 .
$$

Hence

$$
\begin{equation*}
\frac{2 K \eta_{\ell}}{m} \sum_{s=1}^{[m / 2]}\left|r_{s}\right| \frac{1}{m-s} \leq \frac{2}{3} \frac{K}{m} \eta_{\ell} \eta \tag{6.20}
\end{equation*}
$$

Secondly, by (6.16) and (6.17) with $1 \leq k \leq \ell$,

$$
\begin{align*}
& \sum_{s=1}^{[m / 2]}\left|r_{s}\right|= \sum_{s=1}^{\left[2^{-\ell} m\right]}\left|r_{s}\right|+\sum_{s=\left[2^{-\ell} m\right]+1}^{\left[2^{-\ell+1} m\right]}\left|r_{s}\right|+\cdots+\sum_{s=\left[\frac{m}{4}\right]+1}^{[m / 2]}\left|r_{s}\right| \\
& \leq {\left[2^{-\ell} m\right] \frac{1}{4}+\sum_{s=\left[2^{-\ell} m\right]+1}^{\left[2^{-\ell+1} m\right]}\left(\left(\frac{1}{4}\right)^{2}+\frac{K}{s} \eta_{1}\right) } \\
&+\sum_{s=\left[2^{-\ell+1} m\right]+1}^{\left[2^{-\ell+2} m\right]}\left(\left(\frac{1}{4}\right)^{3}+\frac{K}{s} \eta_{2}\right)+\cdots \\
&+\sum_{s=\left[\frac{m}{4}\right]+1}^{[m / 2]}\left(\left(\frac{1}{4}\right)^{\ell}+\frac{K}{s} \eta_{\ell-1}\right) \\
& \leq \frac{1}{4}\left\{\left[2^{-\ell} m\right]+\left(\left[2^{-\ell+1} m\right]-\left[2^{-\ell} m\right]\right) \frac{1}{4}\right. \\
&+\left(\left[2^{-\ell+2} m\right]-\left[2^{-\ell+1} m\right]\right)\left(\frac{1}{4}\right)^{2}+\cdots \\
&\left.+\left(\left[\frac{m}{2}\right]-\left[\frac{m}{4}\right]\right)\left(\frac{1}{4}\right)^{\ell-1}\right\} \\
&+K \eta_{\ell-1} \sum_{s=[s=\ell m]+1}^{[m / 2]} \frac{1}{s} \\
& \frac{1}{4} \sum_{1}+K \eta_{\ell-1} \sum_{s=[2-\ell m]+1}^{s} \frac{[m / 2]}{s} \tag{6.21}
\end{align*}
$$

say. Therefore, if $\ell=1$, we have $\sum_{s=1}^{[m / 2]}\left|r_{s}\right| \leq m 2^{-\ell} / 4$. If $\ell \geq 2$, we have

$$
\Sigma_{1}=\frac{3}{4}\left[2^{-\ell} m\right]+\frac{3}{4} \frac{1}{4}\left[2^{-\ell+1} m\right]
$$

$$
\begin{aligned}
& +\frac{3}{4}\left(\frac{1}{4}\right)^{2}\left[2^{-\ell+2} m\right]+\cdots+\frac{3}{4}\left(\frac{1}{4}\right)^{\ell-2}\left[\frac{m}{4}\right] \\
& +\left(\frac{1}{4}\right)^{\ell-1}\left[\frac{m}{2}\right] \\
\leq & \frac{3}{4} 2^{-\ell} m\left(1+\frac{1}{2}+\frac{1}{2^{2}}+\cdots+\frac{1}{2^{\ell-2}}\right)+\left(\frac{1}{4}\right)^{\ell-1} \frac{m}{2} \\
\leq & \frac{3}{2} 2^{-\ell} m+\left(\frac{1}{4}\right)^{\ell-1} \frac{m}{2}
\end{aligned}
$$

and

$$
\sum_{s=\left[2^{-\ell} m\right]+1}^{[m / 2]} \frac{1}{s}<\int_{[2-\ell m]}^{[m / 2]} \frac{d t}{t} \leq \log \frac{m / 2}{\left[2^{-\ell} m\right]} \leq \ell \log 2
$$

since $\left[2^{-\ell} m\right]>2^{-\ell-1} m$ for $m \geq 2^{\ell+1} m_{0}>2^{\ell+1}$. Therefore, from (6.21),

$$
\begin{aligned}
\sum_{s=1}^{[m / 2]}\left|r_{s}\right| & \leq \frac{1}{4}\left\{\frac{3}{2} 2^{-\ell} m+\left(\frac{1}{4}\right)^{\ell-1} \frac{m}{2}\right\}+K \eta_{\ell-1} \ell \log 2 \\
& \leq \frac{m}{4} 2^{-\ell+1}+K \eta_{\ell-1} \ell \log 2
\end{aligned}
$$

Hence, if $\ell \geq 2$,

$$
\begin{align*}
\frac{2}{m}\left(\frac{1}{4}\right)^{\ell+1} \sum_{s=1}^{[m / 2]}\left|r_{s}\right| & \leq\left(\frac{1}{4}\right)^{\ell+2}+\frac{K}{m} \eta_{\ell-1} \frac{2 \ell \log 2}{4^{\ell+1}} \\
& \leq\left(\frac{1}{4}\right)^{\ell+2}+\frac{1}{16} \frac{K}{m} \eta_{\ell-1} \eta \tag{6.22}
\end{align*}
$$

Plainly, (6.22) holds if $\ell=1$.
Now, by applying (6.20) and (6.22) to (6.19), we arrive at

$$
\begin{aligned}
\left|r_{m}\right| & \leq\left(\frac{1}{4}\right)^{\ell+2}+\frac{1}{16} \frac{K}{m} \eta_{\ell-1} \eta+\frac{2}{3} \frac{K}{m} \eta_{\ell} \eta+\frac{K}{m} \\
& \leq\left(\frac{1}{4}\right)^{\ell+2} \frac{K}{m} \eta_{\ell+1}
\end{aligned}
$$

This completes the proof of (6.17) and hence the proof of the theorem.

### 3.7 Elementary Proofs

Based on the tauberian theorem of Bombieri, we can construct elementary proofs of abstract prime number theorems (cf. Zhang [4]).

We begin with an elementary proof of the following formula.
(3.7.1) Theorem. (Abstract Selberg-Bombieri Formula) Suppose there exist constants $A>0, q>1, \gamma>3$, and $c>0$, such that

$$
\begin{equation*}
\left|G(n)-A q^{n}\right| \leq c q^{n} n^{-\gamma}, \quad n=1,2, \ldots \tag{7.1}
\end{equation*}
$$

Then, as $m \rightarrow \infty$,

$$
\begin{equation*}
m \bar{\Lambda}(m)+\sum_{r=1}^{m-1} \bar{\Lambda}(r) \bar{\Lambda}(m-r)=2 m q^{m}+O\left(q^{m}\right) \tag{7.2}
\end{equation*}
$$

where the $O$-constant depends only on $a, q, \gamma$, and $c$.

Remark. (7.2) is an analogue of Selberg's formula in classical prime number theory, and was first proved by Bombieri in [1] for an algebraic curve $C$. As is well-known, Selberg's formula is the starting-point of the famous elementary proof of the classical prime number theorem by Selberg and Erdős.

Proof. The starting-point of our proof is the convolution identity (1.8)

$$
(L \bar{\Lambda}+\bar{\Lambda} * \bar{\Lambda}) * G=L^{2} G,
$$

of Section 3.1 earlier. This implies

$$
\begin{equation*}
L \bar{\Lambda}+\bar{\Lambda} * \bar{\Lambda}=L^{2} G * G^{-1}, \tag{7.3}
\end{equation*}
$$

where $G^{-1}$ is the additive-convolution inverse of $G$. Since

$$
\sum_{n=0}^{\infty} G^{-1}(n) y^{n}=\prod_{m=1}^{\infty}\left(1-y^{m}\right)^{P(m)}
$$

it is plain that $\left|G^{-1}(n)\right| \leq G(n)$.
The arithmetical function $L^{2} G$ can be approximated well by a function of the form

$$
2(G * T * T)+c_{2}(G * T)+c_{3} G,
$$

where the function $T$ is defined by setting $T(n)=q^{n}, n=0,1,2, \ldots$, and the coefficients $c_{2}$ and $c_{3}$ will be specified later. Write

$$
G(n)=A q^{n}+a_{n} q^{n} n^{-\gamma}, \quad n=1,2, \ldots,
$$

where $\left|a_{n}\right| \leq c$ by (7.1). Then

$$
(G * T)(n)=q^{n}\left\{A n+\left(1+\sigma_{1}\right)+O\left(\frac{1}{(n+1)^{\gamma-1}}\right)\right\}
$$

where $\sigma_{1}=\sum_{s=1}^{\infty} a_{s} s^{-\gamma}$, and

$$
\begin{aligned}
(G * T * T)(n) & =\sum_{0 \leq s \leq n} G(s)(T * T)(n-s) \\
& =(n+1) q^{n}+\sum_{1 \leq s \leq n}(n-s+1) q^{n-s}\left(A q^{s}+a_{s} q^{s} s^{-\gamma}\right) \\
& =q^{n}\left\{\frac{1}{2} A n(n+1)+(n+1)\left(1+\sigma_{1}\right)-\sigma_{2}+O\left(\frac{1}{(n+1)^{\gamma-2}}\right)\right\}
\end{aligned}
$$

where $\sigma_{2}=\sum_{s=1}^{\infty} a_{s} s^{-\gamma+1}$. If we introduce $R=L^{2} G-2(G * T * T)-c_{2} G *$ $T-c_{3} G$, and choose

$$
c_{2}=-1-\frac{2}{A}\left(1+\sigma_{1}\right), \quad c_{3}=\frac{1}{A}\left\{-\left(2+c_{2}\right)\left(1+\sigma_{1}\right)+2 \sigma_{2}\right\},
$$

then $R(0)=-2-c_{2}-c_{3}$ and

$$
\begin{aligned}
R(n)= & q^{n}\left\{-\left(2\left(1+\sigma_{1}\right)+A+c_{2} A\right) n\right. \\
& \left.+\left(-\left(2+c_{2}\right)\left(1+\sigma_{1}\right)+2 \sigma_{2}-c_{3} A\right)+O\left(n^{-\gamma+2}\right)\right\} \\
= & q^{n} O\left(n^{-\gamma+2}\right)
\end{aligned}
$$

for $n \geq 1$. Now rewrite (7.3) as

$$
L \bar{\Lambda}+\bar{\Lambda} * \bar{\Lambda}=2 T * T+c_{2} T+c_{3} e+R * G^{-1},
$$

where $e$ is the additive-convolution identity defined in Subsection 3.1.1. Then

$$
m \bar{\Lambda}(m)+\sum_{r=1}^{m-1} \bar{\Lambda}(r) \bar{\Lambda}(m-r)=2 m q^{m}+O\left(q^{m}\right)
$$

since

$$
\begin{aligned}
\left|R * G^{-1}(m)\right| & =\left|\sum_{s=0}^{m} R(s) G^{-1}(m-s)\right| \\
& \ll q^{m}\left(1+\sum_{s=1}^{m} s^{-\gamma+2}\right) \ll q^{m}
\end{aligned}
$$

for $\gamma>3$.

We next give an elementary proof of formula (7.7) below, which we shall call the second analogue of Selberg's formula. This formula is of independent interest, even though in the further discussion we need only (7.6), which is a consequence of (7.7) and can be proved more easily.
(3.7.2) Lemma. Let

$$
\begin{equation*}
H(n):=\sum_{k=0}^{n}(-1)^{k} G(k) G(n-k) . \tag{7.4}
\end{equation*}
$$

If there exist constants $A_{1}>0, q>1$, and $\gamma>1$ such that

$$
\begin{equation*}
H(2 n)=A_{1} q^{2 n}+O\left(q^{2 n} n^{-\gamma}\right) \tag{7.5}
\end{equation*}
$$

as $n \rightarrow \infty$, then

$$
\begin{equation*}
\sum_{s=1}^{n} \frac{\bar{\Lambda}(2 s)}{q^{2 s}}=n+O(1) \tag{7.6}
\end{equation*}
$$

Furthermore, if (7.5) holds with $\gamma>3$ then

$$
\begin{equation*}
n \bar{\Lambda}(2 n)+\sum_{s=1}^{n} \bar{\Lambda}(2 s) \bar{\Lambda}(2 n-2 s)=2 n q^{2 n}+O\left(q^{2 n}\right) \tag{7.7}
\end{equation*}
$$

Proof. First note that

$$
\begin{aligned}
\sum_{n=0}^{\infty} H(n) y^{n} & =\sum_{n=0}^{\infty}(-1)^{n} G(n) y^{n} \sum_{n=0}^{\infty} G(n) y^{n} \\
& =\prod_{\substack{m=1 \\
m \text { even }}}^{\infty}\left(1-y^{m}\right)^{-2 P(m)} \prod_{\substack{m=1 \\
m \text { odd }}}^{\infty}\left(1-y^{2 m}\right)^{-P(m)} \\
& =\prod_{m=1}^{\infty}\left(1-y^{m}\right)^{-\hat{P}(m)}
\end{aligned}
$$

where

$$
\hat{P}(m)= \begin{cases}0, & \text { if } m \text { is odd } \\ 2 P(m)+P\left(\frac{m}{2}\right), & \text { if } m=2 k \text { with } k \text { odd } \\ 2 P(m), & \text { if } 4 \mid m\end{cases}
$$

Therefore, $H(n) \geq 0$ for all $n$.
Now define arithmetical functions $H_{1}$ and $\Lambda_{1}$ by setting $H_{1}(n)=H(2 n)$ and $\Lambda_{1}(n)=\bar{\Lambda}(2 n)$. Then $H_{1}(n)=A_{1}\left(q^{2}\right)^{n}+O\left(\left(q^{2}\right)^{n} n^{-\gamma}\right)$, with $A_{1}>0$ and $q^{2}>1$ by (7.5). It is easily verified that

$$
\begin{aligned}
\sum_{n=1}^{\infty} & \Lambda_{1}(n) y^{n} \sum_{n=0}^{\infty} H_{1}(n) y^{n} \\
= & \frac{1}{2}\left\{\sum_{n=1}^{\infty} \bar{\Lambda}(n)\left(y^{\frac{1}{2}}\right)^{n}+\sum_{n=1}^{\infty} \bar{\Lambda}(n)\left(-y^{\frac{1}{2}}\right)^{n}\right\} \\
& \quad \times \sum_{n=0}^{\infty} G(n)\left(y^{\frac{1}{2}}\right)^{n} \sum_{n=0}^{\infty} G(n)\left(-y^{\frac{1}{2}}\right)^{n} \\
= & \sum_{n=0}^{\infty} n H_{1}(n) y^{n}
\end{aligned}
$$

or, equivalently,

$$
\Lambda_{1} * H_{1}=L H_{1} .
$$

Therefore, if (7.5) holds with $\gamma>1$, then $H_{1}$ satisfies the condition of Theorem 3.3.1, and hence

$$
\sum_{k=1}^{n} \frac{\Lambda_{1}(k)}{\left(q^{2}\right)^{k}}=\sum_{k=1}^{n} \frac{\bar{\Lambda}(2 k)}{q^{2 k}}=n+O(1) .
$$

Furthermore, if (7.5) holds with $\gamma>3$, then $H_{1}$ satisfies the conditions of Theorem 3.7.1. Hence

$$
n \Lambda_{1}(n)+\sum_{s=1}^{n-1} \Lambda_{1}(s) \Lambda_{1}(n-s)=2 n q^{2 n}+O\left(q^{2 n}\right)
$$

and (7.7) follows.

We now derive a third version of the abstract prime number theorem. Its proof is elementary.
(3.7.3) Theorem. Suppose there exist constants $A>0, B>0, q>$ $1, \gamma>3$, and $\delta>1$, such that

$$
\begin{equation*}
G(n)=A q^{n}+O\left(q^{n} n^{-\gamma}\right), \quad n=1,2, \ldots \tag{7.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=0}^{2 n}(-1)^{k} G(k) G(2 n-k)=B q^{2 n}+O\left(q^{2 n} n^{-\delta}\right), \quad n=1,2, \ldots \tag{7.9}
\end{equation*}
$$

Then

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}+O\left(\frac{q^{n}}{n}\right) . \tag{7.10}
\end{equation*}
$$

Proof. The present hypotheses imply, by Theorem 3.7.1 and Lemma 3.7.2, that

$$
m \frac{\bar{\Lambda}(m)}{q^{m}}+\sum_{k=1}^{m-1} \frac{\bar{\Lambda}(k)}{q^{k}} \frac{\bar{\Lambda}(m-k)}{q^{m-k}}=2 m+O(1)
$$

and

$$
\sum_{k=1}^{m} \frac{\bar{\Lambda}(2 k)}{q^{2 k}}=m+O(1)
$$

Also, the hypotheses imply, by Theorem 3.3.1 that

$$
\sum_{k=1}^{m} \frac{\bar{\Lambda}(k)}{q^{k}}=m+O(1)
$$

Let $a_{k}=\frac{\bar{\Lambda}(k)}{q^{k}}$. Then the earlier conditions $(6.1),(6.2)$, and (6.3) are satisfied. Thus, (7.10) follows from Theorem 3.6.1.

Remark. The condition (7.9) with $B>0$ may be regarded as an elementary counterpart of the non-vanishing at $y=-q^{-1}$ of the generating function $Z(y)$. Actually, as in the proof of Lemma 3.7.2, $1+\sum_{n=1}^{\infty} H(n) y^{n}=$ $Z(y) Z(-y)$. From Lemma 3.5 .3 , if $Z(y)$ has a zero at $y=-q^{-1}$, then $H(2 n)=o\left(q^{n}\right)$ and hence $B=0$ in (7.9). Conversely, if $Z(y)$ has no zero at $y=-q^{-1}$, then $Z(y) Z(-y)$ has a pole of order one at $y=q^{-1}$, and so (7.9) with $B>0$ follows.

We can deduce Theorem 3.5.6 from Theorem 3.7 .3 by an elementary argument:
(3.7.4) Proposition. Assume the conditions of Theorem 3.5.6. Then (5.5) implies (7.9) with a constant $B>0$.

Proof. The conditions of Theorem 3.5.6 imply $G(n)=A q^{n}+O_{\nu}\left(q^{\nu n}\right)$ for each $\nu>\frac{1}{2}$. Actually,

$$
G(n)=\frac{1}{2 \pi i} \int_{|y|=r} \frac{Z(y)}{y^{n+1}} d y
$$

where $0<r<q^{-1}$. Now, $Z(y)$ has an analytic continuation in the disk $\left\{|y|<q^{-\frac{1}{2}}\right\}$, for convenience, denoted by the same notation $Z(y)$, which is
a meromorphic function with only singularity being a simple pole at $y=q^{-1}$. If we shift the integration path to the circle $\left\{|y|=q^{-\nu}\right\}$ with any $\nu>\frac{1}{2}$, then we obtain

$$
\begin{aligned}
G(n) & =A_{1} q^{n+1}+\frac{1}{2 \pi i} \int_{|y|=q^{-\nu}} \frac{Z(y)}{y^{n+1}} d y \\
& =A_{1} q^{n+1}+O_{\nu}\left(q^{\nu n}\right)
\end{aligned}
$$

where $A_{1}=\operatorname{Res}_{y=q^{-1}} Z(y)$, since $Z(y)$ is bounded on the circle $\left\{|y|=q^{-\nu}\right\}$.
We first show that there exists a constant $B$ such that

$$
\begin{equation*}
H(2 n)=B q^{2 n}+O_{\nu}\left(q^{2 \nu n}\right) \tag{7.11}
\end{equation*}
$$

for each $\nu>\frac{1}{2}$. Let $G(n)=A q^{n}+a_{n} q^{n / 2}, n=1,2, \ldots$. Then $a_{n}=$ $O_{\nu_{0}}\left(q^{\left(\nu_{0}-\frac{1}{2}\right) n}\right)$ with $\nu_{0}=\frac{\nu+\frac{1}{2}}{2}<\nu<1$. We have

$$
\begin{aligned}
H(2 n)= & 2 G(2 n)+\sum_{k=1}^{2 n-1}(-1)^{k} G(k) G(2 n-k) \\
= & \left(2 A-A^{2}\right) q^{2 n}+2 A q^{2 n} \sum_{k=1}^{2 n-1}(-1)^{k} a_{k} q^{-k / 2} \\
& +q^{n} \sum_{k=1}^{2 n-1}(-1)^{k} a_{k} a_{2 n-k}+2 a_{2 n} q^{n} .
\end{aligned}
$$

Let $\sigma=\sum_{k=1}^{\infty}(-1)^{k} a_{k} q^{-k / 2}$. Then

$$
\begin{aligned}
& \sum_{k=1}^{2 n-1}(-1)^{k} a_{k} q^{-k / 2}=\sigma-\sum_{k=2 n}^{\infty}(-1)^{k} a_{k} q^{-k / 2} \\
& \quad=\sigma+\sum_{k=2 n}^{\infty} O_{\nu_{0}}\left(q^{-\left(1-\nu_{0}\right) k}\right)=\sigma+O_{\nu_{0}}\left(q^{-\left(2-2 \nu_{0}\right) n}\right) .
\end{aligned}
$$

Also,

$$
\sum_{k=1}^{2 n-1}(-1)^{k} a_{k} a_{2 n-k}=O_{\nu_{0}}\left(q^{\left(2 \nu_{0}-1\right) n} n\right)
$$

Hence

$$
H(2 n)=\left(2 A-A^{2}+2 A \sigma\right) q^{2 n}+O_{\nu_{0}}\left(q^{2 \nu_{0} n} n\right)
$$

and (7.11) follows with $B=2 A-A^{2}+2 A \sigma$.
Now, assume (5.5). We claim that $B>0$. Actually, $B \geq 0$ since all $H(n) \geq 0$, from the proof of Lemma 3.7.2. Suppose the claim is not true, so that $B=0$. Then

$$
\sum_{n=0}^{\infty} H(n) x^{n}=Z(x) Z(-x)
$$

is holomorphic for $-q^{-\frac{1}{2}}<x<q^{-\frac{1}{2}}$, by (7.11). As in the proof of Theorem 3.5.6, we have

$$
Z(x) Z(-x)=g(x) Z\left(x^{2}\right), \quad|x|<q^{-1}
$$

where

$$
g(x)=\prod_{\substack{n=1 \\ n \text { even }}}^{\infty}\left(\frac{1+x^{n}}{1-x^{n}}\right)^{P(n)}
$$

Note that $Z\left(x^{2}\right) \neq 0$ for $-q^{-\frac{1}{2}}<x<q^{-\frac{1}{2}}$, and hence $g(x)$ is holomorphic for $-q^{-\frac{1}{2}}<x<q^{-\frac{1}{2}}$ too. The same argument as for the second part in the proof of Theorem 3.5.7 applies again, and we conclude that

$$
\left(1-q^{-\frac{1}{2}} x\right) \ll Z(x) Z(-x)
$$

which contradicts (5.5).
Since (5.5) implies (7.9) with $B>0$, by Theorem 3.7.3, the abstract prime number theorem holds. Then, by Theorem 3.4.1, $Z(y)$ has no zeros on the circle $|y|=q^{-1}$. This gives another proof of Theorem 3.5.6.

One can also deduce Theorem 3.5.1 from Theorem 3.7.3 by an elementary argument:
(3.7.5) Proposition. The condition (5.1) implies (7.9) with a constant $B>0$.

Proof. We first show that there exist a constant $B$ such that

$$
H(2 n)=B q^{2 n}+o\left(q^{n}\right)
$$

as $n \rightarrow \infty$. Let $G(n)=A q^{n}+a_{n} q^{n / 2}$. Then (5.1) implies $\sum_{n=1}^{\infty} a_{n}^{2}<\infty$ and $a_{n} \rightarrow 0$ as $n \rightarrow \infty$. Hence

$$
\begin{aligned}
\sum_{k=1}^{2 n-1}(-1)^{k} a_{k} a_{2 n-k} & =2 \sum_{k=1}^{n-1}(-1)^{k} a_{k} a_{2 n-k}+(-1)^{n} a_{n}^{2} \\
& =o(1)
\end{aligned}
$$

as $n \rightarrow \infty$, since, by the Cauchy-Schwarz inequality,

$$
\left|\sum_{k=1}^{n-1}(-1)^{k} a_{k} a_{2 n-k}\right| \leq\left(\sum_{k=1}^{n-1} a_{k}^{2}\right)^{\frac{1}{2}}\left(\sum_{k=1}^{n-1} a_{2 n-k}^{2}\right)^{\frac{1}{2}} \rightarrow 0
$$

Thus

$$
\begin{aligned}
H(2 n)= & 2 G(2 n)+\sum_{k=1}^{2 n-1}(-1)^{k} G(k) G(2 n-k) \\
= & 2\left(A q^{2 n}+a_{2 n} q^{n}\right) \\
& +\sum_{k=1}^{2 n-1}(-1)^{k}\left(A q^{k}+a_{k} q^{k / 2}\right)\left(A q^{2 n-k}+a_{2 n-k} q^{n-k / 2}\right) \\
= & \left(2 A-A^{2}+2 A \sigma\right) q^{2 n}+o\left(q^{n}\right)
\end{aligned}
$$

where $\sigma=\sum_{k=1}^{\infty}(-1)^{k} a_{k} q^{-k / 2}$.
We claim $B=2 A-A^{2}+2 A \sigma>0$. Suppose on the contrary that $B=0$. Then $H(2 n)=o\left(q^{n}\right)$. As in the proof of Theorem 3.5.1, we write

$$
\sum_{n=0}^{\infty} H(n) x^{n}=Z(x) Z(-x)=\prod_{\substack{m=1 \\ m \text { even }}}^{\infty}\left(\frac{1+x^{m}}{1-x^{m}}\right)^{P(m)} Z\left(x^{2}\right)
$$

for $-q^{-1}<x<q^{-1}$, and

$$
Z\left(x^{2}\right)=\sum_{n=0}^{\infty} G_{1}(n) x^{n}
$$

$$
\prod_{\substack{m=1 \\ m \text { even }}}^{\infty}\left(\frac{1+x^{m}}{1-x^{m}}\right)^{P(m)}=\sum_{n=0}^{\infty} G_{2}(n) x^{n}
$$

Then $G_{2}(n) \geq 0$ and

$$
G_{1}(n)= \begin{cases}G\left(\frac{n}{2}\right), & \text { if } n \text { is even }, \\ 0, & \text { if } n \text { is odd }\end{cases}
$$

As in the proof of Theorem 3.5.1, it follows that

$$
\liminf _{n \rightarrow \infty} q^{-n} H(2 n) \geq \lim _{n \rightarrow \infty} q^{-n} G(n)=A>0 ;
$$

this contradicts $H(2 n)=o\left(q^{n}\right)$.

Theorem 3.7.3 has some advantages over Theorems 3.5 .1 and 3.5.6. It does not assume an analytic continuation of $Z(y)$ in the disk $\left\{|y|<q^{-\frac{1}{2}}\right\}$ to a meromorphic function with the only singularity being a pole of order one at $y=q^{-1}$, or an essentially equivalent condition on $G(n)$. Instead, the condition (7.8) is very weak. This condition guarantees only the convergence and second-order smoothness of $Z(y)$ on the circle $|y|=q^{-1}$.

Finally, by combining Theorem 3.7.2 and Theorem 3.4.5, we obtain the following abstract prime number theorem.
(3.7.6) Theorem. If the condition (7.8) of Theorem 3.7.3 is replaced by Axiom $\mathcal{A}^{\#}$, then

$$
\bar{\Lambda}(n)=q^{n}+O\left(q^{\theta n}\right)
$$

holds for some $\theta$ with $0<\theta<1$.

Remark. An elementary proof of Theorems 3.7.3 and 3.7.6 can also be constructed on the basis of Lemma 3.6.2 and a lemma of Wirsing (see Wirsing [1] and Chandrasekharan [1]). We shall not introduce this proof here, but interested readers may read Zhang [4].

### 3.8 Two Analytical Examples

In this section, we shall give two analytical examples (cf. Zhang [1]). The first one shows that the Theorems 3.5 .1 and 3.5 .6 are sharp and that, in the general case, a positive lower bound for $\bar{\Lambda}(n) q^{-\pi}$ does not exist, even with $G(n)$ subject to rather restrictive conditions. (In these examples, the word formal is used to indicate that actual arithmetical semigroups are only defined implicitly in terms of suitable analytical parameters, and not in terms of any pre-existing algebraic or other natural context.)
(3.8.1) Example. Let $q \geq 2$ be a positive integer. Let

$$
2 q^{k} \equiv r_{k} \bmod k, \quad 0 \leq r_{k}<k,
$$

for $k=1,2, \ldots$. Formally set

$$
P(k)= \begin{cases}\frac{1}{k}\left(2 q^{k}-r_{k}\right)+1, & \text { if } k \text { is odd }, \\ 1, & \text { if } k \text { is even. }\end{cases}
$$

(We could instead put $P(k)=0$ for $k$ even.) Then the $P(k)$ for $k=1,2, \ldots$, are all positive integers, and $k P(k) \ll q^{k}$. Note that $k P(k)>2 q^{k}$, if $k$ is odd. Therefore, the corresponding formal von Mangoldt function satisfies

$$
\bar{\Lambda}(n)=\sum_{k \mid n} k P(k)= \begin{cases}2 q^{n}+c_{n}, & \text { if } n \text { is odd },  \tag{8.1}\\ 2 q^{\frac{n}{2}}+c_{n}, & \text { if } n=2 k \text { with } k \text { odd }, \\ c_{n}, & \text { if } 4 \mid n,\end{cases}
$$

where $c_{n}>0$, and $c_{n} \ll q^{\frac{n}{3}} \log n$. Thus, the earlier abstract prime number theorems do not hold here.

It is easily verified that the corresponding formal generating function

$$
Z(y)=\prod_{m=1}^{\infty}\left(1-y^{m}\right)^{-P(m)}
$$

converges absolutely in the disk $\left\{|y|<q^{-1}\right\}$.
(3.8.2) Proposition. If we formally write

$$
Z(y)=1+\sum_{n=1}^{\infty} G(n) y^{n}
$$

then the $G(n)$ are all positive integers, and there exists a positive constant A such that

$$
\begin{equation*}
q^{\frac{n}{2}} n^{-\frac{1}{2}} \ll\left|G(n)-A q^{n}\right| \ll q^{\frac{n}{2}} n^{-\frac{1}{2}} \tag{8.2}
\end{equation*}
$$

holds for $n$ sufficiently large. Moreover, $Z(y)$ has a zero of order one at $y=-q^{-1}$.

We divide the proof of Proposition 3.8.2 into several lemmas. Let $\mathcal{D}$ be the domain formed by cutting the complex plane along the real axis from $-\infty$ to $-q^{-\frac{1}{2}}$, and from $q^{-\frac{1}{2}}$ to $+\infty$, and along the imaginary axis from $-i \infty$ to $-i q^{-\frac{1}{2}}$, and from $i q^{-\frac{1}{2}}$ to $i \infty$.
(3.8.3) LEMMA. The above function $Z(y)$ has an analytic continuation in $\mathcal{D} \cap\left\{|y|<q^{-\frac{1}{3}}\right\}$ as a single-valued meromorphic function with the only singularity being a pole of order one at $y=q^{-1}$, and the only zero of order one at $y=-q^{-1}$.

Proof. By (8.1), we have

$$
\frac{y \frac{d}{d y} Z(y)}{Z(y)}=\Lambda^{\#}(y)=\frac{2 q y}{1-(q y)^{2}}+\frac{2 q y^{2}}{1-\left(q y^{2}\right)^{2}}+y f(y), \quad|y|<q^{-1}
$$

where the function $f(y):=\sum_{n=1}^{\infty} c_{n} y^{n-1}$ is holomorphic in the disk $\left\{|y|<q^{-\frac{1}{3}}\right\}$. It turns out that

$$
\begin{equation*}
Z(y)=\frac{1+q y}{1-q y}\left(\frac{1+q y^{2}}{1-q y^{2}}\right)^{\frac{1}{2}} e^{F(y)}, \quad|y|<q^{-1}, \tag{8.3}
\end{equation*}
$$

where the function $F(y)=\sum_{n=1}^{\infty} c_{n} n^{-1} y^{n}$ is, like $f(y)$, holomorphic in the disk $\left\{|y|<q^{-\frac{1}{3}}\right\}$. Moreover, in (8.3), the function

$$
M(y):=\left(\frac{1+q y^{2}}{1-q y^{2}}\right)^{\frac{1}{2}}
$$

is the single-valued branch with $M(0)=1$ of the associated multiple-valued function. The domain where $M(y)$ is holomorphic is $\mathcal{D}$.

We have

$$
G(n)=\frac{1}{2 \pi i} \int_{|y|=r_{1}} \frac{Z(y)}{y^{n+1}} d y,
$$

where $0<r_{1}<q^{-1}$. From Lemma 3.8.3, if we shift the integration contour to the circle $|y|=q^{-\frac{1}{2}-\varepsilon}$ then we shall obtain

$$
\begin{aligned}
G(n) & =-\operatorname{Res}_{y=q^{-1}} \frac{Z(y)}{y^{n+1}}+\frac{1}{2 \pi i} \int_{|y|=q^{-\frac{1}{2}-c}} Z(y) y^{-n-1} d y \\
& =2\left(\frac{q+1}{q-1}\right)^{\frac{1}{2}} e^{F\left(q^{-1}\right)} q^{n}+O_{\varepsilon}\left(q^{\left(\frac{1}{2}+\varepsilon\right) n}\right) .
\end{aligned}
$$

However, it is possible to get the more accurate estimate (8.2) by introducing a complicated integration path $\mathcal{C}$ (Fig. 1)


Figure 1
(3.8.4) Lemma. We have

$$
\begin{equation*}
G(n)=A q^{n}+\frac{1}{\pi}\left(I_{n}^{(1)}+I_{n}^{(2)}+I_{n}^{(3)}+I_{n}^{(4)}\right)+O_{\varepsilon}\left(q^{\left(\frac{1}{3}+\varepsilon\right) n}\right), \tag{8.4}
\end{equation*}
$$

where $A=2\left(\frac{q+1}{q-1}\right)^{\frac{1}{2}} e^{F\left(q^{-1}\right)}$, and
$I_{n}^{(1)}=-q^{\frac{n}{2}} \int_{1}^{q^{\frac{1}{6}-c}} \alpha^{-n-1}\left(\frac{\alpha^{2}+1}{\alpha^{2}-1}\right)^{\frac{1}{2}} \frac{q^{\frac{1}{2}} \alpha+1}{q^{\frac{1}{2}} \alpha-1} \exp \left\{F\left(q^{-\frac{1}{2}} \alpha\right)\right\} d \alpha$,
$I_{n}^{(2)}=(-1)^{n+1} q^{\frac{n}{2}} \int_{1}^{q^{\frac{1}{5}-\varepsilon}} \alpha^{-n-1}\left(\frac{\alpha^{2}+1}{\alpha^{2}-1}\right)^{\frac{1}{2}} \frac{q^{\frac{1}{2}} \alpha+1}{q^{\frac{1}{2}} \alpha-1} \exp \left\{F\left(-q^{-\frac{1}{2}} \alpha\right)\right\} d \alpha$,
$I_{n}^{(3)}=\frac{q^{\frac{n}{2}}}{i^{n}} \int_{1}^{q^{\frac{1}{b}-\epsilon}} \alpha^{-n-1}\left(\frac{\alpha^{2}-1}{\alpha^{2}+1}\right)^{\frac{1}{2}} \frac{1+i q^{\frac{1}{2}} \alpha}{1-i q^{\frac{1}{2}} \alpha} \exp \left\{F\left(i q^{-\frac{1}{2}} \alpha\right)\right\} d \alpha$,
$I_{n}^{(4)}=(-1)^{n} \frac{q^{\frac{n}{2}}}{i^{n}} \int_{1}^{q^{\frac{1}{6}-\varepsilon}} \alpha^{-n-1}\left(\frac{\alpha^{2}-1}{\alpha^{2}+1}\right)^{\frac{1}{2}} \frac{1-i q^{\frac{1}{2}} \alpha}{1+i q^{\frac{1}{2}} \alpha} \exp \left\{F\left(-i q^{-\frac{1}{2}} \alpha\right)\right\} d \alpha$.

Proof. With reference to Figure 1, define an integration contour $\mathcal{C}$ which consists of the circle $|y|=r_{2}$ with $r_{2}=q^{-\frac{1}{3}-\varepsilon}$ cut at points $\pm q^{-\frac{1}{3}-\varepsilon}$, $\pm i q^{-\frac{1}{3}-\varepsilon}$, the line segments $A B$ and $N O$ on the lower edge of the cut of $\mathcal{D}$ along the real axis, the line segments $D E$ and $K L$ on the upper edge, the segments $F G$ and $S T$ on the right edge of the cut along the imaginary axis, the segments $I J$ and $P Q$ on the left edge, and the small circles $B C D, G H I$, $L M N$, and $Q R S$ centered at $q^{-\frac{1}{2}}, i q^{-\frac{1}{2}},-q^{-\frac{1}{2}}$, and $-i q^{-\frac{1}{2}}$ respectively with the same radius $\eta$ sufficiently small. Thus we have

$$
\begin{equation*}
G(n)=A q^{n}+\frac{1}{2 \pi i} \int_{\mathcal{C}} \frac{Z(y)}{y^{n+1}} d y \tag{8.5}
\end{equation*}
$$

with $A=2\left(\frac{q+1}{q-1}\right)^{\frac{1}{2}} \exp \left\{F\left(q^{-1}\right)\right\}>0$. We shall estimate the last integral on each part of $\mathcal{C}$ separately.

It is easy to see that the integrals on the arcs $E F, J K, O P$, and $T A$ are all $O_{\varepsilon}\left(q^{\left(\frac{1}{3}+\varepsilon\right) n}\right)$. To evaluate the integrals on the line segments, we now consider the function $M(y)=\left(\frac{1+q y^{2}}{1-q y^{2}}\right)^{\frac{1}{2}}$.

Note that $M(y)$ acquires a factor -1 when $y$ jumps from $A B$ to $D E$ and so does the integrand $Z(y) y^{-n-1}$. Also note that the argument of $1-q^{\frac{1}{2}} y$ increases by $-\pi$, and hence the argument of $M(y)$ increases by $\frac{\pi}{2}$, when $y$ tours from $C$ to $D$ along the circle $B C D$. Therefore

$$
\begin{align*}
& \left(\int_{A B}+\int_{D E}\right) \frac{Z(y)}{y^{n+1}} d y=2 \int_{D E} \frac{Z(y)}{y^{n+1}} d y \\
& \quad=2 \int_{q^{-\frac{1}{2}}+\eta}^{q^{-\frac{1}{3}-\varepsilon}} i \frac{1}{y^{n+1}} \frac{1+q y}{1-q y}\left(\frac{q y^{2}+1}{q y^{2}-1}\right)^{\frac{1}{2}} e^{F(y)} d y \tag{8.6}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \left(\int_{K L}+\int_{N O}\right) \frac{Z(y)}{y^{n+1}} d y=2 \int_{N O} \frac{Z(y)}{y^{n+1}} d y \\
& \quad=2 \int_{-q^{-\frac{1}{2}}-\eta}^{-q^{-\frac{1}{3}-\epsilon}} i \frac{1}{y^{n+1}} \frac{1+q y}{1-q y}\left(\frac{q y^{2}+1}{q y^{2}-1}\right)^{\frac{1}{2}} e^{F(y)} d y  \tag{8.7}\\
& \left(\int_{F G}+\int_{I J}\right) \frac{Z(y)}{y^{n+1}} d y=2 \int_{I J} \frac{Z(y)}{y^{n+1}} d y \\
& \quad=2 \int_{q^{-\frac{1}{2}}+\eta}^{q^{-\frac{1}{3}-\epsilon}} \frac{-1}{(i t)^{n+1}} \frac{1+i t q}{1-i t q}\left(\frac{q t^{2}-1}{q t^{2}+1}\right)^{\frac{1}{2}} e^{F(i t)} d t, \tag{8.8}
\end{align*}
$$

and

$$
\begin{align*}
& \left(\int_{P Q}+\int_{S T}\right) \frac{Z(y)}{y^{n+1}} d y=2 \int_{S T} \frac{Z(y)}{y^{n+1}} d y \\
& \quad=2 \int_{-q^{-\frac{1}{2}-\eta}}^{-q^{-\frac{1}{3}-\varepsilon}} \frac{-1}{(i t)^{n+1}} \frac{1+i t q}{1-i t q}\left(\frac{q t^{2}-1}{q t^{2}+1}\right)^{\frac{1}{2}} e^{F(i t)} d t \tag{8.9}
\end{align*}
$$

Moreover, on the circle $B C D$, if we set $y-q^{-\frac{1}{2}}=\eta e^{i \theta}, 0 \leq \theta \leq 2 \pi$, then

$$
\left(1-q^{\frac{1}{2}} y\right)^{-\frac{1}{2}}=i q^{-\frac{1}{4}} \eta^{-\frac{1}{2}} e^{-i \theta / 2}
$$

and hence

$$
\int_{B C D} \frac{Z(y)}{y^{n+1}} d y \rightarrow 0 \text { as } \eta \rightarrow \infty,
$$

since the circumference of $B C D$ is $2 \pi \eta$. Similarly, the integrals on the small circles $G H I, L M N$, and $Q R S$ tend to zero as $\eta \rightarrow 0$ too.

From (8.6), (8.7), (8.8), and (8.9), if we let $\eta \rightarrow 0$ in (8.5) and take the limit on the right-hand side then we obtain

$$
G(n)=A q^{n}+\frac{1}{\pi}\left(I_{n}^{(1)}+I_{n}^{(2)}+I_{n}^{(3)}+I_{n}^{(4)}\right)+O_{\varepsilon}\left(q^{\left(\frac{1}{3}+\varepsilon\right) n}\right),
$$

where

$$
\begin{aligned}
& I_{n}^{(1)}=\int_{q^{-\frac{1}{2}}}^{q^{-\frac{1}{2}-e}} \frac{1}{y^{n+1}} \frac{1+q y}{1-q y}\left(\frac{q y^{2}+1}{q y^{2}-1}\right)^{\frac{1}{2}} e^{F(y)} d y, \\
& I_{n}^{(2)}=\int_{-q^{-\frac{1}{2}}}^{-q^{-\frac{1}{3}-\epsilon}} \frac{1}{y^{n+1}} \frac{1+q y}{1-q y}\left(\frac{q y^{2}+1}{q y^{2}-1}\right)^{\frac{1}{2}} e^{F(y)} d y, \\
& I_{n}^{(3)}=\int_{q^{-\frac{1}{2}}}^{q^{-\frac{1}{3}-c}} \frac{1}{i^{n} t^{n+1}} \frac{1+i t q}{1-i t q}\left(\frac{q t^{2}-1}{q t^{2}+1}\right)^{\frac{1}{2}} e^{F(i t)} d t, \\
& I_{n}^{(4)}=\int_{-q^{-\frac{1}{2}}}^{-q^{-\frac{1}{3}-c}} \frac{1}{i^{n} t^{n+1}} \frac{1+i t q}{1-i t q}\left(\frac{q t^{2}-1}{q t^{2}+1}\right)^{\frac{1}{2}} e^{F(i t)} d t .
\end{aligned}
$$

Now if we make the substitution $y=q^{-\frac{1}{2}} \alpha$ in $I_{n}^{(1)}, t=q^{-\frac{1}{2}} \alpha$ in $Y_{n}^{(3)}, y=$ $-q^{-\frac{1}{2}} \alpha$ in $I_{n}^{(2)}$, and $t=-q^{-\frac{1}{2}} \alpha$ in $I_{n}^{(4)}$, then the required expressions of $I_{n}^{(1)}$, $I_{n}^{(2)}, I_{n}^{(3)}$, and $I_{n}^{(4)}$ follow.

Lemma. We have

$$
\begin{equation*}
n^{-\frac{1}{2}} \ll \int_{1}^{a} \alpha^{-n-1}(\alpha-1)^{-\frac{1}{2}} d \alpha \ll n^{-\frac{1}{2}}, \tag{3.8.5}
\end{equation*}
$$

where $a$ is an arbitrary constant with $a>1$.

Proof. Actually we have

$$
\begin{aligned}
\int_{1}^{1+\frac{1}{n}} \alpha^{-n-1}(\alpha-1)^{-\frac{1}{2}} d \alpha & \geq\left(\frac{1}{n}\right)^{-\frac{1}{2}} \int_{1}^{1+\frac{1}{n}} \alpha^{-n-1} d \alpha \\
& >n^{-\frac{1}{2}}\left(1-2 e^{-1}\right),
\end{aligned}
$$

and, by integration by parts,

$$
\int_{1}^{1+\frac{1}{n}} \alpha^{-n-1}(\alpha-1)^{-\frac{1}{2}} d \alpha
$$

$$
\begin{aligned}
& =2\left(\frac{1}{n}\right)^{-\frac{1}{2}}\left(1+\frac{1}{n}\right)^{-n-1}+2(n+1) \int_{1}^{1+\frac{1}{n}}(\alpha-1)^{-\frac{1}{2}} \alpha^{-n-2} d \alpha \\
& \leq 2 n^{-\frac{1}{2}}+2 n^{-\frac{1}{2}}(n+1) \int_{1}^{1+\frac{1}{n}} \alpha^{-n-2} d \alpha \\
& \ll n^{-\frac{1}{2}} .
\end{aligned}
$$

Also,

$$
\int_{1+\frac{1}{n}}^{a} \alpha^{-n-1}(\alpha-1)^{-\frac{1}{2}} d \alpha \leq\left(\frac{1}{n}\right)^{-\frac{1}{2}} \int_{1+\frac{1}{n}}^{a} \alpha^{-n-1} d \alpha \leq n^{-\frac{1}{2}}
$$

Proof of Proposition 3.8.2 By Lemma 3.8.4, it remains to show that

$$
\begin{equation*}
q^{\frac{n}{2}} n^{-\frac{1}{2}} \ll\left|I_{n}^{(1)}+I_{n}^{(2)}+I_{n}^{(3)}+I_{n}^{(4)}\right| \ll q^{\frac{n}{2}} n^{-\frac{1}{2}} \tag{8.10}
\end{equation*}
$$

holds for $n$ sufficiently large. We write

$$
\begin{aligned}
I_{n}^{(1)}+I_{n}^{(2)}= & q^{\frac{n}{2}} \int_{1}^{q^{\frac{1}{6}-e}} \alpha^{-n-1}\left(\frac{\alpha^{2}+1}{\alpha^{2}-1}\right)^{\frac{1}{2}}\left(-\frac{q^{\frac{1}{2}} \alpha+1}{q^{\frac{1}{2}} \alpha-1} \exp \left\{F\left(q^{-\frac{1}{2}} \alpha\right)\right\}\right. \\
& \left.+(-1)^{n+1} \frac{q^{\frac{1}{2}} \alpha-1}{q^{\frac{1}{2}} \alpha+1} \exp \left\{F\left(-q^{-\frac{1}{2}} \alpha\right)\right\}\right) d \alpha .
\end{aligned}
$$

Hence, by Lemma 3.8.5,

$$
\left|I_{n}^{(1)}+I_{n}^{(2)}\right| \ll q^{\frac{n}{2}} \int_{1}^{q^{\frac{1}{6}-\epsilon}} \alpha^{-n-1}(\alpha-1)^{-\frac{1}{2}} d \alpha \ll q^{\frac{n}{2}} n^{-\frac{1}{2}}
$$

Moreover, we have

$$
\begin{aligned}
I_{n}^{(1)} & +I_{n}^{(2)} \\
& \leq q^{\frac{n}{2}} \int_{1}^{q^{\frac{1}{8}-c}} \alpha^{-n-1}\left(\frac{\alpha^{2}+1}{\alpha^{2}-1}\right)^{\frac{1}{2}}\left(-\frac{q^{\frac{1}{2}} \alpha+1}{q^{\frac{1}{2}} \alpha-1}+\frac{q^{\frac{1}{2}} \alpha-1}{q^{\frac{1}{2}} \alpha+1}\right) \exp \left\{F\left(q^{-\frac{1}{2}} \alpha\right)\right\} d \alpha \\
& =-q^{\frac{n}{2}} \int_{1}^{q^{\frac{1}{8}-\varepsilon}} \alpha^{-n-1}\left(\frac{\alpha^{2}+1}{\alpha^{2}-1}\right)^{\frac{1}{2}} \frac{4 q^{\frac{1}{2}} \alpha}{q \alpha^{2}-1} \exp \left\{F\left(q^{-\frac{1}{2}} \alpha\right\} d \alpha,\right.
\end{aligned}
$$

since the coefficients of $F(y)=\sum_{n=1}^{\infty} c_{n} n^{-1} y^{n}$ are all positive, and hence $F\left(q^{-\frac{1}{2}} \alpha\right) \geq F\left(-q^{-\frac{1}{2}} \alpha\right)$. It follows that

$$
I_{n}^{(1)}+I_{n}^{(2)} \leq-c q^{\frac{n}{2}} n^{-\frac{1}{2}}
$$

for some constant $c>0$, by Lemma 3.8.5. Therefore

$$
q^{\frac{n}{2}} n^{-\frac{1}{2}} \ll\left|I_{n}^{(1)}+I_{n}^{(2)}\right| \ll q^{\frac{n}{2}} n^{-\frac{1}{2}} .
$$

Finally, we have

$$
\left|I_{n}^{(3)}+I_{n}^{(4)}\right| \ll q^{\frac{n}{2}} \int_{1}^{q^{\frac{1}{6}-\epsilon}} \alpha^{-n-1} d a \ll q^{\frac{n}{2}} n^{-1} .
$$

This proves (8.10) and completes the proof of Proposition 3.8.2.

Example 3.8.1 also serves other purposes and we shall revisit it in Chapter 5 below.

We now turn to the second example of this section. A famous monograph of A. Weil [1] gave the first proof of the so-called "Riemann hypothesis for algebraic curves over Galois fields". We may also consider an analogue of the Riemann hypothesis for additive arithmetical semigroups:

Suppose $\mathcal{G}$ is an additive arithmetical semigroup satisfying Axiom $\mathcal{A}^{\#}$, for which

$$
\begin{equation*}
G(n)=A q^{n}+O\left(q^{\nu n}\right), \quad n=1,2, \ldots \tag{8.11}
\end{equation*}
$$

for constants $q>1, A>0$, and $\nu$ with $0 \leq \nu<\frac{1}{2}$. Then the associated generating function $Z(y)$ has an analytic continuation in the disk $\left\{|y|<q^{-\nu}\right\}$ as a meromorphic function with the only singularity being a simple pole at $y=q^{-1}$. The "Riemann hypothesis for $\mathcal{G}$ " will be understood to be the assertion that $Z(y)$ has no zeros in the disk $\left\{|y|<q^{-\frac{1}{2}}\right\}$. A problem (cf. S.D. Cohen [1]) relevant to this hypothesis is to describe more precisely in terms of $\nu$ the quantity $\theta$ in the remainder term of the abstract prime number theorem, see Theorem 3.5.5. The following example shows that there
is not too much we can say about $\theta$ in terms of $\nu$, and that, in the general case, the Riemann hypothesis is not true for arbitrary additive arithmetical semigroups.
(3.8.6) Example. Let $q$ and $\eta$ be real numbers with $q>1$, and $1>\eta>0$. Let $k$ be a positive integer, and $k \geq 2$. Set

$$
S_{\ell}(m)= \begin{cases}\sum_{r \left\lvert\, \frac{m}{\ell}\right.} q^{r} \mu\left(\frac{m}{\ell r}\right), & \text { if } \ell \mid m, \\ 0, & \text { if } \ell \nmid m,\end{cases}
$$

for $m=1,2, \ldots$, where $\mu$ is the classical Möbius function on $\mathbb{N}$. Let $q_{1}=$ $q^{1-\eta}$. Let

$$
S_{m}= \begin{cases}{\left[q^{m}\right],} & \text { if } m<m_{0} \\ {\left[q^{m}-\sum_{r \mid m} q_{1}^{r} \mu\left(\frac{m}{r}\right)-\sum_{\ell=2}^{k} S_{\ell}(m)\right],} & \text { if } m \geq m_{0}\end{cases}
$$

for $m=1,2, \ldots$, where $[a]$ denotes the largest integer not exceeding $a$, and $m_{0}$ is sufficiently large. Plainly,

$$
\left|\sum_{r \mid m} q_{1}^{r} \mu\left(\frac{m}{r}\right)\right| \leq \sum_{s=1}^{m} q_{1}^{s}<\frac{q_{1}^{m+1}}{q_{1}-1},
$$

and, if $\ell \mid m$,

$$
\left|s_{\ell}(m)\right|=\left|\sum_{r \left\lvert\, \frac{m}{\ell}\right.} q^{r} \mu\left(\frac{m}{\ell r}\right)\right| \leq \sum_{s=1}^{m / \ell} q^{s}<\frac{q^{\frac{m}{\ell}+1}}{q-1} .
$$

Therefore,

$$
\begin{aligned}
q^{m} & -\sum_{r \mid m} q_{1}^{r} \mu\left(\frac{m}{r}\right)-\sum_{\ell=2}^{k} S_{\ell}(m) \\
& >q^{m}\left(1-\frac{1}{\left(q_{1}-1\right) q^{\eta m-1}}-\frac{k}{(q-1) q^{\frac{m}{2}-1}}\right)>1
\end{aligned}
$$

if $m \geq m_{0}(\eta, k)$, and hence the $S_{m}$ are positive integers. Moreover, $S_{m} \leq$ $2 q^{m}$ 。

Let

$$
S_{m} \equiv r_{m} \bmod m, \quad 0 \leq r_{m}<m
$$

for $m=1,2, \ldots$ Set formally

$$
P(m)=\frac{1}{m}\left(S_{m}-r_{m}+m\right)
$$

Then the $P(m), m=1,2, \ldots$, are all positive integers, and

$$
m P(m)=q^{m}+m-r_{m}+\theta_{m}
$$

with $\left|\theta_{m}\right|<1$ if $m<m_{0}$, and

$$
m P(m)=q^{m}-\sum_{r \mid m} q_{1}^{r} \mu\left(\frac{m}{r}\right)-\sum_{\ell=2}^{k} S_{\ell}(m)+m-r_{m}+\theta_{m}
$$

with $\left|\theta_{m}\right|<1$ if $m \geq m_{0}$.
The associated formal generating function is, for $|y|<q^{-1}$,

$$
\begin{align*}
Z(y)= & \prod_{m=1}^{\infty}\left(1-y^{m}\right)^{-P(m)}=\exp \left\{\sum_{n=1}^{\infty} \frac{1}{n}\left(\sum_{m \mid n} m P(m)\right) y^{n}\right\} \\
= & \exp \left\{\sum_{n=1}^{\infty} \frac{1}{n}\left(\sum_{m \mid n}\left(q^{m}-\sum_{r \mid m} q_{1}^{r} \mu\left(\frac{m}{r}\right)-\sum_{\ell=2}^{k} S_{\ell}(m)\right)\right) y^{n}\right. \\
& +F(y)\} \tag{8.12}
\end{align*}
$$

where

$$
F(y)=\sum_{n=1}^{\infty} \frac{1}{n}\left(\sum_{m \mid n}\left(m-r_{m}+\theta_{m}\right)\right.
$$

$$
\begin{aligned}
& \left.+\sum_{\substack{m \mid n \\
m<m_{0}}}\left(\sum_{r \mid m} q_{1}^{r} \mu\left(\frac{m}{r}\right)+\sum_{\ell=2}^{k} S_{\ell}(m)\right)\right) y^{n} \\
= & \sum_{n=1}^{\infty} \frac{1}{n}\left(O\left(n^{1+\varepsilon}\right)+O\left(q^{m_{0}}\right)\right) y^{n}
\end{aligned}
$$

is holomorphic in the disk $\{|y|<1\}$. Note that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n}\left(\sum_{m \mid n} q^{m}\right) y^{n}=\sum_{s=1}^{\infty} \frac{1}{s} \log \left(1-q y^{s}\right)^{-1} \tag{8.13}
\end{equation*}
$$

Moreover, since

$$
\sum_{m \mid n} \sum_{r \mid m} q_{1}^{r} \mu\left(\frac{m}{r}\right)=q_{1}^{n}
$$

we have

$$
\begin{align*}
\sum_{n=1}^{\infty} & \frac{1}{n}\left(\sum_{m \mid n}\left(-\sum_{r \mid m} q_{1}^{r} \mu\left(\frac{m}{r}\right)\right)\right) y^{n} \\
& =-\sum_{n=1}^{\infty} \frac{1}{n}\left(q_{1} y\right)^{n}=\log \left(1-q_{1} y\right) \tag{8.14}
\end{align*}
$$

Similarly, if $\ell \mid n$, then

$$
\sum_{m \mid n} S_{\ell}(m)=\sum_{\ell m^{\prime} \mid n} \sum_{r \mid m^{\prime}} q^{r} \mu\left(\frac{m^{\prime}}{r}\right)=q^{\frac{n}{\ell}}
$$

and, if $\ell \nmid n$, then

$$
\sum_{m \mid n} S_{\ell}(m)=0
$$

Therefore,

$$
\begin{align*}
\sum_{n=1}^{\infty} & \frac{1}{n}\left(\sum_{m \mid n}\left(-\sum_{\ell=2}^{k} S_{\ell}(m)\right)\right) y^{n} \\
& =-\sum_{\ell=2}^{k} \sum_{\substack{n=1 \\
\ell \mid n}}^{\infty} \frac{1}{n} q^{\frac{n}{\ell}} y^{n}=\sum_{\ell=2}^{k} \frac{1}{\ell} \log \left(1-q y^{\ell}\right) . \tag{8.15}
\end{align*}
$$

From (8.12), (8.13), (8.14), and (8.15) we obtain

$$
Z(y)=\frac{1}{1-q y}\left(1-q_{1} y\right) \prod_{s=k+1}^{\infty} \frac{1}{\left(1-q y^{s}\right)^{1 / s}} e^{F(y)}
$$

This shows that $Z(y)$ is a meromorphic function in the disk $\left\{|y|<q^{-\frac{1}{k+1}}\right\}$, with a simple pole at $y=q^{-1}$ and a simple zero at $y=q_{1}^{-1}=q^{-1+\eta}$. It is easy to see that

$$
G(n)=A q^{n}+O\left(q^{\frac{n}{k+1}+\varepsilon n}\right)
$$

with

$$
A=\left(1-q^{-\eta}\right) \prod_{s=k+1}^{\infty} \frac{1}{\left(1-q^{-s+1}\right)^{\frac{1}{s}}} e^{F\left(q^{-1}\right)}>0
$$

We note that $\eta$ and $k$ can be chosen arbitrarily small and arbitrarily large independently. Therefore, this example shows that, no matter how small $\nu>0$, in (8.11) is, $Z(y)$ may have a zero very close to $|y|=q^{-1}$.

This example also shows that the Riemann hypothesis can hold only for very special additive arithmetical semigroups.

## CHAPTER 4

## MORE APPLICATIONS OF PRIME COUNTING

### 4.1 More Properties of Prime Divisor Functions in the "Classical" Case

We now return to the prime divisor functions $\omega$ and $\Omega$, in the "classical" case when $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$, and the generating function $Z(y)$ has no zeros for $|y| \leq q^{-1}$ (i.e., there is no exceptional zero at $y=-q^{-1}$ ).

### 4.1.1 Some general results

For a start, consider the subsets $\mathcal{G}_{\text {even }}^{\Omega}$ and $\mathcal{G}_{\text {even }}^{\omega}$ of $\mathcal{G}$ consisting of all elements $a \in \mathcal{G}$ such that $\Omega(a)$ (respectively, $\omega(a)$ ) is even, and let $\mathcal{G}_{\text {odd }}^{\Omega}$ and $\mathcal{G}_{\text {odd }}^{\omega}$ denote the respective complements of these sets in $\mathcal{G}$. We wish to investigate the densities of these sets in $\mathcal{G}$, as well as their relative densities in the subset $\mathcal{G}_{(k)}$ of all $k$-free elements of $\mathcal{G}(k \geq 2)$.

In order to explain the term "relative density" used here, let $E$ and $H$ denote subsets of $\mathcal{G}$, and let $\chi_{E}$ and $\chi_{H}$ denote their characteristic functions. Then the total numbers of elements of degree $N$ in $E$ and $H$ are $E(N)=$ $\bar{\chi}_{E}(N)$, and $H(N)=\bar{\chi}_{H}(N)$, respectively. If the ratio $E(N) / H(N)$ tends
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to a limit $\delta$ as $N \rightarrow \infty$, we call $\delta=\delta(E, H)$ the relative asymptotic density of $E$ in $H$. According to this definition (which is sufficiently general for present purposes), if $E$ has the relative density $\delta$ in $H$, then the ratio $E(N) / H(N)$ must be meaningful for all sufficiently large $N$, i.e., $H(N)>0$ for all large enough $N$. Therefore a standard elementary theorem on limits implies further that

$$
\delta=\lim _{N \rightarrow \infty}\left\{\sum_{n \leq N} E(n)\right\} /\left\{\sum_{n \leq N} H(n)\right\} ;
$$

thus the present terminology seems reasonable from an intuitive point of view, and is consistent with that for the "absolute" case $H=\mathcal{G}$ which was discussed in Section 1.3 earlier.
(4.1.1) Theorem. The sets $\mathcal{G}_{\text {even }}^{\Omega}$ and $\mathcal{G}_{\text {odd }}^{\Omega}$ both have asymptotic density $\frac{1}{2}$, as well as relative asymptotic density $\frac{1}{2}$ in the set $\mathcal{G}_{(k)}$ of all $k$-free elements of $\mathcal{G}(k \geq 2)$. More precisely, for every $\alpha>0$, as $N \rightarrow \infty$,

$$
\begin{gathered}
\mathcal{G}_{\text {even }}^{\Omega}(N)=\frac{A}{2} q^{N}+O\left(N^{-\alpha} q^{N}\right)=\mathcal{G}_{\text {odd }}^{\Omega}(N) \\
\left(\mathcal{G}_{\text {even }}^{\Omega} \cap \mathcal{G}_{(k)}\right)(N)=\frac{A}{2}\left[Z\left(q^{-k}\right)\right]^{-1} q^{N}+O\left(N^{-\alpha} q^{N}\right)=\left(\mathcal{G}_{\text {odd }}^{\Omega} \cap \mathcal{G}_{(k)}\right)(N) .
\end{gathered}
$$

Proof. As with the corresponding Theorem 6.2 .1 of [AB] subject to Axiom $\mathcal{A}$, our discussion of the distinction between the even and odd values of $\Omega$ is facilitated by consideration of the Liouville function $\lambda$ on $\mathcal{G}$ such that $\lambda(a)=(-1)^{\Omega(a)}$ for $a \in \mathcal{G}$, as well as the function $\lambda_{k}(k \geq 2)$ such that $\lambda_{k}(a)=\lambda(a)$ if $a$ is $k$-free, while $\lambda_{k}(a)=0$ otherwise. (Recall that $\lambda_{2}$ is simply the Möbius function $\mu$ on $\mathcal{G})$.
(4.1.2) Lemma. The functions $\lambda, \lambda_{k}$ (including $\mu$ ) have asymptotic mean-value zero.

Proof. By Theorem 3.3.1 of [AB], $\lambda^{\#}(y)=Z\left(y^{2}\right) / Z(y)$, while

$$
\lambda_{k}^{\#}(y)= \begin{cases}Z\left(y^{2}\right) / Z(y) Z\left(y^{k}\right) & \text { if } k \text { is even } \\ Z\left(y^{2}\right) Z\left(y^{k}\right) / Z(y) Z\left(y^{2 k}\right) & \text { if } k \text { is odd }\end{cases}
$$

These formulae, together with Proposition 1.2.1 and the non-existence of zeros of $Z(y)$ for $|y| \leq q^{-1}$, show that $\lambda^{\#}(y)$ and $\lambda_{k}^{\#}(y)$ are analytic functions of $y$ for $|y| \leq q^{-1}$. Therefore Lemma 2.2.3 implies that, for every $\alpha>0$,

$$
\bar{\lambda}(N)=O\left(N^{-\alpha} q^{N}\right)=\bar{\lambda}_{k}(N) \text { as } N \rightarrow \infty
$$

In view of Lemma 4.1.2, Axiom $\mathcal{A}^{\#}$ and Proposition 1.5.7, the present theorem about $\Omega$ may now easily be deduced from the equations

$$
\left.\begin{array}{c}
\mathcal{G}_{\text {even }}^{\Omega}(N)+\mathcal{G}_{\text {odd }}^{\Omega}(N)=G(N) \\
\mathcal{G}_{\text {even }}^{\Omega}-\mathcal{G}_{\text {odd }}^{\Omega}(N)=\bar{\lambda}(N)
\end{array}\right\},
$$

and

$$
\left.\begin{array}{l}
\left(\mathcal{G}_{\text {even }}^{\Omega} \cap \mathcal{G}_{k}\right)(N)+\left(\mathcal{G}_{\text {even }}^{\Omega} \cap \mathcal{G}_{k}\right)(N)=\mathcal{G}_{k}(N) \\
\left(\mathcal{G}_{\text {even }}^{\Omega} \cap \mathcal{G}_{k}\right)(N)-\left(\mathcal{G}_{\text {even }}^{\Omega} \cap \mathcal{G}_{k}\right)(N)=\bar{\lambda}_{k}(N)
\end{array}\right\} .
$$

The theorem corresponding to Theorem 3.9.1 for the function $\omega$ is:
(4.1.3) Theorem. The sets $\mathcal{G}_{\text {even }}^{\omega}$ and $\mathcal{G}_{\text {odd }}^{\omega}$ both have asymptotic density $\frac{1}{2}$, as well as relative asymptotic density $\frac{1}{2}$ in the set $\mathcal{G}_{k}$ of all $k$-free elements of $\mathcal{G}(k \geq 2)$. More precisely, for every $\alpha>0$, as $N \rightarrow \infty$,

$$
\begin{gathered}
\mathcal{G}_{\text {even }}^{\omega}(N)=\frac{A}{2} q^{N}+O\left(N^{-\alpha} q^{N}\right)=\mathcal{G}_{\text {odd }}^{\omega}(N) \\
\left(\mathcal{G}_{\text {even }}^{\omega} \cap \mathcal{G}_{k}\right)(N)=\frac{A}{2}\left[Z\left(q^{-k}\right)\right]^{-1} q^{N}+O\left(N^{-\alpha} q^{N}\right)=\left(\mathcal{G}_{\text {odd }}^{\omega} \cap \mathcal{G}_{k}\right)(N)
\end{gathered}
$$

Proof. For this theorem, we shall make use of the functions $\xi$ and $\xi_{k}$ analogous to $\lambda$ and $\lambda_{k}$, such that $\xi(a)=(-1)^{\omega(a)}$ for $a \in \mathcal{G}, \xi_{k}(a)=\xi(a)$ if $a$ is $k$-free, and $\xi_{k}(a)=0$ otherwise. (Then $\xi_{2}$ also coincides with the Möbius function on $\mathcal{G}$.) Since $\omega$ is prime-independent and additive, $\xi$ and $\xi_{k}$ are PIM-functions, and so the Canonical Product Lemma 1.4.1 implies that (formally, at least)

$$
\left\{\begin{array}{c}
\xi^{\#}(y)=\prod_{m>0}\left(1-y^{m}-y^{2 m}-\ldots-y^{r m}-\ldots\right)^{P(m)}  \tag{1.1}\\
\xi_{k}^{\#}(y)=\prod_{m>0}\left(1-y^{m}-y^{2 m}-\ldots-y^{(k-1) m}\right)^{P(m)}
\end{array}\right.
$$

Therefore

$$
\begin{aligned}
\xi^{\#}(y) & =\prod_{m>0}\left(1-\frac{y^{m}}{1-y^{m}}\right)^{P(m)} \\
& =\frac{1}{Z_{G}(y)} \prod_{m>0}\left\{\left(1-y^{m}\right)^{-1}\left(1-\frac{y^{m}}{1-y^{m}}\right)\right\}^{P(m)} \\
& =\mu^{\#}(y) \prod_{m>0}\left\{1-\frac{y^{2 m}}{\left(1-y^{m}\right)^{2}}\right\}^{P(m)}
\end{aligned}
$$

Now, by Proposition 1.2 .1 and $Z(y) \neq 0$ for $|y| \leq q^{-1}, \mu^{\#}(y)$ is analytic for $|y| \leq q^{-1}$ and (in the ordinary analytical sense) is represented by the absolutely convergent product $\prod_{m>0}\left(1-y^{n}\right)^{P(m)}$ when $|y|<q^{-1}$. In particular, this implies that $\sum_{m>0} P(m) y^{2 m}$ is absolutely convergent for $|y|<q^{-\frac{1}{2}}$, and so

$$
\sum_{m>0} P(m) \frac{y^{2 m}}{\left(1-y^{m}\right)^{2}}
$$

is also absolutely convergent for such $y$. Therefore the second product in the last expression for $\xi^{\#}(y)$ above is absolutely convergent when $|y|<q^{-\frac{1}{2}}$, and so $\xi^{\#}(y)$ is an analytic function of $y$ in the closed disc $|y| \leq q^{-1}$.

Next, in a similar way, note that

$$
\xi_{k}^{\#}(y)=\prod_{m>0}\left(1+\frac{y^{k m}-y^{m}}{1-y^{m}}\right)^{P(m)}=\mu^{\#}(y) \prod_{m>0}\left(1+\frac{y^{k m}-y^{2 m}}{\left(1-y^{m}\right)^{2}}\right)^{P(m)}
$$

Since $\left|y^{k m}-y^{2 m}\right|=\left|y^{(k-2) m}-1\right|\left|y^{2 m}\right|<2\left|y^{2 m}\right|$ for $|y|<1$, it follows from the discussion above that the second product in the last expression for $\xi_{k}^{\#}(y)$ is also absolutely convergent when $|y|<q^{-\frac{1}{2}}$. Thus $\xi_{k}^{\#}(y)$ is also analytic for $|y| \leq q^{-1}$.

By Lemma 2.2.3, the above conclusions imply that, for any $\alpha>0$

$$
\bar{\xi}(N)=O\left(N^{-\alpha} q^{N}\right)=\bar{\xi}_{k}(N) \text { as } N \rightarrow \infty
$$

The proof of Theorem 4.1.3 may then be completed by an argument directly analogous to that which concluded the proof of Theorem 4.1.1.

Another approach to the "statistical" properties of functions like $\Omega$ and $\omega$ is to consider the frequency with which they take on some particular value $k \geq 1$. For this purpose, let $\tau_{k}(N), \rho_{k}(N)$ and $\pi_{k}(N)$ denote the total numbers of elements $a \in \mathcal{G}$ of degree $N$ such that (i) $\Omega(a)=k$, or (ii) $\omega(a)=k$, or (iii) $\omega(a)=k$ and $a$ is square-free, respectively. For $\tau_{k}(N)$ and $\pi_{k}(N)$, the following theorem was proved by S.D. Cohen [2] in the case when $\mathcal{G}$ is the special semigroup $\mathcal{G}_{q}$.
(4.1.4) Theorem. As $N \rightarrow \infty$, each of the functions $\tau_{k}(N), \rho_{k}(N)$ and $\pi_{k}(N)$ has the asymptotic value

$$
\frac{(\log N)^{k-1}}{(k-1)!N} q^{N}+O\left(\frac{(\log N)^{k-2}}{N} q^{N}\right)
$$

Proof. The functions $\tau_{1}(N), \pi_{1}(N)$ coincide with $P(N)$, and so the stated conclusions about $\tau_{1}$ and $\pi_{1}$ are immediate consequences of the abstract
prime number theorem (3.4.5). Now suppose that $k>1$, and (for $r \geq 1$ ) consider the additional function

$$
V_{r}(N)=\sum_{\partial\left(p_{1} p_{2} \ldots p_{r}\right)=N} 1
$$

where the sum is over all ordered $r$-tuples $\left(p_{1}, \ldots, p_{r}\right)$ of primes $p_{i}$ with $\partial\left(p_{1} p_{2} \ldots p_{r}\right)=N$. Then

$$
r!\pi_{r}(N) \leq V_{r}(N) \leq r!\tau_{r}(N)
$$

and

$$
\begin{aligned}
\tau_{k}(N)-\pi_{k}(N) & \leq \sum_{\partial\left(p_{1}^{2} p_{2} \ldots p_{k-1}\right)=N} 1 \\
& =\sum_{2 \partial\left(p_{1}\right) \leq N} \sum_{\partial\left(p_{2} p_{3} \ldots p_{k-1}\right)=N-2 \partial\left(p_{1}\right)} 1 \\
& \leq \sum_{m \leq \frac{1}{2} N} P(m) V_{k-2}(N-2 m)
\end{aligned}
$$

where $V_{0}(N)=1$. Therefore we obtain:

$$
\begin{equation*}
\frac{1}{k!} V_{k}(N) \leq \tau_{k}(N) \leq \pi_{k}(N)+\sum_{m \leq \frac{1}{2} N} P(m) V_{k-2}(N-2 m) \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{k!} V_{k}(N)-\sum_{m \leq \frac{1}{2} N} P(m) V_{k-2}(N-2 m) \leq \pi_{k}(N) \leq \frac{1}{k!} V_{k}(N) \tag{1.3}
\end{equation*}
$$

Now consider:
(4.1.5) Lemma. As $N \rightarrow \infty$,

$$
V_{k}(N)=\frac{k}{N}(\log N)^{k-1} q^{N}+O\left(\frac{(\log N)^{k-2}}{N} q^{N}\right)
$$

Proof. By the abstract prime number theorem (3.4.5), the stated formula is certainly valid for $V_{1}(N)=P(N)$. Now, as an inductive hypothesis on $k$, assume the formula for $V_{k}$, and consider

$$
\begin{aligned}
k N V_{k+1}(N)= & \sum_{\partial\left(p_{1} p_{2} \ldots p_{k+1}\right)=N} k \partial\left(p_{1} p_{2} \ldots p_{k+1}\right) \\
= & \sum_{\partial\left(p_{1} p_{2} \ldots p_{k+1}\right)=N}\left\{\partial\left(p_{2} p_{3} \ldots p_{k+1}\right)+\partial\left(p_{1} p_{3} \ldots p_{k+1}\right)+\right. \\
& \left.+\ldots+\partial\left(p_{1} p_{2} \ldots p_{k}\right)\right\} \\
= & (k+1) \sum_{\partial\left(p_{1}\right) \leq N} \sum_{\partial\left(p_{2} p_{3} \ldots p_{k+1}\right)=N-\partial\left(p_{1}\right)} \partial\left(p_{2} p_{3} \ldots p_{k+1}\right) \\
= & (k+1) \sum_{\partial\left(p_{1}\right) \leq N}\left[N-\partial\left(p_{1}\right)\right] V_{k}\left(N-\partial\left(p_{1}\right)\right) \\
= & (k+1) \sum_{m \leq N-1}(N-m) P(m) V_{k}(N-m) .
\end{aligned}
$$

Therefore, by the assumption on $V_{k}$,

$$
\begin{aligned}
& k N V_{k+1}(N) \\
&=(k+1) \sum_{m \leq N-1}(N-m)\left[\frac{q^{m}}{m}+O\left(\frac{q^{m}}{m}\right)\right] \\
& \times \frac{k}{N-m}\left[(\log (N-m))^{k-1} q^{N-m}+O\left((\log (N-m))^{k-2} q^{N-m}\right)\right] \\
&= k(k+1) q^{N} \sum_{m \leq N-1}\left\{\frac{1}{m}(\log (N-m))^{k-1}+O\left(\frac{1}{m}(\log N)^{k-2}\right)\right\} \\
&= k(k+1) q^{N}\left[(\log N)^{k}+O\left((\log N)^{k-1}\right)\right]
\end{aligned}
$$

by Lemma 4.1.6 below. Hence the stated asymptotic formula for $V_{k}(N)$ follows by induction on $k$.
4.1.6 LEMMA. For any positive integer $k$, as $N \rightarrow \infty$,

$$
\sum_{m \leq N-1} \frac{1}{m}(\log (N-m))^{k-1}=(\log N)^{k}+O\left((\log N)^{k-1}\right)
$$

Proof. We have

$$
\begin{aligned}
\sum_{m \leq N-1} \frac{1}{m}(\log (N-m))^{k-1} & =\sum_{m \leq N-1} \frac{1}{N-m}(\log m)^{k-1} \\
& =\frac{1}{N} \sum_{m \leq N-1}\left(1+\frac{m}{N}+\frac{m^{2}}{N^{2}}+\ldots\right)(\log m)^{k-1}
\end{aligned}
$$

Now, for any $r \geq 0$ and $k>1$, partial summation gives

$$
\begin{aligned}
\sum_{m \leq N} m^{r}(\log m)^{k} & =(\log N)^{k} \sum_{m \leq N} m^{r}-k \int_{1}^{N} t^{-1}(\log t)^{k-1}\left(\sum_{m \leq t} m^{r}\right) d t \\
& =\left[\frac{N^{r+1}}{r+1}+O\left(N^{r}\right)\right](\log N)^{k}+O\left(\int_{1}^{N}(\log t)^{k-1} t^{r} d t\right)
\end{aligned}
$$

by the formula

$$
\sum_{m \leq x} m^{r}=\frac{x^{r+1}}{r+1}+O\left(x^{r}\right)
$$

Therefore

$$
\begin{aligned}
\sum_{m \leq N} m^{r}(\log m)^{k} & =\left[\frac{N^{r+1}}{r+1}+O\left(N^{r}\right)\right](\log N)^{k}+O\left((\log N)^{k-1} \int_{1}^{N} t^{r} d t\right) \\
& =\frac{N^{r+1}}{r+1}(\log N)^{k}+O\left(N^{r+1}(\log N)^{k-1}\right)
\end{aligned}
$$

It now follows that, for $k \geq 2$,

$$
\begin{aligned}
& \sum_{m \leq N-1} \frac{1}{m}(\log (N-m))^{k-1} \\
& \quad=\sum_{r=0}^{\infty} \frac{1}{N^{r+1}} \sum_{m \leq N-1} m^{r}(\log m)^{k-1} \\
& \quad=\sum_{r=0}^{\infty} \frac{1}{r+1}\left(1-\frac{1}{N}\right)^{r+1}\left[(\log N)^{k-1}+O\left((\log N)^{k-2}\right)\right] \\
& \quad=\left[(\log N)^{k-1}+O\left((\log N)^{k-2}\right)\right] \log \left\{1-\left(1-\frac{1}{N}\right)\right\}^{-1} \\
& \quad=(\log N)^{k}+O\left((\log N)^{k-1}\right)
\end{aligned}
$$

The assertions of Theorem 4.1.4 about $\tau_{k}(N)$ and $\pi_{k}(N)$ may now be deduced from the inequalities (1.2) and (1.3) above, together with the following consequences of Lemma 4.1.5 and the following lemma, which is easily deduced by partial summation:
(4.1.7) Lemma. For any real $\alpha$, and $q>1$,

$$
\sum_{r \leq n} r^{\alpha} q^{r}=\frac{1}{q-1} n^{\alpha} q^{n+1}+O\left(n^{\alpha-1} q^{n}\right) \text { as } n \rightarrow \infty
$$

Now consider two cases:
Case (i). For $k=2$,

$$
\sum_{m \leq \frac{1}{2} N} P(m) V_{k-2}(N-2 m)=O\left(\sum_{m \leq \frac{1}{2} N} \frac{q^{m}}{m}\right)=O\left(N^{-1} q^{\frac{1}{2} N}\right)
$$

Case (ii). For $k>2$,

$$
\begin{array}{rl}
\sum_{m \leq \frac{1}{2} N} & P(m) V_{k-2}(N-2 m) \\
\quad & =O\left(\sum_{m<\frac{1}{2} N} \frac{q^{m}}{m} \frac{(\log (N-2 m))^{k-3}}{N-2 m} q^{N-2 m}\right) \\
\quad=O\left((\log N)^{k-3} q^{N} \sum_{m<\frac{1}{2} N}\left(\frac{1}{m}+\frac{2}{N-2 m}\right) \frac{q^{-m}}{N}\right) \\
\quad=O\left((\log N)^{k-3} N^{-1} q^{N} \sum_{m<\frac{1}{2} N} q^{-m}\right) \\
\quad=O\left((\log N)^{k-3} N^{-1} q^{N}\right) .
\end{array}
$$

In order to complete the proof of Theorem 4.1.4, it remains to consider the function $\rho_{k}(N)$ : By definition of $\rho_{k}(N)$ and $\pi_{k}(N), \rho_{k}(N)-\pi_{k}(N)$ is equal to the total number of elements $a \in \mathcal{G}$ of degree $N$ that can be expressed in the form $a=p^{m} b$ for some $p \in \mathcal{P}, m \geq 2$, and an element $b$ with $\omega(b)=k-1$. Thus

$$
\begin{aligned}
0 \leq \rho_{k}(N)-\pi_{k}(N) & =\sum_{\substack{\omega(b)=k-1,2 \leq m \leq N-\partial(b) \\
\partial(b) \leq N-2}} \sum_{\partial(p)=\frac{N-\partial(b)}{m}} 1 \\
& =\sum_{\substack{\omega(b)=k-1,2 \leq m \leq N-\partial(b) \\
\partial(b) \leq N-2}} O\left(\frac{m}{\left.N-\partial(b)^{\frac{1}{2}} q^{\frac{N-\partial(b)}{m}}\right)}\right. \\
& =O\left(\sum_{\substack{\omega(b)=k-1, \partial(b) \leq N-2}} q^{\frac{1}{2}[N-\partial(b)]}\right) .
\end{aligned}
$$

Therefore

$$
0 \leq \rho_{k}(N)-\pi_{k}(N)=O\left(q^{\frac{1}{2} N} \sum_{r \leq N-2} q^{-\frac{1}{2} r} \rho_{k-1}(r)\right) .
$$

Now note that $\rho_{1}(N)$ is the number of prime-powers $p^{m} \in \mathcal{G}$ of degree $N$, and hence that

$$
\begin{aligned}
\rho_{1}(N) & =\sum_{m \leq N} \sum_{\partial(p)=\frac{N}{m}} 1=P(N)+\sum_{2 \leq m \leq N} O\left(q^{N / m}\right) \\
& =P(N)+O\left(N q^{\frac{1}{2} N}\right)=\frac{q^{N}}{N}+O\left(N^{-\alpha} q^{N}\right),
\end{aligned}
$$

for any $\alpha>1$. Thus the assertion of Theorem 4.1.4 holds for $\rho_{1}(N)$. Then assume the corresponding conclusion for $\rho_{k-1}(N), k \geq 2$. In that case,

$$
\sum_{r \leq N} q^{-\frac{1}{2} r} \rho_{k-1}(r)=O\left(\sum_{r \leq N} \frac{(\log r)^{k-2}}{r} q^{\frac{1}{2} r}\right)
$$

$$
\begin{aligned}
& =O\left((\log N)^{k-2} \sum_{r \leq N} \frac{1}{r} q^{\frac{1}{2} r}\right) \\
& =O\left((\log N)^{k-2} \frac{1}{N} q^{\frac{1}{2} N}\right)
\end{aligned}
$$

by Lemma 4.1.7. Therefore the above inequality for $\rho_{k}(N)-\pi_{k}(N)$ together with the result for $\pi_{k}(N)$ already proved leads to the required conclusion about $\rho_{k}(N)$. Hence the stated conclusion follows by induction on $k$.

### 4.1.2 Sharper estimates in concrete cases

The error estimates $O\left(N^{-\alpha} q^{N}\right)$ in Theorems 4.1.1 and 4.1.3 may be sharpened as below in various concrete cases:
(4.1.8) Lemma. Let $\mathcal{G}$ denote any additive arithmetical semigroup with the properties specified in Lemma 3.1.4, and let $\mu, \lambda, \lambda_{k}, \xi$ and $\xi_{k}$ denote the corresponding arithmetical functions on $\mathcal{G}$. Then as $N \rightarrow \infty$

$$
\begin{gathered}
\bar{\mu}(N)=O\left(N^{M-1} q^{\theta N}\right), \quad \bar{\lambda}(N)=O\left(N^{M} q^{\theta N}\right), \quad \bar{\lambda}_{k}(N)=O\left(N^{2 M-1} q^{\theta N}\right), \\
\bar{\xi}(N)=O\left(N^{M-1} q^{\theta N}\right)=\bar{\xi}_{k}(N),
\end{gathered}
$$

where $\theta$ is the number defined in Lemma 3.1.4.

Proof. Firstly, in the notation of Lemma 1.4.2, we have

$$
\begin{aligned}
\mu^{\#}(y) & =\frac{1}{Z(y)}=(1-q y) \prod_{i=1}^{M}\left(1-\alpha_{i} y\right)^{-1} \\
& =1+\sum_{n=1}^{\infty}\left(c_{n}-q c_{n-1}\right) y^{n}
\end{aligned}
$$

where

$$
c_{n}=\sum_{k_{1}+\ldots+k_{M}=n} \alpha_{1}^{k_{1}} \alpha_{2}^{k_{2}} \ldots \alpha_{M}^{k_{M}}
$$

Since $\left|\alpha_{i}\right| \leq q^{\theta}$ (by definition of $\theta$ ), it follows that

$$
\left|c_{n}\right| \leq\binom{-M}{n}\left(-q^{\theta}\right)^{n}=\binom{M+n-1}{n} q^{\theta n} \sim \frac{n^{M-1}}{(M-1)!} q^{\theta n} \text { as } n \rightarrow \infty
$$

Hence

$$
\bar{\mu}(N)=c_{N}-q c_{N-1}=O\left(N^{M-1} q^{\theta N}\right) \text { as } N \rightarrow \infty
$$

Next, the preceding conclusion and the equation $\lambda^{\#}(y)=Z\left(y^{2}\right) \mu^{\#}(y)$ imply that

$$
\bar{\lambda}(N)=\sum_{0 \leq r \leq \frac{1}{2} N} H^{\#}(r) \bar{\mu}(N-2 r)=O\left(\sum_{0 \leq r \leq \frac{1}{2} N} q^{r} N^{M-1} q^{\theta(N-2 r)}\right)
$$

since a discussion parallel to that of Example 1.1.5 earlier shows easily that the total number $G(n)$ of elements of degree $n$ in $\mathcal{G}$ satisfies:

$$
G(n)=A q^{n}+O(1) \text { as } n \rightarrow \infty
$$

where $A=Q\left(q^{-1}\right)$. Since $\theta \geq \frac{1}{2}$, it then follows that

$$
\bar{\lambda}(N)=O\left(N^{M-1} q^{\theta N} \sum_{r \leq \frac{1}{2} N} q^{(1-2 \theta) r}\right)=O\left(N^{M} q^{\theta N}\right)
$$

Now, for an even integer $k$, the conclusions already derived, together with the equation $\lambda_{k}^{\#}(y)=\lambda^{\#}(y) \mu^{\#}\left(y^{k}\right)$, lead to:

$$
\begin{aligned}
\bar{\lambda}_{k}(N) & =\sum_{0 \leq r \leq N / k} \bar{\lambda}(N-k r) \bar{\mu}(r)=O\left(\sum_{r \leq N / k} N^{M} q^{\theta(N-k r)} N^{M-1} q^{\theta r}\right) \\
& =O\left(N^{2 M-1} q^{\theta N} \sum_{r \leq N / k} q^{\theta(1-k) r}\right)=O\left(N^{2 M-1} q^{\theta N}\right)
\end{aligned}
$$

Then, for an odd integer $k$, the equation $\lambda_{k}^{\#}(y)=Z\left(y^{k}\right) \lambda_{2 k}^{\#}(y)$, together with the preceding result for $\lambda_{2 k}$, yields:

$$
\begin{aligned}
\bar{\lambda}_{k}(N) & =\sum_{0 \leq r \leq N / k} H^{\#}(r) \bar{\lambda}_{2 k}(N-k r)=O\left(\sum_{r \leq N / k} q^{r} N^{2 M-1} q^{\theta(N-k r)}\right) \\
& =O\left(N^{2 M-1} q^{\theta N} \sum_{r \leq N / k} q^{(1-k \theta) r}\right)=O\left(N^{2 M-1} q^{\theta N}\right),
\end{aligned}
$$

since $\theta>1 / k$.
Lastly consider the functions $\xi$ and $\xi_{k}$ on $\mathcal{G}$, corresponding to those discussed in the proof of Theorem 3.9.3. Regarding $\xi$, the proof of Theorem 4.1.3 implies that $\xi^{\#}(y)=\mu^{\#}(y) F(y)$ where $F(y)$ is an analytic function of $y$ for $|y|<q^{-\frac{1}{2}}$. Hence, if $F(y)=\sum_{n=0}^{\infty} a_{n} y^{n}$,

$$
\begin{aligned}
\bar{\xi}(N) & =\sum_{0 \leq r \leq N} \bar{\mu}(N-r) a_{r}=O\left(\sum_{r \leq N} N^{M-1} q^{\theta(N-r)}\left|a_{r}\right|\right) \\
& =O\left(N^{M-1} q^{\theta N} \sum_{r \leq N}\left|a_{r}\right| q^{-\theta r}\right) .
\end{aligned}
$$

This conclusion implies the stated estimate for $\bar{\xi}(N)$, if $\theta>\frac{1}{2}$. On the other hand, if $\theta=\frac{1}{2}$, it follows from the formula for $\mu^{\#}(y)$ stated at the beginning of this proof that $\mu^{\#}(y)$ is an analytic function of $y$ for $|y|<q^{-\frac{1}{2}}$; therefore the earlier reasoning (in the proof of Theorem 4.1.3) about the function $F(y)$ now implies that it is analytic for $|y|<q^{-\frac{1}{4}}$. Thus the stated estimate for $\bar{\xi}(N)$ also follows when $\theta=\frac{1}{2}$. The discussion of $\bar{\xi}_{k}(N)$ is similar.

For the semigroups $\mathcal{G}_{K}$ and $\mathcal{G}_{D}$ of Examples 1.1.4-5, Lemma 4.1 .8 leads to:
(4.1.9) Theorem. For both the special arithmetical semigroups $\mathcal{G}_{K}$
and $\mathcal{G}_{D}$, there exists a constant $M$ such that, as $N \rightarrow \infty$,
$\bar{\mu}(N)=O\left(N^{M-1} q^{\frac{1}{2} N}\right), \quad \bar{\lambda}(N)=O\left(N^{M} q^{\frac{1}{2} N}\right), \quad \bar{\lambda}_{k}(N)=O\left(N^{2 M-1} q^{\frac{1}{2} N}\right)$,
and

$$
\bar{\xi}(N)=O\left(N^{M-1} q^{\frac{1}{2} N}\right)=\bar{\xi}_{k}(N)
$$

Proof. By the earlier discussion of the zeta function of $\mathcal{G}_{D}$, this semigroup satisfies the hypotheses on $\mathcal{G}$ in Lemma 4.1 .8 , with $\theta=\frac{1}{2}$. Hence the case of $\mathcal{G}_{D}$ follows immediately, with $M$ equal to the degree of the polynomial $(1-q y) Z(y)$.

For $\mathcal{G}_{K}$, we have the generating function

$$
Z_{K}(y)=\frac{L(y)}{(1-y)(1-q y)}
$$

where $L(y)$ is a polynomial of degree $2 g$ in $y, g$ being the "genus" of $K$ (see Example 1.1.4). In addition,

$$
L(y)=\prod_{i=1}^{2 g}\left(1-\alpha_{i} y\right)
$$

where $\left|\alpha_{i}\right|=q^{\frac{1}{2}}$. Therefore, for the semigroup $\mathcal{G}_{K}$,

$$
\begin{aligned}
\mu^{\#}(y) & =(1-y)(1-q y) \prod_{i=1}^{2 g}\left(1-\alpha_{i} y\right)^{-1} \\
& =1+\sum_{n=1}^{\infty}\left(\mu_{n}-\mu_{n-1}\right) y^{n}
\end{aligned}
$$

where

$$
\sum_{n=0}^{\infty} \mu_{n} y^{n}=(1-q y) \prod_{i=1}^{2 g}\left(1-\alpha_{i} y\right)^{-1}
$$

Then, exactly as in the first part of the proof of Lemma 4.1.8, it can be verified that $\mu_{N}=O\left(N^{M-1} q^{\frac{1}{2} N}\right)$, and hence that

$$
\bar{\mu}(N)=O\left(N^{M-1} q^{\frac{1}{2} N}\right),
$$

where $M=2 g$. The remaining estimates may now be deduced from this one by essentially the same arguments as those used in the latter part of the proof of Lemma 4.1.8, when $\theta=\frac{1}{2}$.

The particularly sharp information about the generating functions $Z_{D}(y)$ and $Z_{K}(y)$ can be used to refine various other estimates concerning arithmetical functions on $\mathcal{G}_{D}$ and $\mathcal{G}_{K}$; for example this is true for many of the estimates discussed in Chapters 1, 2. However, similar refinements seem to be less easy to derive for functions on the associated arithmetical semigroups of the categories $\mathcal{F}=\mathcal{F}_{D}$ and $\mathcal{S}=\mathcal{S}_{D}$, and so the abstract theory of semigroups satisfying Axiom $\mathcal{A}^{\#}$ is especially convenient for the purpose of deriving asymptotic conclusions about those specific systems. Further, in many cases, the consequences of the abstract theory are probably also sufficient for the needs of particular applications to $\mathcal{G}_{D}$ and $\mathcal{G}_{K}$. For these reasons, it seems usually to be more profitable to study consequences of Axiom $\mathcal{A}^{\#}$ (and if necessary the assumption that $Z(y) \neq 0$ for $|y| \leq q^{-1}$ ) than to undertake specific corresponding investigations of our special examples of arithmetical semigroups satisfying such conditions. (As with all axiomatic studies of course, this procedure also has the advantage of admitting the possibility of interesting applications to further concrete systems not yet treated in such a context.) Consequently, we shall not pursue the search for sharper estimates further over here, apart from including the following slightly weaker form of Theorem 3.1.9 within the context of the categories $\mathcal{F}$ and $\mathcal{S}$ :
(4.1.10) Theorem. For the associated arithmetical semigroups of the categories $\mathcal{F}=\mathcal{F}_{D}$ and $\mathcal{S}=\mathcal{S}_{D}$, the quantities $\bar{\mu}(N), \bar{\lambda}(N), \bar{\lambda}_{k}(N), \bar{\xi}(N)$
and $\bar{\xi}_{k}(N)$ are of the form

$$
O_{\varepsilon}\left(q^{\frac{1}{2} N}(1+\varepsilon)^{N}\right) \text { as } N \rightarrow \infty
$$

where $\varepsilon>0$ is arbitrary (but the implied constant may depend on $\varepsilon$ ).
Proof. Let $\mu_{D}, \mu_{\mathcal{F}}$ and $\mu_{\mathcal{S}}$ denote the Möbius functions relative to the semigroups $\mathcal{G}_{D}, \mathcal{G}_{\mathcal{F}}$ and $\mathcal{G}_{\mathcal{S}}$ corresponding to $D, \mathcal{F}$ and $\mathcal{S}$, respectively. By the proof of Theorem 2.1.5, when $|y|<q^{-1}$,

$$
Z_{\mathcal{F}}(y)=Z_{D}(y) F_{2}(y),
$$

where $F_{2}(y)$ is a non-zero analytic function of $y$ for $|y|<q^{-\frac{1}{2}}$. Since (by the proof of Lemma 4.1.8) $\mu_{D}^{\#}(y)$ is an analytic function of $y$ for $|y|<q^{-\frac{1}{2}}$, it follows that $\mu_{\mathcal{F}}^{\#}(y)$ is analytic for $|y|<q^{-\frac{1}{2}}$. By the standard formula for the radius of convergence of a power series, this implies that

$$
\limsup _{N \rightarrow \infty}\left|\bar{\mu}_{\mathcal{F}}(N)\right|^{1 / N} \leq q^{\frac{1}{2}} .
$$

Hence (for any $\varepsilon>0$ )

$$
\bar{\mu}_{\mathcal{F}}(N)=O\left(q^{\frac{1}{2} N}(1+\varepsilon)^{N}\right) \text { as } N \rightarrow \infty .
$$

Now consider the Liouville and other functions $\lambda, \lambda_{k}, \xi$ and $\xi_{k}$ relative to $\mathcal{G}_{\mathcal{F}}$. Following the general line of proof of Lemma 4.1.8, now choose any fixed $\varepsilon>0$, and note that the equation $\lambda^{\#}(y)=Z_{\mathcal{F}}\left(y^{2}\right) \mu_{\mathcal{F}}^{\#}(y)$ then implies that

$$
\begin{aligned}
\bar{\lambda}(N) & =\sum_{0 \leq r \leq \frac{1}{2} N} G_{\mathcal{F}}(r) \bar{\mu}_{\mathcal{F}}(N-2 r) \\
& =O\left(\sum_{r \leq \frac{1}{2} N} q^{T} q^{\frac{1}{2}(N-2 r)}(1+\varepsilon)^{N-2 r}\right) \\
& =O\left(q^{\frac{1}{2} N}(1+\varepsilon)^{N} \sum_{r \leq \frac{1}{2} N}(1+\varepsilon)^{-2 r}\right) \\
& =O\left(q^{\frac{1}{2} N}(1+\varepsilon)^{N}\right) .
\end{aligned}
$$

Next, for an even integer $k$, we see that the equation $\lambda_{k}^{\#}(y)=\lambda^{\#}(y) \mu_{\mathcal{F}}^{\#}\left(y^{k}\right)$ leads to

$$
\begin{aligned}
\bar{\lambda}_{k}(N) & =\sum_{0 \leq r \leq N / k} \bar{\lambda}(N-k r) \bar{\mu}_{\mathcal{F}}(r) \\
& =O\left(\sum_{r \leq N / K} q^{\frac{1}{2}(N-k r)}(1+\varepsilon)^{N-k r} q^{\frac{1}{2} r}(1+\varepsilon)^{r}\right) \\
& =O\left(q^{\frac{1}{2} N}(1+\varepsilon)^{N} \sum_{r \leq N / k} q^{\frac{1}{2}(1-k) r}(1+\varepsilon)^{(1-k) r}\right) \\
& =O\left(q^{\frac{1}{2} N}(1+\varepsilon)^{N}\right) .
\end{aligned}
$$

The case of $\lambda_{k}$ when $k$ is odd will be left as an exercise.
Now consider the function $\xi$. Since $\mu_{\mathcal{F}}^{\#}(y)$ is analytic for $|y|<q^{-\frac{1}{2}}$, the function $F(y)$ such that $\xi^{\#}(y)=\mu_{\mathcal{F}}^{\#}(y) F(y)$ again turns out to be analytic for $|y|<q^{-\frac{1}{4}}$. Therefore, if $F(y)=\sum_{n=0}^{\infty} a_{n} y^{n}$,

$$
\begin{aligned}
\bar{\xi}(N) & =\sum_{0 \leq r \leq N} \bar{\mu}_{\mathcal{F}}(N-r) a_{r}=O\left(\sum_{r \leq N} q^{\frac{1}{2}(N-r)}(1+\varepsilon)^{N-r}\left|a_{r}\right|\right) \\
& =O\left(q^{\frac{1}{2} N}(1+\varepsilon)^{N} \sum_{r \leq N}\left|a_{r}\right| q^{-\frac{1}{2} r}(1+\varepsilon)^{-r}\right)=O\left(q^{\frac{1}{2} N}(1+\varepsilon)^{N}\right) .
\end{aligned}
$$

Finally, the cases of $\xi_{k}$ and of the functions on the semigroups $\mathcal{G}_{\mathcal{S}}$ will also be left as exercises.

### 4.2 Maximum Orders of Magnitude in the "Classical Case"

In addition to studying the average values or closely related "statistical" properties of arithmetical functions, it is sometimes interesting to investigate the "extreme" values of such functions in the sense of their (suitably interpreted) maximum and minimum orders of magnitude. For unbounded special functions of the kinds considered earlier, one approach to a definition of the last two terms is as follows (cf. also [AB], Chapter 5, §2). In this section, we shall again assume Axiom $\mathcal{A}^{\#}$ and $Z(y) \neq 0$ for $|y| \leq q^{-1}$.

Given any non-negative real-valued arithmetical function $f$ on $\mathcal{G}$, and a positive real-valued function $F$ (defined for all sufficiently large real numbers), the values $f(a)[a \in \mathcal{G}]$ are said to have the maximum order of magnitude $F(|a|)$ for $|a|$ large provided that

$$
\limsup _{|a| \rightarrow \infty} \frac{f(a)}{F(|a|)}=1 .
$$

If (instead)

$$
\liminf _{|a| \rightarrow \infty} \frac{f(a)}{F(|a|)}=1
$$

then the values $f(a)$ are said to have the minimum order of magnitude $F(|a|)$. Although these definitions are slightly restrictive, they were adequate for the particular functions studied in $[\mathrm{AB}]$; in the present situation, apart from perhaps wishing to re-phrase the above definitions in terms of the degree function $\partial$, one might also like to investigate properties of the associated ordinary arithmetical functions

$$
f_{\max }(N)=\max _{\partial(a)=N} f(a), \text { and } f_{\min }(N)=\min _{\partial(a)=N} f(a) .
$$

(For example, if $\mathcal{G}$ contains a prime of degree 1 , it is not hard to verify that $\omega_{\min }(N)=1, d_{* \min }(N)=2$, and $\Omega_{\max }(N)=N$ for every positive integer $N$.)

In general there are many unsolved questions regarding the determination of maximum and minimum orders of magnitude for a given arithmetical function $f$, and the same is true for the related functions $f_{\max }(N)$ and $f_{\min }(N)$. Consequently, this section contains only a few and fairly restricted results, concerning maxima in particular.

One moderately general theorem, which yields partial information about maximum orders of magnitude, appears under the heading of Corollary 5.2.8 in $[A B]$. A special case of this, which is adequate for present purposes, may be formulated as follows:
(4.2.1) Theorem. Let $\mathcal{H}$ denote any arithmetical semigroup such that

$$
N_{H}(x)=\sum_{n \leq x} H(n)=O\left(x^{\delta}\right) \text { as } x \rightarrow \infty, \text { and } \theta_{H}(x)>C x^{\delta},
$$

where $\delta, C$ are positive constants, and

$$
\theta_{H}(x)=\sum_{\text {prime } p,|p| \leq x} \log |p| .
$$

Let $f$ denote a non-negative real-valued multiplicative function on $\mathcal{H}$ such that
(i) for some constant $B>0, f\left(p^{r}\right) \leq e^{B \sqrt{r}}$ for all prime-powers $p^{r} \neq 1$,
(ii) for some integer $t \geq 1$, there is a constant $\tau \geq 1$ with $\tau=\left[f\left(p^{t}\right)\right]^{\delta / t} \geq$ $\left[f\left(p^{r}\right)\right]^{\delta / r}$ for all prime-powers $p^{r} \neq 1$.

Under these circumstances, $\log f(a)$ has the maximum order of magnitude

$$
\frac{(\log \tau)(\log |a|)}{\log \log |a|} \text { for }|a| \text { large. }
$$

For our semigroup $\mathcal{G}$ satisfying Axiom $\mathcal{A}^{\#}$ without $Z(y)=0$ for $|y| \leq$ $q^{-1}$, this theorem implies:
(4.2.2) COROLLARY. Let $f$ denote a non-negative real-valued multiplicative function on $\mathcal{G}$ such that:
(i) for some constant $B>0, f\left(p^{r}\right) \leq e^{B \sqrt{r}}$ for all prime-powers $p^{r} \neq 1$,
(ii) for some integer $t \geq 1$, there is a constant $\tau \geq 1$ with $\tau=\left[f\left(p^{t}\right)\right]^{1 / t} \geq$ $\left[f\left(p^{r}\right)\right]^{1 / r}$ for all prime-powers $p^{r} \neq 1$.

Then $\log f(a)$ has the maximum order of magnitude

$$
\frac{(\log \tau)(\log |a|)}{\log \log |a|}
$$

and hence

$$
\limsup _{N \rightarrow \infty} \frac{\log N}{N \log q} \log f_{\max }(N)=\log \tau
$$

Proof. If $\mathcal{G}$ is regarded as an arithmetical semigroup relative to the norm $|a|=q^{\partial(a)}$, it follows from remarks made at the end of Section 1.1, that $N_{G}(x)=O(x)$ as $x \rightarrow \infty$. Also, in the present case,

$$
\begin{aligned}
\theta_{G}(x) & =\sum_{p \in \mathcal{P}, q^{\partial(p) \leq x}} \partial(p) \log q=\sum_{r \leq \frac{\log x}{\log q}} r P(r) \log q \\
& =(\log q) \sum_{r \leq N}\left\{q^{r}+O\left(r^{-\alpha} q^{r}\right)\right\}
\end{aligned}
$$

where $N=\left[\frac{\log x}{\log q}\right]$, and $\alpha>0$ is arbitrary. Therefore, by Lemma 3.9.7,

$$
\begin{aligned}
\theta_{G}(x) & =(\log q)\left\{\frac{q}{q-1}\left(q^{N}-1\right)+O\left(N^{-\alpha} q^{N}\right)\right\}>C q^{N} \\
& >C q^{\left(\frac{\log x}{\log q-1}\right)}=\frac{C}{q} x
\end{aligned}
$$

for some positive constant $C$. This shows that Theorem 4.2 .1 (with $\delta=1$ ) is applicable here, and yields the assertion about the maximum order of magnitude of $\log f(a)$.

In order to deduce the final conclusion of the corollary in detail, note that the above conclusion about the maximum order of magnitude of $\log f(a)$ implies that (for any $\varepsilon>0$ )

$$
\log f(a)<\frac{(\log \tau)(\log |a|)}{\log \log |a|}(1+\varepsilon)
$$

whenever $|a|$ is sufficiently large, while

$$
\log f(a)>\frac{(\log \tau)(\log |a|)}{\log \log |a|}(1-\varepsilon)
$$

for infinitely many $a \in \mathcal{G}$. Therefore, whenever $N$ is sufficiently large, there exist elements $a_{N} \in \mathcal{G}$ of degree $N$ such that

$$
\begin{aligned}
\log f_{\max }(N) & =\log f\left(a_{N}\right)<\frac{(\log \tau) N \log q}{\log N+\log \log q}(1+\varepsilon) \\
& <\frac{(\log \tau) N \log q}{\log N}\left(1+\varepsilon^{\prime}\right)
\end{aligned}
$$

for arbitrary $\varepsilon^{\prime}>0$ when $N$ is sufficiently large. On the other hand, for infinitely many integers $N$ there are corresponding elements $b_{N} \in \mathcal{G}$ of degree $N$ such that

$$
\begin{aligned}
\log f_{\max }(N) & \geq \log f\left(b_{N}\right)>\frac{(\log \tau) N \log q}{\log N+\log \log q}(1-\varepsilon) \\
& >\frac{(\log \tau) N \log q}{\log N}\left(1-\varepsilon^{\prime}\right),
\end{aligned}
$$

for arbitrary $\varepsilon^{\prime}>0$ when $N$ is sufficiently large. This proves the corollary.口

Another way of putting the final conclusion of Corollary 4.2.2 is to state that the ordinary arithmetical function $\log f_{\max }(N)$ itself has the maximum
order of magnitude

$$
\frac{N}{\log N}(\log \tau)(\log q)
$$

By essentially the same arguments as those used in [AB], Chapter 5, $\S 2$, it may be verified that Corollary 4.2 .2 leads to the following conclusions about the particular functions $d, d_{*}, \beta$ and $\omega$ :
(4.2.3) Theorem.
(i) $\underset{N \rightarrow \infty}{\limsup } \frac{\log N}{N \log q} \log d_{\max }(N)=\log 2$;
(ii) $\underset{N \rightarrow \infty}{\limsup } \frac{\log N}{N \log q} \log d_{* \max }(N)=\log 2$;
(iii) $\limsup _{N \rightarrow \infty} \frac{\log N}{N \log q} \log \beta_{\max }(N)=\frac{1}{3} \log 3$;
(iv) $\underset{N \rightarrow \infty}{\limsup } \frac{\log N}{N \log q} \omega_{\max }(N)=1$.

Now consider the generalized divisor function $d_{k}$, and also the generalized unitary-divisor function $d_{* k}$ such that $d_{* k}(a)$ is the total number of ordered $k$-tuples $\left(b_{1}, \ldots, b_{k}\right)$ of pair-wise coprime elements $b_{i} \in \mathcal{G}$ with product $b_{1} b_{2} \ldots b_{k}=a \in \mathcal{G}$.
(4.2.4) Theorem. For $k \geq 2$,

$$
\begin{aligned}
\limsup _{N \rightarrow \infty} \frac{\log N}{N \log q} \log d_{k_{\max }}(N) & =\underset{N \rightarrow \infty}{\lim \sup } \frac{\log N}{N \log q} \log d_{* k_{\max }}(N) \\
& =\log k
\end{aligned}
$$

Proof. It was noted in $[A B]$, Chapter $2, \S 6$ that $d_{k}$ is a PIM-function, and that, within the "Dirichlet algebra" $\operatorname{Dir}(\mathcal{G}), d_{k}(z)=\left[\zeta_{G}(z)\right]^{k}$. By Corollary 2.4.2 of $[\mathrm{AB}]$, this equation for $d_{k}(z)$ implies that

$$
\sum_{r=0}^{\infty} d_{k}\left(p^{r}\right) p^{-r z}=\left(1-p^{-z}\right)^{-k} \quad\{p \in \mathcal{P}\}
$$

and hence that

$$
d_{k}\left(p^{r}\right)=\binom{-k}{r}(-1)^{r}=\binom{r+k-1}{k-1}
$$

(The last equations can also be derived directly, by observing that $d_{k}\left(p^{r}\right)$ is equal to the total number of partitions of $r$ into exactly $k$ positive summands.) Thus

$$
d_{k}\left(p^{r}\right)=O\left(r^{k-1}\right) \leq e^{B \sqrt{r}}
$$

for a suitable constant $B>0$. Also

$$
\binom{r+k-1}{k-1}=\binom{k+r-1}{r}=\frac{k+r-1}{r} \frac{k+r-2}{r-1} \cdots \frac{k}{1} \leq k^{r}
$$

since $k+i \leq(i+1) k$ for $i=0,1, \ldots, r-1$. This shows that condition (ii) of Corollary 4.2 .2 is satisfied by $d_{k}$, with $t=1$ and $\tau=k=d_{k}(p)$. Therefore the stated conclusion about $d_{k_{\max }}(N)$ follows from Corollary 4.2.2.

Next consider:
(4.2.5) Lemma. For any $a \in \mathcal{G}$,

$$
d_{* k}(a)=d_{k}\left(a_{*}\right)=k^{\omega(a)}
$$

where $a_{*}$ is the "core" ("greatest" square-free divisor) of $a$.

Proof. (This lemma does not depend on Axiom $\mathcal{A}^{\#}$.) Firstly, the assertions are obvious for $a=1 \in \mathcal{G}$. Next, for $a=p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{m}^{r_{m}}$ where
the $p_{i} \in \mathcal{P}$ are distinct and $r_{i} \geq 1$, we have $a_{*}=p_{1} p_{2} \ldots p_{m}$. Then, if $b_{1} b_{2} \ldots b_{k}=a_{*}$, the elements $b_{i} \in \mathcal{G}$ must be mutually coprime. Hence

$$
d_{* k}\left(a_{*}\right)=d_{k}\left(a_{*}\right)=k^{m}=k^{\omega(a)},
$$

since $d_{k}$ is multiplicative, and $d_{k}\left(p_{i}\right)=k$.
Next suppose that $b_{1} b_{2} \ldots b_{k}=a$, where the $b_{i}$ are mutually coprime. In that case, any $b_{i} \neq 1$ must be a product of one or more powers $p_{j}^{r_{j}}$. Thus there is a $1-1$ correspondence $b_{i} \leftrightarrow c_{i}=b_{i *}$ between those $k$-tuples $\left(b_{1}, \ldots, b_{k}\right)$ of pair-wise coprime elements $b_{i}$ with $b_{1} b_{2} \ldots b_{k}=a$ and all $k$-tuples $\left(c_{1}, \ldots, c_{k}\right)$ such that $c_{1} c_{2} \ldots c_{k}=a_{*}$. Therefore

$$
d_{* k}(a)=d_{k}\left(a_{*}\right)=k^{\omega(a)} .
$$

By Lemma 4.2.5, it is now clear that $d_{* k}$ is a PIM-function, with $d_{* k}\left(p^{r}\right)=$ $k$ for any prime-power $p^{r} \neq 1$ in $\mathcal{G}$. Hence $d_{* k}$ satisfies all the conditions of Corollary 4.2.2, and Theorem 4.2.4 follows.

Although Corollary 4.2 .2 suffices for the present applications to explicit examples of arithmetical functions, it is at least of theoretical interest to record some extensions of Theorem 4.2.1 and Corollary 4.2.2 for more general PIM-functions:
(4.2.6) Theorem. Let $\mathcal{H}$ denote an arithmetical semigroup such that

$$
N_{H}(x)=O\left(x^{\delta}\right) \text { as } x \rightarrow \infty, \text { and } \theta_{H}(x)>C x^{\delta},
$$

where $\delta, C$ are positive constants, and

$$
\theta_{H}(x)=\sum_{\text {prime } p,|p| \leq x} \log |p| .
$$

Let $f$ denote a non-negative real-valued PIM-function on $\mathcal{H}$ such that (for some constant $B>0) f\left(p^{r}\right) \leq e^{B \sqrt{r}}$ for every prime-power $p^{r}$ in $\mathcal{H}$, and let

$$
\tau=\sup \left\{\left[f\left(p^{r}\right)\right]^{\delta / r}: p \text { prime in } \mathcal{H}, r \geq 1\right\} .
$$

Then $\log f(a)$ has the maximum order of magnitude

$$
\frac{(\log \tau)(\log |a|)}{\log \log |a|}
$$

Proof. This theorem is essentially a special case of Corollary 5.2.8 of [AB], whose proof was based on two auxiliary results. The first of these ([AB], page 135) implies that

$$
\limsup _{|a| \rightarrow \infty} \frac{\log f(a)}{\log |a| / \log \log |a|} \leq \delta \log \rho
$$

for any $\rho \geq 1$ such that $\rho^{\delta} \geq \tau$. However, if $\tau<1$ then $f(a)<1$ for $a \neq 1$, and so the inequality

$$
\limsup _{|a| \rightarrow \infty} \frac{\log f(a)}{\log |a| / \log \log |a|} \leq \log \tau
$$

is clear in that case.
On the other hand, for a prime-independent function $f$ with the given properties, the second auxiliary result referred to ([AB], page 136) implies that, for every positive integer $t$ and any prime $p$ in $\mathcal{H}$,

$$
\frac{\delta}{t} \log f\left(p^{t}\right) \leq \limsup _{|a| \rightarrow \infty} \frac{\log f(a)}{\log |a| / \log \log |a|} .
$$

Therefore

$$
\limsup _{|a| \rightarrow \infty} \frac{\log f(a)}{\log |a| / \log \log |a|}=\log \tau .
$$

By an argument similar to that used for Corollary 4.2.2 earlier, one may now deduce:
(4.2.7) Corollary. Let $f$ denote a non-negative real-valued PIMfunction on $\mathcal{G}$ such that, for some constant $B>0, f\left(p^{r}\right)<e^{B \sqrt{r}}$ for every prime-power $p^{r}$ in $\mathcal{G}$, and let

$$
\tau=\sup \left\{\left[f\left(p^{r}\right)\right]^{1 / r}: p \in \mathcal{P}, r \geq 1\right\}
$$

Then $\log f(a)$ has the maximum order of magnitude

$$
\frac{(\log \tau)(\log |a|)}{\log \log |a|},
$$

and

$$
\limsup _{N \rightarrow \infty} \frac{\log N}{N \log q} \log f_{\max }(N)=\log \tau
$$

## CHAPTER 5

## ABSTRACT PRIME NUMBER THEOREMS (II)

### 5.1 A Theorem of Indlekofer-ManstaviciusWarlimont

The abstract prime number theorems of Chapter 3 are theorems in the "classical" sense, in that the main asymptotic estimates are of the form $P(m) \sim \frac{q^{m}}{m}$, or, equivalently, $\bar{\Lambda}(m) \sim q^{m}$. Further investigation also reveals the existence under suitable conditions of alternative asymptotic estimates of the form either $\bar{\Lambda}(m) \sim q^{m}$, or $\bar{\Lambda}(m) \sim\left(1+(-1)^{m+1}\right) q^{m}$; equivalently either $P(m) \sim \frac{q^{m}}{m}$ or $P(m) \sim\left(1+(-1)^{m+1}\right) \frac{q^{m}}{m}$. Indlekofer, Manstavicius and Warlimont [1] first investigated an abstract prime number theorem of this non-classical type. Such new theorems are novel and deserve further investigation because they also have interesting consequences (see Chapter 6 below).

Consider again Axiom $\mathcal{A}^{\#}$, that there exist constants $A>0, q>1$, and $\nu$ with $0 \leq \nu<1$ such that

$$
\begin{equation*}
G(n)=A q^{n}+O\left(q^{\nu n}\right) . \tag{1.1}
\end{equation*}
$$

Then Proposition 1.2.1 implies that the generating function $Z(y)$ has an analytic continuation in the disk $\left\{|y|<q^{-\nu}\right\}$, as a meromorphic function with the only singularity being a pole of order one at $y=q^{-1}$. From

Lemma 3.5.2, either $Z(y)$ has no zeros on the circle $|y|=q^{-1}$, or it has a single zero (of order one) on this circle, at $y=-q^{-1}$. In the first case, by Theorem 3.4.5, we have an abstract prime number theorem in the classical sense, with

$$
\bar{\Lambda}(n)=q^{n}+O\left(q^{\theta n}\right)
$$

for some $\theta$ with $\nu \leq \theta<1$. In the second case, $Z_{1}(y)=\frac{1-q y}{1+q y} Z(y)$ is holomorphic in the disk $\left\{|y| \leq q^{-\nu}\right\}$, and has no zeros in the disk $\left\{|y| \leq q^{-1}\right\}$. Therefore there exists some constant $\theta_{1}$ with $\nu \leq \theta_{1}<1$ such that $Z_{1}(y)$ has no zeros in $\left\{|y|<q^{-\theta_{1}}\right\}$. If we shift the integration path in the formula

$$
\begin{align*}
\bar{\Lambda}(n) & =\frac{1}{2 \pi i} \int_{|y|=r} \frac{Z^{\prime}(y)}{Z(y)} y^{-n} d y \\
& =q^{n}\left(1+(-1)^{n+1}\right)+\frac{1}{2 \pi i} \int_{|y|=r} \frac{Z_{1}^{\prime}(y)}{Z_{1}(y)} y^{-n} d y \tag{1.2}
\end{align*}
$$

with $0<r<q^{-1}$ to a circle $|y|=q^{-\theta}$ with $\theta_{1}<\theta<1$, then we obtain

$$
\bar{\Lambda}(n)=q^{n}\left(1+(-1)^{n+1}\right)+O\left(q^{\theta n}\right)
$$

This is also an abstract prime number theorem of non-classical type. The following theorem of Indlekofer-Manstavicius-Warlimont [1] gives a deeper analysis in this case.
(5.1.1) Theorem. Assume Axiom $\mathcal{A}^{\#}$ as before. If $Z(y)$ has a zero at $y=-q^{-1}$, then it has no other zeros in the disk $\left\{|y|<q^{-\nu}\right\}$. In this case

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}\left(1+(-1)^{n+1}\right)+O_{\theta}\left(q^{\theta n}\right) \tag{1.3}
\end{equation*}
$$

for every $\theta$ with $\nu<\theta<1$.

The proof of Theorem 5.1.1 will be based on the following lemma which is a special form of Dirichlet's approximation theorem:
(5.1.2) Lemma. Let $\alpha_{1}, \ldots, \alpha_{n}$ be real numbers. Given any positive integers $T$ and $M$, there exist an integer $h$ satisfying $T \leq h \leq T M^{n}$, and integers $k_{1}, \ldots, k_{n}$ such that

$$
\begin{equation*}
\left|\alpha_{i} h-k_{i}\right| \leq \frac{1}{M}, \quad i=1, \ldots, n \tag{1.4}
\end{equation*}
$$

Proof. Let $I$ denote the unit interval $[0,1]$, and let $I^{n}$ be the unit cube in $n$-dimension Euclidean space $\mathbb{R}^{n}$. Divide $I^{n}$ into $M^{n}$ cubes of side length $\frac{1}{M}$. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, regarded as a point in $\mathbb{R}^{n}$, and consider the sequence of points

$$
\left(m T \alpha_{1}-\left[m T \alpha_{1}\right], \ldots, m T \alpha_{n}-\left[m T \alpha_{n}\right]\right), \quad m=1,2, \ldots, M^{n}+1
$$

which are all in the unit cube $I^{n}$, where $[a]$ denotes the largest integer not exceeding $a$. There are $M^{n}+1$ points and $M^{n}$ small cubes. Thus at least one small cube contains two points. Say that $m^{\prime}<m$ and points $\left(m^{\prime} T \alpha_{1}-\left[m^{\prime} T \alpha_{1}\right], \ldots, m^{\prime} T \alpha_{n}-\left[m^{\prime} T \alpha_{n}\right]\right)$ and $\left(m T \alpha_{1}-\left[m T \alpha_{1}\right], \ldots, m T \alpha_{n}\right.$ $\left.-\left[m T \alpha_{n}\right]\right)$ lie in the same small cube. Let $h=T\left(m-m^{\prime}\right)$ and $k_{i}=\left[m T \alpha_{i}\right]-$ $\left[m^{\prime} T \alpha_{i}\right], i=1, \ldots, n$. Then $h$ is an integer satisfying $T \leq h \leq T M^{n}$ and

$$
\begin{aligned}
\left|h \alpha_{i}-k_{i}\right| & =\left|\left(m T \alpha_{i}-\left[m T \alpha_{i}\right]\right)-\left(m^{\prime} T \alpha_{i}-\left[m^{\prime} T \alpha_{i}\right]\right)\right| \\
& \leq \frac{1}{M} .
\end{aligned}
$$

We next prove the following lemma by using Dirichlet's approximation theorem:
(5.1.3) Lemma. Let $\alpha_{1}, \ldots, \alpha_{n}$ be real numbers and $\beta_{1}, \ldots, \beta_{n}$ be positive real numbers. Then

$$
\limsup _{m \rightarrow \infty} \sum_{i=1}^{n} \beta_{i} \cos \left(2 m \pi \alpha_{i}\right)=\sum_{i=1}^{n} \beta_{i} .
$$

Proof. Plainly,

$$
\limsup _{m \rightarrow \infty} \sum_{i=1}^{n} \beta_{i} \cos \left(2 m \pi \alpha_{i}\right) \leq \sum_{i=1}^{n} \beta_{i},
$$

since $\beta_{1}, \ldots, \beta_{n}$ are positive. It suffices to show that there exists a sequence of positive integers $m_{h}, h=1,2, \ldots$, such that

$$
\begin{equation*}
\lim _{h \rightarrow \infty} \sum_{i=1}^{n} \beta_{i} \cos \left(2 m_{h} \pi \alpha_{i}\right)=\sum_{i=1}^{n} \beta_{i} . \tag{1.5}
\end{equation*}
$$

Actually, by Lemma 5.1.2, there exist an integer $m_{h}$ satisfying $h \leq m_{h} \leq$ $h^{n+1}$ and integers $k_{1, h}, \ldots, k_{n, h}$ such that

$$
\begin{equation*}
\left|\alpha_{i} m_{h}-k_{i, h}\right| \leq \frac{1}{h}, \quad i=1, \ldots, n \tag{1.6}
\end{equation*}
$$

Hence

$$
\sum_{i=1}^{n} \beta_{i} \cos \left(2 m_{h} \pi \alpha_{i}\right)=\sum_{i=1}^{n} \beta_{i} \cos \left(2 \pi\left(\alpha_{i} m_{h}-k_{i, h}\right)\right),
$$

and so (1.5) follows from (1.6) as $h \rightarrow \infty$.

Proof of Theorem 5.1.1. We shall show that if $Z(y)$ has a zero at $y=-q^{-1}$ then it has no other zeros in the disk $\left\{|y|<q^{-\nu}\right\}$. Then (1.3) follows from the formula (1.2), by shifting the integration path to a circle $|y|=q^{-\theta}$ with $\nu<\theta<1$.

Suppose on the contrary to our assertion that $Z(y)$ has some zeros in the annulus $\left\{q^{-1}<|y|<q^{-\nu}\right\}$. Let $\rho$ be the minimum of the moduli of these zeros, and let $\rho e^{2 \pi i \alpha_{j}}, j=1, \ldots, n$ denote all those zeros with modulus $\rho$. Then there exists a number $\eta$ with $\rho<\eta<q^{-\nu}$, such that there exist no zeros of $Z(y)$ in the annulus $\{\rho<|y| \leq \eta\}$. If we shift the integration path in the formula

$$
\bar{\Lambda}(m)=\frac{1}{2 \pi i} \int_{|y|=r} \frac{Z^{\prime}(y)}{Z(y)} y^{-m} d y
$$

with $0<r<q^{-1}$ to the circle $|y|=\eta$, then we have

$$
\begin{aligned}
\bar{\Lambda}(m)= & q^{m}\left(1+(-1)^{m+1}\right)-\sum_{j=1}^{n}\left(\rho e^{2 \pi i \alpha_{j}}\right)^{-m} \\
& +\frac{1}{2 \pi i} \int_{|y|=\eta} \frac{Z^{\prime}(y)}{Z(y)} y^{-m} d y \\
= & q^{m}\left(1+(-1)^{m+1}\right)-\rho^{-m} \sum_{j=1}^{n} e^{-2 m \pi i \alpha_{j}}+O\left(\eta^{-m}\right),
\end{aligned}
$$

and therefore

$$
\bar{\Lambda}(2 m)=-\rho^{-2 m} \sum_{j=1}^{n} e^{-4 m \pi i \alpha_{j}}+O\left(\eta^{-2 m}\right)
$$

Note that the $\rho e^{-2 \pi i \alpha_{j}}$ are also zeros of $Z(y)$. Hence

$$
\begin{aligned}
\rho^{-2 m} & \sum_{j=1}^{n} e^{-4 m \pi i \alpha_{j}} \\
\quad= & \frac{1}{2}\left[\rho^{-2 m} \sum_{j=1}^{n} e^{-4 m \pi i \alpha_{j}}+\rho^{-2 m} \sum_{j=1}^{n} e^{4 m \pi i \alpha_{j}}\right] \\
= & \rho^{-2 m} \sum_{j=1}^{n} \cos \left(4 m \pi \alpha_{j}\right) .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\bar{\Lambda}(2 m)=-\rho^{-2 m} \sum_{j=1}^{n} \cos \left(4 m \pi \alpha_{j}\right)+O\left(\eta^{-2 m}\right) \tag{1.7}
\end{equation*}
$$

Note that $0<\rho<\eta$. Combining it with Lemma 5.1.3, (1.7) implies that there exist infinitely many $m$ sufficiently large such that

$$
\bar{\Lambda}(2 m) \leq-\frac{n}{2} \rho^{-2 m}<0
$$

This is certainly absurd, since $\bar{\Lambda}(m)$ is non-negative.

### 5.2 The Total Number of Zeros of the Generating Function

Abstract prime number theorems of the above alternative forms give rise to a fundamental question: what conditions ensure such alternative asymptotic estimates? If Axiom $\mathcal{A}^{\#}$ is assumed, then, from Lemma 3.5.2, $Z(y)$ has either no zeros, or only a zero $y=-q^{-1}$ of order one on the circle $|y|=q^{-1}$, and in that case an alternative asymptotic estimate follows. Hence the real question here is: what weaker or other conditions will ensure an alternative asymptotic estimate?

To start to answer this question, we begin with an investigation of the zeros of $Z(y)$ on the circle $|y|=q^{-1}$. Assume that there exist constants $A>0, q>1$, and $\gamma>1$ such that

$$
\begin{equation*}
G(n)=A q^{n}+O\left(q^{n} n^{-\gamma}\right), \quad n=1,2, \ldots \tag{2.1}
\end{equation*}
$$

Then the generating function $Z(y)$ is continuous in the closed disk $\left\{|y| \leq q^{-1}\right\}$. It has no zeros in the open disk $\left\{|y|<q^{-1}\right\}$, but may have zeros on the circle $|y|=q^{-1}$.

If $q^{-1} e^{2 \pi i \theta}$ is a zero of $Z(y)$, where $\theta$ is a real number, the real number

$$
\begin{equation*}
\alpha(\theta):=\sup \left\{\alpha: \limsup _{r \rightarrow q^{-1}-}\left(q^{-1}-r\right)^{-\alpha}\left|Z\left(r e^{2 \pi i \theta}\right)\right|<\infty\right\} \tag{2.2}
\end{equation*}
$$

is called, by definition, the order of $q^{-1} e^{2 \pi i \theta}$. Note that $\alpha(\theta)$ is nonnegative, but need not be a positive integer. An equivalent definition is

$$
\begin{equation*}
\alpha(\theta):=\liminf _{r \rightarrow q^{-1}-} \frac{\log \left|Z\left(r e^{2 \pi i \theta}\right)\right|}{\log \left(q^{-1}-r\right)} \tag{2.3}
\end{equation*}
$$

which may be seen as follows: On the one hand, if

$$
\limsup _{r \rightarrow q^{-1}-}\left(q^{-1}-r\right)^{-\alpha}\left|Z\left(r e^{2 \pi i \theta}\right)\right|<\infty
$$

then

$$
\left(q^{-1}-r\right)^{-\alpha}\left|Z\left(r e^{2 \pi i \theta}\right)\right| \leq K_{\alpha},
$$

and hence

$$
\log \left|Z\left(r e^{2 \pi i \theta}\right)\right|-\alpha \log \left(q^{-1}-r\right) \leq \log K_{\alpha}
$$

It follows that

$$
\frac{\log \left|Z\left(r e^{2 \pi i \theta}\right)\right|}{\log \left(q^{-1}-r\right)} \geq \alpha+\frac{\log K_{\alpha}}{\log \left(q^{-1}-r\right)}
$$

since $\log \left(q^{-1}-r\right)<0$ for $r$ sufficiently close to $q^{-1}$. Thus

$$
\liminf _{r \rightarrow q^{-1}-} \frac{\log \left|Z\left(r e^{2 \pi i \theta}\right)\right|}{\log \left(q^{-1}-r\right)} \geq \alpha .
$$

On the other hand, if

$$
\liminf _{r \rightarrow q^{-1}-} \frac{\log \left|Z\left(r e^{2 \pi i \theta}\right)\right|}{\log \left(q^{-1}-r\right)}>\alpha
$$

then, for $r$ sufficiently close to $q^{-1}$,

$$
\frac{\log \left|Z\left(r e^{2 \pi i \theta}\right)\right|}{\log \left(q^{-1}-r\right)}>\alpha
$$

and hence

$$
\left(q^{-1}-r\right)^{-\alpha}\left|Z\left(r e^{2 \pi i \theta}\right)\right|<1 .
$$

Thus

$$
\limsup _{r \rightarrow q^{-1}-}\left(q^{-1}-r\right)^{-\alpha}\left|Z\left(r e^{2 \pi i \theta}\right)\right|<\infty .
$$

This shows that

$$
\begin{aligned}
& \liminf _{r \rightarrow q^{-1}} \frac{\log \left|Z\left(r e^{2 \pi i \theta}\right)\right|}{\log \left(q^{-1}-r\right)} \\
& \quad=\sup \left\{\alpha: \limsup _{r \rightarrow q^{-1}-}\left(q^{-1}-r\right)^{-\alpha}\left|Z\left(r e^{2 \pi i \theta}\right)\right|<\infty\right\} .
\end{aligned}
$$

In this section, we shall prove the following theorem which gives the "total number" of zeros of $Z(y)$ on the circle $|y|=q^{-1}$, subject to (2.1) above (cf. Zhang [6]).
(5.2.1) Theorem. Suppose that (2.1) holds. Then the "total number" of zeros of $Z(y)$ on the circle $|y|=q^{-1}$ is at most one, in the sense that

$$
\begin{equation*}
\alpha\left(\frac{1}{2}\right)+2 \sum_{0<\theta<\frac{1}{2}} \alpha(\theta) \leq 1 \tag{2.4}
\end{equation*}
$$

or

$$
\begin{equation*}
2 \sum_{0<\theta<\frac{1}{2}} \alpha(\theta) \leq 1, \tag{2.5}
\end{equation*}
$$

according as $-q^{-1}$ is or is not a zero of $Z(y)$, where the summation is taken over all zeros of $Z(y)$ on the upper half of the circle $|y|=q^{-1}$.

Remark. We note that $\alpha\left(\frac{1}{2}\right)$ is the order of the zero $-q^{-1}$. The upper bound of the total number of zeros given in (2.4) and (2.5) is the best possible as Examples 3.8.1 of Chapter 3 shows.

We shall first prove the following more general formulation of Theorem 5.2.1, and then deduce Theorem 5.2.1.
(5.2.2) Theorem. Let $f(z)$ be a function continuous on $\{z \in \mathbb{C}$ : $|z| \leq 1$ and $z \neq 1\}$, and holomorphic in the disk $\{|z|<1\}$. Suppose that $f(z)$ has no zeros in this disk. Also suppose that

$$
\begin{equation*}
\log f(z)=\sum_{k=1}^{\infty} c_{k} z^{k}, \quad|z|<1 \tag{2.6}
\end{equation*}
$$

with coefficients $c_{k} \geq 0$, and that, for some constant $\tau>0$,

$$
\begin{equation*}
\lim _{r \rightarrow 1-} f(r)(1-r)^{\tau} \tag{2.7}
\end{equation*}
$$

exists and is positive. Let $0<\theta_{1}<\cdots<\theta_{k}<1$ be arbitrary. Then

$$
\begin{equation*}
\sum_{j=1}^{k} \liminf _{r \rightarrow 1-} \frac{\log \left|f\left(r e^{2 \pi i \theta_{j}}\right)\right|}{\log (1-r)} \leq \tau \tag{2.8}
\end{equation*}
$$

To prove Theorem 5.2.2, we begin with the representation of the solution set of the diophantine equation $\alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k}=m$.
(5.2.3) Lemma. Given $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \mathbb{R}^{k}$ with $0<\theta_{1}<\cdots<\theta_{k}<$ 1 arbitrary, let

$$
\begin{equation*}
S=S(\theta):=\left\{\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in \mathbb{Z}^{k}:\langle\alpha, \theta\rangle \in \mathbb{Z}\right\} \tag{2.9}
\end{equation*}
$$

where $\langle\alpha, \theta\rangle=\alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k}$. If $S \neq\{0\}$ then there exist a positive integer $m \leq k$ ( $m$ is the "dimension" of $S$ ), and a matrix $C=C(\theta) \in \mathbb{M}(m \times k, \mathbb{Q})$ of rank $m$ such that

$$
S=\left\{\beta C: \beta \in \mathbb{Z}^{m}\right\}
$$

Proof. We consider two possible cases separately.
Case I: The equation $\alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k}=z$ has no solutions in $\mathbb{Z}^{k}$ for all $z \in \mathbb{Z}, z \neq 0$. Then the homogeneous equation $\alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k}=0$ has nonzero solutions, since $S \neq\{0\}$. We consider a maximal subset of elements, linearly independent over $\mathbb{Q}$, of the set $\left\{\theta_{1}, \ldots, \theta_{k}\right\}$. Upon changing the subscripts, we may assume that $\left\{\theta_{1}, \ldots, \theta_{\ell}\right\}$ is such a subset. Then $\ell<k$. There exist $a_{s, t} \in \mathbb{Q}, t=1, \ldots, \ell, s=\ell+1, \ldots, k$ such that

$$
\begin{align*}
\theta_{\ell+1} & =a_{\ell+1,1} \theta_{1}+\cdots+a_{\ell+1, \ell} \theta_{\ell} \\
& \vdots  \tag{2.10}\\
\theta_{k} & =a_{k, 1} \theta_{1}+\cdots+a_{k, \ell} \theta_{\ell}
\end{align*}
$$

If $\alpha \in S$, then

$$
\begin{aligned}
0= & \alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k} \\
= & \left(\alpha_{1}+\alpha_{\ell+1} a_{\ell+1,1}+\cdots+\alpha_{k} a_{k, 1}\right) \theta_{1}+\cdots \\
& +\left(\alpha_{\ell}+\alpha_{\ell+1} a_{\ell+1},+\cdots+\alpha_{k} a_{k, \ell}\right) \theta_{\ell} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\alpha_{1}+\alpha_{\ell+1} a_{\ell+1,1}+\cdots+\alpha_{k} a_{k, 1} & =0 \\
& \vdots \\
\alpha_{\ell}+\alpha_{\ell+1} a_{\ell+1, \ell}+\cdots+\alpha_{k} a_{k, \ell} & =0
\end{aligned}
$$

and hence

$$
\begin{aligned}
\alpha_{1} & =-\alpha_{\ell+1} a_{\ell+1,1}-\cdots-\alpha_{k} a_{k, l} \\
& \vdots \\
\alpha_{\ell} & =-\alpha_{\ell+1} a_{\ell+1,1}-\cdots-\alpha_{k} a_{k, \ell} .
\end{aligned}
$$

Let $m=k-\ell$ and

$$
C=\left[\begin{array}{cccccc}
-a_{\ell+1,1} & \cdots & -a_{\ell+1, \ell} & 1 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \ddots & \vdots \\
-a_{k, 1} & \cdots & -a_{k, \ell} & 0 & \cdots & 1
\end{array}\right] .
$$

Then $S=\left\{\beta C: \beta \in \mathbb{Z}^{m}\right\}$. Obviously, the rank of $C$ is $m$.
Case II: The equation $\alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k}=z$ has solution in $\mathbb{Z}^{k}$ for some $z \in \mathbb{Z}, z \neq 0$. Then the set $M=\{z: 0<z=\langle\alpha, \theta\rangle$ for some $\alpha \in S\}$ is non-empty. Let $z_{0}=\min \{z: z \in M\}$ and $\alpha^{0}=\left(\alpha_{1}^{0}, \ldots, \alpha_{k}^{0}\right) \in S$, such that $\alpha_{1}^{0} \theta_{1}+\cdots+\alpha_{k}^{0} \theta_{k}=z_{0}$. We claim that, for each $\alpha \in \mathbb{Z}^{k}, \alpha \in S$ if and only if there exist $t \in \mathbb{Z}$ and $\eta=\left(\eta_{1}, \ldots, \eta_{k}\right) \in \mathbb{Z}^{k}$ such that $\alpha=t \alpha^{0}+\eta$ and

$$
\eta_{1} \theta_{1}+\cdots+\eta_{k} \theta_{k}=0
$$

and claim that if $\alpha \in S$ then the representation $\alpha=t \alpha^{0}+\eta$ is unique. Actually, if $\alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k}=0$, then $\alpha=0 \cdot \alpha^{0}+\eta$ with $\eta=\alpha$. If $\alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k}=z \in \mathbb{Z}$ and $z \neq 0$, then $z=t z_{0}$ for some $t \in \mathbb{Z}$. Otherwise, $z=t z_{0}+r$ with $t, r \in \mathbb{Z}$ and $0<r<z_{0}$. Then $\alpha^{\prime}=\alpha-t \alpha^{0} \in \mathbb{Z}^{k}$ and

$$
\left\langle\alpha^{\prime}, \theta\right\rangle=z-t z_{0}=r .
$$

This contradicts the definition of $z_{0}$. Thus $z=t z_{0}$, and $\eta=\alpha-t \alpha^{0}$ satisfies $\langle\eta, \theta\rangle=0$. Clearly, $t$ and $\eta$ are unique and the claims hold.

Now, if the homogeneous equation $\alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k}=0$ has only the solution $(0, \ldots, 0) \in \mathbb{Z}^{k}$, then $\eta=0$ and $\alpha=t \alpha^{0}$. Let $m=1, C=\alpha^{0}$ and then $S=\{\beta C: \beta \in \mathbb{Z}\}$.

Thus we may assume that the homogeneous equation $\alpha_{1} \theta_{1}+\cdots+\alpha_{k} \theta_{k}=$ 0 has non-zero solutions in $\mathbb{Z}^{k}$. Then, as in Case I, we may assume that $\left\{\theta_{1}, \ldots, \theta_{\ell}\right\}$ is a maximal subset of elements, linearly independent over $\mathbb{Q}$, of the set $\left\{\theta_{1}, \ldots, \theta_{k}\right\}$, and that there exist $a_{s, t}, t=1, \ldots, \ell, s=\ell+1, \ldots, k$ such that (2.10) holds. Let $m=k-\ell+1$ and

$$
C=\left[\begin{array}{cccccc}
\alpha_{1}^{0} & \cdots & \alpha_{k-\ell}^{0} & \alpha_{k-\ell+1}^{0} & \cdots & \alpha_{k}^{0} \\
-a_{\ell+1,1} & \cdots & -a_{\ell+1, \ell} & 1 & \cdots & 0 \\
\vdots & & \vdots & \vdots & \ddots & \vdots \\
-a_{k, 1} & \cdots & -a_{k, \ell} & 0 & \cdots & 1
\end{array}\right] .
$$

Then $S=\left\{\beta C: \beta \in \mathbb{Z}^{m}\right\}$. Finally, the rank of $C$ is $m=k-\ell+1$, since the first row of $C$ is linearly independent of other rows.

We now turn to the proof of Theorem 5.2.2:
For $x=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}, y=\left(y_{1}, \ldots, y_{k}\right) \in \mathbb{R}^{k}$, we set $\|x\|=$ $\max _{1 \leq j \leq k}\left|x_{j}\right|$ and $\langle x, y\rangle=x_{1} y_{1}+\cdots+x_{k} y_{k}$. Let $K$ be a positive inte-
ger. We consider the inequaltiy

$$
\begin{equation*}
0 \leq\left|\sum_{\substack{\ell \in N^{k} \\ \mid\|\ell\| \leq K}} e^{i\langle\ell, x\rangle}\right|^{2}=\sum_{\alpha \in \mathbb{Z}^{k}} n(\alpha, K) \cos \langle\alpha, x\rangle, \tag{2.11}
\end{equation*}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ and

$$
n(\alpha, K):=\sum_{\substack{\ell, \ell^{\prime} \in \mathbb{N}^{k}  \tag{2.12}\\\|\ell\|,\|,\| \ell^{\prime} \| \leq K \\ \ell-\ell^{\prime}=\alpha}} 1= \begin{cases}0, & \text { if }\|\alpha\| \geq K \\ \prod_{j=1}^{k}\left(K-\left|\alpha_{j}\right|\right), & \text { if }\|\alpha\|<K\end{cases}
$$

Proof of Theorem 5.2.2 Let $x=2 \pi m\left(\theta_{1}, \ldots, \theta_{k}\right)$ with $m \in \mathbb{N}$, in (2.11). We multiply both sides of (2.11) by $c_{m} r^{m}$ and sum over $m$. Then from (2.6), for $0<r<1$,

$$
\begin{align*}
0 \leq & \sum_{\alpha \in \mathbb{Z}^{k}} n(\alpha, K) \log \left|f\left(r e^{2 \pi i\langle\alpha, \theta\rangle}\right)\right| \\
= & \left(\sum_{\substack{\alpha \in \mathbb{Z}^{k} \\
\langle\alpha, \theta\rangle \in \mathbb{Z}}} n(\alpha, K)\right) \log f(r) \\
& \quad+\sum_{\substack{\alpha \in \mathbb{Z}^{k} \\
\langle\alpha, \theta\rangle \notin \mathbb{Z}}} n(\alpha, K) \log \left|f\left(r e^{2 \pi i\langle\alpha, \theta\rangle}\right)\right| . \tag{2.13}
\end{align*}
$$

It follows that

$$
\begin{equation*}
\sum_{\substack{\alpha \in \mathbb{Z}^{k} \\\langle\alpha, \theta\rangle \notin \mathbb{Z}}} n(\alpha, K) \frac{\log \left|f\left(r e^{2 \pi i\langle\alpha, \theta\rangle}\right)\right|}{\log (1-r)} \leq\left(\sum_{\substack{\alpha \in \mathbb{Z}^{k} \\\langle\alpha, \theta\rangle \in \mathbb{Z}}} n(\alpha, K)\right) \frac{\log f(r)}{\log \frac{1}{1-\tau}} \tag{2.14}
\end{equation*}
$$

Let

$$
N(\theta, K):=\sum_{\substack{\alpha \in \mathbb{Z}^{k} \\\langle\alpha, \theta\rangle \in \mathbb{Z}}} n(\alpha, K)=\sum_{\alpha \in S} n(\alpha, K)
$$

where $S$ is defined in (2.9), and

$$
\begin{equation*}
N_{j}(\theta, K):=\sum_{\substack{\alpha \in \mathbb{Z}^{k} \\\langle\alpha, \theta\rangle-\theta_{j} \in \mathbb{Z}}} n(\alpha, K)=\sum_{\alpha \in S_{j}} n(\alpha, K), \quad j=1, \ldots, k \tag{2.15}
\end{equation*}
$$

where

$$
S_{j}=S_{j}(\theta):=\left\{\alpha \in \mathbb{Z}^{k}:\langle\alpha, \theta\rangle-\theta_{j} \in \mathbb{Z}\right\}, \quad j=1, \ldots, k
$$

Note that $S, S_{j}, j=1, \ldots, k$ are mutually disjoint, and that

$$
S_{j}=\left\{\alpha+e_{j}: \alpha \in S\right\}, \quad j=1, \ldots, k
$$

where $e_{j}$ is the $j$ th vector of the standard basis of $\mathbb{R}^{k}$. From (2.14), we have

$$
\begin{align*}
& \sum_{j=1}^{k} \frac{N_{j}(\theta, K)}{N(\theta, K)} \frac{\log \left|f\left(r e^{2 \pi i \theta_{j}}\right)\right|}{\log (1-r)} \\
& \quad+\quad \sum_{\alpha \in \mathbb{Z}^{k}} \frac{n(\alpha, K)}{N(\theta, K)} \frac{\log \left|f\left(r e^{2 \pi i\langle\alpha, \theta\rangle}\right)\right|}{\log (1-r)} \\
& \quad \alpha \notin S \cup\left(\bigcup_{j=1}^{k} S_{j}\right)  \tag{2.16}\\
& \quad \leq \frac{\log f(r)}{\log \frac{1}{1-r}}
\end{align*}
$$

Note that, from (2.7),

$$
\lim _{r \rightarrow 1-} \frac{\log f(r)}{\log \frac{1}{1-r}}=\tau
$$

and that

$$
\liminf _{r \rightarrow 1-} \frac{\log \left|f\left(r e^{2 \pi i\langle\alpha, \theta\rangle}\right)\right|}{\log (1-r)} \geq 0
$$

for $\langle\alpha, \theta\rangle \notin \mathbb{Z}$, since $f(z)$ is continuous on $\{z \in \mathbb{C}:|z| \leq 1, z \neq 1\}$. It follows, from (2.16), that

$$
\begin{equation*}
\sum_{j=1}^{k} \frac{N_{j}(\theta, K)}{N(\theta, K)} \liminf _{r \rightarrow 1-} \frac{\log \left|f\left(r e^{2 \pi i \theta_{j}}\right)\right|}{\log (1-r)} \leq \tau \tag{2.17}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\frac{N_{j}(\theta, K)}{N(\theta, K)}=1+O\left(K^{-1}\right), \quad j=1, \ldots, k \tag{2.18}
\end{equation*}
$$

Actually, if $S=\{0\}$, from (2.12), we have

$$
N(\theta, K)=n(0, K)=K^{k}
$$

and

$$
N_{j}(\theta, K)=n\left(e_{j}, K\right)=K^{k-1}(K-1) .
$$

If $S \neq\{0\}$, by Lemma 5.2 .3 , there exists a matrix $C=C(\theta) \in \mathbb{M}(m \times k, \mathbb{Q})$ of rank $m>0$ such that $S=\left\{\beta C: \beta \in \mathbb{Z}^{m}\right\}$. We note that

$$
\sum_{\substack{\in \in \mathbb{Z}^{m} \\\|\beta C\| \leq K}} 1>_{\theta} K^{m}
$$

since $\|\beta C\| \leq\|\beta\| \sum_{i=1}^{m} \sum_{j=1}^{k}\left|c_{i j}\right|$. Hence

$$
N(\theta, K)=\sum_{\substack{\beta \in \mathbb{Z}^{m} \\ \| \beta \beta \in K}} \prod_{j=1}^{k}\left(K-\left|\beta C_{j}\right|\right)>_{\theta} K^{m+k},
$$

where $C_{j}$ is the $j$ th column of $C$. Also,

$$
\begin{aligned}
N_{j}(\theta, K) & =\sum_{\substack{\beta \in \mathbb{Z}^{m} \\
\| \beta C K}}\left(\prod_{\substack{i=1 \\
i \neq j}}^{k}\left(K-\left|\beta C_{i}\right|\right)\right)\left(K-\left|\beta C_{j}+1\right|\right) \\
& =N(\theta, K)+O\left(K^{m+k-1}\right)
\end{aligned}
$$

$j=1, \ldots, k$. Thus the claim holds.
Now, (2.8) follows from (2.17) and (2.18), by letting $K \rightarrow \infty$ on the left-hand side of (2.17).

Proof of Theorem 5.2.1 Consider $f(z):=Z\left(q^{-1} z\right)$. Then, from (2.1),

$$
f(z)=\frac{Z_{0}\left(q^{-1} z\right)}{1-z}
$$

where

$$
Z_{0}\left(q^{-1} z\right)=1-(1-A) z+(1-z) \sum_{n=1}^{\infty} a_{n} n^{-\gamma} z^{n}
$$

with $a_{n}=O(1)$, is continuous on the disk $\{|z| \leq 1\}$ since $\gamma>1$, and is holomorphic in the disk $\{|z|<1\}$, and $Z_{0}\left(q^{-1}\right)=A>0$. It follows that

$$
\lim _{r \rightarrow 1-} f(r)(1-r)=A>0 .
$$

Also, it is easy to see that

$$
\log f(z)=\log Z\left(q^{-1} z\right)=\sum_{k=1}^{\infty} \frac{\bar{\Lambda}(k)}{k} q^{-k} z^{k}, \quad|z|<1
$$

and so (2.6) holds with $c_{k}=\bar{\Lambda}(k) k^{-1} q^{-k} \geq 0$.
Thus (2.4) and (2.5) follow from Theorem 5.2.2.

### 5.3 The Orders of the Zeros

If $\gamma>2$ in (2.1), then the orders of zeros of the generating function $Z(y)$ are positive integers, as the following theorem shows. This theorem (cf. Zhang [6]) is essentially best possible, as Example 5.3.3 will show.
(5.3.1) Theorem. Let $q^{-1} e^{2 \pi i \theta}$ be a zero of $Z(y)$, with order $\alpha=\alpha(\theta)$ where $0<\theta<1$. If (2.1) holds with $\gamma>1+\alpha$, in particular, if $\theta \neq \frac{1}{2}$ and (2.1) holds with $\gamma>\frac{3}{2}$, or if $\theta=\frac{1}{2}$ and (2.1) holds with $\gamma>2$, then $\alpha$ is a positive integer. Moreover,

$$
\lim _{r \rightarrow q^{-1}-1} \frac{Z\left(r e^{2 \pi i \theta}\right)}{\left(q^{-1}-r\right)^{\alpha} e^{2 \pi i \alpha \theta}}=\frac{(-1)^{\alpha}}{\alpha!} Z^{(\alpha)}\left(q^{-1} e^{2 \pi i \theta}\right) \neq 0
$$

and $Z(y)\left(q^{-1} e^{2 \pi i \theta}-y\right)^{\alpha}$ is continuous on the region $\left\{y:|y| \leq q^{-1}, \mid y-\right.$ $\left.q^{-1} e^{2 \pi i \theta} \mid<\varepsilon\right\}$, for some $\varepsilon>0$.

As in Section 5.2, we shall first prove a more general theorem, and then deduce the required conclusion:
(5.3.2) Theorem. Let $f(z)=S(z)+R(z)$ where $S(z)$ is holomorphic in the disk $\{|z|<1\}$, and

$$
R(z)=\sum_{n=0}^{\infty} r_{n} z^{n}, \quad|z|<1,
$$

with $r_{n}=O\left(n^{-\gamma}\right)$. Suppose that $S(z)$ is continuous on $\{z:|z| \leq 1$ and $z \neq 1\}$, and that for some constant $\tau>0$,

$$
\lim _{r \rightarrow 1^{-}} S(r)(1-r)^{r}
$$

exists and is positive. Also suppose that $f(z) \neq 0$ in the disk $\{|z|<1\}$, and

$$
\log f(z)=\sum_{k=1}^{\infty} c_{k} z^{k}, \quad|z|<1
$$

with coefficients $c_{k} \geq 0$. Let

$$
\alpha=\alpha(\theta):=\sup \left\{\beta:(1-r)^{-\beta}\left|f\left(r e^{2 \pi i \theta}\right)\right| \ll 1\right\} .
$$

If $\gamma>1+\alpha$, in particular, if $0<\theta<1, \theta \neq \frac{1}{2}$, and $\gamma>1+\frac{\tau}{2}$, or if $\theta=\frac{1}{2}$ and $\gamma>1+\tau$, then $\alpha$ is a positive integer. Moreover,

$$
\begin{equation*}
\lim _{r \rightarrow 1} \frac{f\left(r e^{2 \pi i \theta}\right)}{(1-r)^{\alpha} e^{2 \pi i \alpha \theta}}=\frac{(-1)^{\alpha}}{\alpha!} f^{(\alpha)}\left(e^{2 \pi i \theta}\right) \neq 0 \tag{3.1}
\end{equation*}
$$

and $f(z) /\left(e^{2 \pi i \theta}-z\right)^{\alpha}$ is continuous on $\left\{z:|z| \leq 1,\left|z-e^{2 \pi i \theta}\right|<\varepsilon\right\}$, for some $\varepsilon>0$.

Proof of Theorem 5.3.2 Without loss of generality, we may assume that $\gamma$ is not an integer. We have to show that $\alpha$ is an integer. Suppose on the contrary that $\alpha$ is not an integer. Then, from the definition of $\alpha$,

$$
\begin{equation*}
\lim _{r \rightarrow 1-} \frac{\left|f\left(r e^{2 \pi i \theta}\right)\right|}{(1-r)^{k}}=0 \tag{3.2}
\end{equation*}
$$

for all integers $k<\alpha$.
Note that all derivatives $f^{(k)}(z)$ with $k<\gamma-1$ are continuous on $\{z$ : $\left.|z| \leq 1,\left|z-e^{2 \pi i \theta}\right|<\varepsilon\right\}$ for some $\varepsilon>0$. Hence, for $1 \leq k<\gamma-1$, we have the Taylor formula

$$
\begin{align*}
f\left(r e^{2 \pi i \theta}\right)= & \sum_{n=1}^{k-1} \frac{1}{n!} f^{(n)}\left(e^{2 \pi i \theta}\right) e^{2 \pi i n \theta}(r-1)^{n} \\
& \quad \frac{1}{(k-1)!} \int_{1}^{r} f^{(k)}\left(t e^{2 \pi i \theta}\right) e^{2 \pi i k \theta}(r-t)^{k-1} d t . \tag{3.3}
\end{align*}
$$

Moreover, if $k=[\gamma]-1$, then

$$
\begin{aligned}
& \left|f^{(k)}\left(t e^{2 \pi i \theta}\right)-f^{(k)}\left(e^{2 \pi i \theta}\right)\right| \\
& \quad=\left|\left(S^{(k)}\left(t e^{2 \pi i \theta}\right)-S^{(k)}\left(e^{2 \pi i \theta}\right)\right)+\left(R^{(k)}\left(t e^{2 \pi i \theta}\right)-R^{(k)}\left(e^{2 \pi i \theta}\right)\right)\right| \\
& \quad \ll(1-t)+(1-t)^{\gamma-[\gamma]} \ll(1-t)^{\gamma-[\gamma]},
\end{aligned}
$$

since

$$
\left.\begin{array}{l}
\left|R^{(k)}\left(t e^{2 \pi i \theta}\right)-R^{(k)}\left(e^{2 \pi i \theta}\right)\right| \\
\quad=\left|\sum_{n=k}^{\infty} r_{n} n(n-1) \ldots(n-k+1) e^{2 \pi i(n-k) \theta}\left(1-t^{n-k}\right)\right| \\
\\
\ll(1-t) \sum_{k \leq n<M} n^{-\gamma+k+1}+\sum_{n \geq M} n^{-\gamma+k} \\
\end{array}<(1-t) M^{-\gamma+k+2}+M^{-\gamma+k+1}\right](1-t)^{\gamma-k-1}=(1-t)^{\gamma-[\gamma]} .
$$

with $M=(1-t)^{-1}$. Hence, if $k=[\gamma]-1$, the last term of (3.3) equals

$$
\frac{1}{k!} f^{(k)}\left(e^{2 \pi i \theta}\right) e^{2 \pi i k \theta}(r-1)^{k}+O\left((1-r)^{\gamma-1}\right)
$$

and we obtain

$$
\begin{gather*}
f\left(r e^{2 \pi i \theta}\right)=\sum_{n=1}^{[\gamma]-1} \frac{1}{n!} f^{(n)}\left(e^{2 \pi i \theta}\right) e^{2 \pi i n \theta}(r-1)^{n} \\
+O\left((1-r)^{\gamma-1}\right) . \tag{3.4}
\end{gather*}
$$

Since $\alpha<\gamma-1$, from (3.2) and (3.4), we obtain, by induction,

$$
\begin{equation*}
f^{(n)}\left(e^{2 \pi i \theta}\right)=0 \quad \text { for } \quad 1 \leq n \leq[\alpha] . \tag{3.5}
\end{equation*}
$$

Now, from (3.4) and (3.5), if $[\alpha]<[\gamma]-1$ then

$$
\frac{\left|f\left(r e^{2 \pi i \theta}\right)\right|}{(1-r)^{[\alpha]+1}} \ll 1
$$

and if $[\alpha]=[\gamma]-1$ then

$$
\frac{\left|f\left(r e^{2 \pi i \theta}\right)\right|}{(1-r)^{\gamma-1}} \ll 1
$$

This implies that $\alpha \geq \min \{[\alpha]+1, \gamma-1\}$; which contradicts $\alpha<\gamma-1$. Therefore, $\alpha$ must be a positive integer.

Finally, because $\alpha$ is a positive integer and $\alpha<\gamma-1,(3.1)$ follows from (3.4) since $f^{(n)}\left(e^{2 \pi i \theta}\right)=0$ for $1 \leq n<\alpha$, by induction. Moreover, for $z$ in $\left\{z:|z| \leq 1,\left|z-e^{2 \pi i \theta}\right|<\varepsilon\right\}$ with some $\varepsilon>0$, we have the Taylor formula

$$
\begin{aligned}
f(z)= & \sum_{n=\alpha}^{k-1} \frac{1}{n!} f^{(n)}\left(e^{2 \pi i \theta}\right)\left(z-e^{2 \pi i \theta}\right)^{n} \\
& \quad+\frac{1}{(k-1)!} \int_{0}^{1} f^{(k)}\left((1-t) e^{2 \pi i \theta}+t z\right)\left(z-e^{2 \pi i \theta}\right)^{k}(1-t)^{k-1} d t
\end{aligned}
$$

with $k=[\gamma]-1$, and so the continuity of $f(z) /\left(e^{2 \pi i \theta}-z\right)^{\alpha}$ follows.

Proof of Theorem 5.3.1 Let $f(z):=Z\left(q^{-1} z\right)$. Then we can write $f(z)=$ $S(z)+R(z)$, where

$$
S(z)=\frac{A}{1-z}+(1-A)
$$

and

$$
R(z)=\sum_{n=1}^{\infty} r_{n} z^{n}
$$

with $r_{n}=O\left(n^{-\gamma}\right)$. Then $S(z)$ is continuous on $\{z:|z| \leq 1$ and $z \neq 1\}$, and

$$
\lim _{r \rightarrow 1-} S(r)(1-r)=A>0
$$

Thus $f(z)$ satisfies the hypotheses of Theorem 5.3.2, and Theorem 5.3.1 follows directly.

The following example shows that $\alpha\left(\frac{1}{2}\right)$ may not be integral if (2.1) holds with $\gamma<2$, and hence the result in Theorem 5.3.1 is in some sense essentially "best possible".
(5.3.3) EXAMPLE. Let $m$ be an arbitrary positive integer such that $m>4$. Formally set $q=m^{2}, \alpha=\left(\frac{m-1}{m}\right)^{2}$, and

$$
\bar{\Lambda}(n)=q^{n}\left(1+(-1)^{n+1} \alpha\right), \quad n=1,2, \ldots
$$

Then the $\bar{\Lambda}(n)$ are all positive integers. We have $P(1)=\bar{\Lambda}(1)>0$ and, for $n \geq 2$,

$$
\begin{aligned}
P(n) & =\sum_{r \mid n} \bar{\Lambda}(r) \mu\left(\frac{n}{r}\right) \geq \bar{\Lambda}(n)-\sum_{1 \leq r \leq \frac{n}{2}} \bar{\Lambda}(r) \\
& \geq q^{n}(1-\alpha)-2 \sum_{1 \leq r \leq \frac{n}{2}} q^{r} \geq q^{\frac{n}{2}}\left\{q(1-\alpha)-\frac{2 q}{q-1}\right\} \\
& \geq q^{\frac{n}{2}}(2 m-1-4)>0 .
\end{aligned}
$$

Thus the $P(n)$ are all positive integer too.
It is easy to see that here

$$
y \frac{Z^{\prime}(y)}{Z(y)}=\Lambda^{\#}(y)=\frac{q y}{1-q y}+\frac{\alpha y}{1+q y},
$$

and hence

$$
Z(y)=\frac{(1+q y)^{\alpha}}{1-q y}, \quad|y|<q^{-1}
$$

which has a zero $y=-q^{-1}$ with non-integral order $\alpha$.
Then we have

$$
\begin{aligned}
G(n) & =\frac{1}{2 \pi i} \int_{|y|=r_{1}} \frac{(1+q y)^{\alpha}}{y^{n+1}(1-q y)} d y \\
& =\frac{q^{n}}{2 \pi i} \int_{|z|=r} \frac{(1+z)^{\alpha}}{z^{n+1}(1-z)} d z,
\end{aligned}
$$

where $0<r_{1}<q^{-1}$ and $0<r<1$. Using the technique of contour integration, we can show that (cf. Zhang [6])

$$
G(n)=q^{n}+O\left(q^{n} n^{-1-\alpha}\right)
$$

For any $\gamma<2$, we can choose $m$ sufficiently large, so that $1+\alpha>\gamma$. Then (2.1) holds with $\gamma<2$ and $Z(y)$ has a zero at $y=-q^{-1}$, with non-integral order $\alpha$.

Theorem 5.3.1, combined with Theorem 5.2.1, has the following direct consequence:
(5.3.4) Corollary. If (2.1) holds with $\gamma>\frac{3}{2}$, then $Z(y)$ has either no zeros on the circle $|y|=q^{-1}$, or exactly one zero $y=-q^{-1}$, which then has order not exceeding one there. If (2.1) holds with $\gamma>2$, then the only zero $y=-q^{-1}$ is of order one.

Proof. Since $\alpha(\theta)$ is a non-negative integer for $0<\theta<\frac{1}{2},(2.4)$ and (2.5) show that $\alpha(\theta)=0$. Then the only possible zero is $y=-q^{-1}$, with order $\alpha\left(\frac{1}{2}\right) \leq 1$. If (2.1) holds with $\gamma>2$, then $\alpha\left(\frac{1}{2}\right)$ is an integer, and hence $\alpha\left(\frac{1}{2}\right)=0$ or 1 .

Next, Theorem 5.3.2, combined with Theorem 5.2.1, has the following direct consequence:
(5.3.5) Corollary. If $f(z)$ satisfies all conditions of Theorem 5.3.2 with $\tau=1$ and $\gamma>\frac{3}{2}$, then $f(z)$ has either no zeros on the circle $|z|=1$ or exactly one zero $z=-1$, which is then of order not exceeding one there. If $\gamma>2$, then the zero $z=-1$ is of order one.

Proof. Since

$$
\log f(z)=\sum_{k=1}^{\infty} c_{k} z^{k}, \quad|z|<1,
$$

with real coefficients $c_{k} \geq 0$, the McLaurin series of $f(z)$ has real coefficients. Hence the zeros of $f(z)$ are pairwise conjugate. We note that

$$
\begin{aligned}
\alpha(\theta) & =\sup \left\{\beta:(1-r)^{-\beta}\left|f\left(r e^{2 \pi i \theta}\right)\right| \ll 1\right\} \\
& =\liminf _{r \rightarrow 1-} \frac{\log \left|f\left(r e^{2 \pi i \theta}\right)\right|}{\log (1-r)}
\end{aligned}
$$

Therefore, a similar argument to the one given in the proof of Corollary 5.3.3 shows that the only possible zero is $z=-1$, with order $\alpha \leq 1$. If $\gamma>2, \alpha$ is an integer, and hence $\alpha=0$ or 1 .

### 5.4 An Alternative Abstract Prime Number Theorem

We can now give an answer to the fundamental question proposed in Section 5.2 (cf. Warlimont [1] and Zhang [7]).
(5.4.1) Theorem. If

$$
\begin{equation*}
G(n)=A q^{n}+O\left(q^{n} n^{-\gamma}\right) \tag{4.1}
\end{equation*}
$$

with $A>0, q>1$, and $\gamma>2$, then either

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}\left(1+O\left(n^{-\gamma+1}\right)\right) \tag{4.2}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}\left(1-(-1)^{n}+O\left(n^{-\gamma+2}\right)\right) . \tag{4.3}
\end{equation*}
$$

Remarks. This theorem is a refinement of results of Warlimont [1] and Zhang [7]. The proof of (4.2) given below, due to Zhang, is published for the first time in this monograph, while the proof of (4.3), due to Warlimont, applies the same ideas as in the proofs of Theorem 5.5.1 and 5.5.4 below.

This theorem is essentially a variant of a tauberian theorem about the solution $\lambda(n)$ (not to be confused with the Liouville function $\lambda$ of classical number theory) to the convolution equation

$$
\begin{equation*}
\lambda * g(n)=n g(n), \quad n=0,1,2, \ldots . \tag{4.4}
\end{equation*}
$$

Thus, we shall first prove the following general tauberian theorem, and then Theorem 5.4.1 will follow directly.
(5.4.2) Theorem. Let $\lambda(n)$ be arithmetical functions satisfying (4.4). If $\lambda(n) \geq 0, g(0)=1$ and

$$
\begin{equation*}
g(n)=A+O\left(n^{-\gamma}\right), \quad n \geq 1 \tag{4.5}
\end{equation*}
$$

with $A>0$ and $\gamma>2$, then either

$$
\begin{equation*}
\lambda(n)=1+O\left(n^{-\gamma+1}\right) \tag{4.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\lambda(n)=1-(-1)^{n}+O\left(n^{-\gamma+2}\right) . \tag{4.7}
\end{equation*}
$$

Proof. Note, from (4.4), that $g(n) \geq 0$. Also note, from (4.5), that the generating function

$$
\begin{equation*}
\hat{G}(z):=\sum_{n=0}^{\infty} g(n) z^{n} \tag{4.8}
\end{equation*}
$$

satisfies the conditions of Theorem 5.3.2 with $\tau=1$ and $\gamma>2$. Hence, by Corollary 5.3.5, $\hat{G}(z)$ has either no zeros on the circle $|z|=1$ or exactly one zero $z=-1$, of order one there. We shall show that in the first case (4.6) holds, and in the second case (4.7) holds.

Thus we first assume that $\hat{G}(z) \neq 0$ on the circle $|z|=1$. Let $V(z):=$ $(1-z) \hat{G}(z)$. Then $V(z) \neq 0$ on the closed disk $\{|z| \leq 1\}$. Note that

$$
V(z)=1+\sum_{m=1}^{\infty}(g(m)-g(m-1)) z^{m}, \quad|z| \leq 1
$$

and

$$
V^{\prime}(z)=\sum_{m=1}^{\infty} m(g(m)-g(m-1)) z^{m-1}, \quad|z| \leq 1
$$

Let $\lambda(n)=1+r_{n}$. Then

$$
\begin{align*}
r_{n} & =\frac{1}{2 \pi i} \int_{|z|=1} \frac{V^{\prime}(z)}{V(z)} \frac{d z}{z^{n}}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{V^{\prime}\left(e^{i \theta}\right)}{V\left(e^{i \theta}\right)} e^{-i(n-1) \theta} d \theta \\
& =\frac{1}{2 \pi} \sum_{m=1}^{\infty} m(g(m)-g(m-1)) \int_{-\pi}^{\pi} \frac{e^{i(m-n) \theta}}{V\left(e^{i \theta}\right)} d \theta \tag{4.9}
\end{align*}
$$

We need to show that $r_{n}=O\left(n^{-\gamma+1}\right)$. Without loss of generality, we may assume $n>3 \gamma$. Let $k$ denote the greatest positive integer less than $\gamma-1$. Then $V(z)$ has continuous derivatives of order $\leq k$ on $\{|z| \leq 1\}$. Let

$$
I:=\int_{-\pi}^{\pi} \frac{e^{i(m-n) \theta}}{V\left(e^{i \theta}\right)} d \theta
$$

We claim that

$$
\begin{equation*}
I \ll|m-n|^{-k-1} \tag{4.10}
\end{equation*}
$$

for $m \neq n$. This is certainly true for $m \in\{n-1, \ldots, n-2 k+1\}$. Hence, we may assume that $m>n$ or $m \leq n-2 k$. By integration by parts, we obtain

$$
\begin{align*}
I & =\frac{1}{m-n} \int_{-\pi}^{\pi} \frac{e^{i(m-n+1) \theta} V^{\prime}\left(e^{i \theta}\right)}{V^{2}\left(e^{i \theta}\right)} d \theta \\
& =\frac{1}{m-n} \sum_{s=1}^{\infty} s(g(s)-g(s-1)) \int_{-\pi}^{\pi} \frac{e^{i(m+s-n) \theta}}{V^{2}\left(e^{i \theta}\right)} d \theta \tag{4.11}
\end{align*}
$$

For $s \notin\{n-m, n-m-1, \ldots, n-m-k+1\}$, applying integration by parts $k$ times yields

$$
\begin{aligned}
\int_{-\pi}^{\pi} \frac{e^{i(m+s-n) \theta}}{V^{2}\left(e^{i \theta}\right)} d \theta= & \frac{1}{(m+s-n)(m+s-n+1) \ldots(m+s-n+k-1)} \\
& \times \int_{-\pi}^{\pi} \frac{P\left(V\left(e^{i \theta}\right), V^{\prime}\left(e^{i \theta}\right), \ldots, V^{(k)}\left(e^{i \theta}\right)\right)}{V^{k+2}\left(e^{i \theta}\right)} d \theta
\end{aligned}
$$

where $P\left(x_{0}, x_{1}, \ldots, x_{k}\right)$ is a polynomial in $x_{0}, x_{1}, \ldots, x_{k}$ with integer coefficients, and hence

$$
\begin{equation*}
\int_{-\pi}^{\pi} \frac{e^{i(m+s-n) \theta}}{V^{2}\left(e^{i \theta}\right)} d \theta \ll \frac{1}{|s+m-n|^{k}} . \tag{4.12}
\end{equation*}
$$

From (4.11) and (4.12), if $m>n$, we obtain

$$
I \ll \frac{1}{m-n} \sum_{s=1}^{\infty} \frac{s^{-\gamma+1}}{(s+m-n)^{k}} \ll \frac{1}{(m-n)^{k+1}} .
$$

If $m \leq n-2 k$, we obtain

$$
\begin{aligned}
I< & \frac{1}{n-m}\left\{\sum_{1 \leq s \leq n-m-k} \frac{s^{-\gamma+1}}{(n-m-s)^{k}}+\sum_{s \geq n-m+1} \frac{s^{-\gamma+1}}{(s+m-n)^{k}}\right. \\
& \left.+(n-m)^{-\gamma+1}+(n-m-1)^{-\gamma+1}+\cdots+(n-m-k+1)^{-\gamma+1}\right\} \\
\ll & (n-m)^{-\gamma}+\frac{1}{n-m}\left\{\sum_{1 \leq s \leq n-m-k} \frac{s^{-\gamma+1}}{(n-m-s)^{k}}\right. \\
& \left.+\sum_{s \geq n-m+1} \frac{s^{-\gamma+1}}{(s+m-n)^{k}}\right\} .
\end{aligned}
$$

Note that $\frac{n-m-k}{2} \geq \frac{n-m}{4}$. Hence we have

$$
\begin{aligned}
\sum_{1 \leq s \leq n-m-k} \frac{s^{-\gamma+1}}{(n-m-s)^{k}} & =\left(\sum_{1 \leq s<\frac{n-m-k}{2}}+\sum_{\frac{n-m-k}{2} \leq s<n-m-k}\right) \frac{s^{-\gamma+1}}{(n-m-s)^{k}} \\
& \ll(n-m)^{-k}+(n-m)^{-\gamma+1} \log (n-m) \\
& \ll(n-m)^{-k} .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
\sum_{s \geq n-m+1} \frac{s^{-\gamma+1}}{(s+m-n)^{k}} & =\sum_{t=1}^{\infty} \frac{(t+n-m)^{-\gamma+1}}{t^{k}} \ll(n-m)^{-\gamma+1+\varepsilon} \sum_{t=1}^{\infty} \frac{1}{t^{k+\varepsilon}} \\
& \ll(n-m)^{-k}
\end{aligned}
$$

if $\varepsilon>0$ and $\gamma-1-\varepsilon>k$. Therefore, if $m \leq n-2 k$, we also have

$$
I \ll(n-m)^{-k-1}
$$

Now, from (4.9) and (4.10), we obtain

$$
r_{n} \ll n^{-\gamma+1}+\sum_{\substack{m=1 \\ m \neq n}}^{\infty} \frac{m^{-\gamma+1}}{|n-m|^{k+1}} \ll n^{-\gamma+1}
$$

since

$$
\begin{aligned}
\sum_{m<n} \frac{m^{-\gamma+1}}{(n-m)^{k+1}} & =\left(\sum_{m<\frac{n}{2}}+\sum_{\frac{n}{2} \leq m<n}\right) \frac{m^{-\gamma+1}}{(n-m)^{k+1}} \\
& \ll n^{-k-1}+n^{-\gamma+1} \ll n^{-\gamma+1}
\end{aligned}
$$

and

$$
\sum_{m>n} \frac{m^{-\gamma+1}}{(m-n)^{k+1}} \ll n^{-\gamma+1} .
$$

This proves (4.6).
Next assume that $\hat{G}(-1)=0$. Let $\delta(n):=\lambda(n)-\left(1+(-1)^{n+1}\right)$. Also, let

$$
W(z):=\frac{1-z}{1+z} \hat{G}(z) .
$$

Then

$$
W(z)=\frac{V(z)}{1+z}=\sum_{n=0}^{\infty} w(n) z^{n} .
$$

Since $\hat{G}(-1)=0, V(-1)=0$ and we have

$$
\begin{aligned}
w(n) & =\sum_{k+m=n}(-1)^{k}(g(m)-g(m-1)) \\
& =(-1)^{n} \sum_{m=0}^{n}(-1)^{m}(g(m)-g(m-1)) \\
& =(-1)^{n+1} \sum_{m=n+1}^{\infty}(-1)^{m}(g(m)-g(m-1)),
\end{aligned}
$$

and hence $|w(n)| \ll n^{-\gamma+1}, n \geq 1$. Let

$$
E(z):=W(z) W(-z)=\sum_{n=0}^{\infty} e(n) z^{n}, \quad|z|<1
$$

Then

$$
e(n)=\sum_{j+k=n} w(j)(-1)^{k} w(k)
$$

Note that

$$
E(z)=\hat{G}(z) \hat{G}(-z)=\exp \left\{\sum_{k=1}^{\infty} \frac{\lambda(2 k)}{k} z^{2 k}\right\}, \quad|z|<1 .
$$

Hence $e(n) \geq 0$ since $\lambda(n) \geq 0$. Let

$$
(E(z))^{-1}=\sum_{n=0}^{\infty} d(n) z^{n}=\exp \left\{-\sum_{k=1}^{\infty} \frac{\lambda(2 k)}{k} z^{2 k}\right\}, \quad|z|<1 .
$$

Then

$$
|d(n)| \leq e(n) \leq \sum_{j+k=n}|w(j)||w(k)| \ll n^{-\gamma+1}, \quad n \geq 1
$$

We now have,

$$
\begin{aligned}
\sum_{n=0}^{\infty} \delta(n) z^{n} & =\frac{z \hat{G}^{\prime}(z)}{\hat{G}(z)}-\frac{1}{1-z}+\frac{1}{1+z} \\
& =\frac{z W^{\prime}(z)}{W(z)}=z W^{\prime}(z)(E(z))^{-1} W(-z)
\end{aligned}
$$

and then

$$
\delta(n)=\sum_{\substack{m+h+\ell=n \\ h, \ell \geq 0, m \geq 1}} m w(m) d(h)(-1)^{\ell} w(\ell) .
$$

Therefore

$$
\begin{aligned}
\delta(n) & \ll n\left(\sum_{\substack{m+h+\ell=n \\
m, n, \ell \geq 1}} m^{-\gamma+1} h^{-\gamma+1} \ell^{-\gamma+1}+\sum_{\substack{m+\ell=n \\
m, \ell \geq 1}} m^{-\gamma+1} \ell^{-\gamma+1}+n^{-\gamma+1}\right) \\
& \ll n^{-\gamma+2} .
\end{aligned}
$$

This proves (4.7).

Proof of Theorem 5.4.1 We have

$$
\bar{\Lambda} * G(n)=n G(n), \quad n=0,1,2, \ldots .
$$

Let $\bar{\Lambda}(n)=q^{n} \lambda(n)$ and $G(n)=q^{n} g(n)$. Then $\lambda(n)$ and $g(n)$ satisfy the conditions of Theorem 5.4.2. Thus (4.2) and (4.3) follow from (4.6) and (4.7).

We may also consider an elementary proof of the above alternative abstract prime number theorem. The question of an elementary proof was also proposed by Bombieri [2] in a different form, in relation with Bombieri's tauberian theorem given in Section 3.6 of Chapter 3. An answer to Bombieri's question was given by A. Granville in [1]. A. Hildebrand and $G$. Tenenbaum [1] considered a similar problem in more general form, and proved the following theorem. However, their proof is not elementary, and will not be treated here.
(5.4.3) Theorem. Suppose $\left\{a_{n}\right\}_{n=1}^{\infty}$ is a sequence of non-negative real numbers satisfying

$$
n a_{n}+\sum_{k=1}^{n-1} a_{k} a_{n-k}=2 n+O(R(n)), \quad n \geq 1
$$

where $R(n)$ is a positive-valued function with the properties: (1) $R(n)$ is non-decreasing, (2) $R(n) / n$ is non-increasing, and (3) $\lim _{n \rightarrow \infty} R(n) / n=$ 0 . Then either

$$
a_{n}=1+O\left(\frac{R(n)}{n}\right), \quad n \geq 1
$$

or

$$
a_{n}=1+(-1)^{n+1}+O\left(\frac{R(n)}{n}\right), \quad n \geq 1
$$

### 5.5 Beurling-Type Abstract Prime Number Theorems

Another class of abstract prime number theorems which are not of classical type consists of "Beurling-type" abstract prime number theorems. In this section, we shall give a brief survey of some Beurling-type abstract prime number theorems, without involving any proofs. (Readers interested in the proofs may read Warlimont [1] and Zhang [2,6,7], in particular.)

While investigating the proof of the classical prime number theorem, Beurling [1] (cf. also Bateman and Diamond [1]) suggested the consideration of the following general situation:

Let $\mathcal{P}$ be a sequence $\left\{p_{1}, p_{2}, \ldots\right\}$ of positive real numbers such that

$$
1<p_{1} \leq p_{2} \leq \cdots, \quad p_{j} \rightarrow \infty \text { as } j \rightarrow \infty ;
$$

which is called, following Beurling, a sequence of generalized primes. The multiplicative semigroup $\mathcal{G}$ generated by $\mathcal{P}$ is countable and may be arranged in a non-decreasing sequence

$$
n_{0}=1<n_{1} \leq n_{2} \leq \cdots,
$$

which is called the sequence of generalized integers associated with $\mathcal{P}$.
Based on this suggestive (but slightly deceptive) nomenclature, Beurling [1] and others (see e.g. also Bateman and Diamond [1], Diamond [1-4], R.S. Hall [1,2], Müller [1,2] and Ryavec [1]) raised and answered various analytical questions in parallel to the asymptotic counting problems of classical prime number theory in $\mathbb{N}$, some of which will be described shortly.

Warning Remark. Without questioning the soundness of the main analytical conclusions of these authors, readers should however be warned that
in some of the cited literature there is a deceptive looseness or incompleteness of description of the initial concepts involved, which should at least be clarified: The source of this imprecision lies in a frequent failure to distinguish between $\mathcal{P}$ and $\mathcal{G}$ as sets of real numbers rather than as sequences. Thus generalized primes or integers which are distinct as sequence elements are allowed to have the same real value, and generalized integers $n_{i}$ and $n_{j}$ of possibly equal value should nevertheless be distinguished if they arise from distinct formal products of generalized primes. In actual fact the authors of papers on "generalized" or "Beurling" numbers often implicitly deal with an arithmetical semigroup $\mathcal{G}_{0}$, with prime set $\mathcal{P}_{0}$ and a not necessarily integer-valued norm mapping $|\mid$, and then (sometimes loosely) identifying $\mathcal{P}_{0}$ and $\mathcal{G}_{0}$ with the image sets $\mathcal{P}=\left|\mathcal{P}_{0}\right|$ and $\mathcal{G}=\left|\mathcal{G}_{0}\right|$.

Taking the above comments as understood we now turn to the asymptotic analysis of suitable counting functions associated with $\mathcal{G}, \mathcal{P}$ : Let

$$
N(x)=\sum_{\substack{i \\ n_{i} \leq x}} 1, \quad \psi(x)=\sum_{\substack{i, k \\ p_{i}^{k} \leq x}} \log p_{i}
$$

denote the basic counting function of generalized integers, and the counterpart of the Chebyshev function in classical number theory, respectively. Beurling showed that if

$$
\begin{equation*}
N(x)=A x+O\left(x \log ^{-\gamma} x\right) \tag{5.1}
\end{equation*}
$$

with positive constant $A$ and $\gamma>\frac{3}{2}$ then

$$
\begin{equation*}
\psi(x) \sim x \text { as } x \rightarrow \infty \tag{5.2}
\end{equation*}
$$

which is a counterpart of the prime number theorem for $\mathbb{N}$. He also showed, by examples, that if $\gamma=\frac{3}{2}$ in (5.1), then the prime number theorem need not hold. Beurling investigated also the more general case in which

$$
\begin{equation*}
N(x)=x \sum_{\nu=1}^{n} A_{\nu} \log ^{\rho_{\nu}-1} x+O\left(x \log ^{-\gamma} x\right) \tag{5.3}
\end{equation*}
$$

where $\rho_{1}<\rho_{2}<\cdots<\rho_{n}$ and $A_{1}, A_{2}, \ldots, A_{n}$ are arbitrary real numbers. He showed that if (5.3) holds with $1 \leq \rho_{n}=\tau<2$ for some $A_{n}>0$ and $\gamma>1+\frac{\tau}{2}$ then $\psi(x) \sim \tau x$, a generalization of the prime number theorem. However, if $\tau \geq 2$, even an $O(1)$-error term in (5.3) does not guarantee $\psi(x) \sim \tau x$. Still Beurling proved that, if (5.3) holds with $\rho_{n}=\tau \geq 2$ for some $A_{n}>0$ and $\gamma>1+\frac{\tau}{2}$, then there exist $0<t_{1} \leq t_{2} \leq \cdots \leq t_{q}<\infty$ with $q \leq[\tau / 2]$ such that

$$
\psi(x) \sim x\left\{\tau-2 \sum_{\nu=1}^{q} \cos \left(t_{\nu} \log x-\arctan t_{\nu}\right)\right\}
$$

as $x \rightarrow \infty$.
We can also consider abstract prime number theorems and Chebyshevtype upper bounds on additive arithmetical semigroups which satisfy a "Beurling-type" condition of the form

$$
\begin{equation*}
G(n)=q^{n} \sum_{\nu=1}^{r} a_{\nu} n^{\rho_{\nu}-1}+O\left(q^{n} n^{-\gamma}\right) \tag{5.4}
\end{equation*}
$$

or

$$
\begin{equation*}
G(n)=q^{n} \sum_{\nu=1}^{r} a_{\nu} n^{\rho_{\nu}-1}+O\left(q^{v n}\right) \tag{5.5}
\end{equation*}
$$

where $\rho_{1}<\rho_{2}<\cdots<\rho_{r}$ and $A_{1}, A_{2}, \ldots, A_{r}$ are arbitrary real numbers such that $q>1, \rho_{r}>0, A_{r}>0,0 \leq v<1$, and $\gamma>1$. In this case, a generalization of the abstract prime number theorem (henceforth, P.N.T.) states that $P(n) \sim \rho_{r} q^{n} n^{-1}$, or (equivalently) $\bar{\Lambda}(n) \sim \rho_{r} q^{n}$, as $n \rightarrow \infty$.

### 5.5.1 Chebyshev-type upper bounds (cf. Zhang [2])

(5.5.1) Theorem. Suppose that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sup _{n \leq n}\left|G(m) q^{-m}-\sum_{\nu=1}^{r} A_{\nu} m^{\rho_{\nu}-1}\right|<\infty, \tag{5.6}
\end{equation*}
$$

and $\rho_{r} \geq 1$. Then $\bar{\Lambda}(n) \ll q^{n}$. Moreover, if $\rho_{1}>0$, then

$$
\begin{equation*}
\sum_{m=1}^{n} \frac{\bar{\Lambda}(m)}{q^{m}}=\rho_{r} n+R(n)+O(1) \tag{5.7}
\end{equation*}
$$

where $R(n)$ is an elementary function of $n$ with $R(n) \ll n^{\alpha}$ for some $\alpha<1$.

Remark. This function $R(n)$ is a sum of a finite number of terms of the form

$$
\begin{equation*}
a n^{-k p_{r}+L(\rho)+1-\ell} . \tag{5.8}
\end{equation*}
$$

Here $k \in \mathbb{N}, \ell \in \mathbb{N} \cup\{0\}, \rho=\left(\rho_{1}, \ldots, \rho_{r}\right)$ and $L(\rho)$ is a linear function of $\rho_{1}, \ldots, \rho_{r-1}$ and $\ell_{\nu}-\ell, \ell \in \mathbb{N}, \ell \leq\left[\rho_{\nu}\right], \nu=1,2, \ldots, r$. The coefficients of $L(\rho)$ are non-negative integers and their sum is $k$. the coefficient $a$ in (5.8) is an explicit rational function of $\rho_{1}, \ldots, \rho_{r}$ and $A_{1}, \ldots, A_{r}$. In particular,

$$
R(n)= \begin{cases}O(1), & \text { if } r=1  \tag{5.9}\\ O\left(1+n^{\rho_{r-1}+1-\rho_{r}}\right), & \text { if } r \geq 2\end{cases}
$$

On the basis of Theorem 5.5.1, we can (cf. Zhang [8]) prove mean value theorems of multiplicative functions on additive arithmetical semigroups which are analogues of the Halász theorem, the Halász-Wirsing theorem, and the Halász-Wirsing-Delange theorem in classical probabilistic number theory, respectively. (Also, see Chapter 6 below.)
(5.5.2) Corollary. If

$$
G(n)=q^{n} \sum_{\nu=1}^{r} A_{\nu} n^{\rho_{\nu}-1}+O\left(q^{n} n^{-\gamma}\right)
$$

with $\gamma>1$, then $\bar{\Lambda}(n) \ll q^{n}$, and (5.7) holds.
On the basis of Corollary 5.5.2, an analogue of the Erdős-Wintner theorem can be proved for additive arithmetical semigroups (cf. Zhang [3]).

### 5.5.2 Beurling-type abstract prime number theorems (cf. Warlimont [1] and Zhang [6])

The following theorem contains a complete answer to the question about the relation between Beurling-type abstract prime number theorems "close to classical sense" and zeros of the generating function $Z(y)$ on the circle $|y|=q^{-1}$.
(5.5.3) TheOrem. Assume (5.4) with $\gamma>1$. Then $\bar{\Lambda}(n) \sim \rho_{r} q^{n}$ if and only if $Z(y) \neq 0$ on the circle $|y|=q^{-1}$.

The next theorem about the "total number" of zeros of the generating function $Z(y)$ on the circle $|y|=q^{-1}$ is a generalization of Theorem 5.2.1, under the condition (5.4) with $\gamma>1$. It is a direct consequence of Theorem 5.2.2.
(5.5.4) Theorem. Suppose that (5.4) holds with $\gamma>1$. Then the "total number" of zeros of $Z(y)$ on the circle $|y|=q^{-1}$ is at most $\tau=\rho_{r}$, in the sense that

$$
\alpha\left(\frac{1}{2}\right)+2 \sum_{0<\theta<\frac{1}{2}} \alpha(\theta) \leq \tau
$$

or

$$
2 \sum_{0<\theta<\frac{1}{2}} \alpha(\theta) \leq \tau
$$

according as $-q^{-1}$ is or is not a zero of $Z(y)$, where the summation is taken over all zeros of $Z(y)$ on the upper half of the circle $|y|=q^{-1}$.

If we strengthen the condition (5.4) with $\gamma>1$ slightly, then the order of a zero of $Z(y)$ will be a positive integer:
(5.5.5) Theorem. Let $q^{-1} e^{2 \pi i \theta}$ be a zero of $Z(y)$, with order $\alpha=\alpha(\theta)$ where $0<\theta<1$.
(1) If (5.4) holds with $\gamma>1$, then $\alpha \geq \min \{1, \gamma-1\}$.
(2) If (5.4) holds with $\gamma>1+\alpha$, in particular, if $\theta \neq \frac{1}{2}$ and (5.4) holds with $\gamma>1+\frac{\tau}{2}$ or if $\theta=\frac{1}{2}$ and (5.4) holds with $\gamma>1+\tau$, then $\alpha$ is a positive integer.

Moreover, if (5.4) holds with $\gamma>1+\alpha$, then

$$
\lim _{r \rightarrow q^{-1}-} \frac{Z\left(r e^{2 \pi i \theta}\right)}{\left(q^{-1}-r\right)^{\alpha} e^{2 \pi i \alpha \theta}}=\frac{(-1)^{\alpha}}{\alpha!} Z^{(\alpha)}\left(q^{-1} e^{2 \pi i \theta}\right) \neq 0
$$

and $Z(y) /\left(q^{-1} e^{2 \pi i \theta}-y\right)^{\alpha}$ is continuous on $\left\{y:|y| \leq q^{-1},\left|y-q^{-1} e^{2 \pi i \theta}\right|<\right.$ $\varepsilon\}$, for some $\varepsilon>0$.

Next, in the case $\tau=\rho_{r}<1$, we have an abstract prime number theorem "close to the classical sense":
(5.5.6) Theorem. If (5.4) holds with $0<\tau=\rho_{r}<1$, and $\gamma>1+\tau$, then $\bar{\Lambda}(n) \sim \tau q^{n}$.

This last theorem can fail if $\tau=\rho_{r}>1$ :
(5.5.7) Theorem. For $\tau=\rho_{\tau}>1$, the hypothesis

$$
G(n)=q^{n} \sum_{\nu=1}^{r} A_{\nu} n^{\rho_{\nu}-1}
$$

does not generally entail $\bar{\Lambda}(n) \sim \tau q^{n}$. However for $\tau \geq 1$ :
(1) If the condition (5.4) holds with $\gamma>1+\tau$, then there exist a nonnegative integer $k$ with $k \leq(\tau+1) / 2, k$ real numbers $\theta_{1}, \ldots, \theta_{k}$ with $0<\theta_{1}<\cdots<\theta_{k} \leq \frac{1}{2}$, and $k$ positive integers $n_{1}, \ldots, n_{k}$, such that

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}\left(\tau-2 \sum_{\nu=1}^{k-1} n_{\nu} \cos 2 n \pi \theta_{\nu}-(-1)^{n} n_{k}+o(1)\right) \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{k}+2 \sum_{\nu=1}^{k-1} n_{\nu} \leq[\tau] \quad \text { if } \quad \theta_{k}=\frac{1}{2} \tag{5.11}
\end{equation*}
$$

or such that

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}\left(\tau-2 \sum_{\nu=1}^{k} n_{\nu} \cos 2 n \pi \theta_{\nu}+o(1)\right) \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \sum_{\nu=1}^{k} n_{\nu} \leq[\tau] \quad \text { if } \quad \theta_{k}<\frac{1}{2} \tag{5.13}
\end{equation*}
$$

(2) If the generating function $Z(y)$ has no zero at $y=-q^{-1}$, and (5.4) holds with $\gamma>1+\frac{\tau}{2}$, then (5.12) and (5.13) hold with $k \leq \tau / 2$. In particular, if $\tau<2$ and $Z\left(-q^{-1}\right) \neq 0$, then $\bar{\Lambda}(n)=q^{n}(\tau+o(1))$.

The first part of Theorem 5.5.7 is shown by two examples in Zhang [6].

### 5.5.3 Remainder estimates (cf. Zhang [7])

In Theorems 5.5.6 and 5.5.7, the remainders are of o(1) form. In applications, a better estimate of the remainder than $o(1)$ is required. This estimate has been given in case $G(n)=A q^{n}+O\left(q^{n} n^{-\gamma}\right)$ with $\gamma>2$ in Theorem 5.4.1. It sounds best possible in some sense. In the general case,
we have the following theorem. Here it seems possible to relax the condition $\gamma>\max \left\{2+\rho_{r}, 3\right\}$ in the theorem to $\gamma>\max \left\{1+\rho_{r}, 2\right\}$.

Let $[a]_{1}$ denote the greatest integer less than $a$. Also, as usual, let $[a]$ denote the greatest integer less than or equal to $a$. Thus $[a]_{1}=[a]-1$ or $[a]_{1}=[a]$ according as $a$ is or is not an integer. Let $R_{1}$ denote the set of $\rho_{j}$ which are positive integers, $R_{2}$ denote the set of $\rho_{j}$ which are 0 or negative integers, and $R_{3}$ the set of $\rho_{j}$ which are non-integers. Set

$$
\begin{equation*}
m_{1}:=\min \left\{\left[\rho_{r}-\rho_{j}\right], \rho_{j} \in\left(R_{1} \cup R_{3}\right)-\left\{\rho_{r}\right\}\right\} \tag{5.14}
\end{equation*}
$$

if $\left(R_{1} \cup R_{3}\right)-\left\{\rho_{r}\right\}$ is not empty. Also, set

$$
m_{2}:= \begin{cases}{\left[\rho_{r}\right]_{1},} & \text { if some } \rho_{j}=0  \tag{5.15}\\ {[\gamma]_{1}-1,} & \text { if } R_{2}=\emptyset \text { and if } \rho_{r} \text { is an integer } \\ {\left[\rho_{r}\right],} & \text { else }\end{cases}
$$

(5.5.8) Theorem. Assume (5.4) with $q>1$ and $\gamma>\max \left\{2+\rho_{r}, 3\right\}$. Then there exist some constant $\sigma_{0}>0, k$ real numbers $0<\theta_{1}<\cdots<\theta_{k} \leq$ $\frac{1}{2}$, and $k$ positive integers $n_{1}, \ldots, n_{k}$ such that

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}\left(\rho_{r}-2 \sum_{\ell=1}^{k-1} n_{\ell} \cos 2 n \pi \theta_{\ell}-(-1)^{n} n_{k}\right)+O\left(q^{n} n^{-t-\sigma}\right) \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{k}+2 \sum_{\ell=1}^{k-1} n_{\ell} \leq \rho_{r} \tag{5.17}
\end{equation*}
$$

if $\theta_{k}=\frac{1}{2}$ or such that

$$
\begin{equation*}
\bar{\Lambda}(n)=q^{n}\left(\rho_{r}-2 \sum_{\ell=1}^{k} n_{\ell} \cos 2 n \pi \theta_{\ell}\right)+O\left(q^{n} n^{-t-\sigma}\right) \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \sum_{\ell=1}^{k} n_{\ell} \leq \rho_{r} \tag{5.19}
\end{equation*}
$$

if $\theta_{k}<\frac{1}{2}$. Here the non-negative integer $k \leq\left(\rho_{r}+1\right) / 2$ and $\sigma$ is any constant satisfying $0<\sigma<\sigma_{0}$. Also,

$$
\begin{equation*}
t:=\min \left\{m_{1}, m_{2}, m_{3},[\gamma]_{1}-3\right\} \tag{5.20}
\end{equation*}
$$

with

$$
m_{3}:= \begin{cases}{[\gamma]_{1}-1-\max \left\{n_{1}, \ldots, n_{k}\right\},} & \text { if } k \geq 1  \tag{5.21}\\ {[\gamma]_{1}-1,} & \text { if } k=0\end{cases}
$$

if $\left(R_{1} \cup R_{3}\right)=\left\{\rho_{r}\right\}$ is not empty and if $\rho_{r}-\rho_{j}$ are not all positive integers for $\rho_{j} \in\left(R_{1} \cup R_{3}\right)-\left\{\rho_{r}\right\}$ and

$$
\begin{equation*}
t:=\min \left\{m_{2}, m_{3},[\gamma]_{1}-3\right\} \tag{5.22}
\end{equation*}
$$

otherwise.

Remark. For effective computation of the value of constant $\sigma_{0}$, see Zhang [7].

## CHAPTER 6

## GENERAL MEAN-VALUE THEOREMS

In this chapter we study the mean-value properties of complex-valued multiplicative functions $f$ satisfying $|f(a)| \leq 1$ for all $a$ in an (additive) arithmetical semigroup $\mathcal{G}$. Thus we study the asymptotic properties of the summatory function

$$
F(n):=\bar{f}(n)=\sum_{\partial(a)=n} f(a) \text {, as } n \rightarrow \infty .
$$

The generating function of $F$ and $f$ is

$$
\begin{align*}
\hat{F}(y): & =\sum_{n=0}^{\infty} F(n) y^{n}=\sum_{a \in \mathcal{G}} f(a) y^{\partial(a)}=f^{\#}(y) \\
& =\prod_{p \in \mathcal{P}}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right) y^{k \partial(p)}\right), \tag{0.1}
\end{align*}
$$

by Lemma 1.4.1.
Several authors have made contributions to this subject (e.g. Indlekofer and Manstavicius [1], Warlimont [4], and Zhang [8]). The discussion given here follows mainly the paper [8] of Zhang.

### 6.1 Preliminaries

We first prepare the ground for the proofs of mean-value theorems by introducing preliminary estimates and convolution techniques.

### 6.1.1 Preliminary estimates

(6.1.1) Lemma. Let $\hat{G}_{k}(z):=\sum_{n=0}^{\infty} c_{k, n} z^{n}, k=1,2$, converge for $|z|<R$. Suppose that $\left|c_{1, n}\right| \leq c_{2, n}, n=0,1,2, \ldots$. Then for $0<\eta \leq \pi$ and $0<r<R$ we have

$$
\int_{\theta_{0}}^{\theta_{0}+\eta}\left|\hat{G}_{1}\left(r e^{i \theta}\right)\right|^{2} d \theta \leq 2 \int_{-\eta}^{\eta}\left|\hat{G}_{2}\left(r e^{i \theta}\right)\right|^{2} d \theta .
$$

Proof. We have

$$
\frac{1}{\eta} \int_{-\eta}^{\eta}\left(1-\frac{|\theta|}{\eta}\right) e^{i x \theta} d \theta= \begin{cases}\left(\frac{\sin \left(\frac{\eta x}{2}\right)}{\frac{\eta x}{2}}\right)^{2}, & \text { for } x \neq 0 \\ 1, & \text { for } x=0\end{cases}
$$

Therefore, for $0<r<R$, we have

$$
\begin{aligned}
\int_{\theta_{0}}^{\theta_{0}+\eta} & \left|\hat{G}_{1}\left(r e^{i \theta}\right)\right|^{2} d \theta \\
& =\int_{-\frac{\eta}{2}}^{\frac{\eta}{2}}\left|\hat{G}_{1}\left(r e^{i\left(\theta_{0}+\frac{\eta}{2}+\theta\right)}\right)\right|^{2} d \theta \\
& \leq 2 \int_{-\eta}^{\eta}\left(1-\frac{|\theta|}{\eta}\right)\left|\hat{G}_{1}\left(r e^{i\left(\theta_{0}+\frac{\eta}{2}+\theta\right)}\right)\right|^{2} d \theta \\
& =2 \sum_{n, m=0}^{\infty} c_{1, n} \bar{c}_{1, m} r^{n+m} \int_{-\eta}^{\eta}\left(1-\frac{|\theta|}{\eta}\right) e^{i(n-m)\left(\theta_{0}+\frac{\eta}{2}+\theta\right)} d \theta \\
& \leq 2 \sum_{n, m=0}^{\infty} c_{2, n} c_{2, m} r^{n+m} \int_{-\eta}^{\eta}\left(1-\frac{|\theta|}{\eta}\right) e^{i(n-m) \theta} d \theta \\
& =2 \int_{-\eta}^{\eta}\left(1-\frac{|\theta|}{\eta}\right)\left|\hat{G}_{2}\left(r e^{i \theta}\right)\right|^{2} d \theta \\
& \leq 2 \int_{-\eta}^{\eta}\left|\hat{G}_{2}\left(r e^{i \theta}\right)\right|^{2} d \theta .
\end{aligned}
$$

Let

$$
T(z):=\hat{F}\left(q^{-1} z\right) .
$$

For simplicity of computation, we shall use $T(z)$ instead of $\hat{F}(y)$ in the proofs of mean-value theorems in the following sections. Thus we begin with an analysis of $T(z)$.
(6.1.2) Lemma. Assume $G(n) \ll q^{n}$ with $q>1$. Let $f$ be a multiplicative function such that $|f(a)| \leq 1$ for all $a \in \mathcal{G}$. If for each $p \in \mathcal{P}$ with $\partial(p)<\frac{\log 2}{\log q}$ there exists a positive integer $k(p)$ such that $q^{\partial(p)}-1-q^{-\partial(p)(k(p)-1)} \geq 0$, and such that $f\left(p^{k}\right)=0$ for all $1 \leq k<k(p)$, then, for $|z|<1, T(z) \neq 0$ and

$$
\begin{equation*}
T(z)=T_{1}(z) T_{2}(z) T_{3}(z) \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{1}(z):=\prod_{\partial(p) \ll \frac{\log 3}{\log q}}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\left(q^{-1} z\right)^{k(p)}\right) \tag{1.2}
\end{equation*}
$$

is holomorphic in the disk $\{|z|<q\}$,

$$
\begin{equation*}
T_{2}(z):=\prod_{\partial(p) \geq \frac{\log 3}{\log _{q} q}}\left(1-f(p)\left(q^{-1} z\right)^{\partial(p)}\right)^{-1} \tag{1.3}
\end{equation*}
$$

is holomorphic in the disk $\{|z|<1\}$, and

$$
\begin{equation*}
T_{3}(z):=\prod_{\partial(p) \geq \frac{\log 3}{\log q}}\left(1+\sum_{k=2}^{\infty}\left(f\left(p^{k}\right)-f\left(p^{k-1}\right) f(p)\right)\left(q^{-1} z\right)^{k \partial(p)}\right) \tag{1.4}
\end{equation*}
$$

is holomorphic in the disk $\left\{|z|<q^{1 / 2}\right\}$.

Proof. For $|z|<1$, we have

$$
\begin{aligned}
\sum_{a \in \mathcal{G}}|f(a)|\left|q^{-1} z\right|^{\partial(a)} & \leq \sum_{m=0}^{\infty} G(m)\left(q^{-1}|z|\right)^{m} \\
& \ll \sum_{m=0}^{\infty}|z|^{m}<\infty
\end{aligned}
$$

Hence $T(z)$ is holomorphic in the disk $\{|z|<1\}$, and the canonical (Eulertype) product formula

$$
T(z)=\prod_{p}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\left(q^{-1} z\right)^{k \partial(p)}\right)
$$

holds there. It follows that $T(z) \neq 0$ for $|z|<1$, since

$$
\begin{align*}
\left|1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\left(q^{-1} z\right)^{k \partial(p)}\right| & \geq 1-\sum_{k=1}^{\infty}\left(q^{-1}|z|\right)^{k \partial(p)} \\
& =\frac{1-2\left(q^{-1}|z|\right)^{\partial(p)}}{1-\left(q^{-1}|z|\right)^{\partial(p)}}>0 \tag{1.5}
\end{align*}
$$

for $p$ with $\partial(p) \geq \frac{\log 2}{\log q}$, and

$$
\begin{align*}
\left|1+\sum_{k=1}^{\infty} f\left(p^{k}\right)\left(q^{-1} z\right)^{k \partial(p)}\right| & \geq 1-\sum_{k=k(p)}^{\infty}\left(q^{-1}|z|\right)^{k \partial(p)} \\
& =\frac{1-\left(q^{-1}|z|\right)^{\partial(p)}-\left(q^{-1}|z|\right)^{k(p) \partial(p)}}{1-\left(q^{-1}|z|\right)^{\partial(p)}} \\
& >0 \tag{1.6}
\end{align*}
$$

for $p$ with $\partial(p)<\frac{\log 2}{\log q}$.
Then, for $|z|<1$,

$$
\begin{aligned}
& \sum_{\partial(p) \geq \frac{\log 3}{\log q}} \sum_{k=1}^{\infty}\left|f^{k}(p)\left(q^{-1} z\right)^{k \partial(p)}\right| \\
& \quad \leq \sum_{m=0}^{\infty} G(m)\left(q^{-1}|z|\right)^{m}<\infty
\end{aligned}
$$

Hence the infinite product (1.3) converges absolutely, and $T_{2}(z)$ is holomorphic in the disk $\{|z|<1\}$.

We now consider the infinite product (1.4). For $|z|<q^{1 / 2}$, we have

$$
\begin{aligned}
& \sum_{\partial(p) \geq \frac{\log 3}{\operatorname{logq}} \sum_{k=2}^{\infty}\left|\left(f\left(p^{k}\right)-f\left(p^{k-1}\right) f(p)\right)\left(q^{-1} z\right)^{k \partial(p)}\right|}^{\quad \leq \sum_{\partial(p) \geq \frac{\log 3}{\log q}} \frac{2\left(q^{-1}|z|\right)^{2 \partial(p)}}{1-3^{-1 / 2}} \ll \sum_{m=0}^{\infty} G(m) q^{-2 m}|z|^{2 m}} \\
& \quad<\infty .
\end{aligned}
$$

Hence the infinite product (1.4) converges absolutely for $|z|<q^{1 / 2}$, and thus $T_{3}(z)$ is holomorphic in the disk $\left\{|z|<q^{1 / 2}\right\}$.

Finally, we have

$$
\begin{aligned}
(1 & \left.+\sum_{k=1}^{\infty} f\left(p^{k}\right)\left(q^{-1} z\right)^{k \partial(p)}\right)\left(1-f(p)\left(q^{-1} z\right)^{\partial(p)}\right) \\
& =1+\sum_{k=2}^{\infty}\left(f\left(p^{k}\right)-f\left(p^{k-1}\right) f(p)\right)\left(q^{-1} z\right)^{k \partial(p)}
\end{aligned}
$$

for $|z|<q$, and (1.1) follows.
(6.1.3) Lemma. Suppose that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|G(n) q^{-n}-A\right|<\infty \tag{1.7}
\end{equation*}
$$

and either

$$
\begin{equation*}
G(n) q^{-n}-A=O\left(n^{-1}\right) \tag{1.8}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left(G(n) q^{-n}-A\right)^{2}<\infty \tag{1.9}
\end{equation*}
$$

Let $f$ be a completely multiplicative function such that $|f(a)| \leq 1$ for all $a \in \mathcal{G}$. Then, for $0 \leq r<1$,

$$
\begin{equation*}
\int_{-\pi}^{\pi}\left|\frac{r e^{i \theta} T^{\prime}\left(r e^{i \theta}\right)}{T\left(r e^{i \theta}\right)}\right|^{2} d \theta \ll \frac{1}{1-r} \tag{1.10}
\end{equation*}
$$

Proof. Since $f$ is completely multiplicative, we have

$$
\frac{z T^{\prime}(z)}{T(z)}=\sum_{p} \sum_{k=1}^{\infty} \partial(p) f^{k}(p)\left(q^{-1} z\right)^{k \partial(p)} .
$$

Note that

$$
\frac{q^{-1} z Z^{\prime}\left(q^{-1} z\right)}{Z\left(q^{-1} z\right)}=\sum_{p} \sum_{k=1}^{\infty} \partial(p)\left(q^{-1} z\right)^{k \partial(p)} .
$$

Hence, by Lemma 6.1.1,

$$
\begin{equation*}
\int_{\theta_{0}}^{\theta_{0}+\eta}\left|\frac{r e^{i \theta} T^{\prime}\left(r e^{i \theta}\right)}{T\left(r e^{i \theta}\right)}\right|^{2} d \theta \leq 2 \int_{-\eta}^{\eta}\left|\frac{q^{-1} r e^{i \theta} Z^{\prime}\left(q^{-1} r e^{i \theta}\right)}{Z\left(q^{-1} r e^{i \theta}\right)}\right|^{2} d \theta . \tag{1.11}
\end{equation*}
$$

We need now a suitable choice of $\eta$ :
From (1.7), we have

$$
Z(y)=\frac{1}{1-q y}[A+(1-q y) R(y)],
$$

where

$$
R(y)=1-A+\sum_{m=1}^{\infty}\left(G(m) q^{-m}-A\right)(q y)^{m}
$$

is continuous on the closed disk $\left\{|y| \leq q^{-1}\right\}$. Note that $Z(y)$ has no zeros in the open disk $\left\{|y|<q^{-1}\right\}$. Hence there exists a number $\eta>0$ such that $A+(1-q y) R(y) \neq 0$ for $y=r e^{i \theta}$ with $0 \leq r \leq q^{-1},|\theta| \leq \eta$, since $A>0$. We now fix $0<\eta<\pi$. Then we have, for $|z|<1$,

$$
\frac{q^{-1} z Z^{\prime}\left(q^{-1} z\right)}{Z\left(q^{-1} z\right)}=\frac{z}{1-z}+\frac{-z R\left(q^{-1} z\right)+q^{-1} z(1-z) R^{\prime}\left(q^{-1} z\right)}{A+(1-z) R\left(q^{-1} z\right)} .
$$

It follows that

$$
\begin{aligned}
\int_{-\eta}^{\eta} & \left|\frac{r e^{i \theta} Z^{\prime}\left(q^{-1} r e^{i \theta}\right)}{Z\left(q^{-1} r e^{i \theta}\right)}\right|^{2} d \theta \\
& \ll 1+\int_{-\eta}^{\eta}\left(\frac{1}{\left|1-r e^{i \theta}\right|^{2}}+\left|R^{\prime}\left(q^{-1} r e^{i \theta}\right)\right|^{2}\right) d \theta
\end{aligned}
$$

We have

$$
\int_{-\eta}^{\eta} \frac{1}{\left|1-r e^{i \theta}\right|^{2}} d \theta \leq \int_{-\pi}^{\pi} \frac{d \theta}{\left|1-r e^{i \theta}\right|^{2}}=\frac{2 \pi}{1-r^{2}} \ll \frac{1}{1-r}
$$

by the Poisson integral formula (cf. Titchmarsh [1]). Also, we have

$$
\int_{-\pi}^{\pi}\left|R^{\prime}\left(q^{-1} r e^{i \theta}\right)\right|^{2} d \theta=2 \pi \sum_{m=1}^{\infty} m^{2}\left(G(m) q^{-m}-A\right)^{2} r^{2 m-2}
$$

If we assume (1.8), then plainly

$$
\sum_{m=1}^{\infty} m^{2}\left(G(m) q^{-m}-A\right)^{2} r^{2 m} \ll \sum_{m=1}^{\infty} r^{2 m} \ll \frac{1}{1-r}
$$

If we assume (1.9), letting $S_{0}=0$ and

$$
S_{n}:=\sum_{m=1}^{n} m\left(G(m) q^{-m}-A\right)^{2}, \quad n \geq 1
$$

then, by summation by parts, we have

$$
\begin{aligned}
\sum_{n=1}^{\infty} & n^{2}\left(G(n) q^{-n}-A\right)^{2} r^{2 n}=\sum_{n=1}^{\infty} n\left(S_{n}-S_{n-1}\right) r^{2 n} \\
& =\left(1-r^{2}\right) \sum_{n=1}^{\infty}(n+1) S_{n} r^{2 n}-\sum_{n=1}^{\infty} S_{n} r^{2 n} \\
& \ll\left(1-r^{2}\right) \sum_{n=1}^{\infty}(n+1) r^{2 n}=\left(1-r^{2}\right)\left(\frac{1}{(1-r)^{2}}-1\right) \\
& \ll \frac{1}{1-r} .
\end{aligned}
$$

Thus we obtain

$$
\begin{equation*}
\int_{-\eta}^{\eta}\left|\frac{r e^{i \theta} Z^{\prime}\left(q^{-1} r e^{i \theta}\right)}{Z\left(q^{-1} r e^{i \theta}\right)}\right|^{2} d \theta \ll \frac{1}{1-r}, \tag{1.12}
\end{equation*}
$$

and then (1.10) follows from (1.11) and (1.12).
(6.1.4) Lemma. Assume that (1.7) and either (1.8) or (1.9) hold. If $f$ satisfies the conditions of Lemma 6.1.2, then for $0 \leq r<1$, (1.10) hold too.

Proof. By Lemma 6.1.2, for $0 \leq r<1$, we have

$$
\frac{T^{\prime}\left(r e^{i \theta}\right)}{T\left(r e^{i \theta}\right)}=\frac{T_{1}^{\prime}\left(r e^{i \theta}\right)}{T_{1}\left(r e^{i \theta}\right)}+\frac{T_{2}^{\prime}\left(r e^{i \theta}\right)}{T_{2}\left(r e^{i \theta}\right)}+\frac{T_{3}^{\prime}\left(r e^{i \theta}\right)}{T_{3}\left(r e^{i \theta}\right)},
$$

and

$$
\begin{equation*}
\int_{-\pi}^{\pi}\left|\frac{r e^{i \theta} T_{3}^{\prime}\left(r e^{i \theta}\right)}{T_{3}\left(r e^{i \theta}\right)}\right|^{2} d \theta \ll 1 \tag{1.13}
\end{equation*}
$$

since $1 \ll\left|T_{3}(z)\right| \ll 1$ and $\left|T_{3}^{\prime}(z)\right| \ll 1$ in the disk $\{|z| \leq 1\}$. Then, note that

$$
\frac{z T_{2}^{\prime}(z)}{T_{2}(z)}=\sum_{\partial(p) \geq \frac{\log 3}{} \sum_{k=1}^{\log q}}^{\infty} \partial(p) f^{k}(p)\left(q^{-1} z\right)^{k \partial(p)} .
$$

Hence, by Lemma 6.1.1,

$$
\int_{\theta_{0}}^{\theta_{0}+\eta}\left|\frac{r e^{i \theta} T_{2}^{\prime}\left(r e^{i \theta}\right)}{T_{2}\left(r e^{i \theta}\right)}\right|^{2} d \theta \leq 2 \int_{-\eta}^{\eta}\left|\frac{q^{-1} r e^{i \theta} Z^{\prime}\left(q^{-1} r e^{i \theta}\right)}{Z\left(q^{-1} r e^{i \theta}\right)}\right|^{2} d \theta
$$

and the argument in the proof of Lemma 6.1.3 yields

$$
\begin{equation*}
\int_{-\pi}^{\pi}\left|\frac{e^{i \theta} T_{2}^{\prime}\left(r e^{i \theta}\right)}{T_{2}\left(r e^{i \theta}\right)}\right|^{2} d \theta \ll \frac{1}{1-r} . \tag{1.14}
\end{equation*}
$$

We now consider

$$
\frac{T_{1}^{\prime}\left(r e^{i \theta}\right)}{T_{1}\left(r e^{i \theta}\right)}=\sum_{\partial(p) \leq \frac{\log _{3} 3}{-\log _{9}}} \frac{m^{\prime}\left(r e^{i \theta} ; p\right)}{1+m\left(r e^{i \theta} ; p\right)}
$$

where

$$
m(z ; p):=\sum_{k=1}^{\infty} f\left(p^{k}\right)\left(q^{-1} z\right)^{k \partial(p)}
$$

(by (1.5) and (1.6), $|m(z ; p)|<1$ for $|z|<1$ ). We note that, for $|z| \leq 1$,

$$
\left|m^{\prime}(z ; p)\right|=\left|\sum_{k=1}^{\infty} k \partial(p) q^{-1} f\left(p^{k}\right)\left(q^{-1} z\right)^{k \partial(p)-1}\right| \ll 1
$$

Let

$$
\frac{1}{1+m(z ; p)}=1+\sum_{\ell=1}^{\infty}(-m(z ;, p))^{\ell}=\sum_{a} g(a ; p) z^{\partial(a)}
$$

Also, if $\partial(p) \geq \frac{\log 2}{\log q}$, let

$$
1+\sum_{\ell=1}^{\infty}\left(\sum_{k=1}^{\infty}\left(q^{-1} z\right)^{k \partial(p)}\right)^{\ell}=\sum_{a} h(a ; p) z^{\partial(a)}
$$

Then $|g(a ; p)| \leq h(a ; p)$ for all $a \in \mathcal{G}$, since $\left|f\left(p^{k}\right)\right| \leq 1$. We note that

$$
\begin{aligned}
\frac{1-\left(q^{-1} z\right)^{\partial(p)}}{1-2\left(q^{-1} z\right)^{\partial(p)}} & =\frac{1}{1-\sum_{k=1}^{\infty}\left(q^{-1} z\right)^{k \partial(p)}} \\
& =1+\sum_{\ell=1}^{\infty}\left(\sum_{k=1}^{\infty}\left(q^{-1} z\right)^{k \partial(p)}\right)^{\ell}
\end{aligned}
$$

By Lemma 6.1.1, for $0 \leq r<1$,

$$
\begin{aligned}
\int_{\theta_{0}}^{\theta_{0}+\eta} & \frac{d \theta}{\left|1+m\left(r e^{i \theta} ; p\right)\right|^{2}} \leq 2 \int_{-\eta}^{\eta}\left|\frac{1-\left(q^{-1} r e^{i \theta}\right)^{\partial(p)}}{1-2\left(q^{-1} r e^{i \theta}\right)^{\partial(p)}}\right|^{2} d \theta \\
& \ll \int_{-\eta}^{\eta} \frac{1}{\left|1-2\left(q^{-1} r e^{i \theta}\right)^{\partial(p)}\right|^{2}} d \theta \\
& =\int_{-\eta}^{\eta} \frac{d \theta}{1-4\left(q^{-1} r\right)^{\partial(p)} \cos (\partial(p) \theta)+4\left(q^{-1} r\right)^{2 \partial(p)}} \\
& \leq\left(\left[\frac{\eta \partial(p)}{\pi}\right]+1\right) \frac{2 \pi}{\partial(p)} \frac{1}{1-4\left(q^{-1} r\right)^{2 \partial(p)}} \\
& \ll \frac{1}{1-r^{2}}
\end{aligned}
$$

since, by Poisson's integral formula,

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{d u}{1-4\left(q^{-1} r\right)^{\partial(p)} \cos u+4\left(q^{-1} r\right)^{2 \partial(p)}}=\frac{1}{1-4\left(q^{-1} r\right)^{2 \partial(p)}}
$$

If $\partial(p)<\frac{\log 2}{\log q}$, let

$$
1+\sum_{\ell=1}^{\infty}\left(\sum_{k=k(p)}^{\infty}\left(q^{-1} z\right)^{k \partial(p)}\right)^{\ell}=\sum_{a} h(a ; p) z^{\partial(a)}
$$

Then $|g(a ; p)| \leq h(a ; p)$ for all $a \in \mathcal{G}$ too, since $f\left(p^{k}\right)=0$ for all $1 \leq k<$ $k(p)$. Note that

$$
\begin{aligned}
\frac{1-\left(q^{-1} z\right)^{\partial(p)}}{1-\left(q^{-1} z\right)^{\partial(p)}-\left(q^{-1} z\right)^{k(p) \partial(p)}} & =\frac{1}{1-\sum_{k=k(p)}^{\infty}\left(q^{-1} z\right)^{k \partial(p)}} \\
& =1+\sum_{\ell=1}^{\infty}\left(\sum_{k=k(p)}^{\infty}\left(q^{-1} z\right)^{k \partial(p)}\right)^{\ell}
\end{aligned}
$$

By Lemma 6.1.1 again, for $0 \leq r<1$,

$$
\begin{aligned}
\int_{\theta_{0}}^{\theta_{0}+\eta} \frac{d \theta}{\left|1+m\left(r e^{i \theta} ; p\right)\right|^{2}} & \leq 2 \int_{-\eta}^{\eta}\left|\frac{1-\left(q^{-1} r e^{i \theta}\right)^{\partial(p)}}{1-\left(q^{-1} r e^{i \theta}\right)^{\partial(p)}-\left(q^{-1} r e^{i \theta}\right)^{k(p) \partial(p)}}\right|^{2} d \theta \\
& \ll \int_{-\eta}^{\eta} \overline{\left|1-\left(q^{-1} r e^{i \theta}\right)^{\partial(p)}-\left(q^{-1} r e^{i \theta}\right)^{k(p) \partial(p)}\right|^{2}}
\end{aligned}
$$

Note that $q^{\partial(p)}-1-q^{-\partial(p)(k(p)-1)} \geq 0$. If $q^{\partial(p)}-1-q^{-\partial(p)(k(p)-1)}>0$, then

$$
\int_{\theta_{0}}^{\theta_{0}+\eta} \frac{d \theta}{\left|1+m\left(r e^{i \theta} ; p\right)\right|^{2}} \ll p 1
$$

since

$$
\begin{aligned}
\mid 1- & \left(q^{-1} r e^{i \theta}\right)^{\partial(p)}-\left(q^{-1} r e^{i \theta}\right)^{k(p) \partial(p)} \mid \\
& \geq q^{-\partial(p)}\left[q^{\partial(p)}-1-q^{-\partial(p)(k(p)-1)}\right] .
\end{aligned}
$$

If $q^{\partial(p)}-1-q^{-\partial(p)(k(p)-1)}=0$, we have $1=q^{-\partial(p)}+q^{-k(p) \partial(p)}$, and then

$$
\begin{aligned}
1- & \left(q^{-1} r e^{i \theta}\right)^{\partial(p)}-\left(q^{-1} r e^{i \theta}\right)^{k(p) \partial(p)} \\
& =q^{-\partial(p)}\left(1-\left(r e^{i \theta}\right)^{\partial(p)}\right)+q^{-k(p) \partial(p)}\left(1-\left(r e^{i \theta}\right)^{k(p) \partial(p)}\right) \\
= & -q^{-\partial(p)} \partial(p)\left[1+k(p) q^{-(k(p)-1) \partial(p)}\right](\log r+i \theta) \\
& +O_{p}\left(|\log r+i \theta|^{2}\right),
\end{aligned}
$$

for $k(p) \partial(p)|\log r+i \theta|<\frac{1}{2}$. Thus we can choose a positive number $\eta$ satisfying

$$
\eta<\frac{1}{4 k(p) \partial(p)}
$$

so that, for $|\log r| \leq \eta,|\theta| \leq \eta$,

$$
\left|1-\left(q^{-1} r e^{i \theta}\right)^{\partial(p)}-\left(q^{-1} r e^{i \theta}\right)^{k(p) \partial(p)}\right|^{2} \gg_{\eta}|\log r+i \theta|^{2}
$$

We note that there are only a finite number of $p$ with $\partial(p)<\frac{\log 2}{\log g}$. Hence we can fix $\eta>0$ so that

$$
\begin{aligned}
\int_{\theta_{0}}^{\theta_{0}+\eta} \frac{d \theta}{\left|1+m\left(r e^{i \theta} ; p\right)\right|^{2}} & \ll \int_{-\eta}^{\eta} \frac{d \theta}{|\log r+i \theta|^{2}} \\
& \ll \frac{1}{|\log r|} \leq \frac{1}{1-r}
\end{aligned}
$$

where the constant implied by $\ll$ is uniform. It now follows that

$$
\begin{aligned}
\int_{\theta_{0}}^{\theta_{0}+\eta} & \left|\frac{r e^{i \theta} T_{1}^{\prime}\left(r e^{i \theta}\right)}{T_{1}\left(r e^{i \theta}\right)}\right|^{2} d \theta \\
& \ll \sum_{\partial(p)<\frac{\log 3}{\log q}} \int_{\theta_{0}}^{\theta_{0}+\eta}\left|\frac{m^{\prime}\left(r e^{i \theta} ; p\right)}{1+m\left(r e^{i \theta} ; p\right)}\right|^{2} d \theta \\
& \ll \frac{1}{1-r}
\end{aligned}
$$

and then

$$
\begin{equation*}
\int_{-\pi}^{\pi}\left|\frac{r e^{i \theta} T_{1}^{\prime}\left(r e^{i \theta}\right)}{T_{1}\left(r e^{i \theta}\right)}\right|^{2} d \theta \ll \frac{1}{1-r} \tag{1.15}
\end{equation*}
$$

Thus (1.10) follows from (1.13), (1.14), and (1.15).

As the following lemma shows, either condition (1.8) or condition (1.9) can be replaced by the Chebyshev-type upper bound $\bar{\Lambda}(n) \ll q^{n}$. For brevity, an (additive) arithmetical semigroup $\mathcal{G}$ will be said to be a Chebyshev (additive) arithmetical semigroup if and only if $\bar{\Lambda}(n) \ll q^{n}$, or, equivalently, $P(n) \ll q^{n} / n$, holds in $\mathcal{G}$.
(6.1.5) Lemma. Assume that $\mathcal{G}$ is a Chebyshev arithmetical semigroup satisfying (1.7). Let $f$ be a completely multiplicative function such that $|f(a)| \leq 1$ for all $a \in \mathcal{G}$, or a multiplicative function satisfying the conditions of Lemma 6.1.2. Then (1.10) holds for $0 \leq r<1$.

Proof. We first note that

$$
\frac{q^{-1} z Z^{\prime}\left(q^{-1} z\right)}{Z\left(q^{-1} z\right)}=\Lambda^{\#}\left(q^{-1} z\right)=\sum_{n=1}^{\infty} \bar{\Lambda}(n)\left(q^{-1} z\right)^{n},
$$

and hence

$$
\begin{aligned}
\int_{-\pi}^{\pi} & \left|\frac{q^{-1} r e^{i \theta} Z^{\prime}\left(q^{-1} r e^{i \theta}\right)}{Z\left(q^{-1} r e^{i \theta}\right)}\right|^{2} d \theta \\
& =\sum_{n=1}^{\infty}(\bar{\Lambda}(n))^{2}\left(q^{-1} r\right)^{2 n} \ll \sum_{n=1}^{\infty} r^{2 n} \ll \frac{1}{1-r} .
\end{aligned}
$$

Then, in the case of a completely multiplicative function $f,(1.10)$ follows from an argument similar to the one in the proof of Lemma 6.1.3. In the case of a multiplicative function $f$ satisfying the conditions of Lemma 6.1.2, (1.10) follows from an argument similar to the one in the proof of Lemma 6.1.4.

### 6.1.2 Convolution of functions on (additive) arithmetical semigroups

In sub-section 3.1.1 earlier there was a brief discussion of the additive convolution $*_{0}$ of complex-valued functions of non-negative integers, which has parallels with the multiplicative (or Dirichlet-type) convolution $*_{1}$ of arithmetical functions on an arithmetical semigroup $\mathcal{G}$, treated in detail in Chapter 2 of [AB]. As noted earlier, the simpler single notation $*$ will be used in both cases, unless there is a need to avoid confusion between the two. For convenience in presenting the next sections, we now briefly recall or note a few basic properties of $*=*_{1}$ for the case when $\mathcal{G}$ is an additive arithmetical semigroup as before.

Firstly recall that the multiplicative convolution $*$, which is commutative and associative, and linear over complex scalar multiplication, is defined by

$$
(f * g)(a)=\sum_{b c=a} f(b) g(c) \quad \text { for } \quad a \in \mathcal{G}
$$

Under * the resulting algebra of all arithmetical functions on $\mathcal{G}$ has the identity element $\delta$, where $\delta(1)=1$ and $\delta(a)=0$ for $a \neq 1$ in $\mathcal{G}$. Also we have the following useful inequality

$$
\begin{equation*}
|f * g| \leq|f| *|g|, \tag{1.16}
\end{equation*}
$$

which is easily verified. Another useful formula is

$$
\begin{equation*}
\sum_{\partial(a)=m}(f * g)(a)=\sum_{\partial(a) \leq r n} F(m-\partial(a)) g(a), \tag{1.17}
\end{equation*}
$$

where $F(n)=\sum_{\partial(a)=n} f(a)$ is the summatory function of $f$. Actually, we have

$$
\sum_{\partial(a)=m}(f * g)(a)=\sum_{\partial(a)=m} \sum_{b d=a} f(d) g(b)
$$

$$
\begin{aligned}
& =\sum_{\partial(b)+\partial(d)=m} f(d) g(b) \\
& =\sum_{\partial(b) \leq m}\left(\sum_{\partial(d)=m-\partial(b)} f(d)\right) g(b),
\end{aligned}
$$

and (1.17) follows.
Next recall ([AB], Chap. 2, §2) that an arithmetical function $f$ is invertible relative to $*$, i.e. there exists a function $f^{-1}$ on $\mathcal{G}$ such that $f * f^{-1}=$ $f^{-1} * f=\delta$, if and only if $f(1) \neq 0$, and then the inverse $f^{-1}$ is unique. Further ([AB], Chap. 2, §4), if $f$ and $g$ are both multiplicative on $\mathcal{G}$ then $f^{-1}, g^{-1}$ and $f * g$ are also multiplicative. (For $h=f * g$, this assertion may also be seen simply as follows: If $a$ and $b$ are coprime then every divisor $d$ of $a b$ can be uniquely written as $d=d_{1} d_{2}$ with $d_{1} \mid a$ and $d_{2} \mid b$. Hence

$$
\begin{aligned}
h(a b) & =\sum_{d \mid a b} f(d) g\left(\frac{a b}{d}\right)=\sum_{d_{1}\left|a, d_{2}\right| b} f\left(d_{1} d_{2}\right) g\left(\frac{a b}{d_{1} d_{2}}\right) \\
& =\left(\sum_{d_{1} \mid a} f\left(d_{1}\right) g\left(\frac{a}{d_{1}}\right)\right)\left(\sum_{d_{2} \mid b} f\left(d_{2}\right) g\left(\frac{b}{d_{2}}\right)\right) \\
& =h(a) h(b) .)
\end{aligned}
$$

The formal "differentiation" operator $L$ on the algebra of arithmetical functions of non-negative integers, discussed in sub-section 3.1.1 earlier, has an analogue for arithmetical functions $f$ on $\mathcal{G}$, defined by setting

$$
L f(a)=\partial(a) f(a) \text { for } a \in \mathcal{G} .
$$

Then $L$ is also a derivation (or formal "differentiation") operator, in view of the important property

$$
L(f * g)=L f * g+f * L g .
$$

(This is easily verified with the identity

$$
\partial(a) \sum_{b d=a} f(d) g(b)
$$

$$
\left.=\sum_{b d=a}(\partial(d) f(d)) g(b)+\sum_{b d=a} f(d)(\partial(b) g(b)) .\right)
$$

Note that, if $F$ and $G$ are the summatory functions of $f$ and $g$, and $\hat{F}(y)$ and $\hat{G}(y)$ are generating functions $F$ and $G$ (or $f$ and $g$ ) respectively, then the generating function of the convolution $h=f * g$ is

$$
\hat{H}(y)=\hat{F}(y) \hat{G}(y)
$$

and the generating function of $L f$ is

$$
y \hat{F}^{\prime}(y) .
$$

### 6.2 General Mean-Value Theorems

We shall formulate some general mean-value theorems in terms of slowly oscillating functions.

### 6.2.1 Slowly oscillating functions

Let $L(x)$ be a complex-valued function, defined and non-zero for all sufficiently large positive real numbers $x$. If

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{L(u x)}{L(x)}=1 \tag{2.1}
\end{equation*}
$$

holds for every fixed positive number $u$, then $L(x)$ is said to be slowly oscillating.

The most commonly used property of slowly oscillating functions is given in the following lemma, which in its present form is due to van AardenneEhrenfest, de Bruijn and Korevaar [1].
(6.2.1) Lemma. Let $L$ be a measurable, slowly oscillating function. Then (2.1) holds uniformly for $u$ on any finite interval $a \leq u \leq b$ with $0<a<b<\infty$.

A short proof of this lemma is given in Eliott [1, Vol. I], Lemma 1.3.

### 6.2.2 The general mean-value theorems

We shall first prove the following general mean-value theorem, an analogue of Halász's theorem (cf. Halász [1], or Elliott [1], Vol. I) in classical proba-
bilistic number theory. As is well-known, in the classical theory, the values $f\left(2^{k}\right)$ of a multiplicative function $f$ on powers of 2 require special consideration. The same situation occurs in the theory of additive arithmetic semigroups when $\partial(p) \leq \frac{\log 2}{\log q}$. Thus we need extra constraints on the values $f\left(p^{k}\right)$ of $f$ on powers of such primes $p$ so that $f$ becomes tractable.
(6.2.2) Theorem. (cf. Zhang [8]). Suppose there exist a constant c, real constants $\alpha$ and $q>1$, and a measurable, slowly oscillating function $L$ with $|L(x)|=1$ such that

$$
\begin{equation*}
F(m)=c q^{m(1+i \alpha)} L(m)+o\left(q^{m}\right) \tag{2.2}
\end{equation*}
$$

as $m \rightarrow \infty$. Then the asymptotic formula

$$
\begin{equation*}
\hat{F}(y)=\frac{c}{1-q^{1+i \alpha} y} L\left(\frac{1}{1-q|y|}\right)+o\left(\frac{1}{1-q|y|}\right) \tag{2.3}
\end{equation*}
$$

holds as $|y| \rightarrow q^{-1}-$.
Conversely, suppose that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|G(n) q^{-n}-A\right|<\infty \tag{2.4}
\end{equation*}
$$

and either

$$
\begin{equation*}
G(n) q^{-n}-A=O\left(n^{-1}\right) \tag{2.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left(G(n) q^{-n}-A\right)^{2}<\infty \tag{2.6}
\end{equation*}
$$

Moreover, suppose $|f(a)| \leq 1$ for all $a \in \mathcal{G}$, and either
(i) $f$ is a completely multiplicative function on $\mathcal{G}$, or
(ii) $f$ is a multiplicative function such that, for each prime $p$ with $\partial(p)<$ $\frac{\log 2}{\log q}$, there exists a positive integer $k(p)$ such that $q^{\partial(p)}-1-q^{(k(p)-1) \partial(p)} \geq$ 0 , and $f\left(p^{k}\right)=0$ for all $1 \leq k<k(p)$.

Then (2.3) implies (2.2).
The following proof is modelled after arguments in Elliott [1], in several aspects.

Proof. Assume (2.2). Then

$$
\begin{aligned}
\hat{F}(y) & =\sum_{n=0}^{\infty}\left(c q^{n(1+i \alpha)} L(n)+o\left(q^{n}\right)\right) y^{n} \\
& =c \sum_{n=0}^{\infty} L(n)\left(q^{1+i \alpha} y\right)^{n}+o\left(\sum_{n=0}^{\infty}(q|y|)^{n}\right) \\
& =c \sum_{n=0}^{\infty} L(n)\left(q^{1+i \alpha} y\right)^{n}+o\left(\frac{1}{1-q|y|}\right)
\end{aligned}
$$

as $|y| \rightarrow q^{-1}-$. Let $M$ be a large positive constant, to be specified later, and let

$$
M_{1}=M^{-1}(1-q|y|)^{-1}, \quad M_{2}=M(1-q|y|)^{-1} .
$$

By Lemma 6.2.1, we have

$$
L(n)=L\left(\frac{1}{1-q|y|}\right)+o_{M}(1)
$$

for $M_{1} \leq n \leq M_{2}$, and hence

$$
\begin{aligned}
& \sum_{M_{1} \leq n \leq M_{2}} L(n)\left(q^{1+i \alpha} y\right)^{n} \\
& \quad=L\left(\frac{1}{1-q|y|}\right) \sum_{M_{1} \leq n \leq M_{2}}\left(q^{1+i \alpha} y\right)^{n}+o_{M}\left(\frac{1}{1-q|y|}\right)
\end{aligned}
$$

as $|y| \rightarrow q^{-1}-$. It follows that

$$
\begin{aligned}
& \left|\hat{F}(y)-\frac{1}{1-q^{1+i \alpha} y} L\left(\frac{1}{1-q|y|}\right)\right| \\
& \quad=\left\lvert\, c \sum_{n=0}^{\infty} L(n)\left(q^{1+i \alpha} y\right)^{n}+o\left(\frac{1}{1-q|y|}\right)\right.
\end{aligned}
$$

$$
\begin{gathered}
\left.-c \sum_{n=0}^{\infty} L\left(\frac{1}{1-q|y|}\right)\left(q^{1+i \alpha} y\right)^{n} \right\rvert\, \\
\leq 2|c|\left\{\sum_{n<M_{1}}+\sum_{n>M_{2}}\right\}(q|y|)^{n}+o_{M}\left(\frac{1}{1-q|y|}\right) .
\end{gathered}
$$

We then have

$$
\sum_{n<M_{1}}(q|y|)^{n} \leq M_{1}=M^{-1}(1-q|y|)^{-1}
$$

and

$$
\begin{aligned}
& \sum_{n>M_{2}}(q|y|)^{n}=(q|y|)^{\left[M_{2}\right]+1}(1-q|y|)^{-1} \\
& \quad \leq e^{-(1-q|y|) M_{2}}(1-q|y|)^{-1} \\
& \quad=e^{-M}(1-q|y|)^{-1}
\end{aligned}
$$

since $1-x<e^{-x}$. Therefore, we arrive at

$$
\begin{aligned}
& \left|\hat{F}(y)-\frac{c}{1-q^{1+i \alpha} y} L\left(\frac{1}{1-q|y|}\right)\right| \\
& \quad \leq 2|c|\left(M^{-1}+e^{-M}\right)(1-q|y|)^{-1}+o_{M}\left((1-q|y|)^{-1}\right)
\end{aligned}
$$

Given any $\varepsilon>0$, we can first choose $M$ sufficiently large so that the first term on the right-hand side is less than $\frac{\varepsilon}{2}(1-q|y|)^{-1}$. Then, for $|y| \rightarrow q^{-1}-$, the second term does not exceed $\frac{\varepsilon}{2}(1-q|y|)^{-1}$. Thus the right-hand side is less than $\varepsilon(1-q|y|)^{-1}$ for $|y|$ sufficiently close to $q^{-1}$, and (2.2) follows. This proves the first part of the theorem.

Conversely, we note that

$$
\sum_{\partial(a)=n}|f(a)| \leq G(n) \ll q^{n}
$$

by (2.4), and hence the infinite series and infinite product in (0.1) converge absolutely for $|y|<q^{-1}$. We first assume (2.2) with $\alpha=0$, i.e.

$$
\hat{F}(y)=\frac{c}{1-q y} L\left(\frac{1}{1-q|y|}\right)+o\left(\frac{1}{1-q|y|}\right)
$$

for $|y| \rightarrow q^{-1}-$. To deduce (2.3) with $\alpha=0$, we start with

$$
\frac{1}{2 \pi i} \int_{|y|=r} \frac{\hat{F}^{\prime}(y)}{y^{m}} d y=m F(m)
$$

where $0<r<q^{-1}$. For simplicity of computation, let

$$
T(z):=\hat{F}\left(q^{-1} z\right), \quad|z|<1
$$

Then

$$
\frac{q^{m}}{2 \pi i} \int_{|z|=r} \frac{T^{\prime}(z)}{z^{m}} d z=m F(m)
$$

where $0<r<1$. To show (2.3) with $\alpha=0$, it is sufficient to obtain

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{|z|=r} \frac{T^{\prime}(z)}{z^{m}} d z=c m L(m)+o(m) \tag{2.7}
\end{equation*}
$$

To this end, we first have

$$
\begin{equation*}
T(z)=\hat{F}\left(q^{-1} z\right)=\frac{c}{1-z} L\left(\frac{1}{1-|z|}\right)+o\left(\frac{1}{1-|z|}\right) \tag{2.8}
\end{equation*}
$$

as $|z| \rightarrow 1-$. Now, on the left-hand side of (2.7), we set $r=1-\frac{1}{m}$. Let $K$ be a large positive number and let $m$ be so large that $m \geq 2 K^{2}$. We break the circle $z=r e^{i \theta}$ into two arcs $A_{0}:|\theta| \leq \frac{K}{m}$ and $A_{1}: \frac{K}{m} \leq|\theta| \leq \pi$ and estimate the integral on the left-hand side of (2.7) on each arc separately. This will show that the integral on $A_{0}$ produces the main term on the right-hand side of (2.7), whereas the integral on $A_{1}$ produces an o-term.
(i) Estimate of $\int_{A_{0}}$. For $z \in A_{0}, z$ fixed for the moment, consider the circle $|w-z|=\frac{1}{2 m}$. By (2.8) and Lemma 6.2.1, we have

$$
\begin{aligned}
T(w) & =\frac{c}{1-w} L\left(\frac{1}{1-|w|}\right)+o\left(\frac{1}{1-|w|}\right) \\
& =\frac{c}{1-w} L(m)+o(m)
\end{aligned}
$$

since $1-\frac{3}{2 m} \leq|w| \leq 1-\frac{1}{2 m}$, and

$$
L\left(\frac{1}{1-|w|}\right)=L(m)+o(1)
$$

It follows, by Cauchy's inequality for derivatives of analytic functions, that

$$
T^{\prime}(z)=\frac{c}{(1-z)^{2}} L(m)+o\left(m^{2}\right)
$$

Hence we have

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{A_{0}} \frac{T^{\prime}(z)}{z^{m}} d z=\frac{c L(m)}{2 \pi i} \int_{A_{0}} \frac{d z}{(1-z)^{2} z^{m}}+o\left(m^{2}\right) \frac{2 K}{m} \tag{2.9}
\end{equation*}
$$

The integral on the right-hand side of (2.9) can be evaluated by using the residue theorem. Thus, let $r_{m}=\left|1-\left(1-\frac{1}{m}\right) e^{i K / m}\right|$ and let $C_{1}$ denote the path consisting of two line segments $z=\rho e^{ \pm i K / m}, r \leq \rho \leq 1+r_{m}$, and the circle arc: $z=\left(1+r_{m}\right) e^{i \theta},|\theta| \leq \frac{K}{m}$. We note that

$$
\frac{K}{m} \gg r_{m}=\left[2\left(1-\frac{1}{m}\right)\left(1-\cos \frac{K}{m}\right)+\frac{1}{m^{2}}\right]^{1 / 2} \gg \frac{K}{m}
$$

Applying the residue theorem to the contour integral on $A_{0} \cup C_{1}$, we obtain

$$
\frac{1}{2 \pi i} \int_{A_{0}} \frac{d z}{(1-z)^{2} z^{m}}=m+\frac{1}{2 \pi i} \int_{C_{1}} \frac{d z}{(1-z)^{2} z^{m}}
$$

We have

$$
\begin{align*}
& \int_{C_{1}} \frac{d z}{(1-z)^{2} z^{m}}=-\int_{r}^{1+r_{m}} \frac{e^{i K / m} d \rho}{\left(1-\rho e^{i K / m}\right)^{2}\left(\rho e^{i K / m}\right)^{m}} \\
& +\int_{r}^{1+r_{m}} \frac{e^{i K / m} d \rho}{\left(1-\rho e^{-i K / m}\right)^{2}\left(\rho e^{-i K / m}\right)^{m}} \\
& +\int_{-K / m}^{K / m} \frac{\left(1+r_{m}\right) e^{i \theta} i d \theta}{\left(1-\left(1+r_{m}\right) e^{i \theta}\right)^{2}\left(\left(1+r_{m}\right) e^{i \theta}\right)^{m}} \tag{2.10}
\end{align*}
$$

Note that $\left|1-\rho e^{ \pm i K / m}\right| \geq \sin \frac{K}{m} \geq \frac{2 K}{\pi m}$, and hence the first two integrals on the right-hand side of (2.10) are

$$
\ll\left(\frac{K}{m}\right)^{-2} \int_{r}^{\infty} \frac{d \rho}{\rho^{m}}=\left(\frac{K}{m}\right)^{-2} \frac{\left(1-\frac{1}{m}\right)^{-m+1}}{m-1}
$$

Also, note that $\left|1-\left(1+r_{m}\right) e^{i \theta}\right| \geq r_{m} \gg \frac{K}{m}$, and hence the last integral on the right-hand side of (2.10) is

$$
\ll\left(\frac{K}{m}\right)^{-1} \frac{2 K}{m} \ll K^{-1} m .
$$

It follows that

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{A_{0}} \frac{d z}{(1-z)^{2} z^{m}}=m+O\left(K^{-1} m\right) . \tag{2.11}
\end{equation*}
$$

(ii) Estimate of $\int_{A_{1}}$. By Lemma 6.1.2, $T(z) \neq 0$ for $|z|<1$. We have

$$
\begin{aligned}
\left|\int_{A_{1}} \frac{T^{\prime}(z)}{z^{m}} d z\right| \leq & \left(\int_{A_{1}}\left|\frac{r e^{i \theta} T^{\prime}\left(r e^{i \theta}\right)}{T\left(r e^{i \theta}\right)}\right|^{2} r^{-m} d \theta\right)^{1 / 2} \\
& \times\left(\int_{A_{1}}\left|T\left(r e^{i \theta}\right)\right|^{2} r^{-m} d \theta\right)^{1 / 2}
\end{aligned}
$$

Then, by Lemma 6.1.3 in case of a function $f$ satisfying the condition (i) or by Lemma 6.1 .4 in case of a function satisfying the condition (ii),

$$
\int_{A_{1}}\left|\frac{r e^{i \theta} T^{\prime}\left(r e^{i \theta}\right)}{T\left(r e^{i \theta}\right)}\right|^{2} r^{-m} d \theta<\frac{1}{1-r}=m
$$

Also we have

$$
\begin{equation*}
\int_{A_{1}}\left|T\left(r e^{i \theta}\right)\right|^{2} r^{-m} d \theta \leq \max _{\frac{K}{m} \leq|\theta| \leq \pi}\left|T\left(r e^{i \theta}\right)\right|^{1 / 2} \int_{A_{1}}\left|T\left(r e^{i \theta}\right)\right|^{3 / 2} r^{-m} d \theta . \tag{2.12}
\end{equation*}
$$

By (2.8),

$$
\left|T\left(r e^{i \theta}\right)\right| \leq\left|\frac{c}{1-r e^{i \theta}}\right|+o(m) .
$$

For $\frac{K}{m} \leq|\theta| \leq \pi$,

$$
\left|1-r e^{i \theta}\right| \geq\left|1-\left(1-\frac{1}{m}\right) e^{i K / m}\right|=r_{m} \gg \frac{K}{m}
$$

and hence

$$
\max _{\frac{K}{m} \leq|\theta| \leq \pi}\left|T\left(r e^{i \theta}\right)\right|^{1 / 2} \leq O\left(K^{-1 / 2} m^{1 / 2}\right)+o\left(m^{1 / 2}\right)
$$

To estimate the integral on the right-hand side of (2.12), by Lemma 6.1.2, we have

$$
\int_{A_{1}}\left|T\left(r e^{i \theta}\right)\right|^{3 / 2} r^{-m} d \theta \ll \int_{A_{1}}\left|T_{2}\left(r e^{i \theta}\right)\right|^{3 / 2} d \theta
$$

From the same lemma, we have, for $|z|<1$,

$$
\left(T_{2}(z)\right)^{3 / 4}=\exp \left\{\frac{3}{4} \sum_{\partial(p) \geq \frac{\log 3}{\log q}} \sum_{k=1}^{\infty} \frac{1}{k} f^{k}(p)\left(q^{-1} z\right)^{k \partial(p)}\right\}
$$

Note that

$$
\left(Z\left(q^{-1} z\right)\right)^{3 / 4}=\exp \left\{\frac{3}{4} \sum_{p} \sum_{k=1}^{\infty} \frac{1}{k}\left(q^{-1} z\right)^{k \partial(p)}\right\}
$$

By Lemma 6.1.1, we have

$$
\begin{aligned}
\int_{A_{1}}\left|T_{2}\left(r e^{i \theta}\right)\right|^{3 / 2} d \theta & \ll \int_{-\pi}^{\pi}\left|Z\left(q^{-1} r e^{i \theta}\right)\right|^{3 / 2} d \theta \\
& =\int_{-\pi}^{\pi}\left|\frac{A}{1-r e^{i \theta}}+R\left(q^{-1} r e^{i \theta}\right)\right|^{3 / 2} d \theta \\
& \ll 1+\int_{-\pi}^{\pi}\left|\frac{1}{\left(1-r e^{i \theta}\right)^{3 / 4}}\right|^{2} d \theta
\end{aligned}
$$

The last integral equals

$$
\begin{aligned}
& \int_{-\pi}^{\pi}\left(\sum_{k=0}^{\infty}\binom{k+\frac{3}{4}-1}{k} r^{k} e^{i k \theta}\right)\left(\sum_{\ell=0}^{\infty}\binom{\ell+\frac{3}{4}-1}{\ell} r^{\ell} e^{-i \ell \theta}\right) d \theta \\
& \quad=2 \pi \sum_{k=0}^{\infty}\binom{k-\frac{1}{4}}{k}^{2} r^{2 k} \ll 1+\sum_{k=1}^{\infty} k^{-1 / 2} r^{2 k} \\
& \quad \ll \frac{1}{\left(1-r^{2}\right)^{1 / 2}} \ll m^{1 / 2}
\end{aligned}
$$

It follows that

$$
\begin{align*}
\left|\int_{A_{1}} \frac{T^{\prime}(z)}{z^{m}} d z\right| & \ll m^{1 / 2}\left\{\left[O\left(K^{-\frac{1}{2}} m^{\frac{1}{2}}\right)+o\left(m^{\frac{1}{2}}\right)\right] m^{\frac{1}{2}}\right\}^{1 / 2} \\
& \leq O\left(K^{-\frac{1}{4}} m\right)+o(m) \tag{2.13}
\end{align*}
$$

Combining (2.9), (2.11), and (2.13), we finally arrive at

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{|z|=r} \frac{T^{\prime}(z)}{z^{m}} d z \\
& \quad=\frac{c L(m)}{2 \pi i} \int_{A_{0}} \frac{d z}{(1-z)^{2} z^{m}}+o(K m)+O\left(K^{-\frac{1}{4}} m\right) \\
& \quad=c m L(m)+o(K m)+O\left(K^{-\frac{1}{4}} m\right)
\end{aligned}
$$

We note that the left-hand is independent of $K$. Hence, given $\varepsilon>0$, the last term $O\left(K^{-\frac{1}{4}} m\right)$ on the right-hand side is less than $\frac{\varepsilon}{2} m$ for fixed $K$, sufficiently large. Then, for $m$ sufficiently large, $o(K m)$ does not exceed $\frac{\varepsilon}{2} m$. This proves (2.7), and hence (2.3) with $\alpha=0$.

To finish the proof, now assume (2.3) with $\alpha \neq 0$. Then, for the function $f(a) q^{-i \partial(a) \alpha}$, its generating function satisfies

$$
\begin{aligned}
& \sum_{a}\left(f(a) q^{-i \partial(a) \alpha}\right) y^{\partial(a)}=\hat{F}\left(q^{i \alpha} y\right) \\
& \quad=\frac{c}{1-q y} L\left(\frac{1}{1-q|y|}\right)+o\left(\frac{1}{1-q|y|}\right)
\end{aligned}
$$

The above argument yields

$$
\sum_{\partial(a)=m} f(a) q^{-i \partial(a) \alpha}=c q^{m} L(m)+o\left(q^{m}\right)
$$

Hence

$$
\sum_{\partial(a)=m} f(a)=c q^{m(1+i \alpha)} L(m)+o\left(q^{m}\right)
$$

Theorem 6.2 .2 has the following immediate consequence.
(6.2.3) Corollary. Assume

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sup _{n \leq m}\left|G(m) q^{-m}-A\right|<\infty \tag{2.14}
\end{equation*}
$$

or, in particular, assume

$$
\begin{equation*}
G(m)=A q^{m}+O\left(q^{m} m^{-\gamma}\right) \tag{2.15}
\end{equation*}
$$

with $\gamma>1$. Then (2.4) and (2.5) hold. Thus, for a function $f$ satisfying $|f(a)| \leq 1$ for all $a \in \mathcal{G}$ and either condition (i) or (ii) of Theorem 6.2.2, (2.3) implies (2.2).

As is seen in Section 6.1, either condition (2.5) (see (1.7)) or condition (2.6) (see (1.8)) can be replaced by a Chebyshev-type upper bound $\bar{\Lambda}(n) \ll$ $q^{n}$.
(6.2.4) THEOREM. Instead of either (2.5) or (2.6), assume that $\mathcal{G}$ is a Chebyshev additive arithmetical semigroup satisfying (2.4). Then, for a function $f$ satisfying $|f(a)| \leq 1$ for all $a \in \mathcal{G}$ and either condition (i) or (ii) of Theorem 6.2.2, (2.3) implies (2.2).

Proof. The proof of Theorem 6.2 .4 is the same as the one of Theorem 6.2.2, with the only difference that Lemma 6.1 .5 is used now whereas Lemmas 6.1 .3 and 6.1 .4 were used in the latter.

From Theorems 6.2.2 and 6.2.4, the theory of mean-value properties of multiplicative function may be developed in two parallel lines: one assumes condition (2.4) and either (2.5) or (2.6), and another assumes Chebyshev semigroups satisfying (2.4). For simplicity, in the further discussion, we consider only Chebyshev semigroups satisfying (2.4), and omit the parallel results for semigroups satisfying (2.4) and either (2.5) or (2.6).

### 6.3 An Analogue of the Halász-Wirsing Theorem

The following theorem is an analogue of the Halász-Wirsing theorem in classical probabilistic number theory (cf. Halász [1], Wirsing [2], and Elliott [1]). There are no extra constraints on values of $f\left(p^{k}\right)$ on powers of primes $p$ with $\partial(p)<\frac{\log 2}{\log q}$ in this theorem.
(6.3.1) Theorem. (cf. Zhang [8]). Suppose either (i) that $\mathcal{G}$ is a Chebyshev additive arithmetical semigroup satisfying (2.4), or (ii) that (2.14) holds. Let $f$ be a multiplicative function with $|f(a)| \leq 1$ for all $a \in \mathcal{G}$. If there exists a real number $\alpha$ such that

$$
\begin{equation*}
\sum_{p} q^{-\partial(p)}\left(1-\operatorname{Re}\left(f(p) q^{-i \theta \partial(p)}\right)\right) \tag{3.1}
\end{equation*}
$$

converges for $\theta=\alpha$, then

$$
\begin{align*}
F(m)= & A q^{m(1+i \alpha)} \prod_{\partial(p) \leq m}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)(1+i \alpha)} f\left(p^{k}\right)\right) \\
& +o\left(q^{m}\right) \tag{3.2}
\end{align*}
$$

as $m \rightarrow \infty$. On the other hand, if there exists no such $\alpha$, then

$$
F(m)=o\left(q^{m}\right) .
$$

Remark. Condition (ii) of this theorem implies condition (i), and is actually a particular case of the latter. However, we emphasize condition (ii) in the theorem, for its convenience of applications. In particular, if we assume (2.15) with $\gamma>1$, then (2.14) holds.

To prove Theorem 6.3.1, we need two more lemmas.
(6.3.2) Lemma. Assume (2.4), and $|f(p)| \leq 1$ for all $p \in \mathcal{P}$. If

$$
\begin{equation*}
\sum_{p} q^{-\partial(p)}(1-\operatorname{Re} f(p))<\infty, \tag{3.3}
\end{equation*}
$$

then we have, for each fixed $M>0$, uniformly for $y=r e^{i \theta}$ with $|\theta| \leq$ $M\left(q^{-1}-\eta\right)$ and $\frac{1}{2}\left(q^{-1}-\eta\right) \leq q^{-1}-r \leq q^{-1}-\eta$,

$$
\begin{equation*}
\sum_{p}\left|\eta^{\partial(p)}-y^{\partial(p)}\right||1-f(p)|=o(1) \tag{3.4}
\end{equation*}
$$

as $\eta \rightarrow q^{-1}$.

Proof. It suffices to show that

$$
\begin{equation*}
S_{1}:=\sum_{p}\left|\eta^{\partial(p)}-y^{\partial(p)}\right|(1-\operatorname{Ref}(p))=o(1) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{2}:=\sum_{p}\left|\eta^{\partial(p)}-y^{\partial(p)}\right||\operatorname{Im} f(p)|=o(1) \tag{3.6}
\end{equation*}
$$

Firstly, by (3.3),

$$
\begin{aligned}
S_{1} & \leq 2 \sum_{\partial(p) \leq M_{1}}\left|\eta^{\partial(p)}-y^{\partial(p)}\right|+2 \sum_{\partial(p)>M_{1}} q^{-\partial(p)}(1-\operatorname{Re} f(p)) \\
& \leq 2 \sum_{\partial(p) \leq M_{1}}\left|\eta^{\partial(p)}-y^{\partial(p)}\right|+\varepsilon
\end{aligned}
$$

for $M_{1}$ sufficiently large. Fixing $M_{1}$, we have

$$
\limsup _{n \rightarrow q^{-1}} S_{1} \leq \varepsilon,
$$

since $y \rightarrow q^{-1}$ as $n \rightarrow q^{-1}$. Then (3.5) follows.
Next, to show (3.6), first note that

$$
\sum_{p}\left|\eta^{\partial(p)}-y^{\partial(p)}\right|<_{M} 1
$$

Actually,

$$
\begin{aligned}
\left|\left(\frac{\eta}{r}\right)^{\partial(p)}-e^{i \theta \partial(p)}\right| & \leq\left|1-\left(\frac{\eta}{r}\right)^{\partial(p)}\right|+\left|1-e^{i \theta(p)}\right| \\
& \leq \partial(p)\left(-\log \frac{\eta}{r}+|\theta|\right),
\end{aligned}
$$

since $r \geq \eta$. Hence

$$
\begin{aligned}
\sum_{p}\left|\eta^{\partial(p)}-y^{\partial(p)}\right| & \leq \sum_{p} \partial(p) r^{\partial(p)}\left(\log \frac{r}{\eta}+|\theta|\right) \\
& \leq \sum_{p} \partial(p) r^{\partial(p)}\left(2 q\left(q^{-1}-r\right)+2 M\left(q^{-1}-r\right)\right) \\
& \ll\left(q^{-1}-r\right) \sum_{p} \partial(p) r^{\partial(p)} \\
& \ll-\left(q^{-1}-r\right) \frac{r Z^{\prime}(r)}{Z(r)} \ll 1,
\end{aligned}
$$

since

$$
\log \frac{r}{\eta} \leq \frac{r-\eta}{\eta} \leq 2 q\left(q^{-1}-r\right) .
$$

Then

$$
\begin{aligned}
S_{2} & \leq \varepsilon \sum_{|I m f(p)|<\varepsilon}\left|\eta^{\partial(p)}-y^{\partial(p)}\right|+\sum_{\mid I m} \sum_{f(p) \mid \geq \varepsilon}\left|\eta^{\partial(p)}-y^{\partial(p)}\right| \\
& \leq M_{2} \varepsilon+\frac{1}{1-\sqrt{1-\varepsilon^{2}}} \sum_{p}\left|\eta^{\partial(p)}-y^{\partial(p)}\right|(1-\operatorname{Re} f(p)),
\end{aligned}
$$

since $1-\operatorname{Re} f(p) \geq 1-\sqrt{1-\varepsilon^{2}}$ for $|\operatorname{Im} f(p)|<\varepsilon(|f(p)| \leq 1!)$. It follows from (3.5) that

$$
\limsup _{\eta \rightarrow q^{-1}-} S_{2} \leq M_{2} \varepsilon,
$$

and then (3.6) follows.
(6.3.2) Lemma. Suppose that (2.4) holds. Let $f$ be a multiplicative function with $|f(a)| \leq 1$ for all $a \in \mathcal{G}$. If (3.3) holds, then, for each fixed $M>0$, uniformly for $y=r e^{i \theta}$ with $M(1-q|y|) \leq|\theta| \leq \pi$,

$$
|\hat{F}(y)| \ll M^{-\frac{1}{2}}(1-q|y|)^{-1} .
$$

Proof. For $|y|<q^{-1}$,

$$
\hat{F}(y)=\prod_{p}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right) y^{k \partial(p)}\right)
$$

and so

$$
\frac{\hat{F}(y)}{Z(|y|)}=\Pi_{1}(y) \prod_{\hat{\partial(p)<\log 3}}\left(1-|y|^{\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right) y^{k \partial(p)}\right)
$$

where

$$
\begin{aligned}
\Pi_{1}(y): & =\prod_{\partial(p) \geq \frac{\operatorname{lo5} 3}{105 q}}\left(1-|y|^{\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right) y^{k \partial(p)}\right) \\
& =\exp \left\{\sum_{\partial(p) \geq \log 3}\left(-|y|^{\partial(p)}+f(p) y^{\partial(p)}\right)+R_{1}(y)\right\},
\end{aligned}
$$

with

$$
\begin{aligned}
R_{1}(y)= & \sum_{\partial(p) \geq \frac{\log 3}{0.0} 9}\left\{-\sum_{k=2}^{\infty} \frac{|y|^{k \partial(p)}}{k}+\sum_{k=2}^{\infty} f\left(p^{k}\right) y^{k \partial(p)}\right. \\
& \left.+\sum_{\ell=2}^{\infty} \frac{(-1)^{\ell-1}}{\ell}\left(\sum_{k=1}^{\infty} f\left(p^{k}\right) y^{k \partial(p)}\right)^{\ell}\right\} .
\end{aligned}
$$

It is easy to see that, for $|y|<q^{-1}$,

$$
\begin{aligned}
\left|R_{1}(y)\right| & \ll \sum_{\partial(p) \geq \frac{\log 3}{\log _{g} q}}\left\{\frac{q^{-2 \partial(p)}}{1-q^{-\partial(p)}}+\sum_{\ell=2}^{\infty} \frac{1}{\ell}\left(\frac{q^{-\partial(p)}}{1-q^{-\partial(p)}}\right)^{\ell}\right\} \\
& \ll \sum_{\partial(p) \geq \frac{\log 3}{\log _{5 q}}} q^{-2 \partial(p)} \ll Z\left(q^{-2}\right) \ll 1 .
\end{aligned}
$$

Thus

$$
\begin{align*}
\left|\frac{\hat{F}(y)}{Z(|y|) \mid}\right| & \ll\left|\Pi_{1}(y)\right| \\
& \ll \exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q}}|y|^{\partial(p)}\left(1-\operatorname{Re}\left(f(p) e^{i \theta \partial(p)}\right)\right)\right\} \tag{3.7}
\end{align*}
$$

Note that

$$
\frac{Z(|y|)}{Z(\bar{y})}=\Pi_{2}(y) \prod_{\partial(p)<\frac{\log 3}{\log q}}\left(1-|y|^{\partial(p)}\right)^{-1}\left(1-\bar{y}^{\partial(p)}\right)
$$

where $\bar{y}$ is the complex conjugate of $y$ and

$$
\begin{aligned}
\Pi_{2}(y): & =\prod_{\partial(p) \geq \frac{\log 3}{\log q}}\left(1-|y|^{\partial(p)}\right)^{-1}\left(1-y^{\partial(p)}\right) \\
& =\exp \left\{\sum_{\partial(p) \geq \frac{\log 3}{\log q}}\left(|y|^{\partial(p)}-\bar{y}^{\partial(p)}\right)+R_{2}(y)\right\},
\end{aligned}
$$

with $\left|R_{2}(y)\right| \ll 1$ for $|y| \leq q^{-1}$. Thus

$$
\begin{align*}
\left|\frac{Z(|y|)}{Z(\bar{y})}\right| & \ll\left|\Pi_{2}(y)\right| \\
& \ll \exp \left\{\sum_{\partial(p) \geq \frac{\log 3}{\log q}}|y|^{\partial(p)}\left(1-R e e^{-i \theta \partial(p)}\right)\right\} . \tag{3.8}
\end{align*}
$$

It follows from (3.7), (3.8), and (3.1) that

$$
\begin{aligned}
& \frac{|\hat{F}(y)|^{2}}{Z(|y|)|Z(\bar{y})|} \ll \exp \left\{-2 \sum_{\partial(p) \geq \frac{\log 3}{\log q}}|y|^{\partial(p)}\left(1-R e\left(f(p) e^{i \theta \partial(p)}\right)\right)\right. \\
&\left.+\sum_{\partial(p) \geq \frac{\log 3}{\log q}}|y|^{\partial(p)}\left(1-R e e^{-i \theta \partial(p)}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \ll \exp \left\{2 \sum_{\partial(p) \geq \frac{\log 3}{\log q}}|y|^{\partial(p)}(1-\operatorname{Re} f(p))\right\} \\
& \ll 1,
\end{aligned}
$$

since

$$
\begin{aligned}
2\left(1-\operatorname{Re} e^{-i \theta \partial(p)}\right) & =\left|1-e^{-i \theta \partial(p)}\right|^{2} \\
& \leq 2|1-f(p)|^{2}+2\left|f(p)-e^{-i \theta \partial(p)}\right|^{2} \\
& \leq 4(1-\operatorname{Re} f(p))+4\left(1-\operatorname{Re}\left(f(p) e^{-i \theta \partial(p)}\right)\right)
\end{aligned}
$$

Hence

$$
\begin{aligned}
|\hat{F}(y)| & \ll(Z(|y|)|Z(\bar{y})|)^{1 / 2} \ll\left(\frac{1}{(1-q|y|)|1-q \bar{y}|}\right)^{1 / 2} \\
& \ll\left(\frac{1}{(1-q|y|) M(1-q|y|)}\right)^{1 / 2}=M^{-1 / 2}(1-q|y|)^{-1}
\end{aligned}
$$

since, for $M(1-q|y|) \leq|\theta| \leq \pi$,

$$
\begin{aligned}
|1-q \bar{y}| & \geq|1-q| y\left|e^{i M(1-q|y|)}\right| \\
& =\left[(1-q|y|)^{2}+2 q|y|(1-\cos (M(1-q|y|)))\right]^{1 / 2} \\
& \gg M(1-q|y|) .
\end{aligned}
$$

Proof of Theorem 6.3.1. We note, from Theorem 3.2.1 of Chapter 3, that an additive arithmetical semigroup satisfying the condition (2.14) is a Chebyshev semigroup. It is sufficient to prove the theorem under the assumption (i). We shall write $f$ as the convolution of special functions $g$ and $h$ as follows:

Define multiplicative functions $g$ and $h$ by setting

$$
g\left(p^{k}\right)= \begin{cases}f\left(p^{k}\right), & \text { if } \partial(p)<\frac{\log 2}{\log q} \\ 0, & \text { if } \partial(p) \geq \frac{\log 2}{\log q}\end{cases}
$$

and

$$
h\left(p^{k}\right)= \begin{cases}0, & \text { if } \partial(p)<\frac{\log 2}{\log q} \\ f\left(p^{k}\right), & \text { if } \partial(p) \geq \frac{\log 2}{\log q}\end{cases}
$$

respectively. Then $g * h$ is multiplicative too, and $g(1)=1=h(1)$. It is easily verified, from the definition of $g$ and $h$, that $f\left(p^{k}\right)=(g * h)\left(p^{k}\right)$ for all powers of primes $p$. Hence $f=g * h$. Then

$$
\begin{equation*}
\sum_{p} q^{-\partial(p)}\left(1-\operatorname{Re}\left(h(p) q^{-i \theta \partial(p)}\right)\right) \tag{3.9}
\end{equation*}
$$

converges or diverges according as (3.1) converges or diverges.
First assume that (3.1), and hence (3.9), diverges for all real $\theta$. From the proof of Lemma 3.2 with $h$ in place of $f$, we have, for $|y|<q^{-1}$,

$$
\frac{|\hat{H}(y)|}{Z(|y|)} \ll \exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q}}|y|^{\partial(p)}\left(1-R e\left(h(p) e^{i \theta \partial(p)}\right)\right)\right\}
$$

From this fact,

$$
\frac{|\hat{H}(y)|}{Z(|y|)} \rightarrow 0
$$

as $y=r e^{i \theta} \rightarrow q^{-1} e^{i \theta}$, with $r \rightarrow q^{-1}-$ for $0 \leq \theta \leq 2 \pi$. By Dini's theorem (cf. Courant and Hilbert [1], Chapter 2, $\S 2$ ), this convergence is uniform for $0 \leq \theta \leq 2 \pi$. Hence

$$
\frac{|\hat{H}(y)|}{Z(|y|)}=o(1)
$$

as $|y| \rightarrow q^{-1}-$. Also, note that

$$
Z(|y|) \ll(1-q|y|)^{-1}
$$

Thus

$$
\hat{H}(y)=o\left((1-q|y|)^{-1}\right)
$$

Then, by Theorem 6.2.2,

$$
H(m)=\sum_{\partial(a)=m} h(a)=o\left(q^{m}\right)
$$

Therefore we have, by (1.17),

$$
\begin{align*}
F(m) & =\sum_{\partial(a)=m}(g * h)(a)=\sum_{\partial(a) \leq m} H(m-\partial(a)) g(a) \\
& =\sum_{\partial(a)=m} g(a)+\sum_{\partial(a)<m} o\left(q^{m-\partial(a)}\right) g(a) . \tag{3.10}
\end{align*}
$$

Note that

$$
K:=\sum_{a} q^{-\partial(a)}|g(a)|=\prod_{\partial(p)<\frac{\log 2}{\log q}}\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)}\left|f\left(p^{k}\right)\right|\right)<\infty .
$$

Therefore, given $0<\varepsilon<\infty$

$$
\sum_{\partial(a) \geq M_{1}} q^{-\partial(a)}|g(a)|<\varepsilon
$$

for $M_{1}$ sufficiently large. Hence

$$
\begin{equation*}
\left|\sum_{\partial(a)=m} g(a)\right| \leq q^{m} \sum_{\partial(a) \geq m} q^{-\partial(a)}|g(a)|<\varepsilon q^{m} \tag{3.11}
\end{equation*}
$$

for $m>M_{1}$. To estimate the second term on the right-hand side of (3.10) we note that, for $m-\partial(a)>M_{2}$ with $M_{2}$ sufficiently large,

$$
\left|o\left(q^{m-\partial(a)}\right) g(a)\right|<\varepsilon q^{m-\partial(a)}|g(a)|,
$$

and hence

$$
\left|\sum_{\partial(a)<m-M_{2}} o\left(q^{m-\partial(a)}\right) g(a)\right|<\varepsilon K q^{m} .
$$

Also, there exists a constant $B>0$ such that

$$
o\left(q^{m-\partial(a)}\right) \leq B q^{m-\partial(a)}
$$

for $\partial(a)<m$, and hence

$$
\left|\sum_{M_{1} \leq \partial(a)<m} o\left(q^{m-\partial(a)}\right) g(a)\right| \leq \varepsilon B q^{m} .
$$

It follows that

$$
\begin{align*}
& \left|\sum_{\partial(a)<m} o\left(q^{m-\partial(a)}\right) g(a)\right| \\
& \quad=\left|\left(\sum_{\partial(a)<m-M_{2}}+\sum_{m-M_{2} \leq \partial(a)<m}\right) o\left(q^{m-\partial(a)}\right) g(a)\right| \\
& \quad \leq \varepsilon(K+B) q^{m} \tag{3.12}
\end{align*}
$$

for $m>M_{1}+M_{2}$. Then $F(m)=o\left(q^{m}\right)$ follows from (3.10), (3.11), and (3.12).

Assume now that (3.1), and hence (3.9), converges for $\theta=0$. Then, as in the proof of Lemma 6.3.2,

$$
\begin{equation*}
\frac{\hat{H}(y)}{Z(y)}=H_{1}(y) \exp \left\{-\sum_{\partial(p) \geq \frac{1050}{105 q}} y^{\partial(p)}(1-f(p))\right\} \tag{3.13}
\end{equation*}
$$

where

$$
\begin{aligned}
H_{1}(y):= & \prod_{\substack{\frac{\log 2}{\log q} \leq \partial(p)<\log 3}}\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right) y^{k \partial(p)}\right) \prod_{\partial(p)<\frac{\log 3}{\log q}}\left(1-y^{\partial(p)}\right) \\
& \times \prod_{\partial(p) \geq \frac{\log 3}{\log q}}\left(1+\sum_{k=2}^{\infty}\left(f\left(p^{k}\right)-f\left(p^{k-1}\right) f(p)\right) y^{k \partial(p)}\right) \\
& \times \exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q} \sum_{k=2}} \frac{1}{k}\left(1-f^{k}(p)\right) y^{k \partial(p)}\right\}
\end{aligned}
$$

is holomorphic for $|y|<q^{-\frac{1}{2}}$. Set

$$
c_{1}=H_{1}\left(q^{-1}\right) \exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q}} q^{-\partial(p)}(1-R e f(p))\right\}
$$

and

$$
L\left(\frac{1}{1-q|y|}\right)=\exp \left\{i \sum_{\partial(p) \geq \log _{3} 3}|y|^{\partial(p)} \operatorname{Im} f(p)\right\}
$$

Clearly, $|L|=1$. Let $u=(1-q|y|)^{-1}$. To show that $L(u)$ is a slowly oscillating function of $u$, it suffices to note that, for $\frac{1}{2} u \leq v \leq u$, by Lemma 6.3 .1 with $\eta=q^{-1}\left(1-v^{-1}\right)$,

$$
\begin{aligned}
\frac{L(v)}{L(u)} & =\exp \left\{i \sum_{\partial(p) \geq \geq \log 3^{\log q}}\left(\eta^{\partial(p)}-|y|^{\partial(p)}\right) \operatorname{Im} f(p)\right\} \\
& =\exp \{o(1)\}
\end{aligned}
$$

as $u \rightarrow \infty$. Then, by the same lemma,

$$
\begin{aligned}
\frac{\hat{H}(y)}{L\left(\frac{1}{1-q[y]}\right) Z(y)}= & H_{1}(y) \exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q}}\left(y^{\partial(p)}-|y|^{\partial(p)}\right)(1-f(p))\right. \\
& \left.-\sum_{\partial(p) \geq \log ^{\log 3}}|y|^{\partial(p)}(1-R e f(p))\right\} \\
= & \left(c_{1}+o_{M}(1)\right) \exp \left\{o_{M}(1)+o(1)\right\},
\end{aligned}
$$

as $|y| \rightarrow q^{-1}$ - uniformly for $|\theta| \leq M(1-q|y|)$. Hence

$$
\hat{H}(y)=c_{1} Z(y) L\left(\frac{1}{1-q|y|}\right)+o_{M}\left((1-q|y|)^{-1}\right)
$$

Also, for $M(1-q|y|) \leq|\theta|$, by Lemma 6.3.2,

$$
\hat{H}(y)-c_{1} Z(y) L\left(\frac{1}{1-q|y|}\right) \ll M^{-\frac{1}{2}}(1-q|y|)^{-1}
$$

Thus we have

$$
\begin{aligned}
\hat{H}(y) & =c_{1} Z(y) L\left(\frac{1}{1-q|y|}\right)+o\left((1-q|y|)^{-1}\right) \\
& =\frac{c_{1} A}{1-q y} L\left(\frac{1}{1-q|y|}\right)+o\left((1-q|y|)^{-1}\right)
\end{aligned}
$$

as $|y| \rightarrow q^{-1}-$. By Theorem 6.2.4,

$$
H(m)=c_{1} A q^{m} L(m)+o\left(q^{m}\right)
$$

Then we obtain

$$
F(m)=\sum_{\partial(a) \leq m} H(m-\partial(a)) g(a)=\sum_{\partial(a)=m} g(a)+S_{1}+S_{2},
$$

say, where

$$
S_{1}:=c_{1} A \sum_{\partial(a)<m} q^{m-\partial(a)} L(m-\partial(a)) g(a),
$$

and

$$
S_{2}:=\sum_{\partial(a)<m} o\left(q^{m-\partial(a)}\right) g(a)=o\left(q^{m}\right),
$$

as is shown above. Write

$$
\begin{aligned}
S_{1}= & c_{1} A\left\{q^{m} L(m) \sum_{\partial(a) \leq M_{1}} q^{-\partial(a)} g(a)\right. \\
& \left.+\sum_{\partial(a) \leq M_{1}} q^{m-\partial(a)}(L(m-\partial(a))-L(m)) g(a)\right\} \\
& +c_{1} A \sum_{M_{1}<\partial(a)<m} q^{m-\partial(a)} L(m-\partial(a)) g(a) .
\end{aligned}
$$

Let $c=c_{1} \sum_{a} q^{-\partial(a)} g(a)$. Then

$$
\left|S_{1}-c A q^{m} L(m)\right| \leq \varepsilon\left|c_{1}\right| A(K+1) q^{m}
$$

for $m \geq M_{1}+M_{3}$ with $M_{3}$ sufficiently large, since

$$
|L(m-\partial(a))-L(m)|=\left|\frac{L(m-\partial(a))}{L(m)}-1\right|<\varepsilon
$$

uniformly for $\partial(a) \leq M_{1}$. Hence we arrive at

$$
F(m)=c A q^{m} L(m)+o\left(q^{m}\right) .
$$

It remains to show

$$
\begin{equation*}
c L(m)=\prod_{\partial(p) \leq m}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} f\left(p^{k}\right)\right)+o(1) . \tag{3.14}
\end{equation*}
$$

Actually, let $1-q r=m^{-1}$. Then $q^{-1}=r+(q m)^{-1}$, and thus

$$
\begin{aligned}
c L(m)= & \left(H_{1}(r)+o(1)\right)\left(\exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q}} r^{\partial(p)}(1-\operatorname{Re} f(p))\right\}+o(1)\right) \\
& \times \exp \left\{i \sum_{\partial(p) \geq \frac{\log 3}{\log q}} r^{\partial(p)} \operatorname{Im} f(p)\right\} \\
& \times \prod_{\partial(p)<\frac{\log 2}{\log q}}\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} f\left(p^{k}\right)\right) \\
= & H_{1}(r) \exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q}} r^{\partial(p)}(1-f(p))\right\} \\
& \times \prod_{\partial(p)<\frac{\log 2}{\log q}}\left(1+\sum_{k=1}^{\infty} r^{k \partial(p)} f\left(p^{k}\right)\right)+o(1),
\end{aligned}
$$

since

$$
\sum_{\partial(p) \geq \frac{\log 3}{\log q}} q^{-\partial(p)}(1-R e f(p))=\sum_{\partial(p) \geq \frac{\log 3}{\log q}} r^{\partial(p)}(1-\operatorname{Re} f(p))+o(1)
$$

as $r \rightarrow q^{-1}-$, by the convergence of (3.1) with $\theta=0$, and $0 \leq r^{\partial(p)}(1-$ $\operatorname{Re} f(p)) \leq q^{-\partial(p)}(1-\operatorname{Re} f(p))$. Then by (3.13),

$$
\begin{equation*}
c L(m)=\frac{\hat{F}(r)}{Z(r)}+o(1) \tag{3.15}
\end{equation*}
$$

since

$$
\hat{H}(r) \prod_{\partial(p)<\frac{\log 2}{\log q}}\left(1+\sum_{k=1}^{\infty} r^{k \partial(p)} f\left(p^{k}\right)\right)=\hat{F}(r)
$$

We have

$$
\begin{equation*}
\frac{\hat{F}(r)}{Z(r)}=\prod_{p}\left(1-r^{\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right) r^{k \partial(p)}\right) \tag{3.16}
\end{equation*}
$$

Note that

$$
\begin{aligned}
\sum_{\partial(p)>m} r^{\partial(p)} & =\sum_{n=m+1}^{\infty} P(n) r^{n} \ll \sum_{n=m+1}^{\infty} n^{-1} q^{n} r^{n} \\
& \leq \frac{1}{m} \sum_{n=m+1}^{\infty}\left(1-\frac{1}{m}\right)^{n}=\frac{1}{m} \frac{\left(1-\frac{1}{m}\right)^{m+1}}{\frac{1}{m}} \\
& \ll 1
\end{aligned}
$$

Hence, by the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\sum_{\partial(p)>m} r^{\partial(p)}|1-f(p)| & \leq\left\{\sum_{\partial(p)>m} r^{\partial(p)}\right\}^{1 / 2}\left\{2 \sum_{\partial(p)>m} r^{\partial(p)}(1-R e f(p))\right\}^{1 / 2} \\
& =o(1)
\end{aligned}
$$

Thus

$$
\begin{align*}
\prod_{\partial(p)>m} & \left(1-r^{\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right) r^{k \partial(p)}\right) \\
= & \exp \left\{-\sum_{\partial(p)>m} r^{\partial(p)}(1-f(p))+o(1)\right\} \\
= & \exp \{o(1)\} \tag{3.17}
\end{align*}
$$

Also,

$$
\begin{aligned}
\sum_{\partial(p) \leq m}\left(q^{-\partial(p)}-r^{\partial(p)}\right) & =\sum_{n \leq m} P(n)\left(q^{-n}-r^{n}\right) \\
& \ll \sum_{n \leq m} \frac{q^{n}}{n}\left(q^{-n}-r^{n}\right)=\sum_{n \leq m} \frac{1}{n}\left(1-(q r)^{n}\right) \\
& =\sum_{n \leq m} \frac{1}{n}\left(1-\left(1-\frac{1}{m}\right)^{n}\right) \\
& \leq \sum_{n \leq m} \frac{1}{n}\left(1-\left(1-\frac{n}{m}\right)\right) \\
& =1
\end{aligned}
$$

since, by Bernoulli's inequality,

$$
\left(1-\frac{1}{m}\right)^{n} \geq 1-\frac{n}{m}
$$

Hence, by the Cauchy-Schwarz inequality again,

$$
\begin{align*}
\sum_{\partial(p) \leq m} & \left(q^{-\partial(p)}-r^{\partial(p)}\right)|1-f(p)| \\
& \leq\left\{\sum_{\partial(p) \leq m}\left(q^{-\partial(p)}-r^{\partial(p)}\right)\right\}^{1 / 2} \\
& \times\left\{2 \sum_{\partial(p) \leq m}\left(q^{-\partial(p)}-r^{\partial(p)}\right)(1-\operatorname{Re} f(p))\right\}^{1 / 2} \\
& =o(1) \tag{3.18}
\end{align*}
$$

since

$$
\sum_{\partial(p) \leq m}\left(q^{-\partial(p)}-r^{\partial(p)}\right)(1-\operatorname{Re} f(p))=o(1)
$$

as $m \rightarrow \infty$, by the convergence of (3.1) with $\theta=0$. Thus

$$
\begin{aligned}
& \prod_{\partial(p) \leq m}\left(1-r^{\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} r^{k \partial(p)} f\left(p^{k}\right)\right) \\
& =\prod_{\partial(p)<\frac{\log 3}{\log q}}\left(1-r^{\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} r^{k \partial(p)} f\left(p^{k}\right)\right) \\
& \quad \times \prod_{\quad} \quad\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} f\left(p^{k}\right)\right) \\
& \quad \times \exp \{R(r)\}
\end{aligned}
$$

where

$$
\begin{aligned}
R(r)= & \sum_{\frac{\log 3}{\log q} \leq \partial(p) \leq m}\left[\log \left(1-r^{\partial(p)}\right)+\log \left(1-q^{-\partial(p)}\right)^{-1}\right. \\
& +\log \left(1-r^{\partial(p)} f(p)\right)^{-1}+\log \left(1-q^{-\partial(p)} f(p)\right)
\end{aligned}
$$

$$
\begin{aligned}
&+\log \left(1+\sum_{k=2}^{\infty} r^{k \partial(p)}\left(f\left(p^{k}\right)-f\left(p^{k-1}\right) f(p)\right)\right) \\
&\left.+\log \left(1+\sum_{k=2}^{\infty} q^{-k \partial(p)}\left(f\left(p^{k}\right)-f\left(p^{k-1}\right) f(p)\right)\right)^{-1}\right] \\
&=\sum_{\frac{\log 3}{\log q \leq \partial(p) \leq m}}\left[\left(q^{-\partial(p)}-r^{\partial(p)}\right)(1-f(p))\right. \\
&+\sum_{\ell=2}^{\infty} \frac{1}{\ell}\left(q^{-\ell \partial(p)}-r^{\ell \partial(p)}\right)\left(1-(f(p))^{\ell}\right) \\
&+\sum_{\ell=1}^{\infty} \frac{1}{\ell}\left(\left(\sum_{k=2}^{\infty} q^{-k \partial(p)}\left(f\left(p^{k-1}\right) f(p)-f\left(p^{k}\right)\right)\right)^{\ell}\right. \\
&=o(1) \\
& \quad\left.\left.-\left(\sum_{k=2}^{\infty} r^{k \partial(p)}\left(f\left(p^{k-1}\right) f(p)-f\left(p^{k}\right)\right)\right)^{\ell}\right)\right]
\end{aligned}
$$

by (3.18). Therefore, we obtain

$$
\begin{align*}
& \prod_{\partial(p) \leq m}\left(1-r^{\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} r^{k \partial(p)} f\left(p^{k}\right)\right) \\
& \quad=\prod_{\partial(p) \leq m}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} f\left(p^{k}\right)\right)+o(1) \tag{3.19}
\end{align*}
$$

Then (3.14) follows from $(3.15),(3.16),(3.17)$ and (3.19).
Finally, assume that (3.1) converges for $\theta=\alpha \neq 0$. Then, for the multiplicative function $f(a) q^{-i \partial(a) \alpha},(3.1)$ converges for $\theta=0$. The above argument yields

$$
\begin{aligned}
\sum_{\partial(a)=m} f(a) q^{-i \partial(a) \alpha}= & A q^{m} \prod_{\partial(p) \leq m}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)(1+i \alpha)} f\left(p^{k}\right)\right) \\
& +o\left(q^{m}\right)
\end{aligned}
$$

and then (3.2) follows.

### 6.4 Mean-Values of Multiplicative Functions

We finally deduce the following theorem on mean-values of multiplicative functions, which is an analogue of the Halász-Wirsing-Delange theorem (cf. Halász [1], Wirsing [2], Delange [1], and Elliott [1]).
(6.4.1) Theorem. (cf. Zhang [8]). Suppose (i) that $\mathcal{G}$ is a Chebyshev additive arithmetical semigroup satisfying (2.4), or (ii) that (2.14) holds. Let $f$ be a multiplicative function with $|f(a)| \leq 1$ for all $a \in \mathcal{G}$. Then the (asymptotic) mean-value

$$
m_{f}(\text { or } m(f))=\lim _{n \rightarrow \infty} \frac{1}{G(n)} \sum_{\partial(a)=n} f(a)
$$

exists and is non-zero if and only if
(i) for each $p$ with $\partial(p) \leq \frac{\log 2}{\log q}$,

$$
1+\sum_{k=1}^{\infty} f\left(p^{k}\right) q^{-k \partial(p)} \neq 0
$$

and
(ii) the series

$$
\sum_{p} q^{-\partial(p)}(1-f(p))
$$

converges.

Moreover, if (i) and (ii) are satisfied, then

$$
m_{f}=\prod_{p}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} f\left(p^{k}\right)\right)
$$

Further, the mean-value $m_{f}$ exists and is zero if and only if either there exist a real number $\alpha$ and a prime $p_{0}$ with $\partial\left(p_{0}\right) \leq \frac{\log 2}{\log q}$ such that the series

$$
\sum_{p} q^{-\partial(p)}\left(1-\operatorname{Re}\left(f(p) q^{-i \delta(p) \alpha}\right)\right)
$$

converges, and such that

$$
1+\sum_{k=1}^{\infty} q^{-k \partial\left(p_{0}\right)(1+i \alpha)} f\left(p_{0}^{k}\right)=0
$$

or the series

$$
\sum_{p} q^{-\partial(p)}\left(1-\operatorname{Re}\left(f(p) q^{-i \partial(p) \theta}\right)\right)
$$

diverges for all real numbers $\theta$.
Proof. If conditions (i) and (ii) hold, then (3.1) converges with $\theta=0$. Therefore, from (3.2) with $\alpha=0$ of Theorem 6.3.1, we obtain

$$
m_{f}=\lim _{m \rightarrow \infty} \frac{F(m)}{G(m)}=\prod_{p}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} f\left(p^{k}\right)\right),
$$

which is non-zero since conditions (i) and (ii) guarantee the non-vanishing of each factor and the convergence of the infinite product. If the condition (iii) holds then, by (3.2), $F(m)=o\left(q^{m}\right)$ and $m_{f}=0$. Finally, if the condition (iv) holds then plainly, by Theorem 6.3.1, $m_{f}=0$.

Conversely, assume first that $f$ has mean-value $m_{f}=0$. Then either (3.1) diverges for all real $\theta$, that is, the condition (iv) holds, or (3.1) converges for $\theta=\alpha$, a real number. In the second case, for the function $g(a):=f(a) q^{-i \alpha \partial(a)}$,

$$
\sum_{p} q^{-\partial(p)}(1-\operatorname{Re} g(p))
$$

converges and then so does (3.1) with $g$ in place of $f$ and $\theta=0$. Also,

$$
m_{g}=\lim _{m \rightarrow \infty} \frac{1}{G(m)} \sum_{\partial(a)=m} g(a)=\lim _{m \rightarrow \infty} q^{-i \alpha m} \frac{F(m)}{G(m)}=0
$$

Therefore, by (3.2) of Theorem 6.3.1 with $\alpha=0$ and $g$ in place of $f$, we obtain

$$
\lim _{m \rightarrow \infty} \prod_{\partial(p) \leq m}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} g\left(p^{k}\right)\right)=0
$$

that is,

$$
\lim _{m \rightarrow \infty} \prod_{\partial(p) \leq m}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)(1+i \alpha)} f\left(p^{k}\right)\right)=0
$$

Hence there must be a prime $p$ with $\partial(p) \leq \frac{\log 2}{\log q}$ such that

$$
1+\sum_{k=1}^{\infty} q^{-k \partial(p)(1+i \alpha)} f\left(p^{k}\right)=0
$$

(if $\partial(p)>\frac{\log 2}{\log q}$, this sum is never zero), i.e., the condition (iii) holds.
Assume then $m_{f} \neq 0$. Then (2.2) holds with $\alpha=0, L(m)=1$, and $c=m_{f}$. Theorem 6.2.2 implies that the generating function

$$
\hat{F}(y)=\frac{c}{1-q y}+o\left(\frac{1}{1-q|y|}\right)
$$

as $|y| \rightarrow q^{-1}-$. However,

$$
\frac{\hat{F}(y)}{Z(y)}=F_{4}(y) \exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q}} y^{\partial(p)}(1-f(p))\right\}
$$

where

$$
\begin{aligned}
F_{4}(y)= & \prod_{\partial(p) \ll \frac{\log 3}{\log q}}\left(1-y^{\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} f\left(p^{k}\right) y^{k \partial(p)}\right) \\
& \times \prod_{\partial(p) \geq \frac{\log 3}{\log q}}\left(1+\sum_{k=1}^{\infty}\left(f\left(p^{k}\right)-f\left(p^{k-1}\right) f(p)\right) y^{k \partial(p)}\right) \\
& \times \exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q}} \sum_{k=2}^{\infty} \frac{1}{k}\left(1-f^{k}(p)\right) y^{k \partial(p)}\right\}
\end{aligned}
$$

is holomorphic in the disk $\left\{|y|<q^{-\frac{1}{2}}\right\}$. Hence we obtain

$$
\begin{aligned}
\lim _{r \rightarrow q^{-1}-} \frac{\hat{F}(r)}{Z(r)} & =F_{4}\left(q^{-1}\right) \lim _{r \rightarrow q^{-1}-} \exp \left\{-\sum_{\partial(p) \geq \frac{\log 3}{\log q}} r^{\partial(p)}(1-f(p))\right\} \\
& =\frac{c}{A}=\frac{m_{f}}{A} \neq 0 .
\end{aligned}
$$

Thus $F_{4}\left(q^{-1}\right) \neq 0$, and hence the condition (i) holds. Also,

$$
\begin{equation*}
\sum_{\partial(p) \geq \frac{\log ^{2} 3}{\log ^{\circ} q}} r^{\partial(p)}(1-\operatorname{Re} f(p)) \tag{4.1}
\end{equation*}
$$

must converge, and then

$$
\lim _{r \rightarrow q^{-1}-} \sum_{\partial(p) \geq \frac{\log 3}{108 q}} r^{\partial(p)} \operatorname{Im} f(p)
$$

does exist. Now

$$
\sum_{\partial(p) \geq \frac{\log 3}{\log q}} r^{\partial(p)} \operatorname{Im} f(p)=\sum_{m \geq \frac{\log 3}{\log q}}\left(\sum_{\partial(p)=m} \operatorname{Im} f(p)\right) r^{m}
$$

with

$$
\left|\sum_{\partial(p)=m} \operatorname{Im} f(p)\right| \leq \sum_{\partial(p)=m} 1=P(m) \ll \frac{q^{m}}{m} .
$$

Hence, by the well-known Littlewood tauberian theorem (cf. Titchmarsh [1]),

$$
\sum_{m \geq \log ^{\log 9} 9}\left(\sum_{\partial(p)=m} \operatorname{Im} f(p)\right) q^{-m}
$$

is convergent, and then so is

$$
\begin{equation*}
\sum_{\partial(p) \geq \frac{\log 3}{\operatorname{cog} q}} q^{-\partial(p)} \operatorname{Im} f(p) . \tag{4.2}
\end{equation*}
$$

This implies the condition (ii). Since (4.1) converges, we may also appeal to (3.2) with $\alpha=0$ and deduce the convergence of (4.2) as in the classical probabilistic number theory (cf. Elliott [1], Vol. I, Chapter 6).

To conclude our discussion, as a consequence of Theorem 6.4.1, we prove the following alternative mean-value theorem, which is in some ways an analogue of a fine theorem of Wirsing (cf. Wirsing [2], Elliott [1]).
(6.4.2) Theorem. (cf. Zhang [8]). Suppose (i) that $\mathcal{G}$ is a Chebyshev additive arithmetical semigroup satisfying (2.4), or (ii) that (2.14) holds. Let $f$ be a multiplicative function such that $|f(a)| \leq 1$ for all $a \in \mathcal{G}$. If there exist a subset $\mathcal{P}_{1}$ of $\mathcal{P}$ and a number $\varepsilon>0$ such that

$$
\sum_{p \in \mathcal{P}_{1}} q^{-\partial(p)}<\infty
$$

and such that

$$
\begin{equation*}
(\operatorname{Re} f(p))^{2}+(1+\varepsilon)^{2}(\operatorname{Im} f(p))^{2} \leq 1 \tag{4.3}
\end{equation*}
$$

for all $p \notin \mathcal{P}_{1}$, then

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{G(m)} \sum_{\partial(a)=m} f(a), \quad \text { or } \quad \lim _{m \rightarrow \infty} \frac{(-1)^{m}}{G(m)} \sum_{\partial(a)=m} f(a) \tag{4.4}
\end{equation*}
$$

exists.

Remark. Warlimont [4] proved this result under the condition $|\operatorname{Im} f(p)| \leq$ $K(1-|\operatorname{Re} f(p)|)$, with $0 \leq K<\frac{1}{\sqrt{3}}$. This condition implies $(\operatorname{Re} f(p))^{2}+$ $K^{-2}(\operatorname{Im} f(p))^{2} \leq 1$. A simple example $f(a)=(-1)^{\partial(a)}$ shows that, under the condition (4.3), $m_{f}$ does not necessarily exist and therefore the alternative shows substantial divergence from the classical theory. Also, a simple example $f(a)=i^{\partial(a)}$, for which neither limit of (4.4) exists, shows that a condition of the kind of (4.3) is necessary for the truth of the theorem.

Proof. By Theorem 6.4.1, if the condition (iii) or the condition (iv) holds, then $m_{f}=0$. Therefore we may assume that there exists a real number $\alpha$ such that

$$
\begin{equation*}
\sum_{p} q^{-\partial(p)}\left(1-\operatorname{Re}\left(f(p) q^{-i \partial(p) \alpha}\right)\right) \tag{4.5}
\end{equation*}
$$

converges. Also we may assume that if (3.1) converges for $\theta=\alpha^{\prime}$, in particular, $\alpha^{\prime}=\alpha$, then

$$
\begin{equation*}
1+\sum_{k=1}^{\infty} q^{-k \vartheta(p)\left(1+i \alpha^{\prime}\right)} f\left(p^{k}\right) \neq 0 \tag{4.6}
\end{equation*}
$$

for all $p$ (for $p$ with $\partial(p)>\frac{\log 2}{\log q}$, this is certainly true). From (4.3) and (4.5), we can conclude that

$$
\begin{equation*}
\sum_{p} q^{-\partial(p)}\left(1-\operatorname{Re}\left(f(p) q^{i \partial(p) \alpha}\right)\right) \tag{4.7}
\end{equation*}
$$

converges. Actually we have, for $p \notin \mathcal{P}_{1}$,

$$
\begin{aligned}
& (\operatorname{Re} f(p)) \cos \theta+(1+\varepsilon)(\operatorname{Im} f(p)) \sin \theta \\
& \quad \leq\left[(\operatorname{Re} f(p))^{2}+(1+\varepsilon)^{2}(\operatorname{Im} f(p))^{2}\right]^{\frac{1}{2}} \leq 1
\end{aligned}
$$

and hence

$$
\varepsilon(\operatorname{Im} f(p)) \sin (\alpha \partial(p) \log q) \leq 1-\operatorname{Re}\left(f(p) q^{-i \alpha \partial(p)}\right)
$$

Then the convergence of (4.7) follows from the inequality

$$
\begin{aligned}
& \sum_{\partial(p) \leq M} q^{-\partial(p)}\left(1-\operatorname{Re}\left(f(p) q^{i \partial(p) \alpha}\right)\right) \\
& =\sum_{\partial(p) \leq M} q^{-\partial(p)}\left(1-\operatorname{Re}\left(f(p) q^{-i \partial(p) \alpha}\right)\right) \\
& \quad+2 \sum_{\partial(p) \leq M} q^{-\partial(p)}(\operatorname{Im} f(p)) \sin (\partial(p) \alpha \log q) \\
& \leq \\
& \quad\left(1+\frac{2}{\varepsilon}\right) \sum_{p} q^{-\hat{\partial}(p)}\left(1-\operatorname{Re}\left(f(p) q^{-i \partial(p) \alpha}\right)\right)+2 \sum_{p \in \mathcal{P}_{1}} q^{-\partial(p)} .
\end{aligned}
$$

Now let $g(a):=f(a) q^{-i \partial(a) \alpha}$. From (4.5) and (4.6) with $\alpha^{\prime}=\alpha$, conditions (i) and (ii) of Theorem 6.4.1 with $g$ in place of $f$ hold. Thus

$$
m_{g}=\lim _{m \rightarrow \infty} \frac{1}{G(m)} \sum_{\partial(a)=m} g(a)=\lim _{m \rightarrow \infty} \frac{q^{-i m \alpha}}{G(m)} \sum_{\partial(a)=m} f(a) \neq 0
$$

eixsts. It follows that

$$
F(m)=A m_{g} q^{m(1+i \alpha)}+o\left(q^{m}\right)
$$

Similarly, let $h(a):=f(a) q^{i \partial(a) \alpha}$. From (4.7) and (4.6) with $\alpha^{\prime}=-\alpha$, we conclude that

$$
F(m)=A m_{h} q^{m(1-i \alpha)}+o\left(q^{m}\right)
$$

Hence $\alpha \log q=0$ or $\pi \bmod 2 \pi$. If $\alpha=0, m_{f}=m_{g} \neq 0$. If $\alpha \log q=\pi \bmod$ $2 \pi$, then

$$
\lim _{m \rightarrow \infty} \frac{(-1)^{m}}{G(m)} \sum_{\partial(a)=m} f(a)=m_{g} \neq 0
$$

### 6.5 Mean-Values of the Functions $\lambda$ and $\mu$

As an application of Theorems 6.4.1 and 6.4.2, combining with Theorem 5.4.1 of Chapter 5, we consider again (asymptotic) mean-values of the Liouville and Möbius functions $\lambda$ and $\mu$ defined on an additive arithmetical semigroup $\mathcal{G}$ (cf. Lemma 4.1.2 of Chapter 4 for the "classical" case).
(6.5.1) Theorem. (cf. Zhang [7]). Assume that

$$
\begin{equation*}
G(m)=A q^{m}+O\left(q^{m} m^{-\gamma}\right) \tag{5.1}
\end{equation*}
$$

holds, with constants $A>0$ and $\gamma>2$. Then

$$
\sum_{\partial(a)=m} \lambda(a)=o\left(q^{m}\right), \quad \sum_{\partial(\alpha)=m} \mu(a)=o\left(q^{m}\right)
$$

if the generating function $Z(y)$ of $\mathcal{G}$ has no zeros on the circle $\left\{|y|=q^{-1}\right\}$; otherwise,

$$
\lim _{m \rightarrow \infty} \frac{(-1)^{m}}{G(m)} \sum_{\partial(a)=m} \lambda(a), \quad \lim _{m \rightarrow \infty} \frac{(-1)^{m}}{G(m)} \sum_{\partial(a)=m} \mu(a)
$$

exist, if $Z(y)$ has a zero at $y=-q^{-1}$.
Remark. The mean-value of $\mu$ is also considered by Warlimont [4], and Indlekofer and Manstavicius [1]. If $Z(y)$ has a zero at $y=-q^{-1}$, then the order of the zero is one and $Z(y)$ has no other zeros on the closed disk $\left\{|y| \leq q^{-1}\right\}$, as we know from Corollary 5.3.4 of Chapter 5. In this case, $\mu$ does not have a mean-value because of the dominant perturbation of the zero at $y=-q^{-1}$; instead, it has alternative mean-values by Theorem 6.4.2. This is well illustrated by Example 3.8.1 of Chapter 3, as we shall see from a brief discussion given at the end of this section. We note that this phenomenon does not occur in the theory of Beurling's generalized integers (cf. Zhang [9]).

Proof. As in classical number theory, we have

$$
\begin{aligned}
& Z^{3}(r)\left|Z^{4}\left(r e^{i \theta}\right)\right|\left|Z\left(r e^{i 2 \theta}\right)\right| \\
& \quad=\prod_{m=1}^{\infty}\left[\left(1-r^{m}\right)^{3}\left|1-r^{m} e^{i m \theta}\right|^{4}\left|1-r^{m} e^{i 2 m \theta}\right|\right]^{-P(m)} \\
& \quad=\exp \left\{\sum_{m=1}^{\infty} P(m) \sum_{k=1}^{\infty} \frac{r^{k m}}{k}(3+4 \cos k m \theta+\cos 2 k m \theta)\right\} \\
& \quad \geq 1
\end{aligned}
$$

for $0 \leq r<q^{-1}$ and all $\theta \in \mathbb{R}$, since $3+4 \cos k m \theta+\cos 2 k m \theta \geq 0$ (see Section 3.5). Note that, for $\theta \neq(2 n+1) \pi, n \in \mathbb{Z}, \lim _{r \rightarrow q^{-1}}\left|Z\left(r e^{2 i \theta}\right)\right|$ exists and is finite. Hence, for $\theta \neq(2 n+1) \pi, n \in \mathbb{Z}$,

$$
Z(r)\left|Z\left(r e^{i \theta}\right)\right| \rightarrow \infty
$$

or, equivalently,

$$
\log \left(Z(r)\left|Z\left(r e^{i \theta}\right)\right|\right) \rightarrow \infty
$$

as $r \rightarrow q^{-1}-$. We note that

$$
\begin{aligned}
\log \left(Z(r)\left|Z\left(r e^{i \theta}\right)\right|\right) & =\sum_{m=1}^{\infty} P(m) \sum_{k=1}^{\infty} \frac{r^{k m}}{k}\left(1+R e e^{i k m \theta}\right) \\
& =\sum_{m=1}^{\infty} P(m) r^{m}\left(1+R e e^{i m \theta}\right)+o(1)
\end{aligned}
$$

since $P(m) \ll q^{m} m^{-1}$. Therefore we have

$$
\sum_{m=1}^{\infty} P(m) r^{m}\left(1+R e e^{i m \theta}\right) \rightarrow \infty
$$

as $r \rightarrow q^{-1}$ - for all $\theta \neq(2 n+1) \pi, n \in \mathbb{Z}$. If we now take $f=\lambda$ or $f=\mu$ in Theorem 6.4.1, then we find that

$$
\begin{aligned}
S: & =\sum_{p} q^{-\partial(p)}\left(1-\operatorname{Re}\left(f(p) q^{-i \theta \partial(p)}\right)\right) \\
& =\lim _{r \rightarrow q^{-1}} \sum_{m=1}^{\infty} P(m) r^{m}\left(1+\operatorname{Re} e^{-i m \theta \log q}\right) \\
& =\infty
\end{aligned}
$$

holds for all $\theta \in \mathbb{R}$ and $\theta \neq \frac{(2 n+1) \pi}{\log q}, n \in \mathbb{Z}$, because $f(p)=-1$.
For $\theta=\frac{(2 n+1) \pi}{\log q}$,

$$
\begin{aligned}
S & =\sum_{m=1}^{\infty} P(m) q^{-m}\left(1+R e e^{-i m(2 n+1) \pi}\right) \\
& =2 \sum_{m=1}^{\infty} P(2 m) q^{-2 m}
\end{aligned}
$$

Assuming (5.1) with $\gamma>2$, by Theorem 5.4.1 of Chapter 5, we have

$$
S=\sum_{m=1}^{\infty} \frac{1}{m}\left(1+O\left(m^{-\gamma+1}\right)\right)=\infty
$$

if $Z(y)$ has no zeros at $y=-q^{-1}$, since

$$
P(n)=\frac{1}{n} \sum_{r \mid n} \mu(r) \bar{\Lambda}\left(\frac{n}{r}\right)
$$

(here $\mu$ is the classical Möbius function). Hence $S$ diverges for all real numbers $\theta$, and

$$
\begin{equation*}
\sum_{\partial(a)=m} f(a)=o\left(q^{m}\right) \tag{5.2}
\end{equation*}
$$

by Theorem 6.4.1, if $Z(y)$ has no zeros at $y=-q^{-1}$. Now assume that $Z(y)$ has a zero at $y=-q^{-1}$. Then, by Theorem 5.4.1 of Chapter 5,

$$
S=\sum_{m=1}^{\infty} \frac{1}{m} O\left(m^{-\gamma+2}\right)
$$

converges for $\alpha=\frac{(2 n+1) \pi}{\log q}, n \in \mathbb{Z}$. In this case, $f$ does not have mean-value 0 (by Theorem 6.4.1). Actually, if $f=\lambda$ then, for each $p$, we have

$$
\begin{aligned}
1+\sum_{k=1}^{\infty} q^{-k \partial(p)(1+i \alpha)} f\left(p^{k}\right) & =1+\sum_{k=1}^{\infty} q^{-k \partial(p)}(-1)^{k(\partial(p)+1)} \\
& =\frac{1}{1-(-1)^{\partial(p)+1} q^{-\partial(p)}}>0
\end{aligned}
$$

and, if $f=\mu$ then we have

$$
1+\sum_{k=1}^{\infty} q^{-k \partial(p)(1+i \alpha)} f\left(p^{k}\right)=1-(-1)^{\partial(p)} q^{-\partial(p)}>0
$$

since $q>1, \partial(p) \geq 1$. It remains to determine whether $f$ has a non-zero mean-value. We have

$$
\begin{aligned}
\sum_{p} q^{-\partial(p)}(1-f(p)) & =2 \sum_{m=1}^{\infty} P(m) q^{-m} \geq 2 \sum_{m=1}^{\infty} P(2 m-1) q^{-2 m+1} \\
& =\infty
\end{aligned}
$$

by Theorem 5.4.1 of Chapter 5. Therefore, by Theorem 6.4.1, $f$ does not have a non-zero mean-value and the mean-value $m_{f}$ does not exist if $Z(y)$ has a zero at $y=-q^{-1}$. Then Theorem 6.4.2 implies that

$$
\lim _{m \rightarrow \infty} \frac{(-1)^{m}}{G(m)} \sum_{\partial(a)=m} f(a)
$$

exists.

Theorem 6.5 .1 is well illustrated by Example 3.8.1 of Chapter 3. Consider the additive arithmetical semigroup $\mathcal{G}$ defined there. Then the generating function of $\mu$ or its summatory function is

$$
M(y):=\sum_{a \in \mathcal{G}} \mu(a) y^{\partial(a)}=\sum_{m=0}^{\infty}\left(\sum_{\partial(a)=m} \mu(a)\right) y^{m}, \quad|y|<q^{-1} .
$$

It is easily seen that

$$
\begin{aligned}
M(y) & =\prod_{p}\left(1-y^{\partial(p)}\right)=\prod_{m=1}^{\infty}\left(1-y^{m}\right)^{P(m)} \\
& =\frac{1}{Z(y)}=\frac{1-q y}{1+q y}\left(\frac{1-q y^{2}}{1+q y^{2}}\right)^{\frac{1}{2}} e^{-F(y)}
\end{aligned}
$$

which is meromorphic in the domain $\mathcal{D} \cap\left\{|y|<q^{-\frac{1}{3}}\right\}$. Here the domain $\mathcal{D}$ is formed by cutting the complex plane along the real axis from $-\infty$ to
$-q^{-\frac{1}{2}}$, and from $q^{-\frac{1}{2}}$ to $+\infty$, and along the imaginary axis from $-i \infty$ to $-i q^{-\frac{1}{2}}$, and from $i q^{-\frac{1}{2}}$ to $i \infty$. Also, here the function $F(y)$ is holomorphic in the disk $\left\{|y|<q^{-\frac{1}{3}}\right\}$, and the function

$$
H_{1}(y):=\left(\frac{1-q y^{2}}{1+q y^{2}}\right)^{\frac{1}{2}}
$$

is the single-valued branch with $H_{1}(0)=1$ of the associated multiple-valued function in $\mathcal{D}$. Therefore we have

$$
\sum_{\partial(a)=m} \mu(a)=\frac{1}{2 \pi i} \int_{|y|=r} \frac{M(y)}{y^{m+1}} d y
$$

where $0<r<q^{-1}$. If we shift the integration contour to the circle $|y|=$ $q^{-\frac{1}{2}-\varepsilon}$, then we obtain

$$
\begin{aligned}
\sum_{\partial(a)=m} \mu(a) & =\operatorname{Res}_{y=-q^{-1}} \frac{M(y)}{y^{m+1}}+\frac{1}{2 \pi i} \int_{|y|=q^{-\frac{1}{2}-\varepsilon}} \frac{M(y)}{y^{m+1}} d y \\
& =(-1)^{m+1} 2 q^{m}\left(\frac{q-1}{q+1}\right)^{\frac{1}{2}} e^{-F\left(-q^{-1}\right)}+O_{\varepsilon}\left(q^{\left(\frac{1}{2}+\varepsilon\right) m}\right)
\end{aligned}
$$

Therefore

$$
\lim _{m \rightarrow \infty} \frac{(-1)^{m}}{G(m)} \sum_{\partial(a)=m} \mu(a)=-2\left(\frac{q-1}{q+1}\right)^{\frac{1}{2}} e^{-F\left(-q^{-1}\right)} .
$$

Hence $\mu$ does not have a mean-value here, because of the dominant perturbation of the zero of $Z(y)$ at $y=-q^{-1}$.

### 6.6 Mean-Value Theorems for Beurling-Type Semigroups

Some theorems in previous sections have also been proved for Beurling-type additive arithmetical semigroups (see Section 5.5), with the following condition (6.3) in place of (2.4), and the condition (6.6) in place of (2.14), etc. In particular, we now state the following two theorems without including proofs, which correspond to Theorem 6.2.1 and Theorem 6.5.1 respectively. Readers with interest in proofs may read Zhang [7,8].
(6.6.1) Theorem. Suppose there exist a constant c, real constants $\alpha, \tau>0$, and $q>1$, and a measurable, slowly oscillating function $L(x)$ with $|L(x)|=1$, such that

$$
\begin{equation*}
F(m)=\frac{c q^{m(1+i \alpha)} m^{\tau-1}}{\Gamma(\tau)} L(m)+o\left(q^{m} m^{\tau-1}\right) \tag{6.1}
\end{equation*}
$$

as $m \rightarrow \infty$. Then the asymptotic formula

$$
\begin{equation*}
\hat{F}(y)=\frac{c}{\left(1-q^{1+i \alpha} y\right)^{\tau}} L\left(\frac{1}{1-q|y|}\right)+o\left(\frac{1}{(1-q|y|)^{\tau}}\right) \tag{6.2}
\end{equation*}
$$

holds as $|y| \rightarrow q^{-1}-$.
Conversely, let $\rho_{1}<\cdots<\rho_{r}$ be constants such that $\rho_{r}=\tau \geq 1$, and $A_{1}, \ldots, A_{r}$ be real constants such that $A_{r}=A>0$. Set

$$
Q(n)=\sum_{\nu=1}^{r} A_{\nu} n^{\rho_{\nu}-1}
$$

Suppose that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|G(n) q^{-n}-Q(n)\right|<\infty \tag{6.3}
\end{equation*}
$$

and either

$$
\begin{equation*}
G(n) q^{-n}-Q(n)=O\left(n^{-1}\right) \tag{6.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left(G(n) q^{-n}-Q(n)\right)^{2}<\infty \tag{6.5}
\end{equation*}
$$

Moreover, suppose $|f(a)| \leq 1$ for all $a \in \mathcal{G}$, and either
(i) $f$ is a completely multiplicative function on $\mathcal{G}$, or
(ii) $f$ is a multiplicative function such that, for each prime $p$ with $\partial(p)<$ $\frac{\log 2}{\log q}$, there exists a positive integer $k(p)$ such that $q^{\partial(p)}-1-q^{-(k(p)-1) \partial(p)} \geq$ 0 , and $f\left(p^{k}\right)=0$ for all $1 \leq k<k(p)$.

Then (6.2) implies (6.1).

Note. If we assume

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sup _{n \leq m}\left|G(m) q^{-m}-Q(m)\right|<\infty \tag{6.6}
\end{equation*}
$$

or, in particular, assume

$$
\begin{equation*}
G(m)=q^{m} \sum_{\nu=1}^{r} A_{\nu} m^{p_{\nu}-1}+O\left(q^{m} m^{-\gamma}\right) \tag{6.7}
\end{equation*}
$$

with $\gamma>1$, then (6.3) and (6.4) hold.
(6.6.2) Theorem. Assume (6.7) with $q>1$ and $\gamma>\max \left\{2+\rho_{r}, 3\right\}$. Then

$$
\sum_{\partial(a)=m} \lambda(a)=o\left(q^{m} m^{\rho_{r}-1}\right)
$$

and

$$
\sum_{\partial(a)=m} \mu(a)=o\left(q^{m} m^{\rho_{r}-1}\right)
$$

if $Z(y)$ has no zeros at $y=-q^{-1}$ or a zero at $y=-q^{-1}$ of order less then $\rho_{r}$; otherwise both
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$$
\lim _{m \rightarrow \infty} \frac{(-1)^{m}}{G(m)} \sum_{\partial(a)=m} \lambda(a), \quad \lim _{m \rightarrow \infty} \frac{(-1)^{m}}{G(m)} \sum_{\partial(a)=m} \mu(a)
$$

exist.

## CHAPTER 7

## BASICS OF PROBABILISTIC NUMBER THEORY FOR SEMIGROUPS

### 7.1 Necessary Results from Theory of Probability

In this chapter we shall investigate the limit distributions of real-valued additive functions on (additive) arithmetical semigroups. Especially, we shall prove an analogue of the well-known Lindeberg-Feller central limit theorem, and an analogue of the celebrated Erdös-Kac theorem. Since the probabilistic theory of (additive) arithmetical semigroups is still developing and new results are still being published, we shall confine ourselves here to basics of the theory. For readers with interest in the classical background of theorems in this chapter, we refer to Elliott's monograph [1].

Several authors have made contributions to this subject, e.g. Indlekofer and Manstavicius [1], and Zhang [3]. The discussion given in this chapter follows mainly the paper [3] by Zhang.

In the following discussions, as in the classical probabilistic number theory, a theorem is usually formulated in the fashion of probability theory, the basic idea of a proof of the theorem is illustrated by a proper probability model, and then the proof appeals to relevant theorems in probability theory. Hence some familiarity with the basics of the theory of convergence of distributions in probability theory is a prerequisite below, although, in
this section first, we also give a brief survey of certain relevant concepts and necessary results, which are well-known and may be found in standard references in probability theory (e.g. Gnedenko and Kolmogorov [1], and Billingsley [1]). We shall state such results without proofs.

### 7.1.1 The Chebyshev inequality and other initial results

Let $(\Omega, \mathcal{F}, P)$ be a probability space, that is, $\mathcal{F}$ is a $\sigma$-field of subsets of the sample space $\Omega$ and $P$ is a probability measure on $\mathcal{F}$. The members of $\mathcal{F}$ are called measurable sets. A random variable on $(\Omega, \mathcal{F}, P)$ is a real-valued function $X(\omega)$ which is defined for $\omega \in \Omega$ and measurable on $\mathcal{F}$.

Then for each one-dimensional real Borel set $A$, the event $[X \in A]=$ $\{\omega: X(\omega) \in A\}$ is measurable; especially, so is $[X \leq x]$ for each real number $x$. The distribution or law of $X$ is the probability measure

$$
\mu(A)=P[X \in A]
$$

defined on the $\sigma$-field of one-dimensional Borel sets. The distribution function of $X$ is the function

$$
F(x):=\mu(-\infty, x]=P[X \leq x]
$$

defined for real $x$. Hence $F(x)$ is non-decreasing and right-continuous. Moreover

$$
\lim _{x \rightarrow-\infty} F(x)=0, \quad \lim _{x \rightarrow+\infty} F(x)=1 .
$$

Conversely, any real-valued function $F(x)$ with these properties is the distribution function of a random variable on some probability space.

The distribution functions most commonly used are determined by a finite number of parameters. Among these parameters are the mean (or
expectation) $E X$ and the variance $\operatorname{Var} X$ of a random variable $X$, which are respectively defined by

$$
E X=\int_{-\infty}^{\infty} x d F(x)
$$

and

$$
\operatorname{Var} X=E(X-E X)^{2}=\int_{-\infty}^{\infty}(x-E X)^{2} d F(x)
$$

where $F(x)$ is the distribution function of $X$. The variance can also be written in the form

$$
\operatorname{Var} X=E\left(X^{2}\right)-(E X)^{2} .
$$

(7.1.1) Lemma. (The Chebyshev inequaltiy)

$$
E[|X| \geq a] \leq \frac{E\left(X^{2}\right)}{a^{2}}
$$

for any $a>0$.
The idea of this well-known inequality has proved of the greatest importance in probability and statistics.

For any random variables $X_{j}, j=1, \ldots, n$, on the same probability space $\Omega$,

$$
E\left(X_{1}+\cdots+X_{n}\right)=E X_{1}+\cdots+E X_{n} .
$$

If $X_{j}, j=1, \ldots, n$ are independent, i.e.,

$$
P\left[X_{1} \leq x_{1}, \ldots, X_{n} \leq x_{n}\right]=P\left[X_{1} \leq x_{1}\right] P\left[X_{2} \leq x_{2}\right] \cdots P\left[X_{n} \leq x_{n}\right]
$$

for all $x_{1}, \ldots, x_{n}$, then

$$
\operatorname{Var}\left(X_{1}+\cdots+X_{n}\right)=\operatorname{Var} X_{1}+\cdots+\operatorname{Var} X_{n} .
$$

To prove our main theorems in Section 7.6 below, we need the following existence theorem for independent sequences of random variables.
(7.1.2) LEmMA. If $\mu_{n}, n=1,2, \ldots$, is a finite or infinite sequence of probability measures on the $\sigma$-field of one-dimensional Borel sets, then there exists on some probability space $(\Omega, \mathcal{F}, P)$ an independent sequence $X_{n}, n=1,2, \ldots$, of random variables such that $X_{n}$ has distribution $\mu_{n}$.

For a proof of this existence theorem, we refer to Billingsley [1], Chapter 4, Theorem 20.4.

Let $X$ and $Y$ be independent random variables, with respective distribution functions $F(x)$ and $G(x)$. Then $X+Y$ has the distribution function

$$
H(y)=\int_{-\infty}^{\infty} G(y-x) d F(x),
$$

which is called the convolution of $F(x)$ and $G(x)$, denoted by $F * G$. This convolution operation is commutative and associative.

### 7.1.2 Weak convergence, characteristic functions, and the continuity theorem

If $F_{n}(x)$ and $F(x)$ are distribution functions, and if

$$
\lim _{n \rightarrow \infty} F_{n}(x)=F(x)
$$

holds for each $x$ at which $F(x)$ is continuous, then we say that $F_{n}$ converges weakly to $F$ as $n \rightarrow \infty$, and write $F_{n} \Longrightarrow F$. Sometimes $F(x)$ will then be referred to as the limit distribution or limit law. In this case, if $F_{n}$ and $F$ are distribution functions of random variables $X_{n}$ and $X$ respectively, we also say that $X_{n}$ converges in distribution or in law to $X$, and write $X_{n} \Longrightarrow X$.

Associated with a distribution function $F(x)$ is the characteristic function, defined by

$$
\phi(t)=\int_{-\infty}^{\infty} e^{i t x} d F(x)
$$

the Fourier transform of $F(x)$. This characteristic function is defined for all real values of $t$. It is uniformly continuous for $-\infty<t<\infty$ and satisfies

$$
\phi(0)=1, \quad|\phi(t)| \leq 1 .
$$

The characteristic function $\phi(t)$ contains all information about the distribution function $F(x)$, because $\phi$ uniquely determines the function it comes from. This fundamental fact is a consequence of an inversion formula given as follows.
(7.1.3) Lemma. (Inversion formula) Let $u$ and $v$ be continuity points of $F(x)$, and let $\phi(t)$ be the characteristic function of $F(x)$. Then

$$
F(u)-F(v)=\lim _{T \rightarrow \infty} \frac{1}{2 \pi} \int_{-T}^{T} \frac{e^{-i t v}-e^{-i t u}}{i t} \phi(t) d t .
$$

Weak convergence of distribution functions can be formulated in terms of characteristic functions, as follows:
(7.1.4) Lemma. (Continuity theorem) Let $\phi_{n}(t)$ be the characteristic function of the distribution function $F_{n}(x), n=1,2, \ldots$ Then the following propositions are equivalent:
(i) The distribution functions $F_{n}(x)$ converge weakly to a distribution function $F(x)$ as $n \rightarrow \infty$.
(ii) There exists a function $\phi(t)$ defined for $-\infty<t<\infty$ such that $\phi(t)$ is continuous at $t=0$ and $\lim _{n \rightarrow \infty} \phi_{n}(t)=\phi(t),-\infty<t<\infty$.
(iii) There exists a function $\phi(t)$ defined for $-\infty<t<\infty$ such that $\lim _{n \rightarrow \infty} \phi_{n}(t)=\phi(t)$ uniformly on every finite interval of $t$.

In cases (ii) and (iii), $\phi(t)$ will be the characteristic function of some distribution function $F(x)$, and $F_{n}(x) \Longrightarrow F(x)$ as $n \rightarrow \infty$.

For a proof of this important theorem, we refer to either Gnedenko and Kolmogorov [1], Chapter 2, Theorems 1 and 2, or Billingsley [1], Chapter 5, Section 26.

In investigating weak convergence of distribution functions, the following theorem, sometimes called the Slutsky theorem, is also useful.
(7.1.5) Lemma. If $X_{n}$ converges in distribution to $X$, and if $Y_{n}$ converges in distribution to a constant $c_{0}$, then
(i) $X_{n}+Y_{n}$ converges in distribution to $X+c_{0}$, and
(ii) $X_{n} Y_{n}$ converges in distribution to $c_{0} X$.

We refer to Parzen [1] for this result. It is also implied by the remark following Lemma 1.7 in Elliott [1].

### 7.1.3 The central limit theorem and the Kolmogorov theorem

A normal distribution function is

$$
\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{x} e^{-\frac{(u-\mu)^{2}}{2 \sigma^{2}}} d u,
$$

where $\mu$ is the mean and $\sigma^{2}$ is the variance. A random variable is said to be normally distributed if it has normal distribution function.

In particular, the standard normal distribution function is

$$
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-\frac{u^{2}}{2}} d u
$$

Let $N$ denote a random variable which has distribution function $\Phi(x)$. Then $E N=0$ and $\operatorname{Var} N=1$.

The central limit theorem states roughly that the sum of many independent random variables will be approximately normally distributed if each summand has high probability of being small. Suppose that for each positive integer $n$, random variables

$$
X_{n 1}, X_{n 2}, \ldots, X_{n k_{n}}
$$

are independent; the probability space for the sequence may change with $n$.
(7.1.6) Lemma. (The Lindeberg-Feller central limit theorem) Suppose

$$
E\left[X_{n k}\right]=0, \quad \sigma_{n k}^{2}=E\left[X_{n k}^{2}\right], k=1, \ldots, k_{n}
$$

Let $S_{n}=X_{n 1}+\cdots+X_{n k_{n}}$, and $s_{n}^{2}=\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}$. If the Lindeberg condition

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{s_{n}^{2}} \sum_{k=1}^{k_{n}} \int_{\left|X_{n k}\right| \geq \varepsilon s_{n}} X_{n k}^{2} d P=0 \tag{1.1}
\end{equation*}
$$

holds for each $\varepsilon>0$, then $S_{n} / s_{n} \Longrightarrow N$.
Conversely, if $S_{n} / s_{n} \Longrightarrow N$, and

$$
\begin{equation*}
\max _{1 \leq k \leq k_{n}} P\left[\left|\frac{X_{n k}}{s_{n}}\right| \geq \varepsilon\right] \rightarrow 0 \tag{1.2}
\end{equation*}
$$

(especially,

$$
\left.\max _{1 \leq k \leq k_{n}} \frac{\sigma_{n k}^{2}}{s_{n}^{2}} \rightarrow 0\right)
$$

holds for each $\varepsilon>0$, then (1.1) is satisfied.

For proofs of this famous theorem, we refer to Gnedenko and Kolmogorov [1], Chapter 4, Theorems 3 and 4, or Billingsley [1], Chapter 5, Theorems 27.2 and 27.4.

The standard normal distribution is a particular case of infinitely divisible distributions. A distribution function $F$ is said to be infinitely divisible if and only if for each positive integer $n$ there exists a distribution function $F_{n}$ such that $F$ is the $n$-fold convolution $F_{n} * \cdots * F_{n}(n$ copies $)$ of $F_{n}$.

If the associated characteristic functions of distribution functions $F$ and $G$ are $\phi(t)$ and $\psi(t)$ respectively, then the characteristic function of the convolution $F * G$ is $\phi(t) \psi(t)$.

In terms of characteristic functions, if $\phi(t)$ denotes the characteristic function of an infinitely divisible distribution function $F$, then for each positive integer $n$, there will be a characteristic function $\phi_{n}(t)$ such that $\phi(t)=\left(\phi_{n}(t)\right)^{n}$ for $-\infty<t<\infty$. If the distribution function $F(x)$ of a random variable $X$ is infinitely divisible, we also say that $X$ is infinitely divisible.
(7.1.7) LEMMA. (The Kolmogorov theorem) A distribution function with mean 0 and finite variance $\sigma^{2}$ is infinitely divisible if and only if its characteristic function $\phi(t)$ is of the form

$$
\phi(t)=\exp \left\{\int_{-\infty}^{\infty}\left(e^{i t u}-1-i t u\right) \frac{1}{u^{2}} d K(u)\right\}
$$

where $K(u)$ is a non-decreasing and right-continuous function and $K(\infty)-$ $K(-\infty)$ is finite.

Remark. Actually, $K(\infty)-K(-\infty)=\sigma^{2}$.

For proofs, we refer to Gnedenko and Kolmogorov [1], Chapter 3, or Billingsley [1], Chapter 5, Theorems 28.1, 28.2, and 28.3.

Let $K_{n}(x)$ and $K(x)$ be non-decreasing and right-continuous functions defined for $-\infty<x<\infty$, such that $\lim _{x \rightarrow-\infty} K_{n}(x)=0, \lim _{x \rightarrow-\infty} K(x)=$ 0 , and $\lim _{x \rightarrow \infty} K_{n}(x)$ and $\lim _{x \rightarrow \infty} K(x)$ are finite. If

$$
\lim _{n \rightarrow \infty} K_{n}(x)=K(x)
$$

holds for each $x$ at which $K(x)$ is continuous, then we say that $K_{n}(x)$ converges vaguely to $K(x)$. If $K_{n}(x)$ and $K(x)$ are distribution functions, then the vague convergence and the weak convergence are equivalent.
(7.1.8) Lemma. Let $F_{n}(x)$ be a sequence of infinitely divisible distribution functions with mean zero, and uniformly bounded variances. Let the characteristic function of $F_{n}(x)$ be

$$
\exp \left\{\int_{-\infty}^{\infty}\left(e^{i t u}-1-i t u\right) u^{-2} d K_{n}(u)\right\}
$$

Then $F_{n}(x)$ converges weakly to a distribution function $F(x)$ if and only if $F(x)$ is infinitely divisible and $K_{n}(u)$ converges vaguely to $K(u)$ as $n \rightarrow \infty$, where the characteristic function of $F(x)$ is

$$
\exp \left\{\int_{-\infty}^{\infty}\left(e^{i t u}-1-i t u\right) u^{-2} d K(u)\right\}
$$

For proofs, see Gnedenko and Kolmogorov [1], Chapter 3, Theorem 3, or Billingsley [1], Chapter 5, Theorem 28.4.

### 7.1.4 A finite probability space

Let $f$ be a complex-valued function defined on an arithmetical semigroup $(\mathcal{G}, \partial)$, not identically zero. Recall that $f$ is said to be additive if and only
if $f(a b)=f(a)+f(b)$ holds for each pair of coprime $a, b \in \mathcal{G}$. An additive function $f$ is said further to be strongly additive if and only if $f\left(p^{k}\right)=f(p)$ for each prime power $p^{k}$ with $k \geq 1$; this condition should not be confused with complete addivity, when $f(a b)=f(a)+f(b)$ for all $a, b \in \mathcal{G}$.

Now, consider a real-valued additive function $f$. For a positive integer $m$ and a real number $x$, write

$$
\nu_{m}(f, x):=\sum_{\substack{\partial(a)=m \\ f(a) \leq x}} 1
$$

If there exists a distribution function $F(x)$ such that

$$
\begin{equation*}
\frac{\nu_{m}(f, x)}{G(m)} \Longrightarrow F(x) \tag{1.3}
\end{equation*}
$$

as $m \rightarrow \infty$, then we say that $f$ has the limit distribution function $F(x)$.
The function $\nu_{m}(f, x) / G(m)$ of $x$ is a distribution function on a natural probability model: Let $\Omega:=\{a: a \in \mathcal{G}, \partial(a)=m\}$, which is a finite set of $G(m)$ elements. The "local" function $f_{m}(a):=f(a)$ for $a \in \Omega$ assumes only a finite number of values, $\left\{x_{1}, x_{2}, \ldots, x_{i}\right\}$, say. The subsets $A_{i}:=\{a: a \in$ $\left.\Omega, f_{m}(a)=x_{i}\right\}, i=1, \ldots, t$, of $\Omega$ are pairwise disjoint and form a partition of $\Omega$. The $(\sigma-)$ field $\mathcal{F}$ generated by this partition consists of unions of a finite number of subsets $A_{i}$. For $A \in \mathcal{F}$, let $\nu(A)=|A| / G(m)$, where $|A|$ denotes the number of $a \in A$, or the cardinality of $A$. Then $\nu$ is a probability measure on $\mathcal{F}$, and $(\Omega, \mathcal{F}, \nu)$ is a finite probability space. (In Section 7.5 , we shall consider a "finer" probability space). Now $f_{m}$ is measurable on $\mathcal{F}$, and hence a random variable on $(\Omega, \mathcal{F}, \nu)$. The distribution function of $f_{m}$ is

$$
\begin{align*}
\nu\left[f_{m} \leq x\right] & =(G(m))^{-1}\left|\left\{a: a \in \Omega, f_{m}(a) \leq x\right\}\right| \\
& =\frac{\nu_{m}(f, x)}{G(m)} \tag{1.4}
\end{align*}
$$

the relative frequency of the "event" $\left[f_{m} \leq x\right]$.
We may also define a limit distribution function $F(x)$ by

$$
\begin{equation*}
\frac{1}{\gamma(m)} \sum_{\substack{\partial(a) \leq m \\ f(a) \leq x}} 1 \Longrightarrow F(x) \tag{1.5}
\end{equation*}
$$

where $\gamma(m)=\sum_{n \leq m} G(n)$ is the total number of elements of degree $n \leq m$ in $\mathcal{G}$. However, $F(x)$ is a limit distribution function in the sense (1.5) if and only if it is one in the sense of (1.3). This is a consequence of the following well-known case of the Cesaro theorem and an inverse of this case not known in literature.
(7.1.9) LEMMA. Let $a_{n}, n=1,2, \ldots$ and $b_{n}, n=1,2, \ldots$ be two sequences of real numbers such that $b_{n}>0$ and $\sum_{n=1}^{\infty} b_{n}=\infty$.
(1) If $\lim _{n \rightarrow \infty} a_{n} / b_{n}=s$ then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{a_{1}+a_{2}+\cdots+a_{n}}{b_{1}+b_{2}+\cdots+b_{n}}=s \tag{1.6}
\end{equation*}
$$

(2) Conversely, if (1.6) exists and if $\sum_{n=1}^{m} b_{n} \ll b_{m}$ then $\lim _{n \rightarrow \infty} a_{n} / b_{n}=$ $s$.

Proof. A proof of (1) is well-known in Pólya and Szegó [1].
To prove (2), let $\sum_{n=1}^{m} b_{n} \leq K b_{m}$, where $K$ is a positive constant. Given $\epsilon>0$, for $m$ sufficiently large,

$$
s-\varepsilon<\frac{a_{1}+a_{2}+\cdots+a_{m}}{b_{1}+b_{2}+\cdots+b_{m}}<s+\varepsilon
$$

Hence

$$
\begin{aligned}
a_{m+1} & =\sum_{n=1}^{m+1} a_{n}-\sum_{n=1}^{m} a_{n}<(s+\varepsilon) \sum_{n=1}^{m+1} b_{n}-(s-\varepsilon) \sum_{n=1}^{m} b_{n} \\
& <s b_{m+1}+2 \varepsilon \sum_{n=1}^{m+1} b_{n}
\end{aligned}
$$

and similarly

$$
s b_{m+1}-2 \varepsilon \sum_{n=1}^{m+1} b_{n}<a_{m+1}
$$

It follows that

$$
s-2 \varepsilon K<\frac{a_{m+1}}{b_{m+1}}<s+2 \varepsilon K
$$

i.e.,

$$
\lim _{m \rightarrow \infty} \frac{a_{m}}{b_{m}}=s
$$

Now let $F(x)$ be a limit distribution function in the sense of (1.3). If we take $a_{n}=\nu_{n}(f, x)$ and $b_{n}=G(n)$, then $a_{n} / b_{n}$ converges to $F(x)$ at each point of continuity of $F(x)$. The left-hand side of (1.5) equals

$$
\begin{aligned}
\frac{1}{\gamma(m)} \sum_{n \leq m} \sum_{\substack{\partial(a)=n \\
f(a) \leq x}} 1 & =\sum_{n \leq m} \nu_{n}(f, x) / \sum_{n \leq m} G(n) \\
& =\frac{a_{0}+a_{1}+\cdots+a_{m}}{b_{0}+b_{1}+\cdots+b_{m}}
\end{aligned}
$$

and, by (1) of Lemma 7.1.9, converges to $F(x)$ at each point of continuity of $F(x)$, i.e., $F(x)$ is also a limit distribution function in the sense (1.5). Conversely, if we assume $G(n)=A q^{n}+o\left(q^{n}\right)$ with $A>0$ and $q>1$ then $\sum_{n \leq m} G(n) \ll G(m)$. In a similar way, by (2) of Lemma 7.1.9, a limit distribution function $F(x)$ in the sense (1.5) is also one in the sense of (1.3).

In this monograph, we consider the limit distribution function $F(x)$ in the sense of (1.3).

The mean of $f_{m}$ is

$$
\begin{aligned}
\sum_{i=1}^{t} x_{i} \nu\left(A_{i}\right) & =\frac{1}{G(m)} \sum_{i=1}^{t} x_{i}\left|\left\{a: \partial(a)=m, f(a)=x_{i}\right\}\right| \\
& =\frac{1}{G(m)} \sum_{\partial(a)=m} f(a)
\end{aligned}
$$

and the variance of $f_{m}$ is

$$
\begin{aligned}
& \sum_{i=1}^{t} x_{i}^{2} \nu\left(A_{i}\right)-\left(\frac{1}{G(m)} \sum_{\partial(a)=m} f(a)\right)^{2} \\
& \quad=\frac{1}{G(m)} \sum_{\partial(a)=m} f^{2}(a)-\frac{1}{G^{2}(m)}\left(\sum_{\partial(a)=m} f(a)\right)^{2}
\end{aligned}
$$

We are mainly interested in additive functions. Assume that

$$
G(m)=A q^{m}+O\left(q^{m} m^{-\gamma}\right), \quad m \geq 1
$$

holds with $A>0, q>1$, and $\gamma>1$. If $f$ is additive, then

$$
\sum_{\partial(\alpha)=m} f(a)=\sum_{\partial(\alpha)=m} \sum_{p^{k} \| \mid} f\left(p^{k}\right)=\sum_{k \partial(p) \leq m} f\left(p^{k}\right) \sum_{\substack{\partial(a)=m \\ p^{k} \| a}} 1 .
$$

It will be shown in Lemma 7.3.3 that the inner sum on the right-hand side equals

$$
A q^{m-k \partial(p)}\left(1-q^{-\partial(p)}\right)+O\left(\frac{q^{m-k \partial(p)}}{(m-k \partial(p))^{\gamma}}\right)
$$

for $k \partial(p)<m$. Hence

$$
\begin{aligned}
\sum_{\partial(a)=m} f(a)= & A q^{m}\left[\sum_{k \partial(p) \leq m} f\left(p^{k}\right) q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right)\right. \\
& \left.+O\left(\sum_{k \partial(p)<m}\left|f\left(p^{k}\right)\right| q^{-k \partial(p)}(m-k \partial(p))^{-\gamma}\right)\right] \\
& +\sum_{k \partial(p)=m} f\left(p^{k}\right)\left(1-A\left(1-q^{-\partial(p)}\right)\right) .
\end{aligned}
$$

Under further conditions on $f$, as we did in the proofs of (3.13) and (3.14) on $\omega(a)$ and $\Omega(a)$ in Chapter 3, we can write the mean

$$
\begin{equation*}
\frac{1}{G(m)} \sum_{\partial(a)=m} f(a)=\sum_{k \partial(p) \leq m} f\left(p^{k}\right) q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right)+R_{m}, \tag{1.7}
\end{equation*}
$$

where $R_{m}$ is the remainder. Similarly, we have

$$
\begin{align*}
\sum_{\partial(a)=m} f^{2}(a) & =\sum_{\partial(a)=m}\left(\sum_{p^{k} \| a} f\left(p^{k}\right)\right)^{2} \\
& =\sum_{\partial(a)=m} \sum_{p^{k} \| a} f^{2}\left(p^{k}\right)+\sum_{\partial(a)=m} \sum_{\substack{p_{1} \neq p_{2} \\
p_{1}^{k}\left\|a, p_{2}^{2}\right\| a}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right) \\
& =S_{1}+S_{2} \tag{1.8}
\end{align*}
$$

say. Then

$$
\begin{align*}
S_{1}= & \sum_{k \partial(p) \leq m} f^{2}\left(p^{k}\right) \sum_{\substack{\partial(a)=m \\
p^{k} \| a}} 1 \\
= & A q^{m}\left[\sum_{k \partial(p) \leq m} f^{2}\left(p^{k}\right) q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right)\right. \\
& \left.+O\left(\sum_{k \partial(p)<m}\left|f^{2}\left(p^{k}\right)\right| q^{-k \partial(p)}(m-k \partial(p))^{-\gamma}\right)\right] \\
& +\sum_{k \partial(p)=m} f^{2}\left(p^{k}\right)\left(1-A\left(1-q^{-\partial(p)}\right)\right) \tag{1.9}
\end{align*}
$$

Also,

$$
S_{2}=\sum_{\substack{p_{1} \neq p_{2} \\ k \partial\left(p_{1}\right) \leq m, \ell \partial\left(p_{2}\right) \leq m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right) \sum_{\substack{\partial(a)=m \\ p_{1}^{k}\left\|a, p_{2}^{\ell}\right\| a}} 1
$$

The inner sum on the right-hand side equals

$$
\begin{aligned}
& A q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}\left(1-q^{-\partial\left(p_{1}\right)}\right)\left(1-q^{-\partial\left(p_{2}\right)}\right) \\
& \quad+O\left(\frac{q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}}{\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{\gamma}}\right)
\end{aligned}
$$

for $k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)<m$ (see Lemma 7.3.3). Hence

$$
S_{2}=A q^{m}\left[\sum_{\substack{p_{1} \neq p_{2} \\ k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right) \leq m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right) q^{-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}\right.
$$

$$
\begin{gather*}
\times\left(1-q^{-\partial\left(p_{1}\right)}\right)\left(1-q^{-\partial\left(p_{2}\right)}\right) \\
+O\left(\sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)<m}}\left|f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right)\right| q^{-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}\right. \\
\left.\left.\times\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{-\gamma}\right)\right] \\
+\sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)=m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right) \\
\times\left[1-A\left(1-q^{-\partial\left(p_{1}\right)}\right)\left(1-q^{-\partial\left(p_{2}\right)}\right)\right] . \tag{1.10}
\end{gather*}
$$

From $(1.8),(1.9),(1.10)$, and (1.7), we can write the variance

$$
\begin{align*}
& \frac{1}{G(m)} \sum_{\partial(a)=m} f^{2}(a)-\frac{1}{G^{2}(m)}\left(\sum_{\partial(a)=m} f(a)\right)^{2} \\
& =\sum_{k \partial(p) \leq m} f^{2}\left(p^{k}\right) q^{-k \partial(p)}+Q_{m} \tag{1.11}
\end{align*}
$$

where $Q_{m}$ is the remainder.

### 7.2 Limit Distribution Functions of RealValued Additive Functions

We first prove the following analogue of the Erdös-Wintner theorem in classical probabilistic number theory (cf. Erdös and Wintner [1], Elliott [1]). The proof is based on Theorem 6.4.1 of Chapter 6, and Lemma 7.1.4, the continuity theorem.
(7.2.1) Theorem. (cf. Zhang [3]) Suppose (i) that $\mathcal{G}$ is a Chebyshev additive arithmetical semigroup, satisfying

$$
\sum_{n=1}^{\infty}\left|G(n) q^{-n}-A\right|<\infty
$$

with constants $A>0$ and $q>1$, or (ii) that

$$
\sum_{n=1}^{\infty} \sup _{n \leq m}\left|G(m) q^{-m}-A\right|<\infty
$$

holds. Then a real-valued additive function $f$ on $\mathcal{G}$ has a limit distribution function $F(x)$ if and only if the three series

$$
\begin{equation*}
\sum_{|f(p)| \geq 1} q^{-\partial(p)}, \sum_{|f(p)|<1} f(p) q^{-\partial(p)}, \sum_{|f(p)|<1} f^{2}(p) q^{-\partial(p)} \tag{2.1}
\end{equation*}
$$

all converge. Moreover, the limit distribution function $F(x)$ has the characteristic function

$$
\begin{equation*}
\phi(t)=\prod_{p}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} e^{i t f\left(p^{k}\right)}\right), \tag{2.2}
\end{equation*}
$$

where the infinite product is taken over all $p \in \mathcal{P}$ in ascending order of $\partial(p)$.

Remark. Our proof of the sufficiency of the conditions follows the idea of Delange [1]. A direct proof is certainly possible also.

Proof. It is sufficient to prove the theorem under condition (i) since condition (ii) implies (i). By the continuity theorem, $f$ has a limit distribution function $F(x)$ if and only if there exists a function $\phi(t)$ which is continuous at $t=0$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{i t x} d\left(\frac{\nu_{m}(f, x)}{G(m)}\right)=\frac{1}{G(m)} \sum_{\partial(a)=m} e^{i f f(a)} \rightarrow \phi(t) \tag{2.3}
\end{equation*}
$$

as $m \rightarrow \infty$ for $-\infty<t<\infty$. Moreover, $\phi(t)$ is the characteristic function of $F(x)$. We note that the function $g(a):=e^{i t f(a)}$ is multiplicative, and $|g(a)|=1$ since $f(a)$ is real-valued and additive. Hence, by Theorem 6.4.1 of Chapter $6,(2.3)$ holds with $\phi(t)$ given in (2.2) if the series

$$
\begin{equation*}
\sum_{p} q^{-\partial(p)}\left(1-e^{i t f(p)}\right) \tag{2.4}
\end{equation*}
$$

converges for $-\infty<t<\infty$. Actually, if

$$
1+\sum_{k=1}^{\infty} e^{i t f\left(p^{k}\right)} q^{-k \partial(p)} \neq 0
$$

for each $p$ with $\partial(p) \leq \frac{\log 2}{\log q}$, then (2.3) holds with $\phi(t)$ as given in (2.2), and if

$$
1+\sum_{k=1}^{\infty} e^{i t f\left(p^{k}\right)} q^{-k \partial(p)}=0
$$

for some $p$ with $\partial(p) \leq \frac{\log 2}{\log q}$, then $\phi(t)$ given in (2.2) is zero and (2.3) holds again. Conversely, if (2.3) holds with $\phi(t) \neq 0$ for some $t$, then, by the same theorem, (2.4) converges and $\phi(t)$ is given by (2.2).

Now, suppose first that the three series in (2.1) are all convergent. We claim that this implies the uniform convergence of the series (2.4) for $|t| \leq T$ for each $T>0$. This implies immediately that $f$ has a limit distribution function $F(x)$ which has the characteristic function $\phi(t)$ given in (2.2). Actually, we may write the series (2.4) as

$$
\begin{align*}
& \sum_{p} q^{-\partial(p)}\left(1+i t f(p)-e^{i t f(p)}\right) h(p)-\sum_{p} q^{-\partial(p)} i t f(p) h(p) \\
& \quad+\sum_{p} q^{-\partial(p)}\left(1-e^{i t f(p)}\right)(1-h(p)), \tag{2.5}
\end{align*}
$$

where

$$
h(p):= \begin{cases}1 & \text { for }|f(p)|<1 \\ 0 & \text { for }|f(p)| \geq 1\end{cases}
$$

Applying the simple inequality

$$
\left|e^{i \beta}-1-i \beta\right| \leq \min \left\{\frac{\beta^{2}}{2}, 2|\beta|\right\}
$$

which holds for each real number $\beta$, we have

$$
\left|1+i t f(p)-e^{i t f(p)}\right| \leq \frac{1}{2} t^{2} f^{2}(p)
$$

and hence the first series in (2.5) converges absolutely and uniformly for $|t| \leq$ $T$. Then it is plain that the second series in (2.5) converges uniformly for $|t| \leq T$. Finally, the last series in (2.5) converges absolutely and uniformly for $-\infty<t<\infty$. This proves the claim.

Suppose then that $f$ has a limit distribution function $F(x)$ with a characteristic function $\phi(t)$. There exists a constant $T>0$ such that

$$
|\phi(t)|>\frac{1}{2} \quad \text { for } \quad|t| \leq T
$$

since $\phi(t)$ is (uniformly) continuous, and $\phi(0)=1$. Thus (2.3) holds for $|t| \leq T$, and $\phi(t)$ must be of the form (2.2). Moreover, the series (2.4) converges for $|t| \leq T$.

We need to show that the three series in (2.1) are convergent. To this end, write

$$
\phi(t)=\phi_{1}(t) \phi_{2}(t) \phi_{3}(t)
$$

where

$$
\phi_{1}(t):=\prod_{\partial(p)<M}\left(1-q^{-\partial(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} e^{i t f\left(p^{k}\right)}\right)
$$

is a finite product of continuous functions,

$$
\begin{align*}
\phi_{2}(t):= & \prod_{\partial(p) \geq M}\left(1-q^{-\partial(p)}\right)\left(1-q^{-\partial(p)} e^{i t f(p)}\right)^{-1} \\
= & \exp \left\{-\sum_{\partial(p) \geq M} q^{-\partial(p)}\left(1-e^{i t f(p)}\right)\right. \\
& \left.+\sum_{\partial(p) \geq M} \sum_{k=2}^{\infty} \frac{1}{k} q^{-k \partial(p)}\left(-1+e^{i t k f(p)}\right)\right\} \tag{2.6}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{3}(t): & =\prod_{\partial(p) \geq M}\left(1-q^{-\partial(p)} e^{i t f(p)}\right)\left(1+\sum_{k=1}^{\infty} q^{-k \partial(p)} e^{i t f\left(p^{k}\right)}\right) \\
& =\prod_{\partial(p) \geq M}\left(1+\sum_{k=2}^{\infty} q^{-k \partial(p)}\left(e^{i t f\left(p^{k}\right)}-e^{i t\left(f\left(p^{k-1}\right)+f(p)\right)}\right)\right) \tag{2.7}
\end{align*}
$$

Note that $\phi_{1}(t)$ is continuous and hence has an upper bound for $|t| \leq T$. Therefore

$$
\left|\phi_{2}(t) \phi_{3}(t)\right| \gg 1 \text { for }|t| \leq T
$$

Then note that the infinite product on the right-hand side of (2.7) converges uniformly for $-\infty<t<\infty$, since each factor function (sum of an infinite series) is non--vanishing provided that $M$ is sufficiently large, and since

$$
\begin{aligned}
& \sum_{\partial(p) \geq M} \sum_{k=2}^{\infty} q^{-k \partial(p)}\left|e^{i t f\left(p^{k}\right)}-e^{i t\left(f\left(p^{k-1}\right)-f(p)\right)}\right| \\
& \quad \leq 2 \sum_{\partial(p) \geq M} \sum_{k=2}^{\infty} q^{-k \partial(p)} \ll \sum_{m \geq M} P(m) q^{-2 m} \\
& \ll \sum_{m \geq M} q^{-m} m^{-1}<\infty
\end{aligned}
$$

Hence $\phi_{3}(t)$ is also continuous, and has an upper bound on $|t| \leq T$. Therefore

$$
\begin{equation*}
\left|\phi_{2}(t)\right| \gg 1 \quad \text { for } \quad|t| \leq T \tag{2.8}
\end{equation*}
$$

Finally note that the first series on the right-hand side of (2.6) is exactly the series (2.4) without regarding the first few terms, and that the second series on the right-hand side of (2.6) converges uniformly for $-\infty<t<\infty$. It follows, from (2.8), that

$$
\left|\exp \left\{-\sum_{\partial(p) \geq M} q^{-\partial(p)}\left(1-e^{i t f(p)}\right)\right\}\right| \gg 1
$$

for $|t| \leq T$, and hence

$$
R e \sum_{p} q^{-\partial(p)}\left(1-e^{i f f(p)}\right) \leq K
$$

(only a finite number of $p$ satisfying $\partial(p) \leq M$ !), or, equivalently

$$
\begin{equation*}
\sum_{p} q^{-\partial(p)}(1-\cos t f(p))=2 \sum_{p} q^{-\partial(p)} \sin ^{2}\left(\frac{t f(p)}{2}\right) \leq K \tag{2.9}
\end{equation*}
$$

for $|t| \leq T$. This implies that

$$
2 \sum_{T \left\lvert\, f(p) \backslash \leq \frac{\pi}{2}\right.} q^{-\partial(p)}\left(\frac{2}{\pi}\right)^{2} \frac{T^{2} f^{2}(p)}{2^{2}} \leq K
$$

and then

$$
\begin{equation*}
\sum_{|f(p)| \leq \delta} q^{-\hat{\partial}(p)} f^{2}(p) \ll \frac{1}{T^{2}} \tag{2.10}
\end{equation*}
$$

with $\delta=\frac{\pi}{2 T}$. Also, integrating (2.9) gives

$$
\sum_{p} q^{-\partial(p)} \int_{0}^{T}(1-\cos t f(p)) d t \leq K T
$$

and we obtain

$$
\sum_{T|f(p)| \geq \frac{\pi}{2}} q^{-\partial(p)}\left(T-\frac{|\sin T f(p)|}{|f(p)|}\right) \leq K T,
$$

and then

$$
\sum_{|f(p)| \geq \delta} q^{-\partial(p)} T\left(1-\frac{2}{\pi}\right) \leq K T
$$

It follows that

$$
\begin{equation*}
\sum_{|f(p)| \geq \delta} q^{-\partial(p)} \ll 1 . \tag{2.11}
\end{equation*}
$$

Now, (2.10) and (2.11) imply the convergence of the first and the third series in (2.1).

To show the convergence of the second series in (2.1), note that the imaginary part of (2.4) is

$$
-\sum_{p} q^{-\partial(p)} \sin (t f(p)),
$$

which converges for $|t| \leq T$. This fact and the convergence of the first series in (2.1) imply that

$$
\sum_{|f(p)|<1} q^{-\partial(p)} \sin (t f(p))
$$

converges for $|t| \leq T$. We note that

$$
|\sin (t f(p))-t f(p)| \leq \frac{|t f(p)|^{3}}{3!}
$$

for $|t|$ sufficiently small and $|f(p)|<1$, and, from the convergence of the third series in (2.1), that

$$
\sum_{|f(p)|<1} q^{-\partial(p)}|t f(p)|^{3}
$$

converges. It follows that

$$
\sum_{|f(p)|<1} q^{-\partial(p)} t f(p)
$$

converges, and then the second series in (2.1) does too.

### 7.3 An Analogue of the Turán-Kubilius Inequality

In this section, we assume that

$$
\begin{equation*}
G(m)=A q^{m}+O\left(q^{m} m^{-\gamma}\right), \quad m \geq 1 \tag{3.1}
\end{equation*}
$$

holds with constants $A>0, q>1$, and $\gamma>1$. We shall then establish an analogue of the classical Turán-Kubilius inequality (cf. Elliott [1]) in Lemma 7.3.1.

Let $f(a)$ be a complex-valued additive function on an arithmetical semigroup $\mathcal{G}$, so that

$$
f(a)=\sum_{p^{k} \| a} f\left(p^{k}\right),
$$

where as usual $p^{k} \| a$ signifies that $p^{k}$ is the highest power of $p$ dividing $a$. For $m>0$, set

$$
E(m):=\sum_{k \partial(p) \leq m} f\left(p^{k}\right) q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right),
$$

and

$$
D(m):=\left(\sum_{k \partial(p) \leq m}\left|f\left(p^{k}\right)\right|^{2} q^{-k \partial(p)}\right)^{\frac{1}{2}} \geq 0
$$

(see (1.7) and (1.11)).
(7.3.1) Lemma. (cf. Zhang [3]). There exists a constant $K$ depending only on the constants $A, q, \gamma$, and the $O$-constant in (3.1), such that

$$
\begin{equation*}
\sum_{\partial(a)=m}|f(a)-E(m)|^{2} \leq K G(m) D^{2}(m) . \tag{3.2}
\end{equation*}
$$

Before giving a proof of Lemma 7.3.1, we record here the following interesting "dual" of the inequality (3.2), although it is not used subsequently in this chapter.

$$
\begin{align*}
& \text { LEMMA. The inequality }  \tag{7.3.2}\\
& \sum_{k \partial(p) \leq m} q^{k \partial(p)}\left|\sum_{\substack{\partial(a)=m \\
p^{k} \| a}} g(a)-q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right) \sum_{\partial(a)=m} g(a)\right|^{2} \\
& \quad \leq K G(m) \sum_{\partial(a)=m}|g(a)|^{2} \tag{3.3}
\end{align*}
$$

holds for any complex-valued function $g$ on $\mathcal{G}$.

Proof. Let

$$
C\left(p^{k}, a\right)= \begin{cases}q^{k \partial(p) / 2}-q^{-k \partial(p) / 2}\left(1-q^{-\partial(p)}\right), & \text { if } p^{k} \| a \\ -q^{-k \partial(p) / 2}\left(1-q^{-\partial(p)}\right), & \text { otherwise }\end{cases}
$$

If we replace $f\left(p^{k}\right)$ by $f\left(p^{k}\right) q^{k \partial(p) / 2}$ in (3.2), then the inequality obtained may be rewritten in the form

$$
\sum_{\partial(a)=m}\left|\sum_{k \partial(p) \leq m} f\left(p^{k}\right) C\left(p^{k}, a\right)\right|^{2} \leq K G(m) \sum_{k \partial(p) \leq m}\left|f\left(p^{k}\right)\right|^{2}
$$

The inequality (3.3) follows by applying the "principle of duality" (Elliott [1], Chapter 4, Lemma 4.3) to the above inequality.

In order to prove Lemma 3.1, we need several elementary estimates. We remark, once and for all, that all $O$-constants in these estimates depend only on the constants $A, q, \gamma$ and the $O$-constant in (3.1).
(7.3.3) Lemma. For any positive integer $m$, a non-negative integer $k$, and a prime $p \in \mathcal{G}$ such that $k \partial(p)<m$, we have

$$
\begin{equation*}
\sum_{\substack{a \\ \partial(a)=m \\ p^{k} \| a}} 1=A q^{m-k \partial(p)}\left(1-q^{-\partial(p)}\right)+O\left(\frac{q^{m-k \partial(p)}}{(m-k \partial(p))^{\gamma}}\right) \tag{3.4}
\end{equation*}
$$

Also, for any positive integer $m$, non-negative integers $k$ and $\ell$, and distinct primes $p_{1}$ and $p_{2}$ such that $k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)<m$, we have

$$
\begin{align*}
\sum_{\substack{a \\
\partial(a)=m \\
p_{1}^{\hbar} \mid a, p_{2}^{2} \| a}} 1= & A q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}\left(1-q^{-\partial\left(p_{1}\right)}\right)\left(1-q^{-\partial\left(p_{2}\right)}\right) \\
& +O\left(\frac{q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}}{\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{\gamma}}\right) \tag{3.5}
\end{align*}
$$

Proof. We may write $a=p_{1}^{k} p_{2}^{\ell} a^{\prime}$ on the left-hand side of (3.5), with $\left(a^{\prime}, p_{1} p_{2}\right)=1$ and $\partial\left(a^{\prime}\right)=m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)$. Hence

$$
\begin{aligned}
\sum_{\substack{a \\
\partial(a)=m \\
p_{1}^{k}\left\|a, p_{2}^{2}\right\| a}} 1= & \sum_{\substack{\left.a^{\prime} \\
\left(a^{\prime}, p_{1}\right)=1 \\
\partial\left(a^{\prime}\right)=m-k()=1 \\
p_{1}\right)-\ell \partial\left(p_{2}\right)}} 1 \\
= & \sum_{\substack{a^{\prime}}} 1-\sum_{\substack{a^{\prime}}} 1 \\
& -\sum_{\partial\left(a^{\prime}\right)=m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)} 1+\sum_{\partial\left(a^{\prime}\right)=m-k \partial\left(p_{1}^{\prime}\right)-(\ell+1) \partial\left(p_{2}\right)} 1+\sum_{\partial\left(a^{\prime}\right)=m-(k+1) \partial\left(p_{1}^{\prime}\right)-(\ell+1) \partial\left(p_{2}\right)} 1 .
\end{aligned}
$$

Then (3.5) follows from (3.1) by calculation. For simplicity, we consider only the case that $(k+1) \partial\left(p_{1}\right)+\ell \partial\left(p_{1}\right)<m$ and $k \partial\left(p_{1}\right)+(\ell+1) \partial\left(p_{2}\right) \geq m$; a similar calculation applies to other cases. Thus we have

$$
\begin{aligned}
\sum_{\substack{a \\
\partial(a)=m \\
p_{1}^{k}\left\|a, p_{2}^{2}\right\| a}} 1= & G\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right) \\
& -G\left(m-(k+1) \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)+r,
\end{aligned}
$$

where $r=1$ or 0 according as $k \partial\left(p_{1}\right)+(\ell+1) \partial\left(p_{2}\right)=m$ or not. By (3.1), the right-hand side equals

$$
A q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}\left(1-q^{-\partial\left(p_{1}\right)}\right)+O\left(\frac{q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}}{\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{\gamma}}\right)
$$

Note that $\partial\left(p_{1}\right)<m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right) \leq \partial\left(p_{2}\right)$, and hence $\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{\gamma} \leq$ $\left(\partial\left(p_{2}\right)\right)^{\gamma} \ll q^{\partial\left(p_{2}\right)}$, since $q>1$. Therefore

$$
\begin{gathered}
\sum_{\begin{array}{c}
a \\
\partial(a)=m \\
p_{1}^{k}\left\|a, p_{2}^{\ell}\right\| a
\end{array}} 1=A q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}\left(1-q^{-\partial\left(p_{1}\right)}\right)\left(1-q^{-\partial\left(p_{2}\right)}\right) \\
\\
+O\left(\frac{q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}}{\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{\gamma}}\right)
\end{gathered}
$$

This proves (3.5) in this case.
Similarly, we can prove (3.4).
(7.3.4) Lemma. For any complex-valued function $f$,

$$
\begin{equation*}
E(m) \ll D(m)(\log m)^{\frac{1}{2}} \tag{3.6}
\end{equation*}
$$

Proof. By the Cauchy-Schwarz inequality,

$$
|E(m)| \leq\left[\sum_{k \partial(p) \leq m}\left|f\left(p^{k}\right)\right|^{2} q^{-k \partial(p)}\right]^{\frac{1}{2}}\left[\sum_{k \partial(p) \leq m} q^{-k \partial(p)}\right]^{\frac{1}{2}}
$$

The sum in the second factor on the right-hand side equals

$$
\begin{aligned}
\sum_{1 \leq n \leq m} q^{-m} \sum_{\substack{p, k \\
k \partial(p)=n}} 1 & =\sum_{1 \leq n \leq m} q^{-n} \sum_{k \mid n} P\left(\frac{n}{k}\right) \\
& =\sum_{1 \leq n \leq m} q^{-n} O\left(q^{n} n^{-1}\right)=O(\log m)
\end{aligned}
$$

by (3.11) of Chapter 3.
(7.3.5) LEMMA. For any non-negative function $f$,

$$
\begin{equation*}
\sum_{\partial(a)=m} f^{2}(a) \leq A q^{m} E^{2}(m)+O\left(q^{m} D^{2}(m)\right) \tag{3.7}
\end{equation*}
$$

Also, for any complex-valued function $f$,

$$
\begin{equation*}
\sum_{\partial(a)=m} f(a)=A q^{m} E(m)+O\left(q^{m} D(m) m^{-\frac{1}{2}}\right) \tag{3.8}
\end{equation*}
$$

Proof. To prove (3.7), write

$$
\begin{align*}
S_{1}: & =\sum_{\partial(a)=m} f^{2}(a)=\sum_{\partial(a)=m}\left(\sum_{\substack{p \\
p^{k} \| a}} f\left(p^{k}\right)\right)^{2} \\
& =\sum_{\partial(a)=m}\left[\sum_{\substack{p \\
p^{k} \| a}} f^{2}\left(p^{k}\right)+\sum_{\substack{p_{1} \neq p_{2} \\
p_{1}^{k}\left\|a, p_{2}^{\ell}\right\| a}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right)\right] \\
& =\sum_{k \partial(p)=m} f^{2}\left(p^{k}\right) \sum_{\substack{a \\
\partial(a)=m \\
p^{k} \| a}} 1+\sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right) \leq m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right) \sum_{\substack { a \\
\begin{subarray}{c}{\left.a  \tag{3.9}\\
p_{1}^{k} \| a\right)=m \\
p_{1}\left\|a, p_{2}^{\ell}\right\| a{ a \\
\begin{subarray} { c } { a \\
p _ { 1 } ^ { k } \| a ) = m \\
p _ { 1 } \| a , p _ { 2 } ^ { \ell } \| a } }\end{subarray}} 1 \\
& =S_{2}+S_{3},
\end{align*}
$$

say. By (3.4),

$$
\begin{align*}
S_{2}= & \sum_{k \partial(p)<m} f^{2}\left(p^{k}\right)\left[A q^{m-k \partial(p)}\left(1-q^{-\partial(p)}\right)+O\left(\frac{q^{m-k \partial(p)}}{(m-k \partial(p))^{\gamma}}\right)\right] \\
& \quad+\sum_{k \partial(p)=m} f^{2}\left(p^{k}\right) \\
\ll & q^{m} D^{2}(m) . \tag{3.10}
\end{align*}
$$

By (3.5),

$$
\begin{align*}
& S_{3}=\sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)<m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right)\left[A q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}\right. \\
& \left.\times\left(1-q^{-\partial\left(p_{1}\right)}\right)\left(1-q^{-\partial\left(p_{2}\right)}\right)+O\left(\frac{q^{m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}}{\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{\gamma}}\right)\right] \\
& +\sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)=m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right) \\
& =A q^{m} \sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right) \leq m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right) q^{-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)} \\
& \times\left(1-q^{-\partial\left(p_{1}\right)}\right)\left(1-q^{-\partial\left(p_{2}\right)}\right) \\
& +O\left(q_{\substack{m}} \sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)<m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right) \frac{q^{-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}}{\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{\gamma}}\right) \\
& +\sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)=m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right)\left[1-A\left(1-q^{-\partial\left(p_{1}\right)}\right)\left(1-q^{-\partial\left(p_{2}\right)}\right)\right] \\
& =S_{4}+O\left(S_{5}\right)+S_{6}, \tag{3.11}
\end{align*}
$$

say. Since $f$ is non-negative,

$$
\begin{align*}
S_{4} & \leq A q^{m}\left[\sum_{k \partial(p) \leq m} f\left(p^{k}\right) q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right)\right]^{2} \\
& =A q^{m} E^{2}(m) \tag{3.12}
\end{align*}
$$

Then, by the Cauchy-Schwarz inequality,

$$
S_{5} \leq q^{m}\left[\sum_{\substack{p_{1} \neq p_{2} \\ k \partial\left(p_{1}\right) \ell \ell \partial\left(p_{2}\right)<m}}\left(f^{2}\left(p_{1}^{k}\right) q^{-k \partial\left(p_{1}\right)}\right)\left(f^{2}\left(p_{2}^{\ell}\right) q^{-\ell \partial\left(p_{2}\right)}\right)\right]^{\frac{1}{2}}
$$

$$
\begin{align*}
& \quad \times\left[\sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)<m}} \frac{q^{-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}}{\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{2 \gamma}}\right]^{\frac{1}{2}} \\
& \ll q^{m} D^{2}(m), \tag{3.13}
\end{align*}
$$

since

$$
\begin{aligned}
& \sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)<m}} \frac{q^{-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)}}{\left(m-k \partial\left(p_{1}\right)-\ell \partial\left(p_{2}\right)\right)^{2 \gamma}}=\sum_{n=1}^{m-1} \frac{q^{-n}}{(m-n)^{2 \gamma}} \sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)=n}} 1 \\
& \quad \leq \sum_{n=1}^{m-1} \frac{q^{-n}}{(m-n)^{2 \gamma}} G(n)=\sum_{n=1}^{m-1} \frac{A}{(m-n)^{2 \gamma}}+O\left(\sum_{n=1}^{m-1} \frac{1}{(m-n)^{2 \gamma} n^{\gamma}}\right) \\
& \quad=O(1)
\end{aligned}
$$

for $\gamma>1$. Finally, by the Cauchy-Schwarz inequality again,

$$
\begin{align*}
S_{6} & \ll \sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)=m}} f\left(p_{1}^{k}\right) f\left(p_{2}^{\ell}\right) \\
& \leq\left[\sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)=m}}\left(f^{2}\left(p_{1}^{k}\right) q^{-k \partial\left(p_{1}\right)}\right)\left(f^{2}\left(p_{2}^{\ell}\right) q^{-\ell \partial\left(p_{2}\right)}\right)\right]^{\frac{1}{2}} \\
& \times\left[\sum_{\substack{p_{1} \neq p_{2} \\
k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)=m}} q^{k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)}\right]^{\frac{1}{2}} \\
& q^{m} D^{2}(m), \tag{3.14}
\end{align*}
$$

since

$$
\sum_{\substack{p_{1} \neq p_{2} \\ k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)=m}} q^{k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)}=q^{m} \sum_{\substack{p_{1} \neq p_{2} \\ k \partial\left(p_{1}\right)+\ell \partial\left(p_{2}\right)=m}} 1 \leq q^{m} G(m) \ll q^{2 m} .
$$

From (3.9), (3.10), (3.11), (3.12), (3.13), and (3.14), (3.7) follows.

We now prove (3.8). Let

$$
S_{7}:=\sum_{\partial(a)=m} f(a)=\sum_{\partial(a)=m} \sum_{\substack{p \\ p^{k} \| a}} f\left(p^{k}\right)=\sum_{k \partial(p) \leq m} f\left(p^{k}\right) \sum_{\substack{a \\ \partial(a)=m \\ p^{k} \| a}} 1 .
$$

By (3.4),

$$
\begin{align*}
S_{7}= & \sum_{k \partial(p)<m} f\left(p^{k}\right)\left[A q^{m-k \partial(p)}\left(1-q^{-\partial(p)}\right)+O\left(\frac{q^{m-k \partial(p)}}{(m-k \partial(p))^{\gamma}}\right)\right] \\
& +\sum_{k \partial(p)=m} f\left(p^{k}\right) \\
= & A q^{m} \sum_{k \partial(p) \leq m} f\left(p^{k}\right) q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right) \\
& +\sum_{k \partial(p)=m} f\left(p^{k}\right)\left(1-A\left(1-q^{-\partial(p)}\right)\right) \\
& +O\left(q^{m} \sum_{k \partial(p)<m}\left|f\left(p^{k}\right)\right| \frac{q^{-k \partial(p)}}{(m-k \partial(p))^{\gamma}}\right) . \tag{3.15}
\end{align*}
$$

By the Cauchy-Schwarz inequality and (3.11) of Chapter 3, the second term on the right-hand side of (3.15) is

$$
\begin{align*}
& \ll \sum_{k \partial(p)=m}\left|f\left(p^{k}\right)\right| \leq\left(\sum_{k \partial(p)=m}\left|f\left(p^{k}\right)\right|^{2} q^{-k \partial(p)}\right)^{\frac{1}{2}}\left(\sum_{k \partial(p)=m} q^{k \partial(p)}\right)^{\frac{1}{2}} \\
& \leq D(m)\left(q^{m} \sum_{n \mid m} P(n)\right)^{\frac{1}{2}} \ll q^{m} D(m) m^{-\frac{1}{2}} . \tag{3.16}
\end{align*}
$$

Finally, by the Cauchy-Schwarz inequality again,

$$
\begin{align*}
& \sum_{k \partial(p)<m}\left|f\left(p^{k}\right)\right| \frac{q^{-k \partial(p)}}{(m-k \partial(p))^{\gamma}} \\
& \leq\left[\sum_{k \partial(p)<m}\left|f\left(p^{k}\right)\right|^{2} q^{-k \partial(p)}\right]^{\frac{1}{2}}\left[\sum_{k \partial(p)<m} \frac{q^{-k \partial(p)}}{(m-k \partial(p))^{2 \gamma}}\right]^{\frac{1}{2}} \\
& \ll D(m) m^{-\frac{1}{2}} \tag{3.17}
\end{align*}
$$

since, by (3.11) of Chapter 3,

$$
\begin{aligned}
& \sum_{k \partial(p)<m} \frac{q^{-k \partial(p)}}{(m-k \partial(p))^{2 \gamma}}=\sum_{n=1}^{m-1} \frac{q^{-n}}{(m-n)^{2 \gamma}} \sum_{k \partial(p)=n} 1 \\
& \quad=\sum_{n=1}^{m-1} \frac{q^{-n}}{(m-n)^{2 \gamma}} \sum_{\ell \mid n} P(\ell) \ll \sum_{n=1}^{m-1} \frac{1}{n(m-n)^{2 \gamma}} \\
& \quad=\left(\sum_{1 \leq n \leq \frac{m}{2}}+\sum_{\frac{m}{2}<n \leq m-1}\right) \frac{1}{n(m-n)^{2 \gamma}} \\
& \quad \ll m^{-2 \gamma} \log m+m^{-1} \ll m^{-1} .
\end{aligned}
$$

Thus (3.8) follows from (3.15), (3.16), and (3.17).

Proof of Lemma 3.1 We first assume that $f$ is real-valued and non-negative. By (3.7), (3.8), and (3.6), we have

$$
\begin{aligned}
\sum_{\partial(a)=m} & |f(a)-E(m)|^{2}=\sum_{\partial(a)=m} f^{2}(a)-2 E(m) \sum_{\partial(a)=m} f(a)+G(m) E^{2}(m) \\
\leq & A q^{m} E^{2}(m)+O\left(q^{m} D^{2}(m)\right) \\
& \quad-2 E(m)\left(A q^{m} E(m)+O\left(q^{m} D(m) m^{-\frac{1}{2}}\right)\right)+G(m) E^{2}(m) \\
= & E^{2}(m) O\left(q^{m} m^{-\gamma}\right)+O\left(q^{m} D^{2}(m)\right)+O\left(q^{m}|E(m)| D(m) m^{-\frac{1}{2}}\right) \\
= & O\left(q^{m} D^{2}(m)\left[m^{-\gamma} \log m+1+m^{-\frac{1}{2}}(\log m)^{\frac{1}{2}}\right]\right),
\end{aligned}
$$

and (3.2) follows.
Then assume that $f$ is real-valued. Define additive functions $f_{1}$ and $f_{2}$ by

$$
f_{1}\left(p^{k}\right)=\frac{\left|f\left(p^{k}\right)\right|+f\left(p^{k}\right)}{2}, \quad f_{2}\left(p^{k}\right)=\frac{\left|f\left(p^{k}\right)\right|-f\left(p^{k}\right)}{2}
$$

and, accordingly,

$$
E_{j}(m)=\sum_{k \partial(p) \leq m} f_{j}\left(p^{k}\right) q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right), \quad j=1,2
$$

Then, $f=f_{1}-f_{2}, E(m)=E_{1}(m)-E_{2}(m)$, and

$$
|f(a)-E(m)|^{2} \leq 2\left|f_{1}(a)-E_{1}(m)\right|^{2}+2\left|f_{2}(a)-E_{2}(m)\right|^{2}
$$

It follows that

$$
\begin{aligned}
& \sum_{\partial(a)=m}|f(a)-E(m)|^{2} \ll \sum_{\partial(a)=m}\left|f_{1}(a)-E_{1}(m)\right|^{2}+\sum_{\partial(a)=m}\left|f_{2}(a)-E_{2}(m)\right|^{2} \\
& \ll q^{m}\left(\sum_{k \partial(p) \leq m} f_{1}^{2}\left(p^{k}\right) q^{-k \partial(p)}+\sum_{k \partial(p) \leq m} f_{2}^{2}\left(p^{k}\right) q^{-k \partial(p)}\right) \\
&=q^{m} \sum_{k \partial(p) \leq m} f^{2}\left(p^{k}\right) q^{-k \partial(p)},
\end{aligned}
$$

i.e., (3.2) holds.

Finally, if $f$ is complex-valued, define

$$
g_{1}(a)=\operatorname{Re} f(a), \quad g_{2}(a)=\operatorname{Im} f(a)
$$

In a similar manner, we can deduce (3.2).
We shall use the following variant of Lemma 7.3.1 in the proof of Theorem 7.6.1.
(7.3.6) Lemma. Let $f$ be a complex-valued strongly additive function on $\mathcal{G}$, and let

$$
\begin{equation*}
\nu(m):=\sum_{\partial(p) \leq m} f(p) q^{-\partial(p)} \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(m):=\left(\sum_{\partial(p) \leq m}|f(p)|^{2} q^{-\partial(p)}\right)^{\frac{1}{2}} . \tag{3.19}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{\partial(a)=m}|f(a)-\nu(m)|^{2} \ll q^{m} \sigma^{2}(m) \tag{3.20}
\end{equation*}
$$

Proof. The left-hand side of (3.20) equals

$$
\begin{align*}
& \sum_{\partial(a)=m}|(f(a)-E(m))+(E(m)-\nu(m))|^{2} \\
& =\sum_{\partial(a)=m}|f(a)-E(m)|^{2}+2 \operatorname{Re}(E(m)-\nu(m)) \sum_{\partial(a)=m}(\bar{f}(a)-\bar{E}(m)) \\
& \quad+G(m)|E(m)-\nu(m)|^{2} \tag{3.21}
\end{align*}
$$

where $\bar{f}(a)$ and $\bar{E}(m)$ denote the complex conjugates of $f(a)$ and $E(m)$, respectively. Since a strongly additive function is additive, by Lemma 7.3.1, the first term on the right-hand side of (3.21) is $O\left(q^{m} D^{2}(m)\right)$. By (3.8), (3.1), and (3.6), the second term on the right-hand side of (3.21) is

$$
O\left(|E(m)-\nu(m)| q^{m} D(m) m^{-\frac{1}{2}}\right)
$$

Therefore it is sufficient to show that

$$
\begin{equation*}
|E(m)-\nu(m)| \ll \sigma(m) \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
D^{2}(m)=O\left(\sigma^{2}(m)\right) \tag{3.23}
\end{equation*}
$$

Actually, we have

$$
\begin{align*}
&|E(m)-\nu(m)| \leq \mid \sum_{\left|\begin{array}{c}
k \partial(p) \leq m \\
k \geq 2 \\
\end{array} f(p) q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right)\right|} \\
&+\left|\sum_{\partial(p) \leq m} f(p) q^{-2 \partial(p)}\right| \tag{3.24}
\end{align*}
$$

The first term on the right-hand side of (3.24) equals

$$
\left|\sum_{\partial(p) \leq m} f(p) q^{-\partial(p) / 2}\left(1-q^{-\partial(p)}\right) \sum_{2 \leq k \leq m}^{\partial(p)} q^{-\left(k-\frac{1}{2}\right) \partial(p)}\right|
$$

$$
\begin{aligned}
& \leq {\left[\sum_{\partial(p) \leq m}|f(p)|^{2} q^{-\partial(p)}\right]^{\frac{1}{2}} } \\
& \times\left[\sum_{\partial(p) \leq m}\left(1-q^{-\partial(p)}\right)^{2}\left(\sum_{2 \leq k \leq \frac{m}{\partial(p)}} q^{-\left(k-\frac{1}{2}\right) \partial(p)}\right)^{2}\right]^{\frac{1}{2}} \\
& \leq \sigma(m)\left(\sum_{\partial(p) \leq m} q^{-3 \partial(p)}\right)^{\frac{1}{2}} \ll \sigma(m)
\end{aligned}
$$

by the Cauchy-Schwarz inequality, since

$$
\begin{aligned}
\sum_{\partial(p) \leq m} q^{-3 \partial(p)} & =\sum_{1 \leq n \leq m} q^{-3 n} P(n) \ll \sum_{1 \leq n \leq m} q^{-2 n} n^{-1} \\
& =O(1)
\end{aligned}
$$

Similarly, the second term on the right-hand side of (3.24) is

$$
\leq\left[\sum_{\partial(p) \leq m}|f(p)|^{2} q^{-\partial(p)}\right]^{\frac{1}{2}}\left[\sum_{\partial(p) \leq m} q^{-3 \partial(p)}\right]^{\frac{1}{2}} \ll \sigma(m)
$$

Thus, (3.22) follows.
Finally, we have

$$
\begin{aligned}
& D^{2}(m)-\sigma^{2}(m)=\sum_{\substack{k \partial(p) \leq m \\
k \geq 2}}|f(p)|^{2} q^{-k \partial(p)} \\
& \quad=\sum_{\partial(p) \leq m}|f(p)|^{2} q^{-\partial(p)} \sum_{2 \leq k \leq \frac{m}{\partial(p)}} q^{-(k-1) \partial(p)} \ll \sigma^{2}(m) .
\end{aligned}
$$

This proves (3.23).

### 7.4 A Fundamental Lemma

In this section, we shall establish a pair of inequalities, which is the counterpart of a so-called fundamental lemma in classical probabilistic number theory (cf. Kubilius [1]), and in the theory of sieve methods (cf. Halberstam and Richert [1]).

Accordingly, this pair of inequalities is also called a "fundamental lemma" here. It will be used to analyze a probability model in the next section. Here we shall set up this lemma via a sifting process, as in the classical theory of sieve methods.

We first need an order relation in an arithmetical semigroup $\mathcal{G}$. Since each $G(m)$ is a finite number, elements $a$ of $\mathcal{G}$ can be arranged in a sequence for which $\partial(a)$ is monotonically increasing. This sequence defines an order relation on $\mathcal{G}$ in a natural way, denoted as usual by $<$, so that $a<a^{\prime}$ implies $\partial(a) \leq \partial\left(a^{\prime}\right)$. Of course, many different order relations with this property may be defined in general. However the specific order relation chosen is not important for our purpose, because the fundamental lemma depends only on the degree mapping $\partial$ and is independent of the concrete order relation $<$, as we shall see.

Let $a$ be squarefree and $a \neq 1$, so that we can write the canonical prime decomposition of $a$ in the form

$$
a=p_{1} \cdots p_{m} \quad \text { with } \quad p_{1}>\cdots>p_{m}
$$

As usual, let $\omega(a)=m$ denote the total number of distinct prime divisors of $a$. For convenience we introduce notations $\Delta(a)=p_{1}$ and $\delta(a)=p_{m}$, for the "largest" and the "least" prime divisors of $a$, respectively. Also, for completeness, put $\Delta(1)=1$ and $\delta(1)=\infty>a$, for all $a \in \mathcal{G}$.

Let $\mathcal{P}^{*}$ be a set of primes of $\mathcal{G}, a \in \mathcal{G}$, and $r$ be a real number with
$r>1$. We write

$$
\begin{equation*}
P^{*}(a):=\prod_{\substack{p<a \\ p \in \mathcal{P}^{*}}} p, \quad P_{r}^{*}:=\prod_{\substack{\partial(p) \leq r \\ p \in \mathcal{P}^{*}}} p . \tag{4.1}
\end{equation*}
$$

(Notice the slight difference between these two definitions.) Let $\chi$ be a function defined on $\mathcal{G}$ such that $\chi(1)=1$, and define $\bar{\chi}(d)$ by
(i) $\bar{\chi}(1)=0$
(ii) $\bar{\chi}(d)=\chi(d / \delta(d))-\chi(d)$ for $d \neq 1$.

Then, for squarefree $a$,

$$
\sum_{\substack{d \mid a \\ \Delta(a / d)<\delta(d)}} \bar{\chi}(d)=1-\chi(a) .
$$

This leads to the following identity which is an analogue of the Fundamental Sieve Identity treated by Halberstam and Richert [2].
(7.4.1) Lemma. For any complex-valued function $h$ on $\mathcal{G}$, and any element $w$ of $\mathcal{G}$ with $w>1$, we have

$$
\begin{align*}
\sum_{d \mid P^{*}(w)} \mu(d) h(d)= & \sum_{d \mid P^{*}(w)} \mu(d) \chi(d) h(d) \\
& +\sum_{d \mid P^{*}(w)} \mu(d) \bar{\chi}(d) \sum_{t \mid P^{*}(\delta(d))} \mu(t) h(d t), \tag{4.2}
\end{align*}
$$

where $\mu$ is the Möbius function on $\mathcal{G}$.

Proof. We have

$$
\sum_{d \mid P^{*}(w)} \mu(d) h(d)-\sum_{d \mid P^{*}(w)} \mu(d) \chi(d) h(d)
$$

$$
\begin{aligned}
& =\sum_{d \mid P^{*}(w)} \mu(d) h(d) \sum_{\substack{t \mid d \\
\Delta(d / t)<\delta(t)}} \bar{\chi}(t) \\
& =\sum_{t \mid P^{*}(w)} \bar{\chi}(t) \sum_{\substack{d\left|P^{*}(w) \\
t\right| d, \Delta(d / t)<\delta(t)}} \mu(d) h(d) .
\end{aligned}
$$

Let $d=t d^{\prime}$. Then the inner sum on the right-hand side equals

$$
\mu(t) \sum_{\substack{d^{\prime} \mid\left(P^{*}(w) / t\right) \\ \Delta\left(d^{\prime}\right)<\delta(t)}} \mu\left(d^{\prime}\right) h\left(d^{\prime} t\right)=\mu(t) \sum_{d^{\prime} \mid P^{*}(\delta(t))} \mu\left(d^{\prime}\right) h\left(d^{\prime} t\right)
$$

Let $\mathcal{A}$ be a finite sequence of elements of $\mathcal{G}$, not necessarily distinct, and $\mathcal{A}_{d}$ denote the subsequence of $\mathcal{A}$ consisting of the elements divisible by $d$. We denote the cardinality of $\mathcal{A}$, or $\mathcal{A}_{d}$, by $|\mathcal{A}|$, or $\left|\mathcal{A}_{d}\right|$, and consider two "sifting" functions

$$
\begin{equation*}
S\left(\mathcal{A}, \mathcal{P}^{*}, w\right)=\left|\left\{a: a \in \mathcal{A},\left(a, P^{*}(w)\right)=1\right\}\right| \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
S\left(\mathcal{A}, \mathcal{P}^{*}, r\right)=\left|\left\{a: a \in \mathcal{A},\left(a, P_{r}^{*}\right)=1\right\}\right| \tag{4.4}
\end{equation*}
$$

where $(a, b)=1$ indicates that $a$ and $b$ are coprime. Then, from Lemma 7.4.1, with $h(d)=\left|\mathcal{A}_{d}\right|$, we have

$$
\begin{equation*}
S\left(\mathcal{A}, \mathcal{P}^{*}, r\right)=\sum_{d \mid P_{r}^{*}} \mu(d) \chi(d)\left|\mathcal{A}_{d}\right|+\sum_{d \mid P_{r}^{*}} \mu(d) \bar{\chi}(d) S\left(\mathcal{A}_{d}, \mathcal{P}^{*}, \delta(d)\right) \tag{4.5}
\end{equation*}
$$

(7.4.2) Lemma. Suppose that there exists a positive integer $n$ such that, for each divisor $d$ of $P_{r}^{*}$,

$$
\left|\mathcal{A}_{d}\right|= \begin{cases}A q^{n-\partial(d)}+R_{d}, & \text { if } \partial(d)<n  \tag{4.6}\\ R_{d}, & \text { if } \partial(d)=n \\ 0, & \text { if } \partial(d)>n\end{cases}
$$

If $\chi^{+}(d)$ is a function defined on divisors $d$ of $P_{r}^{*}$ such that $\bar{\chi}^{+}(d)$ is nonnegative, and such that $\bar{\chi}^{+}(d)=0$ when $\omega(d)$ is even, then

$$
\begin{align*}
S\left(\mathcal{A}, \mathcal{P}^{*}, r\right) \leq & A q^{n}\left(\prod_{p \mid P P_{r}^{*}}\left(1-q^{-\partial(p)}\right)\right)\left(1-S^{+}\right)  \tag{4.7}\\
& -A q^{n} \sum_{\substack{d \mid P_{r}^{*} \\
\partial(d) \geq n}} \mu(d) \chi^{+}(d) q^{-\partial(d)}+\sum_{\substack{d \mid P_{r}^{*} \\
\partial(d) \leq n}} \mu(d) \chi^{+}(d) R_{d}
\end{align*}
$$

where

$$
\begin{equation*}
S^{+}=\sum_{d \mid P_{r}^{*}} \mu(d) \bar{\chi}^{+}(d) q^{-\partial(d)} \prod_{\substack{p \mid P_{r}^{*} \\ \delta(d) \leq p}}\left(1-q^{-\partial(d)}\right)^{-1} \tag{4.8}
\end{equation*}
$$

If $\chi^{-}(d)$ is a function defined on divisors $d$ of $P_{r}^{*}$ such that $\bar{\chi}^{-}(d)$ is non-negative, and such that $\bar{\chi}^{-}(d)=0$ when $\omega(d)$ is odd, then

$$
\begin{align*}
S\left(\mathcal{A}, \mathcal{P}^{*}, r\right) \geq & A q^{n}\left(\prod_{q \mid P_{r}^{*}}\left(1-q^{-\partial(p)}\right)\right)\left(1-S^{-}\right)  \tag{4.9}\\
& -A q^{n} \sum_{\substack{d \mid P_{r}^{*} \\
\partial(d) \geq n}} \mu(d) \chi^{-}(d) q^{-\partial(d)}+\sum_{\substack{d \mid P_{*}^{*} \\
\partial(d) \leq n}} \mu(d) \chi^{-(d) R_{d}}
\end{align*}
$$

where

$$
\begin{equation*}
S^{-}=\sum_{d \mid P_{r}^{*}} \mu(d) \bar{\chi}^{-}(d) q^{-\partial(d)} \prod_{\substack{p \mid P_{r}^{*} \\ \delta(d) \leq p}}\left(1-q^{-\partial(p)}\right)^{-1} \tag{4.10}
\end{equation*}
$$

Proof. For $d \nmid P_{r}^{*}$, let $\chi^{ \pm}(d)=0$. From (4.5), we have

$$
\begin{equation*}
S\left(\mathcal{A}, \mathcal{P}^{*}, r\right) \leq \sum_{d \mid P_{r}^{*}} \mu(d) \chi^{+}(d)\left|\mathcal{A}_{d}\right| \tag{4.11}
\end{equation*}
$$

By (4.6), the sum on the right-hand side equals

$$
\begin{align*}
& \sum_{\substack{d \mid P_{r}^{*} \\
\partial(d)<n}} \mu(d) \chi^{+}(d)\left(A q^{n-\partial(d)}+R_{d}\right)+\sum_{\substack{d \mid P_{r}^{*} \\
\partial(d)=n}} \mu(d) \chi^{+}(d) R_{d} \\
& \quad=S_{1}+\sum_{\substack{d \mid P_{*}^{*} \\
\partial(d) \leq n}} \mu(d) \chi^{+}(d) R_{d} \tag{4.12}
\end{align*}
$$

where

$$
\begin{align*}
S_{1}= & A q^{n} \sum_{\substack{d \mid P_{r}^{*} \\
\partial(d)<n}} \mu(d) \chi^{+}(d) q^{-\partial(d)} \\
= & A q^{n}\left[\sum_{d \mid P_{r}^{*}} \mu(d) q^{-\partial(d)}-\sum_{d \mid P_{r}^{*}} \mu(d) \bar{\chi}^{+}(d) q^{-\partial(d)} \sum_{t \mid P^{*}(\delta(d))} \mu(t) q^{-\partial(t)}\right. \\
& \left.-\sum_{\substack{d \mid P^{*} \\
\partial(d) \geq n}} \mu(d) \chi^{+}(d) q^{-\partial(d)}\right] \tag{4.13}
\end{align*}
$$

by (4.2). The sum of the first two terms on the right-hand side of (4.13) can be written as

$$
\begin{aligned}
& \prod_{p \mid P_{r}^{*}}\left(1-q^{-\partial(p)}\right)-\sum_{d \mid P_{r}^{*}} \mu(d) \bar{\chi}^{+}(d) q^{-\partial(d)} \prod_{p \mid P^{*}(\delta(d))}\left(1-q^{-\partial(p)}\right) \\
& =\left(\prod_{p \mid P_{r}^{*}}\left(1-q^{-\partial(p)}\right)\right)\left(1-S^{+}\right)
\end{aligned}
$$

with $S^{+}$defined in (4.8). This proves (4.7)
Similarly, we can prove (4.9).

In order to arrive at the "fundamental lemma", we give $\chi^{+}(d)$ and $\chi^{-}(d)$ the Buchstab-Rosser type structure (cf. Iwaniec [1], Halberstam and Richert [1]) with two parameters $\beta$ and $Y$ : Thus, for

$$
d=p_{1} p_{2} \cdots p_{k} \quad \text { with } \quad p_{1}>p_{2}>\cdots>p_{k}
$$

we let

$$
\begin{equation*}
\chi^{+}(d)=\eta^{+}\left(p_{1}\right) \eta^{+}\left(p_{1} p_{2}\right) \cdots \eta^{+}\left(p_{1} p_{2} \cdots p_{k}\right) \tag{4.14}
\end{equation*}
$$

where

$$
\eta^{+}(a)= \begin{cases}1, & \text { if } \omega(a) \text { is even }  \tag{4.15}\\ 1, & \text { if } \omega(a) \text { is odd and } \beta \partial(\delta(a))+\partial(a)<Y \\ 0, & \text { otherwise }\end{cases}
$$

and let

$$
\begin{equation*}
\chi^{-}(d)=\eta^{-}\left(p_{1}\right) \eta^{-}\left(p_{1} p_{2}\right) \cdots \eta^{-}\left(p_{1} p_{2} \cdots p_{k}\right), \tag{4.16}
\end{equation*}
$$

where

$$
\eta^{-}(a)= \begin{cases}1, & \text { if } \omega(a) \text { is odd }  \tag{4.17}\\ 1, & \text { if } \omega(a) \text { is even and } \beta \partial(\delta(a))+\partial(a)<Y, \\ 0, & \text { otherwise }\end{cases}
$$

Then, from (4.14),

$$
\begin{equation*}
\bar{\chi}^{+}(d)=\eta^{+}\left(p_{1}\right) \cdots \eta^{+}\left(p_{1} p_{2} \cdots p_{k-1}\right)\left(1-\eta^{+}\left(p_{1} p_{2} \cdots p_{k}\right)\right) \tag{4.18}
\end{equation*}
$$

is non-negative, and $\bar{\chi}^{+}(d)=0$ when $\omega(d)=k$ is even. Similarly,

$$
\bar{\chi}^{-}(d)=\eta^{-}\left(p_{1}\right) \cdots \eta^{-}\left(p_{1} p_{2} \cdots p_{k-1}\right)\left(1-\eta^{-}\left(p_{1} p_{2} \cdots p_{k}\right)\right)
$$

is non-negative, and $\bar{\chi}^{-}(d)=0$ when $\omega(d)=k$ is odd. Thus (4.7) and (4.9) hold.
(7.4.3) Lemma. Let $\beta>1$ and $Y \geq 2$. We have

$$
\begin{equation*}
\frac{Y-\partial(\Delta(d))}{\partial(\delta(d))} \leq \beta\left(\frac{\beta+1}{\beta-1}\right)^{(\omega(d)-1) / 2} \quad \text { if } \quad \bar{\chi}^{+}(d)=1 \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{Y-\partial(\Delta(d))}{\partial(\delta(d))} \leq(\beta-1)\left(\frac{\beta+1}{\beta-1}\right)^{\omega(d) / 2} \quad \text { if } \quad \bar{\chi}^{-}(d)=1 \tag{4.20}
\end{equation*}
$$

Proof. To prove (4.19), note that $\bar{\chi}^{+}(d)=1$ implies that $\omega(d)$ is odd. Let

$$
d=p_{1} p_{2} \cdots p_{2 k+1} \quad \text { with } \quad p_{1}>p_{2}>\cdots>p_{2 k+1} .
$$

Then

$$
\bar{\chi}^{+}(d)=\chi^{+}\left(p_{1} \cdots p_{2 k}\right)-\chi^{+}\left(p_{1} \cdots p_{2 k+1}\right)=1
$$

and thus

$$
\chi^{+}\left(p_{1} p_{2} \cdots p_{2 k}\right)=1, \quad \chi^{+}\left(p_{1} p_{2} \cdots p_{2 k+1}\right)=0
$$

By (4.14) and (4.15), this implies

$$
\begin{align*}
& (\beta+1) \partial\left(p_{1}\right)<Y  \tag{4.21}\\
& (\beta+1) \partial\left(p_{3}\right)+\partial\left(p_{2}\right)+\partial\left(p_{1}\right)<Y  \tag{4.21}\\
& \cdots \cdots  \tag{4.21}\\
& (\beta+1) \partial\left(p_{2 \ell-1}\right)+\partial\left(p_{2 \ell-2}\right)+\cdots+\partial\left(p_{1}\right)<Y  \tag{4.21}\\
& \cdots \cdots \\
& (\beta+1) \partial\left(p_{2 k-1}\right) \partial\left(p_{2 k-2}\right)+\cdots+\partial\left(p_{1}\right)<Y \\
& (\beta+1) \partial\left(p_{2 k+1}\right)+\partial\left(p_{2 k}\right)+\cdots+\partial\left(p_{1}\right) \geq Y
\end{align*}
$$

Let

$$
Q_{s}(x):= \begin{cases}x+x^{2}+\cdots+x^{s}, & \text { if } s \text { is a positive integer } \\ 0, & \text { if } s=0\end{cases}
$$

Then, from (4.21) we can deduce, by induction, that

$$
\begin{align*}
& \beta\left(\partial\left(p_{2 \ell}\right)+\partial\left(p_{2 \ell-1}\right)+\cdots+\partial\left(p_{2}\right)\right) \\
& \quad \leq\left(Y-\partial\left(p_{1}\right)\right)\left[1+2 Q_{\ell-1}\left(\frac{\beta-1}{\beta+1}\right)\right] \tag{4.22}
\end{align*}
$$

for $1 \leq \ell \leq k$. Actually, from $(4.21)_{1}$, we have

$$
\beta \partial\left(p_{2}\right) \leq \beta \partial\left(p_{1}\right)<Y-\partial\left(p_{1}\right)
$$

and (4.22) is certainly true for $\ell=1$. Then for $1 \leq \ell<k$, from $(4.21)_{\ell+1}$ and (4.22), we have

$$
\begin{aligned}
(\beta & +1)\left(\partial\left(p_{2 \ell+1}\right)+\partial\left(p_{2 \ell}\right)+\cdots+\partial\left(p_{2}\right)\right) \\
& <\left(Y-\partial\left(p_{1}\right)\right)+\beta\left(\partial\left(p_{2 \ell}\right)+\cdots+\partial\left(p_{2}\right)\right) \\
& \leq\left(Y-\partial\left(p_{1}\right)\right)+\left(Y-\partial\left(p_{1}\right)\right)\left[1+2 Q_{\ell-1}\left(\frac{\beta-1}{\beta+1}\right)\right]
\end{aligned}
$$

and thus

$$
\partial\left(p_{2 \ell+1}\right)+\partial\left(p_{2 \ell}\right)+\cdots+\partial\left(p_{2}\right) \leq\left(Y-\partial\left(p_{1}\right)\right) \frac{2}{\beta+1}\left[1+Q_{\ell-1}\left(\frac{\beta-1}{\beta+1}\right)\right]
$$

Hence

$$
\begin{align*}
& (\beta-1)\left(\partial\left(p_{2 \ell+1}\right)+\partial\left(p_{2 \ell}\right)+\cdots+\partial\left(p_{2}\right)\right) \\
& \quad \leq\left(Y-\partial\left(p_{1}\right)\right) \frac{2(\beta-1)}{\beta+1}\left[1+Q_{\ell-1}\left(\frac{\beta-1}{\beta+1}\right)\right] . \tag{4.23}
\end{align*}
$$

Now, (4.21) $)_{\ell+1}$ implies

$$
\begin{equation*}
\beta \partial\left(p_{2 \ell+2}\right)+\partial\left(p_{2 \ell+1}\right)+\cdots+\partial\left(p_{2}\right)<Y-\partial\left(p_{1}\right), \tag{4.24}
\end{equation*}
$$

since $\partial\left(p_{2 \ell+2}\right) \leq \partial\left(p_{2 \ell+1}\right)$. It follows, from (4.23) and (4.24), that

$$
\begin{aligned}
& \beta\left(\partial\left(p_{2 \ell+2}\right)+\partial\left(p_{2 \ell+1}\right)+\cdots+\partial\left(p_{2}\right)\right) \\
& \quad<\left(Y-\partial\left(p_{1}\right)\right)\left[1+\frac{2(\beta-1)}{\beta+1}+\frac{2(\beta-1)}{\beta+1} Q_{\ell-1}\left(\frac{\beta-1}{\beta+1}\right)\right] \\
& \quad=\left(Y-\partial\left(p_{1}\right)\right)\left[1+2 Q_{\ell}\left(\frac{\beta-1}{\beta+1}\right)\right] .
\end{aligned}
$$

This proves (4.22).
We now obtain, from (4.21) $)_{k+1}$ and (4.22) with $\ell=k$,

$$
(\beta+1) \partial\left(p_{2 k+1}\right)+\frac{Y-\partial\left(p_{1}\right)}{\beta}\left[1+2 Q_{k-1}\left(\frac{\beta-1}{\beta+1}\right)\right] \geq Y-\partial\left(p_{1}\right),
$$

and hence

$$
\begin{aligned}
\partial\left(p_{2 k+1}\right) & \geq \frac{Y-\partial\left(p_{1}\right)}{\beta}\left[\frac{\beta-1}{\beta+1}-\frac{2}{\beta+1} Q_{k-1}\left(\frac{\beta-1}{\beta+1}\right)\right] \\
& =\left(Y-\partial\left(p_{1}\right)\right) \frac{1}{\beta}\left(\frac{\beta-1}{\beta+1}\right)^{k} .
\end{aligned}
$$

This proves (4.19).

$$
\begin{aligned}
& \text { Similarly, for } \bar{\chi}^{-}(d)=1 \\
& \qquad d=p_{1} p_{2} \cdots p_{2 k} \quad \text { with } \quad p_{1}>p_{2}>\cdots>p_{2 k}
\end{aligned}
$$

and, by (4.16) and (4.17), we have

$$
\begin{align*}
& (\beta+1) \partial\left(p_{2}\right)+\partial\left(p_{1}\right)<Y  \tag{4.25}\\
& \cdots  \tag{4.25}\\
& (\beta+1) \partial\left(p_{2 k-2}\right)+\partial\left(p_{2 k-3}\right)+\cdots+\partial\left(p_{1}\right)<Y \\
& (\beta+1) \partial\left(p_{2 k}\right)+\partial\left(p_{2 k-1}\right)+\cdots+\partial\left(p_{1}\right) \geq Y
\end{align*}
$$

Let $Q_{1}^{*}(x):=x$ and

$$
Q_{s}^{*}(x):=2 x+2 x^{2}+\cdots+2 x^{s-1}+x^{s}, \quad s \geq 2
$$

Then, from (4.25), we can deduce, as before, that

$$
\begin{equation*}
\beta\left(\partial\left(p_{2 \ell-1}\right)+\cdots+\partial\left(p_{2}\right)\right) \leq\left(Y-\partial\left(p_{1}\right)\right)\left[1+Q_{\ell-1}^{*}\left(\frac{\beta-1}{\beta+1}\right)\right] \tag{4.26}
\end{equation*}
$$

for $2 \leq \ell \leq k$. From $(4.25)_{k}$ and (4.26) with $\ell=k$, we obtain

$$
\begin{aligned}
\partial\left(p_{2 k}\right) & \geq \frac{Y-\partial\left(p_{1}\right)}{\beta}\left[\frac{\beta-1}{\beta+1}-\frac{1}{\beta+1} Q_{k-1}^{*}\left(\frac{\beta-1}{\beta+1}\right)\right] \\
& =\left(Y-\partial\left(p_{1}\right)\right) \frac{1}{\beta-1}\left(\frac{\beta-1}{\beta+1}\right)^{k}
\end{aligned}
$$

and (4.20) follows.
(7.4.4) Lemma. (Fundamental Lemma) Assume that there exists a positive integer $n$ such that (4.6) holds for each divisor $d$ of $P_{r}^{*}$. Then, for any given positive number $L$ such that $L \geq 2$ and $L r \leq n$, and any given $\varepsilon$ such that $0<\varepsilon<1$,

$$
\begin{equation*}
S^{ \pm}=O_{\varepsilon}\left(L^{-(1-\varepsilon) L}\right) \tag{4.27}
\end{equation*}
$$

holds with $Y=L r, \beta=\max \left\{\varepsilon L, \beta_{1}\right\}$, where $\beta_{1}$ is an absolute constant. Hence

$$
\begin{align*}
& S\left(\mathcal{A}, \mathcal{P}^{*}, r\right)-A q^{n}\left(\prod_{p \mid P_{r}^{*}}\left(1-q^{-\partial(p)}\right)\right)\left\{1+O_{\varepsilon}\left(L^{-(1-\varepsilon) L}\right)\right\} \\
& \quad \leq \sum_{\substack{d \mid P^{*} \\
\partial(d)<L r}} \mu(d) \chi^{+}(d) R_{d} \tag{4.28}
\end{align*}
$$

and

$$
\begin{align*}
& S\left(\mathcal{A}, \mathcal{P}^{*}, r\right)-A q^{n}\left(\prod_{\substack{p \\
P_{r}^{*}}}\left(1-q^{-\partial(p)}\right)\right)\left\{1+O_{\varepsilon}\left(L^{-(1-\varepsilon) L}\right)\right\} \\
& \quad \geq \sum_{\substack{d \mid P^{*}+\\
\partial(d)<L r}} \mu(d) \chi^{-}(d) R_{d} \tag{4.29}
\end{align*}
$$

hold, with $\chi^{+}(d)$ and $\chi^{-}(d)$ defined in (4.14) and (4.16) respectively.

Proof. Set $Y=L r$ in Lemma 7.4.3, and in (4.15) and (4.17). First, note that $\chi^{+}(d)=0$ for $\partial(d) \geq L r$, by (4.15). Actually, if $\omega(d)$ is odd then $\eta^{+}(d)=0$ by definition, and hence $\chi^{+}(d)=0$. If $\omega(d)$ is even, then $\omega(d / \delta(d))$ is odd and

$$
\beta \partial\left(\delta\left(\frac{d}{\delta(d)}\right)\right)+\partial\left(\frac{d}{\delta(d)}\right) \geq \partial(d) \geq L r,
$$

and thus $\eta^{+}(d / \delta(d))=0$, and hence $\chi^{+}(d)=0$ too. Therefore the sum in the second term on the right-hand side of (4.7) becomes the sum on the right-hand side of (4.28). Thus, to prove (4.28), it is sufficient to obtain the estimate

$$
S^{+}=O_{\varepsilon}\left(L^{-(1-\varepsilon) L}\right)
$$

for $S^{+}$defined in (4.8).
From $(4.21)_{k+1}$ and (4.19), we obtain, for $\bar{\chi}^{+}(d)=1$,
(i) $\beta \partial(\delta(d))+\partial(d) \geq L r$,
(ii) $\frac{\operatorname{Lr}-\partial(\Delta(d))}{\partial(\delta(d))} \leq \beta\left(\frac{\beta+1}{\beta-1}\right)^{\omega(d) / 2}$.

Hence, from (i),

$$
r(\beta+\omega(d)) \geq L r
$$

and then

$$
\begin{equation*}
\omega(d) \geq \max \{L-\beta, 1\} \tag{4.30}
\end{equation*}
$$

Also, from (ii),

$$
\frac{(L-1) r}{\partial(\delta(d))} \leq \beta\left(\frac{\beta+1}{\beta-1}\right)^{\omega(d) / 2}
$$

and then

$$
\begin{equation*}
\frac{r}{\partial(\delta(d))} \leq \frac{\beta}{L-1}\left(\frac{\beta+1}{\beta-1}\right)^{\omega(d) / 2} \tag{4.31}
\end{equation*}
$$

Note that

$$
\begin{align*}
\prod_{\partial(\delta(d)) \leq \partial(p) \leq r}\left(1-q^{-\partial(p)}\right)^{-1} & =\frac{\prod_{\partial(p)<\partial(\delta(d))}\left(1-q^{-\partial(p)}\right)^{-1}}{\prod_{\partial(p) \leq r}\left(1-q^{-\partial(p)}\right)^{-1}} \\
& \ll \frac{r}{\partial(\delta(d))}\left\{1+O\left(\partial(\delta(d))^{-1}\right)\right\} \\
& \ll \frac{r}{\partial(\delta(d))}
\end{align*}
$$

by (3.9) of Chapter 3. Therefore, from (4.32) and (4.31),

$$
\begin{equation*}
\prod_{\substack{\delta(d) \leq p \\ \partial(p) \leq r}}\left(1-q^{-\partial(p)}\right)^{-1} \leq K \frac{\beta}{L-1}\left(\frac{\beta+1}{\beta-1}\right)^{\omega(d) / 2} \tag{4.33}
\end{equation*}
$$

with some constant $K$, for $\bar{\chi}^{+}(d)=1$. Then, from (4.30) and (4.33), we obtain the estimate

$$
\begin{equation*}
\left|S^{+}\right| \leq K \frac{\beta}{L-1} \sum_{\substack{d \mid P_{r}^{*} \\ \omega(d) \geq \max \{L-\beta, 1\}}} \bar{\chi}^{+}(d) q^{-\partial(d)} \beta_{0}^{\omega(d)}, \tag{4.34}
\end{equation*}
$$

with

$$
\beta_{0}=\left(\frac{\beta+1}{\beta-1}\right)^{\frac{1}{2}}
$$

Toward the sum on the right-hand side of (4.34), the contribution of those terms with $\omega(d)=k$ is, by (4.33) and Stirling's formula,

$$
\begin{aligned}
& \leq \beta_{0}^{k} \sum_{\substack{d \mid P^{*} \\
\omega(d)=k}} \bar{\chi}^{+}(d) q^{-\partial(d)} \leq \beta_{0}^{k} \frac{1}{k!}\left(\sum_{\partial\left(\delta\left(d_{0}\right)\right) \leq \partial(p) \leq r} q^{-\partial(p)}\right)^{k} \\
& \leq \beta_{0}^{k} \frac{1}{k!}\left[\log \left(\prod_{\partial\left(\delta\left(d_{0}\right)\right) \leq \partial(p) \leq r}\left(1-q^{-\partial(p)}\right)^{-1}\right)\right]^{k} \\
& \leq \beta_{0}^{k} \frac{1}{k!}\left[\log \left(2 K L^{-1} \beta \beta_{0}^{k}\right)\right]^{k} \\
& \leq\left[\beta_{0} e\left(k^{-1} \log \left(2 K L^{-1} \beta\right)+\log \beta_{0}\right)\right]^{k},
\end{aligned}
$$

where $d_{0}$ is a divisor of $P_{r}^{*}$ such that $\bar{\chi}^{\dagger}\left(d_{0}\right)=1, \omega\left(d_{0}\right)=k$, and

$$
\delta\left(d_{0}\right)=\min \left\{\delta(d): d \mid P_{r}^{*}, \bar{\chi}^{+}(d)=1, \omega(d)=k\right\} .
$$

Thus, we obtain

$$
\left|S^{+}\right| \leq K \frac{\beta}{L-1} \sum_{k \geq \max \{L-\beta, 1\}} \zeta_{k}^{k},
$$

where

$$
\zeta_{k}=\beta_{0} e\left(k^{-1} \log \left(2 K L^{-1} \beta\right)+\log \beta_{0}\right) .
$$

If $L$ is large, $L \geq L_{0}(K, \varepsilon)$, let $\beta=\alpha L$ with $0<\alpha<\min \left\{\frac{1}{2}, \varepsilon\right\}$. Then

$$
\log \beta_{0}=\frac{1}{2} \log \left(1+\frac{2}{\beta-1}\right) \leq \frac{2}{\beta},
$$

and we have

$$
\begin{aligned}
\zeta_{k} & \leq \beta_{0} e\left(k^{-1} \log (2 K \alpha)+2(\alpha L)^{-1}\right) \\
& \leq \beta_{0} e\left(\frac{\log (2 K \alpha)}{(1-\alpha) L}+\frac{2}{\alpha L}\right) \leq \frac{C_{1}}{L}
\end{aligned}
$$

since $k \geq L-\beta=(1-\alpha) L$ and $\beta_{0}<2$. Therefore we obtain

$$
\begin{aligned}
\left|S^{+}\right| & \leq K \frac{\alpha L}{L-1} \sum_{k \geq(1-\alpha) L}\left(\frac{C_{1}}{L}\right)^{k} \\
& \leq K \frac{\alpha L}{L-1}\left(\frac{C_{1}}{L}\right)^{(1-\alpha) L}\left(1-\frac{C_{1}}{L}\right)^{-1}=O_{\varepsilon}\left(L^{-(1-\varepsilon) L}\right)
\end{aligned}
$$

If $L$ is small, $L<L_{0}(K, \varepsilon)$, choose $\beta$ so large that $e \beta_{0} \log \beta_{0}<\frac{1}{3}$. Then

$$
\zeta_{k}=\beta_{0} e k^{-1} \log \left(2 K L^{-1} \beta\right)+e \beta_{0} \log \beta_{0}<\frac{2}{3}
$$

for $k \geq k_{0}$. We obtain

$$
\left|S^{+}\right| \leq \frac{K \beta}{L-1}\left(\sum_{k<k_{0}} \zeta_{k}^{k}+\sum_{k \geq k_{0}}\left(\frac{2}{3}\right)^{k}\right)<_{\varepsilon} 1
$$

This proves (4.28).
Similarly, $\chi^{-}(d)=0$ for $\partial(d) \geq L r$, by (4.17). The sum in the second term on the right-hand side of (4.9) is zero, and the last sum of (4.9) becomes the right-hand side of (4.29). From (4.25) $)_{k}$ and (4.20), (i) and (ii) hold for $\bar{\chi}^{-}(d)=1$ too. An argument similar to the one given above yields the estimate

$$
\left|S^{-}\right| \leq O_{\varepsilon}\left(L^{-(1-\varepsilon) L}\right)
$$

and (4.29) follows.
(7.4.5) Lemma. Assume that there exist constants $A>0, q>1$, and $\gamma>1$ such that (3.1) holds, and such that, in addition to (4.6),

$$
\begin{equation*}
R_{d}=O\left(q^{n-\partial(d)}(n-\partial(d))^{-\gamma}\right) \tag{4.35}
\end{equation*}
$$

holds for $\partial(d)<n / k$ with $k>1$. Then, for any given number $L$ such that $L \geq 2$ and $L r \leq n / k$,

$$
\begin{align*}
S\left(\mathcal{A}, \mathcal{P}^{*}, r\right)= & A q^{n}\left(\prod_{p!P_{r}^{*}}\left(1-q^{-\partial(p)}\right)\right) \\
& \times\left\{1+O_{\varepsilon}\left(L^{-(1-\varepsilon) L}\right)+O_{k}\left(r^{2} n^{-\gamma}\right)\right\} \tag{4.36}
\end{align*}
$$

Proof. We have

$$
\begin{aligned}
\sum_{\substack{d \mid P_{r}^{*} \\
\partial(d)<L r}} \mu(d) \chi^{ \pm}(d) R_{d} & \ll \sum_{\substack{d \mid P_{*}^{*} \\
\partial(d)<n / k}} q^{n-\partial(d)}(n-\partial(d))^{-\gamma} \\
& \ll k n^{-\gamma} q^{n} \sum_{d \mid P_{r}^{*}} q^{-\partial(d)} \\
& =n^{-\gamma} q^{n} \prod_{p\left[P_{r}^{*}\right.}\left(1+q^{-\partial(p)}\right),
\end{aligned}
$$

and hence

$$
\begin{aligned}
& q^{-n} \prod_{p \mid P_{r}^{*}}\left(1-q^{-\partial(p)}\right)^{-1} \sum_{\substack{d \mid P^{*} \\
\partial(d)<L r}} \mu(d) \chi^{ \pm}(d) R_{d} \\
& \quad \ll k n^{-\gamma} \prod_{p \mid P_{r}^{*}}\left(1+q^{-\partial(p)}\right)\left(1-q^{-\partial(p)}\right)^{-1} \\
& \quad \leq n^{-\gamma} \prod_{p \mid P^{*}}\left(1-q^{-\partial(p)}\right)^{-2} \\
& \lll r^{2} n^{-\gamma},
\end{aligned}
$$

### 7.5 A Probability Model

As in the classical probabilistic number theory, a probability model will clarify the idea of the proofs of the main theorems, given in the next section.

Let $f$ be a real-valued strongly additive function on an arithmetical semigroup $\mathcal{G}$. Let $r$ and $m$ be positive integers with $r<m$. In the proofs, we shall use, instead of $f$, the function $f_{r}$ such that

$$
f_{r}(a)=\sum_{\substack{p \mid a \\ \partial(p) \leq r}} f(p),
$$

a truncation of $f$. Here, as usual, the sum in the definition is assumed zero when the number of summands is zero. Note that $f_{r}$ is strongly additive, and $f_{r}(a)=f(a)$ when $\partial(a) \leq r$. Consider $\Omega:=\{a: a \in \mathcal{G}, \partial(a)=m\}$. The range of $f_{r}$ on $\Omega$ is a finite set $\left\{x_{1}, \ldots, x_{t}\right\}$, say. The subsets $\{a: \partial(a)=$ $\left.m, f_{r}(a)=x_{i}\right\}, i=1, \ldots, t$ of $\Omega$ are pairwaise disjoint. Let $P_{r}:=\prod_{\partial(p) \leq r} p$. Then,

$$
\left\{a: \partial(a)=m, f_{r}(a)=x_{i}\right\}=\bigcup_{\substack{g \mid P_{r} \\ f(g)=x_{i}}} E_{g},
$$

where the subset

$$
E_{g}:=\left\{a: \partial(a)=m, g \mid a,\left(a, P_{r} / g\right)=1\right\} .
$$

For $a \in \Omega$, if $g$ is the greatest common divisor (in the sense defined in a free commutative semigroup) of $a$ and $P_{r}$, then $a \in E_{g}$. Hence the class of non-empty sets $E_{g}$ for divisors of $P_{r}$ forms a partition of $\Omega$. Let $\mathcal{E}=\{g$ : $\left.g \mid P_{r}, E_{g} \neq \phi\right\}$. The $(\sigma-)$ field $\mathcal{F}$ generated by this partition consists of unions $E$ of a finite number of sets $E_{g}$, with $g \in \mathcal{E}$. Define an additive set function $\nu(E)$ on $\mathcal{F}$ by setting

$$
\nu\left(E_{g}\right)=\frac{\left|E_{g}\right|}{G(m)},
$$

where $\left|E_{g}\right|$ is the cardinality of $E_{g}$. Then $\nu$ is a probability measure on $\mathcal{F}$.
We now use the fundamental lemma (Lemma 7.4.5) to analyze the measure $\nu$.
(7.5.1) Lemma. Suppose that

$$
\begin{equation*}
G(n)=A q^{n}+O\left(q^{n} n^{-\gamma}\right), \quad n \geq 1 \tag{5.1}
\end{equation*}
$$

holds, with $A>0, q>1$ and $\gamma>1$, and that $\frac{r}{m}=o(1)$ as $m \rightarrow \infty$. Then, for divisors $g$ of $P_{r}$ with $\partial(g) \leq \frac{m}{2}$,

$$
\begin{equation*}
\left|E_{g}\right|=A q^{m-\partial(g)}\left(\prod_{p l\left(P_{r} / g\right)}\left(1-q^{-\partial(p)}\right)\right)\left[1+O\left(r^{2}\left(m^{-2}+m^{-\gamma}\right)\right)\right] . \tag{5.2}
\end{equation*}
$$

Proof. Let

$$
\begin{equation*}
L=5\left(\log \frac{m}{r}\right)\left(\log \log \frac{m}{r}\right)^{-1} . \tag{5.3}
\end{equation*}
$$

Then

$$
\frac{L r}{m}=o(1)
$$

as $m \rightarrow \infty$. For $m$ sufficiently large,

$$
L r \leq 2^{-1}(m-\partial(g)) \quad\left(\geq 4^{-1} m\right)
$$

Let

$$
\mathcal{A}:=\{a: \partial(a)=m, g \mid a\},
$$

and $\mathcal{P}^{*}:=\{p:(p, g)=1\}$. Then

$$
\left|E_{g}\right|=S\left(\mathcal{A}, \mathcal{P}^{*}, r\right)
$$

and, for divisors $d$ of $P_{r}^{*}$ with $\partial(d)<m-\partial(g)$,

$$
\begin{aligned}
\left|\mathcal{A}_{d}\right| & =|\{a: \partial(a)=m, g d \mid a\}|=G(m-\partial(g)-\partial(d)) \\
& =A q^{m-\partial(g)-\partial(d)}+O\left(q^{m-\partial(g)-\partial(d)}(m-\partial(g)-\partial(d))^{-\gamma}\right) .
\end{aligned}
$$

By Lemma 7.4 .5, with $n=m-\partial(g), L$ given by $(5.3), k=2$, and $\varepsilon=\frac{1}{2}$, we have

$$
\begin{aligned}
S\left(\mathcal{A}, \mathcal{P}^{*}, r\right)= & A q^{m-\partial(g)}\left(\prod_{p \mid\left(P_{r} / g\right)}\left(1-q^{-\partial(p)}\right)\right) \\
& \times\left[1+O\left(r^{2}\left(m^{-2}+m^{-\gamma}\right)\right)\right]
\end{aligned}
$$

and (5.2) follows.

Then, by (5.2),

$$
\nu\left(E_{g}\right)=q^{-\partial(g)}\left(\prod_{p \mid\left(P_{r} / g\right)}\left(1-q^{-\partial(p)}\right)\right)\left[1+O\left(r^{2}\left(m^{-2}+m^{-\gamma}\right)\right)\right]
$$

Let $\mu_{g}:=q^{-\partial(g)} \prod_{p \mid\left(P_{r} / g\right)}\left(1-q^{-\partial(p)}\right)$. Thus $\mu_{g}$ is a good approximation of $\nu\left(E_{g}\right)$ for divisors $g$ of $P_{r}$ with $\partial(g) \leq \frac{m}{2}$, provided that $\gamma \geq 2\left(\frac{r}{m}=o(1)!\right)$. The following lemma shows that $\mu_{g}, g \mid P_{r}$, is a probability density.
(7.5.2) Lemma. We have

$$
\begin{equation*}
\sum_{g \mid P_{r}} q^{-\partial(g)} \prod_{p \mid\left(P_{r} / g\right)}\left(1-q^{-\partial(p)}\right)=1 \tag{5.4}
\end{equation*}
$$

Proof. We may write the left-hand side in the form

$$
\begin{equation*}
\left(\prod_{p \mid P_{r}}\left(1-q^{-\partial(p)}\right)\right)\left(\sum_{g \mid P_{r}} q^{-\partial(g)} \prod_{p \mid g}\left(1-q^{-\partial(p)}\right)^{-1}\right) . \tag{5.5}
\end{equation*}
$$

The second factor equals

$$
\sum_{g \mid P_{r}} q^{-\partial(g)} \prod_{p \mid g} \sum_{k=0}^{\infty} q^{-k \partial(p)}=\sum_{g \backslash P_{r}} q^{-\partial(g)} \sum_{k(b) \mid g} q^{-\partial(b)}
$$

where $k(b)$ denotes the product of distinct prime divisors of $b$. Hence the second factor of (5.5) equals

$$
\sum_{k(a) \mid P_{r}} q^{-\partial(a)}=\prod_{p \mid P_{r}}\left(1-q^{-\partial(p)}\right)^{-1}
$$

Then (5.4) follows.

Therefore we may anticipate that the density $\mu_{g}, g \mid P_{r}$, leads to a good approximation of $\nu(E)$ on $\mathcal{F}$.

## Lemma. Let

$$
\begin{equation*}
h(d):=q^{\partial(d)} \prod_{p \backslash d}\left(1-q^{-\partial(p)}\right) \tag{7.5.3}
\end{equation*}
$$

and

$$
s:=\sum_{p \backslash P_{r}} \partial(p) q^{-\partial(p)}
$$

Then, for $n>e s$,

$$
\begin{equation*}
\sum_{\substack{d \mid P_{r} \\ \partial(d) \geq \pi}} \frac{1}{h(d)} \leq\left(\prod_{p \mid P_{r}}\left(1-q^{-\partial(p)}\right)^{-1}\right) \exp \left\{-n r^{-1} \Delta\right\} \tag{5.6}
\end{equation*}
$$

where

$$
\Delta=\log \left(n s^{-1}\right)-\log \log \left(n s^{-1}\right)-1
$$

Proof. We have

$$
\begin{aligned}
\sum_{d \mid P_{r}} \frac{q^{\lambda \partial(d)}}{h(d)} & =\prod_{p \mid P_{r}}\left(1+\frac{q^{\lambda \partial(p)}}{h(p)}\right) \\
& =\prod_{p \mid P_{r}}\left(1+q^{-\partial(p)}\left(1-q^{-\partial(p)}\right)^{-1} q^{\lambda \partial(p)}\right) \\
& =\prod_{p \mid P_{r}}\left(1-q^{-\partial(p)}\right)^{-1} \prod_{p \mid P_{r}}\left(1+q^{-\partial(p)}\left(q^{\lambda \partial(p)}-1\right)\right)
\end{aligned}
$$

Since $1+t \leq e^{t}$, and $e^{t}-1 \leq t e^{t}$, when $t \geq 0$,

$$
\begin{aligned}
& \prod_{p \mid P_{r}}\left(1+q^{-\partial(p)}\left(q^{\lambda \partial(p)}-1\right)\right) \\
& \quad \leq \exp \left\{\sum_{p \mid P_{r}} q^{-\partial(p)}\left(q^{\lambda \partial(p)}-1\right)\right\} \\
& \leq \exp \left\{\lambda \sum_{p \mid P_{r}} q^{-\partial(p)} \partial(p) q^{\lambda \partial(p)} \log q\right\} \\
& \leq \exp \left\{\lambda q^{\lambda r} s \log q\right\} .
\end{aligned}
$$

Let $\lambda=\frac{\rho}{r \log q}$. Then

$$
\begin{aligned}
\sum_{\substack{d \mid P_{r} \\
\partial(d) \geq n}} \frac{1}{h(d)} & \leq \sum_{d \mid P_{r}} \frac{1}{h(d)}\left(\frac{q^{\partial(d)}}{q^{n}}\right)^{\lambda} \\
& \leq \prod_{p \mid P_{r}}\left(1-q^{-\partial(p)}\right)^{-1} \exp \left\{\lambda\left(s e^{\rho}-n\right) \log q\right\} \\
& =\prod_{p \mid P_{r}}\left(1-q^{-\partial(p)}\right)^{-1} \exp \left\{s r^{-1} p\left(e^{\rho}-n s^{-1}\right)\right\} .
\end{aligned}
$$

Let $\rho=\log \left(n s^{-1}\right)-\log \log \left(n s^{-1}\right)$. Since $n s^{-1}>e, \rho>0$. Then

$$
\begin{aligned}
\rho\left(e^{\rho}-n s^{-1}\right)= & -n s^{-1}\left(\log \left(n s^{-1}\right)-\log \log \left(n s^{-1}\right)\right. \\
& \left.+\frac{\log \log \left(n s^{-1}\right)}{\log \left(n s^{-1}\right)}-1\right),
\end{aligned}
$$

and (5.6) follows.

From (5.6), we obtain the estimate

$$
\begin{align*}
& \sum_{\substack{d \mid P_{r} \\
\partial(d) \geq n}} q^{-\partial(d)} \prod_{p \mid\left\{P_{r} / d\right)}\left(1-q^{-\partial(p)}\right) \\
& =\prod_{p \mid P_{r}}\left(1-q^{-\partial(p)}\right) \sum_{\substack{d \mid P_{r} \\
\partial(d) \geq n}} \frac{1}{h(d)} \leq \exp \left\{-n r^{-1} \Delta\right\} \tag{5.7}
\end{align*}
$$

(7.5.4) Lemma. Suppose that (5.1) holds with $A>0, q>1$, and $\gamma=2$, and that $\frac{r}{m}=o(1)$ as $m \rightarrow \infty$. Then, for $E \in \mathcal{F}, E=\cup_{1 \leq j \leq k} E_{g_{j}}$, where $E_{g_{j}} \neq \emptyset$, and $g_{j} \neq g_{j}$ for $i \neq j$, we have

$$
\begin{equation*}
\nu(E)=\sum_{j=1}^{k} q^{-\partial\left(g_{j}\right)} \prod_{p \mid\left(P_{r} / g_{j}\right)}\left(1-q^{-\partial(p)}\right)+O\left(r^{2} m^{-2}\right) \tag{5.8}
\end{equation*}
$$

Proof. We have

$$
\nu(E)=\sum_{j=1}^{k} \frac{\left|E_{g_{j}}\right|}{G(m)}=\left(\sum_{\substack{1 \leq j \leq k \\ \partial\left(g_{j}\right) \leq \frac{m}{2}}}+\sum_{\substack{1 \leq j \leq k \\ \partial\left(g_{j}\right)>\frac{m}{2}}}\right) \frac{\left|E_{g_{j}}\right|}{G(m)}=S_{1}+S_{2}
$$

say. By Lemma 7.5.1,

$$
S_{1}=\left\{1+O\left(r^{2} m^{-2}\right)\right\} \sum_{\substack{1 \leq j \leq k \\ \partial\left(g_{j}\right) \leq \frac{m}{2}}} q^{-\partial\left(g_{j}\right)} \prod_{p \mid\left(P_{r} / g_{j}\right)}\left(1-q^{-\partial(p)}\right)
$$

To evaluate $S_{2}$, we apply (5.7) with $n=\left[\frac{m+1}{2}\right]$. Note that

$$
\sum_{p \mid P_{r}} \partial(p) q^{-\partial(p)}=\sum_{\partial(p) \leq r} \partial(p) q^{-\partial(p)}=r+O(1),
$$

by (3.8) of Chapter 3. Hence, in (5.7),

$$
n s^{-1}=\frac{\left[\frac{m+1}{2}\right]}{r+O(1)}=(1+O(1)) \frac{m}{2 r},
$$

and

$$
\Delta=(1+o(1)) \log \frac{m}{2 r}
$$

Then

$$
\begin{aligned}
S_{2} & \leq \sum_{\substack{g \left\lvert\, P_{r} \\
\partial(g)>\frac{m}{2}\right.}} \frac{\left|E_{g}\right|}{G(m)}=1-\sum_{\substack{g \left\lvert\, P_{r} \\
\partial(g) \leq \frac{m}{2}\right.}} \frac{\left|E_{g}\right|}{G(m)} \\
& =1-\left\{1+O\left(r^{2} m^{-2}\right)\right\} \sum_{\substack{g \left\lvert\, P_{r} \\
\partial(g) \leq \frac{m}{2}\right.}} q^{-\partial(g)} \prod_{p \mid\left(P_{r} / g\right)}\left(1-q^{-\partial(p)}\right) \\
& =\sum_{\substack{g \left\lvert\, P_{r} \\
\partial(g)>\frac{m}{2}\right.}} \mu_{g}+O\left(r^{2} m^{-2}\right),
\end{aligned}
$$

by Lemma 7.5.2. Then, by (5.7),

$$
\begin{aligned}
S_{2} & =O\left(\exp \left\{-(1+o(1)) m(2 r)^{-1} \log \left(m(2 r)^{-1}\right)\right\}\right)+O\left(r^{2} m^{-2}\right) \\
& =O\left(r^{2} m^{-2}\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\nu(E) & =\sum_{\substack{1 \leq j \leq k \\
\partial\left(g_{j}\right) \leq \frac{m}{2}}} q^{-\partial\left(g_{j}\right)} \prod_{p \mid\left(P_{r} / g_{j}\right)}\left(1-q^{-\partial(p)}\right)+O\left(r^{2} m^{-2}\right) \\
& =\sum_{j=1}^{k} q^{-\partial\left(g_{j}\right)} \prod_{p \mid\left(P_{r} / g_{j}\right)}\left(1-q^{-\partial(p)}\right)+O\left(r^{2} m^{-2}\right)
\end{aligned}
$$

by (5.7) again.

If we let

$$
\mu(E)=\sum_{j=1}^{k} q^{-\partial\left(g_{j}\right)} \prod_{p \mid\left\{P_{r} / g_{j}\right)}\left(1-q^{-\partial(p)}\right)=\sum_{j=1}^{k} \mu_{g_{j}}
$$

for $E=\cup_{1 \leq j \leq k} E_{g_{j}}$, then Lemma 7.5 .4 shows that $\mu(E)$ is a good approximation of $\nu(E)$, provided that $\frac{r}{m}=o(1)$ as $m \rightarrow \infty$. Unfortunately, $\mu$ is not a probability measure on $\mathcal{F}$. To see this, we note that for some divisors $g$ of $P_{r}$ the sets $E_{g}$ are empty. If $\mu$ were a measure, we would have $\mu\left(E_{g}\right)=0$
(instead of $\mu\left(E_{g}\right)=\mu_{g}!$ ) for those $E_{g}$, which would imply $\mu(\Omega)<1$ (see Lemma 7.5.2).

Therefore, in the proof of Theorem 7.6.1 of the next section, we have to appeal to another probability space, on which there exists an independent sequence of random variables such that the distribution of their sum has the density $\mu_{g}$.

### 7.6 Infinitely Divisible Distributions and a Central Limit Theorem

Let $f$ be a real-valued strongly additive arithmetical function on an arithmetical semigroup $\mathcal{G}$, and

$$
\begin{gathered}
\bar{\mu}(x):=\sum_{\partial(p) \leq x} f(p) q^{-\partial(p)} \\
\sigma(x):=\left(\sum_{\partial(p) \leq x} f^{2}(p) q^{-\partial(p)}\right)^{\frac{1}{2}}
\end{gathered}
$$

(see (3.18) and (3.19)). Following Kubilius [1] (cf. also Elliott [1]), we shall say that $f$ belongs to the class $H$ if and only if there exists a function $r=r(x)$ such that

$$
\begin{equation*}
\frac{r}{x} \rightarrow 0, \quad \frac{\sigma(r)}{\sigma(x)} \rightarrow 1, \quad \sigma(x) \rightarrow \infty \tag{6.1}
\end{equation*}
$$

as $x \rightarrow \infty$.
We shall now prove a main theorem, Theorem 7.6.1, an analogue of the Kubilius Main Theorem (Kubilius [1], Elliott [1]). For convenience, let $P(a, x, m)$ denote a proposition on elements $a$ in $\mathcal{G}$, with parameters $x$ and $m$, and let

$$
\begin{equation*}
\nu_{m}(P(a, x, m)):=\sum_{\substack{\partial(a)=m \\ P(a, x, m)}} 1 \tag{6.2}
\end{equation*}
$$

be the number of true values of $P(a, x, m)$ among those $a$ with $\partial(a)=m$.
(7.6.1) Theorem. (cf. Zhang [3]) Suppose that there exist constants $A>0, q>1$ and $c \geq 0$, such that

$$
\begin{equation*}
\left|G(n)-A q^{n}\right| \leq c q^{n} n^{-2}, \quad n=1,2, \ldots \tag{6.3}
\end{equation*}
$$

Let $f$ be a real-valued strongly additive function of class $H$. Then the relative frequency

$$
\begin{equation*}
\frac{1}{G(m)} \nu_{m}(f(a)-\bar{\mu}(m) \leq x \sigma(m)) \tag{6.4}
\end{equation*}
$$

converges weakly to a limit distribution as $m \rightarrow \infty$ if and only if there exists a distribution function $K(x)$ such that

$$
\begin{equation*}
\frac{1}{\sigma^{2}(m)} \sum_{\substack{\partial(p) \leq m \\ f(p) \leq \sigma \sigma(m)}} f^{2}(p) q^{-\partial(p)} \rightarrow K(x) \tag{6.5}
\end{equation*}
$$

weakly as $m \rightarrow \infty$. Moreover, the limit distribution has mean zero, variance 1, and characteristic function $\phi(t)$ given by

$$
\begin{equation*}
\log \phi(t)=\int_{-\infty}^{\infty}\left(e^{i t x}-1-i t x\right) x^{-2} d K(x) . \tag{6.6}
\end{equation*}
$$

In addition, whether (6.4) converges or not,

$$
\begin{equation*}
\frac{1}{G(m) \sigma(m)} \sum_{\partial(a)=m}(f(a)-\bar{\mu}(m)) \rightarrow 0 \tag{6.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{G(m) \sigma^{2}(m)} \sum_{\partial(a)=m}(f(a)-\bar{\mu}(m))^{2} \rightarrow 1 \tag{6.8}
\end{equation*}
$$

as $m \rightarrow \infty$.

To prove Theorem 7.6.1, we introduce a finite sequence $\left\{X_{p}, \partial(p) \leq r\right\}$ of independent random variables on some probability space such that

$$
X_{p}= \begin{cases}f(p), & \text { with probability } q^{-\partial(p)} \\ 0, & \text { with probability } 1-q^{-\partial(p)} .\end{cases}
$$

By Lemma 7.1.2, such a sequence $\left\{X_{p}, \partial(p) \leq r\right\}$ exists. The following lemma shows that the sum $\sum_{\partial(p) \leq r} X_{p}$ and the function $f_{r}(a)$ have the same limit distribution function as $m \rightarrow \infty$.
(7.6.2) Lemma. Let $r=r(m)$ be defined as in (6.1). Let $P$ be the probability measure of the probability space on which $X_{p}, \partial(p) \leq r$ are defined. Then

$$
\begin{align*}
& \frac{1}{G(m)} \nu_{m}\left(f_{r}(a)-\bar{\mu}(r) \leq x \sigma(r)\right) \\
& \quad=P\left[\sum_{\partial(p) \leq r} X_{p}-\bar{\mu}(r) \leq x \sigma(r)\right]+O\left(r^{2} m^{-2}\right) \tag{6.9}
\end{align*}
$$

uniformly for $-\infty<x<\infty$ and $m \in \mathbb{N}$.

Proof. Let

$$
E:=\left\{a: \partial(a)=m, f_{r}(a)-\bar{\mu}(r) \leq x \sigma(r)\right\} .
$$

Then the left-hand side of (6.9) is just $\nu(E)$. We claim that

$$
\begin{equation*}
\nu(E)=P\left[\sum_{\partial(p) \leq r} X_{p}-\bar{\mu}(r) \leq x \sigma(r)\right]-\sum_{\substack{g \mid P r, g \notin \mathcal{E} \\\{( \}) \leq \overline{\leq}(\nabla)+\mathcal{\delta}(\nabla)}} \mu_{g}+O\left(r^{2} m^{-2}\right) . \tag{6.10}
\end{equation*}
$$

Actually, if $E$ is non-empty, then

$$
E=\bigcup_{\substack{g \in \mathcal{E} \\\{( \}) \leq \underline{X}(\nabla)+\S \sigma(\nabla)}} E_{g},
$$

where $\mathcal{E}$ is the set of $g$ such that $g \mid P_{r}$, and such that $E_{g} \neq \emptyset$ (see Section 7.5). By Lemma 7.5.4,

$$
\nu(E)=\sum_{\substack{g \in \mathcal{E} \\\{(0) \leq \underline{\mu}(\nabla)+\delta \sigma(\nabla)}} \mu_{g}+O\left(r^{2} m^{-2}\right),
$$

where

$$
\mu_{g}=q^{-\partial(g)} \prod_{p \mid\left(P_{r} / g\right)}\left(1-q^{-\partial(p)}\right) .
$$

Note that

$$
\begin{aligned}
P & {\left[\sum_{\partial(p) \leq r} X_{p}-\bar{\mu}(r) \leq x \sigma(r)\right] } \\
& =P\left[\bigcup_{\substack{g \mid P_{r} \\
f(g) \leq \bar{\mu}(r)+x \sigma(r)}}\left(\left\{X_{p}=f(p), p \mid g\right\} \cap\left\{X_{p}=0,(p, g)=1, \partial(p) \leq r\right\}\right)\right] \\
& =\sum_{\substack{g \mid g) \leq \bar{\mu}(r)+x \sigma(r)}} \mu_{g} .
\end{aligned}
$$

Hence (6.10) holds. If $E$ is empty, then

$$
P\left[\sum_{\partial(p) \leq r} X_{p}-\bar{\mu}(r) \leq x \sigma(r)\right]=\sum_{\substack{g \mid P r, g \notin \mathcal{E} \\\{( \}) \leq \bar{p}(\nabla)+\delta \sigma(\nabla)}} \mu_{g},
$$

and (6.10) holds plainly.
Now, if $g$ is a divisor of $P_{r}$ and $g \notin \mathcal{E}$, then $E_{g}=\{a: \partial(a)=$ $\left.m, g \mid a,\left(a, P_{r} / g\right)=1\right\}=\emptyset$, and hence $\partial(g)>\frac{m}{2}$ by Lemma 7.5.1. By (5.7),

Then (6.9) follows from (6.10) and (6.11).

Proof of Theorem 7.6.1. We define, by truncation, the strongly additive function $f_{r}$ such that

$$
f_{r}(a)=\sum_{\substack{p \mid a \\ \partial(p) \leq r}} f(p),
$$

where $r=r(m)$ is defined in (6.1). Accordingly, define

$$
\bar{\mu}_{r}(x)=\sum_{\partial(p) \leq x} f_{r}(p) q^{-\partial(p)}
$$

and

$$
\sigma_{r}(x)=\left(\sum_{\partial(p) \leq x} f_{r}^{2}(p) q^{-\partial(p)}\right)^{\frac{1}{2}}
$$

Thus $\bar{\mu}_{r}(x)=\bar{\mu}(r)$ and $\sigma_{r}(x)=\sigma(r)$ for $x \geq r$. Then, for each fixed $\varepsilon>0$,

$$
\begin{aligned}
& \frac{1}{G(m)} \nu_{m}\left(\left|\left(f(a)-f_{r}(a)\right)-\left(\bar{\mu}(m)-\bar{\mu}_{r}(m)\right)\right| \geq \varepsilon \sigma(m)\right) \\
& \quad \leq \frac{1}{G(m) \varepsilon^{2} \sigma^{2}(m)} \sum_{\partial(a)=m}\left[\sum_{\substack{p \mid a \\
r<\partial(p) \leq m}} f(p)-\left(\bar{\mu}(m)-\bar{\mu}_{r}(m)\right)\right]^{2}
\end{aligned}
$$

by an analogue of Chebyshev's inequality. By Lemma 7.3.6, the right-hand side is

$$
\ll \frac{1}{\varepsilon^{2} \sigma^{2}(m)}\left(\sum_{r<\partial(p) \leq m} f^{2}(p) q^{-\partial(p)}\right)=\frac{\sigma^{2}(m)-\sigma^{2}(r)}{\varepsilon^{2} \sigma^{2}(m)}=o_{\varepsilon}(1)
$$

since $f$ is of class $H$. This implies that

$$
\frac{\left(f(a)-f_{r}(a)\right)-\left(\bar{\mu}(m)-\bar{\mu}_{r}(m)\right)}{\sigma(m)}
$$

converges to 0 in distribution. By Lemma 7.1.5, the relative frequency (6.4) converges weakly to a distribution function $F(x)$ as $m \rightarrow \infty$ if and only if

$$
\begin{equation*}
\frac{1}{G(m)} \nu_{m}\left(f_{r}(a)-\bar{\mu}_{r}(m) \leq x \sigma(m)\right) \tag{6.12}
\end{equation*}
$$

converges weakly to the same function $F(x)$. Since $\sigma_{r}(m) / \sigma(m)=\sigma(r) / \sigma(m)$ $\rightarrow 1$ as $m \rightarrow \infty$, by Lemma 7.1.5 again, it turns out that (6.12) converges weakly to $F(x)$, and hence (6.4) does too, if and only if so does

$$
\frac{1}{G(m)} \nu_{m}\left(f_{r}(a)-\bar{\mu}_{r}(m) \leq x \sigma_{r}(m)\right)
$$

By Lemma 7.6.2,

$$
\begin{aligned}
& \frac{1}{G(m)} \nu_{m}\left(f_{r}(a)-\bar{\mu}_{r}(m) \leq x \sigma_{r}(m)\right) \\
& \quad=P\left[\sum_{\partial(p) \leq r} X_{p}-\bar{\mu}(r) \leq x \sigma(r)\right]+O\left(r^{2} m^{-2}\right)
\end{aligned}
$$

uniformly for $-\infty<x<\infty$, and $m \in \mathbb{N}$. Since $\frac{r}{m} \rightarrow 0$ as $m \rightarrow \infty$, it follows that (6.4) converges weakly to a distribution function $F(x)$ as $m \rightarrow \infty$ if and only if

$$
\begin{equation*}
P\left[\sum_{\partial(p) \leq r} X_{p}-\bar{\mu}(r) \leq x \sigma(r)\right] \tag{6.13}
\end{equation*}
$$

converges weakly to the same $F(x)$.
Now the distribution function (6.13) has the characteristic function

$$
\phi_{m}(t)=e^{i t \bar{\psi}(r) / \sigma(r)} \prod_{\partial(p) \leq r}\left(1+q^{-\partial(p)}\left(e^{i t f(p) / \sigma(r)}-1\right)\right),
$$

since $X_{p}, \partial(p) \leq r$ are independent. Hence

$$
\log \phi_{m}(t)=-i t \frac{\bar{\mu}(r)}{\sigma(r)}+\sum_{\partial(p) \leq r} q^{-\partial(p)}\left(e^{i t f(p) / \sigma(r)}-1\right)+\eta_{m}(t)
$$

where

$$
\eta_{m}(t)=\sum_{\partial(p) \leq r}\left\{\log \left(1+q^{-\partial(p)}\left(e^{i t f(p) / \sigma(r)}-1\right)\right)-q^{-\partial(p)}\left(e^{i t f(p) / \sigma(r)}-1\right)\right\}
$$

We have

$$
\begin{aligned}
&\left|\eta_{m}(t)\right| \leq \sum_{\partial(p) \leq r_{0}} \mid \log \left(1+q^{-\partial(p)}\left(e^{i t f(p) / \sigma(r)}-1\right)\right) \\
& \quad-q^{-\partial(p)}\left(e^{i t f(p) / \sigma(r)}-1\right) \mid+2 \sum_{r_{0} \leq \partial(p)<r} q^{-2 \partial(p)} .
\end{aligned}
$$

The last sum equals

$$
\sum_{n=r_{0}}^{r} q^{-2 n} P(n) \ll \sum_{n=r_{0}}^{r} q^{-n} n^{-1} \leq \frac{1}{r_{0}} \frac{q^{-r_{0}}}{1-q^{-1}}
$$

since $P(n) \ll q^{n} n^{-1}$. Given $\varepsilon>0$, we fix $r_{0}$ so that

$$
\frac{1}{r_{0}} \frac{q^{-r_{0}}}{1-q^{-1}}<\varepsilon
$$

Then, for $m$ sufficiently large, $r=r(m)>r_{0}$, we have

$$
\begin{aligned}
\left|\eta_{m}(t)\right| \leq & \varepsilon+\sum_{\partial(p) \leq r_{0}} \mid \log \left(1+q^{-\partial(p)}\left(e^{i t f(p) / \sigma(r)}-1\right)\right) \\
& -q^{-\partial(p)}\left(e^{i t f(p) / \sigma(r)}-1\right) \mid
\end{aligned}
$$

It follows that

$$
\limsup _{m \rightarrow \infty}\left|\eta_{m}(t)\right| \leq \varepsilon
$$

and hence, letting $\varepsilon \rightarrow 0$,

$$
\lim _{m \rightarrow \infty}\left|\eta_{m}(t)\right|=0
$$

Thus

$$
\log \phi_{m}(t)=\int_{-\infty}^{\infty}\left(e^{i t u}-1-i t u\right) u^{-2} d K(r, u)+o(1)
$$

as $m \rightarrow \infty$, where

$$
K(r, u)=\frac{1}{\sigma^{2}(r)} \sum_{\substack{\partial(p) \leq r \\ f(p) \leq u \sigma(r)}} f^{2}(p) q^{-\partial(p)}
$$

Note that $K(r, u)$ is a distribution function of $u$. Now, by Lemma 7.1.7, the Kolmogorov theorem,

$$
\bar{\phi}_{m}(t)=\exp \left\{\int_{-\infty}^{\infty}\left(e^{i t u}-1-i t u\right) u^{-2} d K(r, u)\right\}
$$

is the characteristic function of an infinitely divisible distribution. It follows, by Lemma 7.1 .8 , that (6.4) converges weakly to a limit distribution
function $F(x)$ if and only if there exists a distribution function $K(u)$ such that $K(r, u) \Longrightarrow K(u)$ as $r \rightarrow \infty$. This proves the main part of Theorem 7.6.1.

To prove (6.8), we note, from the proof given above, that

$$
\sum_{\partial(a)=m}\left[\left(f(a)-f_{r}(a)\right)-\left(\bar{\mu}(m)-\bar{\mu}_{r}(m)\right)\right]^{2}=o\left(q^{m} \sigma^{2}(m)\right)
$$

It is sufficient to show that

$$
\begin{equation*}
\frac{1}{G(m) \sigma^{2}(m)} \sum_{\partial(a)=m}\left(f_{r}(a)-\bar{\mu}(r)\right)^{2} \rightarrow 1 \tag{6.14}
\end{equation*}
$$

as $m \rightarrow \infty$. The last sum can be rewritten as

$$
\begin{equation*}
\sum_{\partial(a)=m} f_{r}^{2}(a)-2 \bar{\mu}(r) \sum_{\partial(a)=m} f_{r}(a)+G(m)(\bar{\mu}(r))^{2} \tag{6.15}
\end{equation*}
$$

The first sum equals

$$
\begin{aligned}
& \sum_{\partial(a)=m}\left(\sum_{\substack{p \mid a \\
\partial(p) \leq r}} f(p)\right)^{2} \\
& =\sum_{\partial(p) \leq r} f^{2}(p) \sum_{\substack{\partial(a)=m \\
p \mid a}} 1+\sum_{\substack{p_{1} \neq p_{2} \\
\partial\left(p_{1}\right) \leq r, \partial\left(p_{2}\right) \leq r}} f\left(p_{1}\right) f\left(p_{2}\right) \sum_{\substack{\partial(a)=m \\
p_{1}\left|a, p_{2}\right| a}} 1 \\
& =A q^{m} \sum_{\partial(p) \leq r} f^{2}(p) q^{-\partial(p)}\left(1+O\left(m^{-\gamma}\right)\right) \\
& \\
& \quad+A q^{m} \sum_{\substack{p_{1} \neq p_{2}}} f\left(p_{1}\right) f\left(p_{2}\right) q^{-\partial\left(p_{1}\right)-\partial\left(p_{2}\right)}\left(1+O\left(m^{-\gamma}\right)\right) \\
& =A q^{m}\left[\sigma^{2}(r)\left(1+O\left(m^{-\gamma}\right)\right)+\left((\bar{\mu}(r))^{2}-\sum_{\partial(p) \leq r} f^{2}(p) q^{-2 \partial(p)}\right)\right. \\
& \\
& \left.\quad \times\left(1+O\left(m^{-\gamma}\right)\right)\right] .
\end{aligned}
$$

The second sum in (6.15) equals

$$
\begin{aligned}
\sum_{\partial(a)=m} \sum_{\substack{p \mid a \\
\partial(p) \leq r}} f(p) & =\sum_{\partial(p) \leq r} f(p) \sum_{\substack{\partial(a)=m \\
p \mid a}} 1 \\
& =A q^{m} \bar{\mu}(r)\left(1+O\left(m^{-\gamma}\right)\right)
\end{aligned}
$$

Note that, by the Cauchy--Schwarz inequality,

$$
\begin{aligned}
|\bar{\mu}(r)| & \leq\left[\sum_{\partial(p) \leq r} f^{2}(p) q^{-\partial(p)}\right]^{\frac{1}{2}}\left[\sum_{\partial(p) \leq r} q^{-\partial(p)}\right]^{\frac{1}{2}} \\
& \ll \sigma(r)(\log r)^{\frac{1}{2}}
\end{aligned}
$$

and that

$$
\sum_{\partial(p) \leq r} f^{2}(p) q^{-2 \partial(p)}=o\left(\sigma^{2}(r)\right)
$$

Then (6.14) follows since $(\log r)^{\frac{1}{2}} m^{-\gamma} \rightarrow 0$.
Similarly we can prove (6.7).

The next theorem specifies the normal distribution. We need one more lemma for its proof.
(7.6.3) Lemma. Let $\sigma(x)$ be a non-decreasing function, defined for $0<x<\infty$ and positive for sufficiently large $x$. Then there exists a function $r(x)$ such that

$$
\begin{equation*}
\frac{r}{x} \rightarrow 0, \quad \frac{\sigma(r)}{\sigma(x)} \rightarrow 1 \tag{6.16}
\end{equation*}
$$

as $x \rightarrow \infty$ if and only if for each fixed positive number $\alpha$,

$$
\begin{equation*}
\frac{\sigma(\alpha x)}{\sigma(x)} \rightarrow 1 \tag{6.17}
\end{equation*}
$$

as $x \rightarrow \infty$.

Proof. First, assume that the two conditions in (6.16) hold. Note that $\sigma(x)$ is non-decreasing, and that if $0<\alpha<1$ then $r<\alpha x<x$ for $x$ sufficiently large. Hence

$$
\frac{\sigma(r)}{\sigma(x)} \leq \frac{\sigma(\alpha x)}{\sigma(x)} \leq 1
$$

and (6.17) follows if $0<\alpha \leq 1$. If $1<\alpha$, then $0<\frac{1}{\alpha}<1$, and we have

$$
\frac{\sigma(\alpha x)}{\sigma(x)}=\left(\frac{\sigma\left(\frac{1}{\alpha}(\alpha x)\right)}{\sigma(\alpha x)}\right)^{-1} \rightarrow 1
$$

as $x \rightarrow \infty$.
Then assume (6.17). Then, for each $k \in \mathbb{N}$, there exists $x_{k}$ such that

$$
\left|\frac{\sigma\left(\frac{1}{k} x\right)}{\sigma(x)}-1\right| \leq \frac{1}{k}
$$

for all $x \geq x_{k}$. We may assume that $0<x_{1}<x_{2}<\cdots$, and $x_{k} \rightarrow \infty$ as $k \rightarrow \infty$. Let $y_{0}=0$ and $y_{k}=x_{k}+x_{k+1}, k \geq 1$. Define

$$
r(x)=\frac{y_{k}}{k} \frac{y_{k+1}-x}{y_{k+1}-y_{k}}+\frac{y_{k+1}}{k+1} \frac{x-y_{k}}{y_{k+1}-y_{k}}
$$

for $y_{k} \leq x<y_{k+1}, k=0,1,2, \ldots$ Then $r(x)$ is continuous. We have

$$
r(x) \leq \frac{1}{k}\left(y_{k} \frac{y_{k+1}-x}{y_{k+1}-y_{k}}+y_{k+1} \frac{x-y_{k}}{y_{k+1}-y_{k}}\right)=\frac{x}{k}
$$

and, similarly,

$$
r(x) \geq \frac{x}{k+1}
$$

for $y_{k} \leq x<y_{k+1}$. Hence

$$
\frac{1}{k+1} \leq \frac{r(x)}{x} \leq \frac{1}{k}
$$

and

$$
\frac{\sigma\left(\frac{1}{k+1} x\right)}{\sigma(x)} \leq \frac{\sigma(r)}{\sigma(x)} \leq 1
$$

for $y_{k} \leq x<y_{k+1}$. Note that $x>x_{k+1}$ when $x \geq y_{k}$. Hence

$$
1-\frac{1}{k+1}<\frac{\sigma(r)}{\sigma(x)} \leq 1
$$

for $y_{k} \leq x<y_{k+1}$. This proves (6.16).
(7.6.4) THEOREM. (cf. Zhang [3]) Suppose that (6.3) holds with $A>0, q>1$, and $c \geq 0$. Let $f$ be a real-valued strongly additive function on $\mathcal{G}$. In order that

$$
\begin{equation*}
\frac{1}{G(m)} \nu_{m}(f(a)-\bar{\mu}(m) \leq x \sigma(m)) \rightarrow \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t \tag{6.18}
\end{equation*}
$$

uniformly as $m \rightarrow \infty$ it is sufficient that

$$
\begin{equation*}
\frac{1}{\sigma^{2}(m)} \sum_{\substack{\partial(p) \leq m \\|f(p)| \geq \varepsilon \sigma(m)}} f^{2}(p) q^{-\partial(p)} \rightarrow 0 \tag{6.19}
\end{equation*}
$$

as $m \rightarrow \infty$, for each fixed $\varepsilon>0$.
Conversely, if $f$ belongs to the class $H$ then the condition (6.19) is also necessary.

Remark. Condition (6.19) is an analogue of the well-known Lindeberg condition in probability theory (cf. Billingsley [1]).

Proof. If (6.19) holds for each fixed $\varepsilon>0$, then, for $0<\alpha<1$,

$$
1-\frac{\sigma^{2}(\alpha m)}{\sigma^{2}(m)}=\frac{1}{\sigma^{2}(m)} \sum_{\substack{\alpha m<\partial(p) \leq m \\|f(p)| \leq \varepsilon \sigma(m)}} f^{2}(p) q^{-\partial(p)}
$$

$$
\begin{aligned}
& +\frac{1}{\sigma^{2}(m)} \sum_{\substack{\alpha m<\partial(p) \leq m \\
|f(p)|>\sigma \sigma(m)}} f^{2}(p) q^{-\partial(p)} \\
\leq & \varepsilon^{2} \sum_{\alpha m<\partial(p) \leq m} q^{-\partial(p)}+o_{\varepsilon}(1) .
\end{aligned}
$$

The last sum equals

$$
\sum_{\alpha m<n \leq m} q^{-n} P(n)=\log \frac{1}{\alpha}+O\left((\alpha m)^{-1}\right)
$$

by (3.4) of Chapter 3. Therefore

$$
\limsup _{m \rightarrow \infty}\left(1-\frac{\sigma^{2}(\alpha m)}{\sigma^{2}(m)}\right) \leq \varepsilon^{2} \log \frac{1}{\alpha}
$$

Letting $\varepsilon \rightarrow 0$, we obtain,

$$
\lim _{m \rightarrow \infty}\left(1-\frac{\sigma^{2}(\alpha m)}{\sigma^{2}(m)}\right)=0
$$

and hence (6.17) follows. Thus, by Lemma 7.6.3, $f$ must be of class $H$. Also, (6.19) implies that

$$
\frac{1}{\sigma^{2}(m)} \sum_{\substack{\partial(p) \leq m \\ f(p) \leq-\varepsilon \sigma(m)}} f^{2}(p) q^{-\partial(p)} \rightarrow 0
$$

and

$$
\begin{aligned}
& \frac{1}{\sigma^{2}(m)} \sum_{\substack{\partial(p) \leq m \\
f(p) \leq \varepsilon \sigma(m)}} f^{2}(p) q^{-\partial(p)} \\
& =\frac{1}{\sigma^{2}(m)}\left(\sigma^{2}(m)-\sum_{\substack{\partial(p) \leq m \\
f(p)>\varepsilon \sigma(m)}} f^{2}(p) q^{-\partial(p)}\right) \rightarrow 1
\end{aligned}
$$

as $m \rightarrow \infty$, for each $\varepsilon>0$. Hence (6.5) holds with the distribution function

$$
K(x)= \begin{cases}1, & \text { if } x \geq 0  \tag{6.20}\\ 0, & \text { if } x<0\end{cases}
$$

Since the limit distribution has characteristic function

$$
\begin{aligned}
\phi(t) & =\exp \left\{\int_{-\infty}^{\infty}\left(e^{i t x}-1-i t x\right) x^{-2} d K(x)\right\} \\
& =e^{-t^{2} / 2}
\end{aligned}
$$

the limit distribution is the standard normal. Thus (6.18) follows from Theorem 7.6.1.

Conversely, if $f(a)$ is of class $H$, then (6.19) follows from (6.18), (6.6), and (6.5).

The following theorem (Zhang [3]) is an immediate consequence of Theorem 7.6.4.
(7.6.5) Theorem. Suppose that (6.3) holds with $A>0, q>1$, and $c \geq 0$. Let $f$ be a real-valued strongly additive function on $\mathcal{G}$ such that $|f(p)| \leq 1$ for all primes $p$, and such that $\sigma(m) \rightarrow \infty$ as $m \rightarrow \infty$. Then

$$
\frac{1}{G(m)} \nu_{m}(f(a)-\bar{\mu}(m) \leq x \sigma(m)) \rightarrow \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t
$$

uniformly as $m \rightarrow \infty$.

Actually, in the case of Theorem $7.6 .5, \varepsilon \sigma(m) \rightarrow \infty$ as $m \rightarrow \infty$ for each fixed $\varepsilon>0$, and hence

$$
\sum_{\substack{\partial(p) \leq m \\|f(p)| \geq \varepsilon \sigma(m)}} f^{2}(p) q^{-\partial(p)}=0
$$

for $m$ sufficiently large.

As an interesting application of Theorem 7.6.5, we consider the function given by $f(a)=\omega(a)$, the total number of distinct prime divisors of $a$. This was investigated earlier in Theorem 3.3.6 and (especially) in Theorem 3.3.7,
an analogue of the Hardy-Ramanujan theorem. Now, by (3.4) of Chapter 3 ,

$$
\bar{\mu}(m)=\sigma^{2}(m)=\sum_{\partial(p) \leq m} q^{-\partial(p)}=\log m+c+O\left(m^{-1}\right) .
$$

Since $|f(p)|=1$, Theorem 7.6.5 implies that

$$
\frac{1}{G(m)} \nu_{m}\left(\frac{\omega(a)-\log m}{\sqrt{\log m}} \leq x\right) \rightarrow \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t
$$

uniformly as $m \rightarrow \infty$, which is an analogue of the celebrated result of Erdös and $\operatorname{Kac}[1,2]$.

### 7.7 Rate of Convergence to the Normal Law

To conclude our discussion on this chapter, we state, without proof, a central limit theorem with a best possible error estimate for additive functions as well as for strongly additive functions on arithmetical semigroups (cf. Zhang [5]).

Let $f$ be a real-valued additive function defined on an arithmetical semigroup $\mathcal{G}$. Let $\beta(m)$ be an arithmetic function defined for $m \in \mathbb{N}$, such that $\beta(m) \rightarrow \infty$ as $m \rightarrow \infty$. Also let

$$
\begin{equation*}
\alpha(m):=\sum_{\substack{k \partial(p) \leq m \\\left|f\left(p^{k}\right)\right| \leq \beta(m)}} f\left(p^{k}\right) q^{-k \partial(p)}\left(1-q^{-\partial(p)}\right), \tag{7.1}
\end{equation*}
$$

and

$$
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t
$$

(7.7.1) Theorem. Assume that

$$
\begin{equation*}
G(m)=A q^{m}+O\left(q^{m} m^{-\gamma}\right), \quad m \geq 1 \tag{7.2}
\end{equation*}
$$

holds with constants $A>0, q>1$, and $\gamma>2$. Then the estimate

$$
\begin{equation*}
\frac{1}{G(m)} \nu_{m}(f(a)-\alpha(m) \leq x \beta(m))=\Phi(x)+O\left(\inf _{\varepsilon>0} \Delta(\varepsilon ; m)\right), \tag{7.3}
\end{equation*}
$$

with

$$
\begin{aligned}
\Delta(\varepsilon ; m):= & \varepsilon+\sum_{\substack{\partial(p) \leq m \\
|f(p)| \leq \varepsilon \beta(m)}} q^{-\partial(p)}+\left|1-\frac{1}{\beta^{2}(m)} \sum_{\substack{\partial(p) \leq m \\
|f(p)| \leq \varepsilon \beta(m)}} f^{2}(p) q^{-\partial(p)}\right| \\
& +\frac{1}{\beta^{2}(m)} \sum_{\substack{k \partial(p) \leq m, k \geq 2 \\
\varepsilon \beta(m)<\left|f\left(p^{k}\right)\right| \leq \beta(m)}} f^{2}\left(p^{k}\right) q^{-k \partial(p)}
\end{aligned}
$$

$$
\begin{equation*}
+\sum_{\substack{k \partial(p) \leq m, k \geq 2 \\\left|f\left(p^{k}\right)\right|>\beta(m)}} q^{-k \partial(p)}+\sum_{\substack{k \partial(p) \leq \log 2 \\ \log q \\ \varepsilon \beta(m)<k \geq 2 \\ \varepsilon<\left(p^{k}\right) \mid \leq \beta(m)}} q^{-k \partial(p)} \tag{7.4}
\end{equation*}
$$

holds uniformly for all real $x$, and $m \geq \frac{\log 2}{2 \log q}$. The $O$-constant in (7.3) depends as most on $A, q, \gamma$ and the $O$-constant in (7.2).

In particular, if $f=\omega$ again, and,

$$
\beta^{2}(m)=\sigma^{2}(m)=\log m+c+O\left(m^{-1}\right)
$$

then, by Theorem 7.7.1, it can be shown that.

$$
\frac{1}{G(m)} \nu_{m}\left(\frac{\omega(a)-\log m}{\sqrt{\log m}} \leq x\right)=\Phi(x)+O\left((\log m)^{-\frac{1}{2}}\right)
$$

where the error estimate is best possible (cf. Zhang [5]).
The counterpart of Theorem 7.7.1 in classical probabilistic number theory has a long history. Readers with interest in this history may read Elliott [1], Chapter 20, concluding remarks.

## CHAPTER 8

## SURVEY OF SOME FURTHER TOPICS

### 8.1 Asymptotics of Factorizations

Commencing over 70 years ago, certain asymptotic problems were investigated by A. Oppenheim [1] and others, concerning "factorisatio numerorum" of integers, i.e. concerning especially (i) the total number $f(n)$ of factorizations of a natural number $n>1$ into products of natural numbers larger than 1 , when the order of the factors is disregarded, and (ii) the corresponding total number $F(n)$ of factorizations when the order of the factors is counted. For instance, $f(12)=4$ while $F(12)=8$.

It is meaningful to consider such questions also within the partly analogous but distinct context of additive arithmetical semigroup $\mathcal{G}$. The following two basic results were obtained by A. Knopfmacher, et al. [1]:
(8.1.1) Theorem. If $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$, then the average number of unordered factorizations of an element of degree $n$ in $\mathcal{G}$ has the form

$$
\bar{f}(n)=C_{\mathcal{G}} n^{-3 / 4} \exp (2 \sqrt{A n})\left(1+O\left(n^{-\frac{1}{2}}\right)\right) \quad \text { as } \quad n \rightarrow \infty,
$$

where

$$
C_{\mathcal{G}}=\frac{A^{-3 / 4} e^{A / 2}}{2 \sqrt{\pi}} \exp \left(\sum_{m=0}^{\infty}\left(G(m)-A q^{m}\right) q^{-m}+\sum_{k=2}^{\infty} \frac{Z\left(q^{-k}\right)-1}{k}\right) .
$$

The asymptotic estimation of ordered factorizations is far simpler than that in Theorem 8.1.1, which appears to require more delicate techniques of complex contour integration. The conclusion for the ordered case (under a weaker hypothesis than Axiom $\mathcal{A}^{\#}$ ) is given by:
(8.1.2) Theorem. Suppose that $\mathcal{G} \neq\{1\}$ has zeta function $Z(y)$ which is holomorphic in some disc $|y|<r$, and takes values larger than 2 for some real values of $y<r$. Then

$$
\bar{F}(n)=\frac{y_{0}^{-n-1}}{Z^{\prime}\left(y_{0}\right)}+O\left(t_{0}^{-n}\right) \quad \text { as } \quad n \rightarrow \infty,
$$

where $y_{0} \in(0, r)$ is the unique real solution of $Z(y)-2=0$, and $y_{0}<t_{0}<r$.

A more subtle version of this theorem, requiring a more delicate proof, is given by A. Knopfmacher, et al. [2]:

Suppose that $\mathcal{G}$ has an infinite subset $E$ of elements $\neq 1$, whose "zeta" function

$$
Z_{E}(y)=1+\sum_{n=1}^{\infty} E(n) y^{n}
$$

is holomorphic in some disc $|y|<r$, where $E(n)=\#\{e \in E: \partial(e)=n\}$. Also suppose that $\lim _{\text {real } y \rightarrow r^{-1}} Z_{E}(y)>2$, and that there exist positive integers $k_{1}, \ldots, k_{h}$ with g.c.d. one, such that $E\left(k_{i}\right)>0$. Then let $F_{E}(b)$ equal the total number of ordered factorizations of $b \in \mathcal{G}$ into elements of E.
(8.1.3) Theorem. Under the preceding assumptions on $E$,

$$
\vec{F}_{E}(n)=\sum_{\partial(b)=n} F_{E}(b)=\frac{y_{0}^{-n-1}}{Z_{E}^{\prime}\left(y_{0}\right)}+O\left(t_{0}^{-n}\right) \quad \text { as } \quad n \rightarrow \infty
$$

where $y_{0} \in(0, r)$ is the unique real solution of $Z_{E}(y)-2=0$, and $y_{0}<t_{0}<$ $r$.

This result is the analogue of a sharpened form of a theorem of Erdős [1] for positive integers, also given by A. Knopfmacher, et al. [2]. The latter reference also determines the exact values of the constants which occur in Theorem 8.1.3, when $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$, and $E$ is the set $\mathcal{P}$ of all prime elements in $\mathcal{G}$ or the set $\mathcal{G}_{(2)}$ of all square-free elements in $\mathcal{G}$.

After deriving estimates for the numbers of unordered and ordered factorizations of elements of $\mathcal{G}$, a natural sequel would be to investigate the lengths (i.e. the numbers of factors) of the unordered and ordered factorizations of elements of $\mathcal{G}$. The following results provide asymptotic estimates for the means and variances of these lengths for elements of degree $n$ in $\mathcal{G}$; see A. Knopfmacher, et al. [3].
(8.1.4) Theorem. Let $\mathcal{G}$ satisfy Axiom $\mathcal{A}^{\#}$. Then the mean $\mu(n)$ and variance $\nu(n)$ for the lengths of unordered factorizations of elements of degree $n$ in $\mathcal{G}$ have the form

$$
\mu(n)=\sqrt{A n}(1+\cdots), \quad \nu(n)=\frac{1}{2} \sqrt{A n}(1+\cdots)
$$

where in each case $\cdots$ indicates an asymptotic expansion in powers of $1 / \sqrt{n}$.

Note: The symbols $\mu$ and $\nu$ used here should not be confused with other uses of these symbols in the present book.
(8.1.5) Theorem. Suppose that $\mathcal{G} \neq\{1\}$ has a zeta function $Z(y)$ with positive radius of convergence $R$. Also suppose that $Y(\omega):=Z(\omega)-1$ satisfies the conditions:
(i) $Y(\rho)=1$ for some $\rho \in(0, R)$, and
(ii) $Y(\omega) \neq 1$ for all $\omega \neq \rho$ with $|\omega|=\rho$.

Then the mean $\hat{\mu}(n)$ and variance $\hat{\nu}(n)$ for the lengths of ordered factorizations of elements of degree $n$ in $\mathcal{G}$ satisfy

$$
\hat{\mu}(n)=a n+b+O\left(n \theta^{n}\right), \quad \hat{\nu}(n)=c n+d+O\left(n^{2} \theta^{n}\right)
$$

where $a, b, c, d$, and $\theta$ with $\theta \in(0,1)$, are constants depending on $\mathcal{G}$, which can be explicitly specified.

Theorems about more general additive arithmetical semigroups sometimes simplify considerably for the important special semigroup $\mathcal{G}_{q}$ of all monic polynomials in one indeterminate over $\mathbb{F}_{q}$, but this is not always the case. For example, Theorem 8.1.5 simplifies as below (cf. A. Knopfmacher, et al. [3]), while the earlier theorems of this section do not appear to admit similar reductions.
(8.1.6) Theorem. For the semigroup $\mathcal{G}_{q}$,

$$
\hat{\mu}(n)=\left\{\begin{array}{ll}
1, & \text { if } n=1, \\
\frac{n+1}{2}, & \text { if } n>1,
\end{array} \quad \hat{\nu}(n)= \begin{cases}1, & \text { if } n=1, \\
\frac{n-1}{4}, & \text { if } n>1 .\end{cases}\right.
$$

The following different types of results about factorizations, due to A. Knopfmacher and Warlimont [1], exhibit some instances of asymptotic statements which are especially intuitive in the case of the special semigroup $\mathcal{G}_{q}$ :

Many deterministic as well as probabilistic factorization algorithms for a polynomial in $\mathcal{G}_{q}$ require that a distinct-degree factorization of the polynomial be performed as the initial step; see e.g. Knuth [1]. In particular, the further application of all such algorithms becomes unnecessary if the polynomial has only irreducible factors of distinct degrees. It is therefore of
interest to determine the probability of the last case, when such methods are being applied. For large $q \rightarrow \infty$, Greene and Knuth [1] showed that an asymptotic probability $e^{-\gamma}$ is obtained, where $\gamma$ is Euler's classical constant. However, such factorization algorithms are usually applied over small finite fields, and the following theorem applies over any fixed field $\mathbb{F}_{q}$.
(8.1.7) Theorem. Let $\gamma_{0}(n, q)$ denote the number of polynomials $f$ of degree $n$ in $\mathcal{G}_{q}$ of the form $f=p_{1} p_{2} \cdots p_{k}$ for some irreducible polynomials $p_{1}, \ldots, p_{k}$ of distinct degrees. Also let $\gamma_{1}(n, q)$ denote the number of polynomials $f$ of degree $n$ in $\mathcal{G}_{q}$ of the form $f=p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{k}^{r_{k}}$ for some irreducible polynomials $p_{1}, \ldots, p_{k}$ of distinct degrees, and some exponents $r_{1}, \ldots, r_{k}$. Then there exists a constant $c>0$ such that for $j=0,1$

$$
\left|\gamma_{j}(n, q) q^{-n}-L_{j}(q)\right|<\frac{c}{n}
$$

where

$$
L_{j}(q)=\prod_{m=1}^{\infty}\left(1+\frac{P_{q}(m)}{q^{m}-j}\right) e^{-1 / m}
$$

The limiting constants

$$
L_{j}(q)=\lim _{n \rightarrow \infty} \gamma_{j}(n, q) q^{-n}
$$

are also computed and estimated accurately by A. Knopfmacher and Warlimont [1], showing in particular that for $q \geq 11$ they are already fairly close to the earlier asymptotic probability $e^{-\gamma}=0.5614 \ldots$.

Rather wide-ranging generalizations of Theorem 8.1.7 were obtained by A. Knopfmacher and Warlimont [2] for an arbitrary (additive) arithmetical semigroup $\mathcal{G}$ satisfying the hypothesis

$$
\sum_{n=0}^{\infty} \sup _{m \geq n}\left|G(m) q^{-m}-A\right|<\infty
$$

which occurred for example in Theorem 3.2.1 and 3.3.1 earlier. For more details, we refer to the paper just cited, which deals also with still more general factorization patterns than those involved for $\gamma_{j}(n, q)$ above. Recently, R. Warlimont has obtained various extra results (as yet unpublished) which sharpen or extend the preceding conclusions further; for still further results, see also A. Knopfmacher and Ridley [1], and A. Knopfmacher and Warlimont [3].

### 8.2 Direct Factors of Arithmetical Semigroups

Earlier in this book we have occasionally considered the question of determining the existence and value of the asymptotic density

$$
\delta(E)=\lim _{n \rightarrow \infty} \frac{E(n)}{G(n)}
$$

of a specific subset $E$ of $\mathcal{G}$. An interesting case in which this is always possible occurs when $E$ is an algebraic direct factor of $\mathcal{G}$, i.e. when there exists a subset $F$ of $\mathcal{G}$ such that every element $a \in \mathcal{G}$ can be expressed uniquely in the form $a=e f$ for elements $e \in E, f \in F$. In such a case, we shall write $\mathcal{G}=E \otimes F$.

For example, for any fixed positive integer $k$, we have $\mathcal{G}=\mathcal{G}^{k} \otimes \mathcal{G}_{(k)}$ where $\mathcal{G}^{k}$ is the set of all $k$-th powers $a^{k}(a \in \mathcal{G})$, and $\mathcal{G}_{(k)}$ is the set of all $k$-free elements of $\mathcal{G}$. Also, if $\mathcal{P}=P \cup Q$ is a partition of the set $\mathcal{P}$ of all prime elements of $\mathcal{G}$ into disjoint subsets $P, Q$, and $E_{R}$ denotes the sub-semigroup generated in $\mathcal{G}$ by a subset $R$ of $\mathcal{P}$, then $\mathcal{G}=E_{P} \otimes E_{Q}$.

By way of illustration, we note that the results described below include the earlier Propositions 1.3.8 and 1.1.9 (which covered the preceding examples for any $k \geq 1$, and any finite subset $P$ of $\mathcal{P}$ ). The general results, which are due to Indlekofer, J. Knopfmacher and Warlimont [1], are analogues of theorems for the semigroup of $\mathbb{N}$ of all natural numbers, due to Saffari [1] and Erdős, et al. [1]. The case of the special semigroup $\mathcal{G}_{q}$ was partially treated by J. Knopfmacher [1].
(8.2.1) Theorem. Suppose that $\mathcal{G}=E \otimes F$, and let $Z_{H}(y)=$ $\sum_{n=0}^{\infty} H(n) y^{n}$ denote the "zeta" function of a subset $H$ of $\mathcal{G}$, formally putting $H(0)=1$ even if $1 \notin H$.
(i) If $G(n) \sim A q^{n}$ as $n \rightarrow \infty$, for constants $A>0, q>1$ then $E$ and $F$ have asymptotic densities $\delta(E), \delta(F)$ and $\delta(E)=Z_{F}\left(q^{-1}\right)^{-1}$, $\delta(F)=Z_{E}\left(q^{-1}\right)^{-1}$, where $Z_{H}\left(q^{-1}\right)^{-1}=0$ if $Z_{H}\left(q^{-1}\right)=\infty$.
(ii) If $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$, then $Z_{E \cap \mathcal{P}}\left(q^{-1}\right)<\infty$ implies $Z_{E}\left(q^{-1}\right)<\infty$. If further $E \cap \mathcal{P}=\emptyset$, then $\sum_{e \in E} t^{\sqrt{\partial(e)}} q^{-\partial(e)}<\infty$ for $1 \leq t<q$.

A special type of direct factor $E$ has been investigated in more detail by Warlimont [6] under Axiom $\mathcal{A}^{\#}$ :

Given some integer $k>1$, let $\mathcal{R}$ denote the union of $h(<\varphi(k))$ distinct residue classes $\mathcal{R}_{1}, \ldots, \mathcal{R}_{h}$ of integers, where $\mathcal{R}_{j}$ is the class of integers $m \equiv r_{j}(\bmod k)$ for an integer $r_{j}$ coprime to $k$. Then let $E=E(\mathcal{R})$ denote the set of all elements of $\mathcal{G}$ whose prime factors $p$ all have $\partial(p) \in \mathcal{R}$. In that case, $E(\mathcal{R})$ coincides with the earlier example $E_{R}$ of a direct factor, with $R=\{p \in \mathcal{P}: \partial(p) \in \mathcal{R}\}$. Warlimont [6] studies the asymptotic approach of $E_{R}(n) / G(n)$ to its limit $\delta\left(E_{R}\right)$ in a subtle way, according to properties of $k$ and the zeta function of $\mathcal{G}$. In particular, his main conclusion is:
(8.2.2) Theorem. If $k$ is odd, then

$$
E_{R}(n) \sim K G(n) n^{-1+h / k} \quad \text { as } \quad n \rightarrow \infty
$$

through multiples of $d:=\operatorname{gcd}\left(r_{1}, \ldots, r_{h}, k\right)$, for a constant $K>0$ depending on $\mathcal{R}$ and $\mathcal{G}$.

Interested readers may wish to consult Warlimont [6] for corresponding information about situations in which $k$ is even.

### 8.3 Sets of Multiples

Previously in this book we have considered only one type of asymptotic density $\delta(E)$ when relevant, for a subset $E$ of $\mathcal{G}$. In classical analytic number theory, variations of ordinary asymptotic density are sometimes significant in the study of subsets of the natural numbers $\mathbb{N}$. In parallel with this, Warlimont [5] studied variations of $\delta(E)$ in proving analogues for $\mathcal{G}$ of some basic theorems on "sets of multiples" in $\mathbb{N}$ (which were included recently in the book by Hall [1], for example).

Given $B \subseteq \mathcal{G}$, consider then the set $M(B)$ of all elements $a \in \mathcal{G}$ which are multiples in $\mathcal{G}$ of at least one element $b \in B$. In order to investigate the asymptotic density of $M(B)$, Warlimont [5] first considers (with slightly different notations) the following variations of this concept for a subset $H$ of $\mathcal{G}$ :

Letting $H(n)=\#\{a \in H: \partial(a)=n\}$ as before, define

$$
\begin{aligned}
\underline{\delta}(H) & =\underline{\lim }_{n \rightarrow \infty} \frac{H(n)}{G(n)}, \quad \bar{\delta}(H)=\overline{\lim }_{n \rightarrow \infty} \frac{H(n)}{G(n)} \\
\underline{\delta}_{0}(H) & =\underline{\lim }_{n \rightarrow \infty} \frac{1}{n+1} \sum_{m=0}^{n} \frac{H(m)}{G(m)}, \\
\bar{\delta}_{0}(H) & =\varlimsup_{\lim _{n \rightarrow \infty}} \frac{1}{n+1} \sum_{m=0}^{n} \frac{H(m)}{G(m)},
\end{aligned}
$$

and let

$$
\delta(H)=\lim _{n \rightarrow \infty} \frac{H(n)}{G(n)}, \quad \delta_{0}(H)=\lim _{n \rightarrow \infty} \frac{1}{n+1} \sum_{m=0}^{n} \frac{H(m)}{G(m)},
$$

if the limits exist. Then $\delta_{0}$ is a kind of parallel to "logarithmic density" in $\mathbb{N}$, and

$$
\underline{\delta}(H) \leq \underline{\delta}_{0}(H) \leq \bar{\delta}_{0}(H) \leq \bar{\delta}(H)
$$

Thus $\delta_{0}(H)$ exists and equals $\delta(H)$, if $\delta(H)$ exists. The converse is not necessarily true; see Theorem 8.3 .2 (ii) below.

The results below were all derived by Warlimont [5]: First suppose that there are constants $A>0, q>1$ such that

$$
G(n) \sim A q^{n} \quad \text { as } \quad n \rightarrow \infty
$$

Then, by using the "principle of inclusion and exclusion" or "sieve formula" of combinatorics, Warlimont shows that $\delta(M(E))$ exists for every finite subset $E$ of $\mathcal{G}$, and if $E=\left\{e_{1}, \ldots, e_{k}\right\}$ then

$$
\delta(M(E))=\sum_{r=1}^{k}(-1)^{r+1} \sum_{1 \leq j_{1}<\cdots<j_{r} \leq k} q^{-\partial\left(l . c . m \cdot\left(e_{j 1}, \ldots, e_{j r}\right)\right)} .
$$

Hence

$$
\delta^{*}(M(B)):=\sup \{\delta(M(E)): E \subseteq B, E \text { finite }\}
$$

is always well-defined, and $\delta^{*}(M(B)) \leq \underline{\delta}(M(B))$.
(8.3.1) Theorem. Suppose that $G(n) \sim A q^{n}$ as $n \rightarrow \infty$, for constants $A>0, q>1$. Let $B$ be any subset of $\mathcal{G}$ such that $\sum_{b \in B} q^{-\partial(b)}<\infty$, or the elements of $B$ are pairwise coprime. Then $\delta(M(B))$ exists, with value $\delta(M(B))=\delta^{*}(M(B))$.

The next theorem of Warlimont is based on longer and more delicate arguments:
(8.3.2) Theorem. Suppose that $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$. Then $\delta_{0}(M(B))$ exists for every subset $B$ of $\mathcal{G}$, and

$$
\delta_{0}(M(B))=\delta^{*}(M(B))=\underline{\delta}(M(B)) .
$$

(ii) Given any $\varepsilon>0$, there exists a subset $B_{\varepsilon}$ of $\mathcal{G}$ such that $\underline{\delta}\left(M\left(B_{\varepsilon}\right)\right)<\varepsilon$, while $\bar{\delta}\left(M\left(B_{\varepsilon}\right)\right)=1$.

These results are analogues of two theorems for $\mathbb{N}$ due to Davenport and Erdős, and Besicovich, respectively. They appear to be precursors of
various other interesting analogues of results relating to classical sets of multiples in $\mathbb{N}$, which the first named author of the present book hopes to treat elsewhere.

### 8.4 Further Properties of Special Sets and Functions

In Section 4.1 earlier, some properties of the prime divisor functions $\omega$ and $\Omega$ were studied within the so-called "classical" case of Axiom $\mathcal{A}^{\#}$. Warlimont [7] has derived some further results as below, for the general case of Axiom $\mathcal{A}^{\#}$ :

For integers $k, N \in \mathbb{N}$, first rewrite the earlier-defined functions $\pi_{k}(N)$, $\rho_{k}(N)$ and $\tau_{k}(N)$ as $\pi_{1}(N, k), \pi_{2}(N, k)$ and $\pi_{3}(N, k)$, respectively.

Let $L(N, k)=\frac{(\log N)^{k-1}}{(k-1)!}$. Then, for the "classical" case of Axiom $\mathcal{A}^{\#}$ (here called case 1), Theorem 4.1.4 earlier has the corollary

$$
\begin{equation*}
\pi_{j}(N, k)=\frac{q^{N}}{N} L(N, k)(1+o(1)) \quad \text { as } \quad N \rightarrow \infty, \tag{4.1}
\end{equation*}
$$

for fixed $k$. For the complementary case 2 of Axiom $\mathcal{A}^{\#}$ in which case 1 is false, Warlimont [7] adds firstly the conclusion

$$
\begin{equation*}
\pi_{j}(N, k)=\frac{q^{N}}{N} L(N, k)\left(1+(-1)^{N+k}+o(1)\right) \quad \text { as } \quad N \rightarrow \infty, \tag{4.2}
\end{equation*}
$$

for fixed $k$. He then uses analogues of some classical number-theoretical techniques of A. Selberg in order to investigate the more difficult cases when $k$ may vary together with $N$. His main conclusion is:
(8.4.1) Theorem. Suppose that $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$, and let $\Delta=$ $\min \{\partial(p): p \in \mathcal{P}\}$. Fix any real number $K>0$ when $j=1$ or 2 , and fix some $K>0$ with $K<q^{\Delta}$ when $j=3$.
(i) In case 1 of Axiom $\mathcal{A}^{\#}$,

$$
\pi_{j}(N, k)=\frac{q^{N}}{N} L(N, k)\left\{F_{j}\left(\frac{k-1}{\log N}\right)+O_{K}\left(\frac{1}{\log N}\right)\right\}
$$

$$
\text { uniformly for } 1 \leq k \leq K \log N
$$

(ii) In case 2 of Axiom $\mathcal{A}^{\text {\# }}$,

$$
\pi_{j}(N, k)=\frac{q^{N}}{N} L(2 N, k)\left\{F_{j}\left(\frac{k-1}{\log 2 N}, N+k\right)+O_{K}\left(\frac{1}{\log N}\right)\right\}
$$

uniformly for $1 \leq k \leq K \log N$.

Here $F_{j}(z)$ and $F_{j}(z, h)$ are explicitly definable functions of complex $z$ (and of $h \in \mathbb{N}$ in the second case).

Some different problems concerning the prime divisors of elements of $\mathcal{G}$ concern asymptotic estimates for the numbers of elements of degree $n$ in $\mathcal{G}$, which are free of (or else are divisible only by) "large" prime elements $p$, i.e. primes $p$ with $\partial(p)>m$ (or $\partial(p) \leq m$, respectively). In other words, asymptotic estimates are sought for the functions

$$
\psi(n, m)=\#\{a \in \mathcal{G}: \partial(a)=n \text { and } p \mid a \Rightarrow \partial(p) \leq m\}
$$

and

$$
\varphi(n, m)=\#\{a \in \mathcal{G}: \partial(a)=n \text { and } p \mid a \Rightarrow \partial(p)>m\}
$$

Such questions are analogous to well known ones of classical analytic number theory. Warlimont [5, Part 1] and Manstavicius [1,2] derived asymptotic estimates under Axiom $\mathcal{A}^{\#}$ for the functions $\psi(n, m)$ and $\varphi(n, m)$ as $n, m \rightarrow$ $\infty$, and their conclusions involve delicate analogies with classical ones for natural numbers due to K. Dickman and A. Buchstab, as well as later authors. As with Theorem 8.4.1 above, the proofs and exact details are non-trivial and here we shall quote only two basic theorems of Warlimont [5]. Interested readers are referred to this paper for more details, as well as to Manstavicius [1,2] for very sharp further information. (The special semigroup $\mathcal{G}_{q}$ was also considered in a similar context by Car [1].)
(8.4.2) Theorem. Suppose that $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$. Then

$$
\psi\left(\left[m^{u}\right], m\right) \sim \rho(u) G\left(\left[m^{u}\right]\right) \quad \text { as } \quad m \rightarrow \infty
$$

where $\rho(u)$ is the classical Dickman function of real $u \geq 0$.
(8.4.3) Theorem. Suppose that $\mathcal{G}$ satisfies Axiom $\mathcal{A}^{\#}$.
(i) Then, in the "classical" case 1,

$$
\varphi\left(\left[m^{u}\right], m\right)=e^{\gamma} \omega(u) W(m) G\left(\left[m^{u}\right]\right) \quad \text { as } \quad m \rightarrow \infty,
$$

where $\gamma$ is Euler's classical constant, $\omega(u)$ is Buchstab's classical function of real $u \geq 1$, and $W(m)=\Pi_{\partial(p) \leq m}\left(1-q^{\partial(p)}\right)$.
(ii) In case 2 of Axiom $\mathcal{A}^{\#}$,

$$
\varphi(n, m)=W(m) G(n)\left\{e^{\gamma} \omega_{j}\left(\frac{n}{m}\right)+O\left(\frac{1}{m}\right)\right\}
$$

for $1 \leq m<n$, and $n \equiv j(\bmod 2)$, where $e^{\gamma} \omega_{0}$ and $e^{\gamma} \omega_{1}$ are the fundamental functions $f$ and $F$, respectively, which occur in the classical "linear sieve" (cf. Halberstam and Richert [1], Chap. 8).

Remark. In the proof of Theorem 8.4.3, Warlimont [5] derives and uses the following Mertens type formula subject to Axiom $\mathcal{A}^{\#}$ :

$$
\begin{equation*}
W(m):=\prod_{\partial(p) \leq m}\left(1-q^{-\partial(p)}\right)=\frac{e^{-\gamma}}{m}\left(1+O\left(\frac{1}{m}\right)\right) \tag{4.3}
\end{equation*}
$$

cf. also Theorem 3.3.4 earlier.

### 8.5 More About Polynomials and Finite Fields

It was stressed earlier that the multiplicative semigroup $\mathcal{G}_{q}$ of all monic polynomials in one indeterminate over a finite field $\mathbb{F}_{q}$ is one of the most basic and yet still interesting natural examples of an additive arithmetical semigroup satisfying Axiom $\mathcal{A}^{\#}$. A large proportion of the results treated in this book have corollaries for $\mathcal{G}_{q}$, which are easy to read off but still non-trivial. Since their proofs are usually no harder to develop within the abstract context of Axiom $\mathcal{A}^{\#}$, or sometimes even weaker assumptions, and since Axiom $\mathcal{A}^{\#}$ covers many other natural semigroups also, most of this book's preceding developments were carried out within a more abstract context, and without continual explicit singling out of the important special example $\mathcal{G}_{q}$.

In view of these remarks and because the other concrete examples described in Chapter 1 are also constructions founded essentially on finite fields, it is therefore indeed appropriate to regard the present book as being about a systematic branch of "number theory arising from finite fields", despite the more abstract formulation of much of the discussion.

In making these remarks, we emphasize that there are certainly other topics which could be viewed as falling under a similar umbrella heading, e.g. further topics stemming also from algebraic geometry, or from nonarchimedean analysis. Various such undoubtedly valid and significant different directions have been extensively treated by other authors, but they will not be pursued here; e.g. one should note the recent book by Goss [1], as well as its references.

Instead, we do wish to add a few more observations about some arithmetical properties of the important special semigroup $\mathcal{G}_{q}$ which are particularly close in spirit to the type of results developed in this book. Because of
its explicit concrete description, certain questions of analytic number theory for additive arithmetical semigroups have particularly simple answers for $\mathcal{G}_{q}$, in which asymptotic estimates can be replaced by exact algebraic formulae. Examples of this phenomenon occur if one compares certain of the asymptotic conclusions for arithmetical functions treated in Chapter 1 earlier with their algebraic counterparts for $\mathcal{G}_{q}$ as given in [AB], Chapter 3 - many of those conclusions going back to developments initiated by L. Carlitz around 65 years ago; e.g. see Carlitz [1,2,3], Carlitz and Cohen [1] and E. Cohen [1]. Nevertheless, as was noted e.g. in Section 8.1 above, not all phenomena or results of the analytic number theory of additive arithmetical semigroups have elementary or exact algebraic counterparts in the case of $\mathcal{G}_{q}$.

We conclude this section by describing a few more examples of theorems in the spirit of earlier results treated in this book, which admit particularly precise answers for the special semigroup $\mathcal{G}_{q}$, and also possess the novelty that certain of their proofs are facilitated by the ad hoc use of special new arithmetical semigroups; for further details, and references to work by others, see A. Knopfmacher and J. Knopfmacher [1,2]:

First let $M_{q}(n, k)$ denote the total number of polynomials of degree $n$ in $\mathcal{G}_{q}$ which have exactly $k \leq n$ distinct zeros in $\mathbb{F}_{q}$, and let $M_{q}^{*}(n, k)$ denote the corresponding number when $k$ counts the multiplicity of repeated zeros for a polynomial. Then explicit algebraic formulae can be derived for $M_{q}(n, k)$ and $M_{q}^{*}(n, k)$, for example

$$
\begin{equation*}
M_{q}(n, k)=\binom{q}{k} q^{n-k}\left(1-\frac{1}{q}\right)^{q-k} \quad \text { if } \quad n \geq q \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{q}^{*}(n, k)=\binom{q+k-1}{k} q^{n-k}\left(1-\frac{1}{q}\right)^{q} \quad \text { if } \quad n \geq q+k . \tag{5.2}
\end{equation*}
$$

Such formulae can be used to deduce:

## (8.5.1) Theorem.

(i) The mean or average number of distinct zeros in $\mathbb{F}_{q}$ of a polynomial of degree $n$ in $\mathcal{G}_{q}$ equals 1 , and the variance about this average equals $1-\frac{1}{q}$.
(ii) The mean or average number of zeros in $\mathbb{F}_{q}$ of a polynomial of degree $n$ in $\mathcal{G}_{q}$, when multiplicity of zeros is counted, equals

$$
\frac{q-q^{1-n}}{q-1} \rightarrow \frac{q}{q-1} \quad \text { as } \quad n \rightarrow \infty
$$

while the corresponding variance about this average has the limit $\left(\frac{q}{q-1}\right)^{2}$ as $n \rightarrow \infty$.

It is interesting to observe that (5.1) and (5.2) imply that the "probability" of obtaining $k$ zeros follows a binomial probability law with parameter $1 / q$ for distinct zeros when $n \geq q$, and a truncated negative binomial law for $n \geq q+k$, when multiplicity of zeros is counted.

The preceding results can be extended considerably as below, with the added bonus of sharp applications to the prime divisor functions $\omega$ and $\Omega$ on $\mathcal{G}_{q}$ :

Now let $M_{q}(n, k, r)$ denote the total number of polynomials of degree $n$ in $\mathcal{G}_{q}$ which have exactly $k \leq \min \left(\left[\frac{n}{r}\right], \pi(r)\right)$ distinct irreducible factors of degree $r$ in $\mathcal{G}_{q}$, where for brevity we here write $\pi(r)=P_{q}(r)$, and let $M_{q}^{*}(n, k, r)$ denote the corresponding number when multiplicity of repeated irreducible factors is counted; thus $M_{q}(n, k, 1)=M_{q}(n, k), M_{q}^{*}(n, k, 1)=M_{q}^{*}(n, k)$. Exact algebraic formulae can be derived for these extended counting numbers, for example

$$
\begin{equation*}
M_{q}(n, k, r)=\binom{\pi(r)}{k} q^{n-k r}\left(1-\frac{1}{q^{r}}\right)^{\pi(r)-k} \quad \text { if } \quad n \geq r \pi(r), \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{q}^{*}(n, k, r)=\binom{\pi(r)+k-1}{k} q^{n-k r}\left(1-\frac{1}{q^{r}}\right)^{\pi(r)} \quad \text { if } \quad n \geq r(\pi(r)+k) . \tag{5.4}
\end{equation*}
$$

Such formulae again lead to exact formulae for the means, as well as exact or asymptotic formulae for the corresponding variances, of the numbers of irreducible factors of degree $r$ of a polynomial of degree $n$ in $\mathcal{G}_{q}$, which are respectively distinct or counted with multiplicity. In more detail, we state:

## (8.5.2) Theorem.

(i) The respective means are $\pi(r) / q^{T}$, and

$$
\frac{\pi(r)}{q^{r}-1}\left(1-q^{-r\left[\frac{n}{r}\right]}\right) \rightarrow \frac{\pi(r)}{q^{r}-1} \quad \text { as } \quad n \rightarrow \infty
$$

(ii) The respective variances about the means are exactly

$$
\pi(r)\left(q^{r}-1\right) / q^{2 r} \quad \text { if } \quad n \geq 2 r, \quad \text { or } \quad \pi(r)\left(q^{r}-\pi(r)\right) / q^{2 r} \quad \text { if } \quad n<2 r
$$

in the distinct case, and asymptotically

$$
\frac{\pi(r) q^{r}}{\left(q^{r}-1\right)^{2}} \quad \text { as } \quad n \rightarrow \infty
$$

in the other case.

For general $r \geq 1$, we remark that the two types of "probability" of $k$ irreducible factors of degree $r$ again follow respectively a binomial probability law or a truncated negative binomial law, with parameter $1 / q^{T}$ now.

Next consider again the prime divisor functions $\omega$ and $\Omega$. Theorem 3.3.6 earlier implies asymptotic estimates for both these functions, of the form
$\log n+c+O(1 / n)$ as $n \rightarrow \infty$, where $c$ is an explicitly definable constant depending on the function and semigroup under consideration. For $\mathcal{G}_{q}$, these averages for polynomials of degree $n$ can also be written explicitly in the form

$$
\begin{equation*}
\sum_{r=1}^{n} \frac{\pi(r)}{q^{r}}, \quad \text { or } \quad \sum_{r=1}^{n} \frac{\pi(r)}{q^{r}-1}\left(1-q^{-r\left[\frac{n}{r}\right]}\right), \tag{5.5}
\end{equation*}
$$

respectively, in view of Theorem 8.5.2; these formulae also lead to the preceding asymptotic estimates in the case of $\mathcal{G}_{q}$.

The corresponding variances about the means of $\omega$ and $\Omega$ for polynomials of degree $n$ can be expressed by similar though more cumbersome algebraic formulae, which can be used to deduce:
(8.5.3) Theorem. The variances of $\omega$ and $\Omega$ about their means, for polynomials of degree $n$ in $\mathcal{G}_{q}$, have the form

$$
\log n+c^{\prime}+O\left(\frac{\log n}{n}\right) \quad \text { as } \quad n \rightarrow \infty
$$

where $c^{\prime}$ is an explicit constant depending on the function under consideration.

Lastly, although it differs from the main kinds of investigation treated in this book, we mention very briefly another parallel between the analytic number theory of $\mathcal{G}_{q}$ and $\mathbb{N}$, which stems from the special property (shared by polynomials and integers) that greatest common divisors (g.c.d.'s) can be determined by the "quotient-remainder" Euclidean algorithm. (Of course, some other mathematical objects also share such a property, but this is not generally true for elements of all arithmetical semigroups.)

Various authors (see initially Heilbronn [1] and Dixon [1]) have used methods and results of classical analytic number theory to derive asymptotic formulae involving the average length (or number of repetitions) of the

Euclidean algorithm needed to reach the g.c.d. of a pair of natural numbers $a, b$. Alternatively, this may be regarded as the average length of the finite simple continued fraction of the ratio $a / b$. The well-known algebraic analogies between polynomials and integers then made it seem plausible that parallel asymptotic conclusions should hold in the case of polynomials over $\mathbb{F}_{q}$.

In fact, after development of some initial analogies of this kind, it turned out that, unlike the situation for integers, exact algebraic formulae could be derived by algebraic and combinatorial methods for the case of polynomials over $\mathbb{F}_{q}$. These formulae yielded simple asymptotic corollaries of the required kind, but without the need for delicate tools of analysis or analytic number theory. Interested readers may refer in particular to the papers of A. Knopfmacher and J. Knopfmacher [3], A. Knopfmacher [1], and Friesen and Hensley [1], for actual formulae and further details.

### 8.6 Ramanujan Expansions of Arithmetical Functions

In contrast with the usual asymptotic and quasi-statistical or probabilistic type of investigations of arithmetical functions and densities (which make up such a large portion of both classical analytic number theory, and the type of theory treated in most of this book under the different setting of additive arithmetical semigroups), a very intriguing different kind of analysis of arithmetical functions was initiated just over 80 years ago by the amazing self-taught mathematician Sriniwasa Ramanujan. This work, which is sketched very briefly below, was started by Ramanujan [1] and was carried forward soon afterwards by G.H. Hardy [1], and then later by many further researchers. Excellent surveys with large bibliographies have been provided in recent years by Schwarz [1,2] and Mauclaire [1], while Schwarz and Spilker [1] have recently provided a comprehensive introduction to such topics, as well as many of the more standard types of questions of classical analytic number theory whose analogues have been explored in this book.

In the case of general arithmetical semigroups, some initial analogies with classical results on so-called Ramanujan expansions, were developed by J. Knopfmacher ([AB], Chapter 7, and [5]), J. Knopfmacher and Slattery [1] and Slattery [1].

The last two cited works contain the beginnings of a comprehensive theory within the Axiom $\mathcal{A}^{\#}$ context, for which still further results may be expected.

A very rapid sketch of the abovementioned topics follows. Firstly, a key example of the innovative paper by Ramanujan [1] concerns the classical sum of divisors function $\sigma$ on $\mathbb{N}$, such that $\sigma(n)=\sum_{d \mid n} d$. Ramanujan
showed that

$$
\begin{equation*}
\frac{\sigma(n)}{n}=\frac{\pi^{2}}{6} \sum_{r=1}^{\infty} \frac{c_{r}(n)}{r^{2}}, \tag{6.1}
\end{equation*}
$$

where $c_{r}(n)$ is the special trigonometric sum

$$
\begin{equation*}
c_{r}(n)=\sum_{\substack{1 \leq a \leq r \\ \operatorname{gcd}(a, r)=1}} e^{2 \pi i a n / r}=\sum_{d \mid \operatorname{gcd}(r, n)} \mu\left(\frac{r}{d}\right) d . \tag{6.2}
\end{equation*}
$$

Ramanujan, and soon afterwards Hardy, use ad hoc methods to establish (6.1) and various other striking expansions of arithmetical function values in terms of the sums $c_{r}(n)$, which later became commonly referred to as Ramanujan sums.

Next, certain authors noted further that expansions like (6.1) for an arithmetical function $f$ on $\mathbb{N}$ (e.g. for $f(n)=\sigma(n) / n)$ can often (though not always) be expressed in the form

$$
f(n)=\sum_{r=1}^{\infty} a_{r}(f) c_{r}(n) \quad \text { for all } \quad n \geq 1,
$$

where

$$
a_{r}(f)=\frac{1}{\phi(r)} m\left(f \cdot c_{r}\right), \quad m(g)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{r \leq n} g(r) .
$$

On the basis of a suitable asymptotic orthogonality property of the functions $c_{1}, c_{2}, c_{3}, \ldots$, "explanations" were then sought for the existence of such pointwise convergent "Ramanujan expansions" of suitable arithmetical functions $f$, in terms of concepts and results parallel with classical harmonic analysis. (The significance of paying special attention to explanations based on analogies with classical-style harmonic analysis was recently brought out dramatically when Hildebrand [1] gave a short algebraic proof that every arithmetical function $f$ has an expansion

$$
\begin{equation*}
f(n)=\sum_{r=1}^{\infty} b_{r} c_{r}(n) \tag{6.3}
\end{equation*}
$$

in terms of coefficients $b_{r}$ which can be defined recursively in terms of $f$, but without any obvious natural parallel to Fourier-type coefficients.)

Basic results of the above type of theory of arithmetical function expansions are surveyed and treated in the earlier works listed above. Interesting new approaches towards conceptual explanations for the existence of Ramanujan expansions for both those cases which can be fitted under the umbrella of a classical-type harmonic analysis (e.g. for functions $f$ like the (6.1) example), and for other interesting natural examples (e.g. the divisor function $d$ on $\mathbb{N}$ ), have recently been developed by Lucht [ 1,2$]$.

For arithmetical semigroups, certain results were first developed in general and for Axiom $\mathcal{A}$ in the references by J. Knopfmacher cited above, and then for Axiom $\mathcal{A}^{\#}$ in the paper by J. Knopfmacher and Slattery [1]. A very brief sketch follows for the last case:

Firstly, it is clear from the second equation of (6.2) above that a possible fruitful analogue of the Ramanujan sum $c_{r}(n)$ when $r, n$ are now elements of a general arithmetical semigroup $\mathcal{G}$ is provided by

$$
\sum_{d \mid \operatorname{gdd}(r, n)} \mu\left(\frac{r}{d}\right)|d|
$$

for general $\mathcal{G}$ with Möbius function $\mu$, or by

$$
c_{r}(n):=\sum_{d \mid \operatorname{gcd}(\tau, n)} \mu\left(\frac{r}{d}\right) q^{\partial(d)}
$$

for an additive arithmetical semigroup $\mathcal{G}$ (the case which we shall assume for the rest of this section). It can then be verified that the new sums are not only meaningful in the generalized situation but actually do have properties similar to those of the classical Ramanujan sums.

Although the periodicity derived from the connection with trigonometrical sums in the classical case has no meaning in the generalized context,
a near replacement is provided by the concept of evenness, which was observed and developed by E. Cohen $[1,2,3,4]$ for both classical arithmetical functions and similar functions of isomorphism classes of finite abelian groups. For general additive $\mathcal{G}$ and $k \in \mathcal{G}$, an arithmetical function is called even $(\bmod k)$ if and only if

$$
f(n)=f((k, n)) \quad \text { for every } \quad n \in \mathcal{G}
$$

where $(k, n)=\operatorname{gcd}(k, n)$ in $\mathcal{G}$. Then $c_{r}$ has this property for $r \mid k$, and it can be shown that $\left\{c_{r}: r \mid k\right\}$ spans the complex vector space of all functions on $\mathcal{G}$ which are even $(\bmod k)$. Thus $\left\{c_{r}: r \in \mathcal{G}\right\}$ spans the vector space $\mathcal{E}$ of all even functions on $\mathcal{G}$ (i.e. functions which are even $(\bmod k)$ for some $k \in \mathcal{G})$.

In analogy with classical theories of almost periodic functions, one may then consider concepts of almost evenness. In particular, since even functions must be bounded, we define a function $f$ to be uniformly almost even on $\mathcal{G}$ if and only if $f$ lies in the closure of $\mathcal{E}$ relative to the uniform norm $\left\|\|_{u}\right.$ such that

$$
\|g\|_{u}=\sup _{a \in \mathcal{G}}|g(a)| .
$$

Also, in analogy with Besicovitch's classical theories of "almost periodicity", we call $f$ almost even (B) if and only if $f$ lies in the closure of $\mathcal{E}$ relative to the seminorm $\left\|\|_{1}\right.$ such that

$$
\|g\|_{1}=\limsup _{n \rightarrow \infty} \frac{1}{G(n)} \sum_{\partial(a)=n}|g(a)| .
$$

For a function $f$ of one of these last types, it can be shown subject to Axiom $\mathcal{A}^{\#}$ that all the Ramanujan coefficients

$$
a_{r}(f)=\frac{1}{\phi(r)} m\left(f \cdot c_{r}\right)
$$

exist, where now $\phi(r):=c_{r}(r)$ is one particular counterpart to the classical Euler function on $\mathbb{N}$. In particular, if $\sum_{a \in \mathcal{G}}(\mu * f)(a) q^{-\partial(a)}$ is absolutely
convergent, then it can be proved that $f$ is almost even $(B)$ and

$$
\begin{equation*}
a_{r}(f)=\sum_{b \in \mathcal{G}, r \mid b}(\mu * f)(b) q^{-\partial(b)} \tag{6.4}
\end{equation*}
$$

Given the existence of the coefficients, it then becomes interesting to seek conditions under which $f$ has a pointwise convergent Ramanujan expansion:

$$
f(n)=\sum_{r=1}^{\infty} a_{r}(f) c_{r}(n) \quad \text { for all } \quad n \in \mathcal{G}
$$

A number of further technical conditions on functions $f$ on $\mathcal{G}$ subject to Axiom $\mathcal{A}^{\#}$, which ensure both that $f$ is almost even $(B)$ and that its Ramanujan expansion is pointwise everywhere absolutely convergent, are treated in the paper by J. Knopfmacher and Slattery [1]. A fuller treatment of uniformly almost even and of so-called almost even $\left(B^{\lambda}\right)$ functions subject to Axiom $\mathcal{A}^{\#}$ appears in the thesis of Slattery [1]. Still further results apparently remain to be developed in these directions.

### 8.7 Additive Arithmetical Formations

One of the earliest definitive theorems of classical analytic number theory was the famous Dirichlet Theorem on Primes in Arithmetical Progressions, to the effect that there exist infinitely many integer primes $p \equiv r(\bmod m)$ whenever $m, r$ are coprime positive integers. This theorem was published in 1837, and despite later simplifications has apparently never been proved in complete generality without some use of methods and results of analysis. After the much later establishment of the classical Prime Number Theorem, it was refined into the Prime Number Theorem for Arithmetical Progressions, which in its simplest form states that

$$
\pi_{m, r}(x) \sim \frac{x}{\phi(m) \log x} \quad \text { as } \quad x \rightarrow \infty
$$

where $\pi_{m, r}(x)$ is the number of positive integer primes $p \leq x$ with $p \equiv$ $r(\bmod m)$, and $\phi$ is the classical Euler totient function.

This type of asymptotic equidistribution conclusion for prime numbers was soon accompanied earlier in the 20th century by similar types of theorems due to $E$. Landau, concerning prime ideals in ideal classes, in classical algebraic number theory.

Theorems of the above kinds were subsequently generalized by various authors into a type of relative abstract analytic number theory based on generalized "arithmetical progressions" or "ideal classes" within certain structures which extend or enlarge the scope of the Axiom $\mathcal{A}$ treated in [AB]. An introduction to this type of theory, with fuller details and references to earlier work (e.g. by Forman and Shapiro [1], J. Knopfmacher $[8,9]$, and Müller [1,2]) is given in [AB], Chapter 9. In the remainder of this section, we shall only recall a few of the basic concepts and results involved, as a prelude to briefly sketching an impressive analogous theory initiated by Halter-Koch and Warlimont [1] for a context extending or enlarging the scope of Axiom $\mathcal{A}^{\#}$ for additive arithmetical semigroups.

Firstly consider an arbitrary arithmetical semigroup $\mathcal{G}$ on which a ("congruence-type") equivalence relation $\sim$ is given such that $a b \sim a^{\prime} b^{\prime}$ whenever $a \sim a^{\prime}, b \sim b^{\prime}$, and such that the corresponding set $\Gamma=\mathcal{G} / \sim$ of equivalence classes $[a](a \in \mathcal{G})$ forms a finite abelian group under the operation

$$
[a][b]=[a b] .
$$

In such a case, $(\mathcal{G}, \sim)$ or $(\mathcal{G}, \Gamma)$ is called an (arithmetical) formation, with class group $\Gamma$, and class number $h=\operatorname{card} \Gamma$.

A few examples of formations are provided by:
(i) $(\mathcal{G},=)$ for which $\Gamma$ is trivial, $h=1$;
(ii) $(\mathbb{N}\langle m\rangle, \equiv(\bmod m))$, where $\mathbb{N}\langle m\rangle$ is the set of all natural numbers coprime to a given $m \in \mathbb{N}$, and $h=\phi(m)$;
(iii) $\left(\mathcal{G}_{K}, \sim\right)$, where $\mathcal{G}_{K}$ is the semigroup of all integral ideals of a given algebraic number field $K, \sim$ denotes standard ideal class equivalence in $\mathcal{G}_{K}$, and $h$ is the standard class number $h_{K}$ of $K$.

The type of analytic number theory developed for formations ( $\mathcal{G}, \sim$ ) in [AB], Chapter 9 , is concerned with those formations that satisfy Axiom $\mathcal{A}^{*}$. There exist constants $A>0, \delta>0$, and $\eta$ with $0 \leq \eta<\delta$, such that for any class $\alpha \in \Gamma$

$$
\#\{a \in \alpha:|a| \leq x\}=\frac{A}{h} x^{\delta}+O\left(x^{\eta}\right) \quad \text { as } \quad x \rightarrow \infty
$$

This axiom is then equivalent to the two conditions:
(i) $\mathcal{G}$ satisfies Axiom $\mathcal{A}$ of $[\mathrm{AB}]$ :

$$
\#\{a \in \mathcal{G}:|a| \leq x\}=A x^{\delta}+O\left(x^{\eta}\right) \text { as } x \rightarrow \infty
$$

for constants $A>0, \delta>0$ and $\eta$ with $0 \leq \eta<\delta$, and
(ii) for any classes $\alpha, \alpha^{\prime}$ in $\Gamma=\mathcal{G} / \sim$,

$$
\lim _{x \rightarrow \infty} \#\{a \in \alpha:|a| \leq x\} / \#\left\{a^{\prime} \in \alpha^{\prime}:\left|a^{\prime}\right| \leq x\right\}=1
$$

Although previous authors such as those cited above implicitly or explicitly investigated asymptotic consequences of Axiom $\mathcal{A}^{*}$ in general, certain particular aspects of the development in [AB], Chapter 9, are restricted to formations which satisfy a certain additional Axiom $\mathcal{A}^{* *}$, which encompasses all the natural motivating examples described in that chapter - this simplifies the approach to the applications of immediate interest, but could also be viewed as an introduction to the more theoretical general case.

The analytic theory of additive arithmetical formations initiated by Halter-Koch and Warlimont [1] provides both an analogue of the previous theory, and an extension of earlier research on rational or algebraic function fields over a finite field, going back to work of Kornblum [1] and E. Artin [1] more than 75 years ago, followed by Hayes [1] in 1965.

Following Halter-Koch and Warlimont [1] (without continual further citations to that paper), first define an additive (arithmetical) formation to be a triple $\left(\mathcal{G}, \sim, f_{0}\right)$ such that $(\mathcal{G}, \sim)$ is a formation for which $\mathcal{G}$ is an additive arithmetical semigroup, and for some $n_{0} \in \mathbb{N}$ there is given a group epimorphism

$$
f_{0}: \Gamma \rightarrow \mathbb{Z} / n_{0} \mathbb{Z}
$$

with the property that $\partial(a) \in f_{0}(\alpha)$ for all $\alpha \in \Gamma$ and $a \in \alpha$. (If $(\mathcal{G}, \sim)$ is a formation with $\mathcal{G}$ additive, and $n_{0}=\operatorname{gcd}\{\partial(a): a \sim 1\}$, then it is fairly easily shown that there exists a unique group homomorphism $f_{0}: \Gamma \rightarrow$ $\mathbb{Z} / n_{0} \mathbb{Z}$ with $f_{0}([a])=\partial(a)+n_{0} \mathbb{Z}$, and $f_{0}$ is surjective if $1=\operatorname{gcd}\{\partial(a): a \in$ G\}.)

An additive counterpart to Axiom $\mathcal{A}^{*}$ then provided by Axiom $\left(\mathcal{A}^{\#}\right)^{*}$. There exist constants $B>0, q>1$, and $\nu$ with $0 \leq \nu<1$, such that for
any class $\alpha \in \Gamma$ and $k \in f_{0}(\alpha)$

$$
\alpha(k):=\#\{a \in \alpha: \partial(a)=k\}=\frac{B}{h} q^{k}+O\left(q^{\nu k}\right) \quad \text { as } \quad k \rightarrow \infty
$$

If this axiom (referred to below as Axiom $\mathcal{B}$, for short) is satisfied, it can be deduced that the assumed constant $n_{0} \in \mathbb{N}$ must equal the gcd $\{\partial(a): a \sim 1\}$, and, for any $k \in \mathbb{N}$,

$$
G(k)=\frac{B}{n_{0}} q^{k}+O\left(q^{\nu k}\right)=\frac{A h}{n_{0}} q^{k}+O\left(s^{k}\right) \quad \text { as } \quad k \rightarrow \infty
$$

in terms of the preferred notation $A=B / h$ and $s=q^{\nu}$ of Halter-Koch and Warlimont.

Just as the investigation of asymptotic consequences of Axiom $\mathcal{A}^{*}$ is aided by the study of analytical properties of so-called $L$-series, the investigation of consequences of Axiom $\mathcal{B}$ is aided by studies of the relative zeta functions

$$
Z(y, \chi)=\sum_{k=0}^{\infty}\left(\sum_{\partial(a)=k} \chi(a)\right) y^{k}
$$

relative to the characters $\chi$ of $\Gamma$ (i.e. the group homomorphisms $\chi$ of $\Gamma$ into the multiplicative group of non-zero complex numbers).

Analytical studies of these new zeta functions $Z(y, \chi)$ turn out to be rather technical and subtle. For the purposes of establishing an appropriate abstract prime number theorm for additive formations (or prime element theorem, for short), additive arithmetical formations are classified into types I or II according as no zeta function $Z(y, \chi)$ has zeros on the circle $|y|=q^{-1}$, or else some zeta function does have such zeros. (Under Axiom $\mathcal{B}$, each $Z(y, \chi)$ is meromorphic for $|y|<s^{-1}$, and has no zeros for $|y|<q^{-1}$.)

By means of delicate arguments, Halter-Koch and Warlimont derive a prime element theorem for both types, of which the "more classical" type I case has the following form:
(8.7.1) Prime Element Theorem for Type I Formations. Let $\left(\mathcal{G}, \sim, f_{0}\right)$ be an additive formation satisfying Axiom $\mathcal{B}$. Let $r$ with $s<r<q$ be such that no zeta function $Z(y, \chi)$ has a zero on $|y|=r^{-1}$, but $Z(y, \chi)$ has a zero $y$ with $q^{-1}<|y|<r^{-1}$ if it has one with $q^{-1}<|y|<s^{-1}$. Also suppose that the formation is of type $I$, and let $\xi \geq \max (r, \sqrt{q})$. Then the prime element function

$$
\begin{align*}
P_{\alpha}(k): & =\#\{p \in \mathcal{P} \cap \alpha: \partial(p)=k\} \\
& =\frac{n_{0}}{h} \frac{q^{k}}{k}+O\left(\frac{\xi^{k}}{k}\right) \quad \text { for all } \quad \alpha \in \Gamma \quad \text { and } \quad k \in f_{0}(\alpha) \tag{7.1}
\end{align*}
$$

if and only if no zeta function $Z(y, \chi)$ has a zero with $|y|<\xi^{-1}$.
For type II formations, an analysis more delicate than one given by Halter-Koch and Warlimont can show

## (8.7.2) Theorem.

(i) If the zeta function $Z\left(y, \chi_{0}\right)$ with the principal character $\chi_{0}$ has a zero at $-q^{-1}$ then

$$
\begin{equation*}
P_{\alpha}(k)=\frac{n_{0}}{h} \frac{q^{k}}{k}\left(1-(-1)^{k}\right)+O\left(\frac{\xi_{0}^{k}}{k}\right) \tag{7.2}
\end{equation*}
$$

for all $\alpha \in \Gamma$ and $k \in f_{0}(\alpha)$, where $\xi_{0}=\max \{r, \sqrt{q}\}$ and
(ii) If $Z\left(y, \chi_{0}\right)$ does not have zeros at $-q^{-1}$ then

$$
\begin{equation*}
P_{\alpha}(k)=\frac{n_{0}}{h} \frac{q^{k}}{k}\left(1-z_{0}^{k}\right)+0\left(\frac{\xi_{0}^{k}}{k}\right), \tag{7.3}
\end{equation*}
$$

where $q^{-1} z_{0}$ is the only zero of some zeta function $Z(y, \chi)$ on the circle $|y|=q^{-1}$ and the character $\chi$ is identically 1 on the $\operatorname{ker}\left(f_{0}\right)$.

This result is a refinement of the result of Halter-Koch and Warlimont and a generalization of a theorem of Indlekofer-Manstavicious-Warlimont [1], i.e., Theorem 5.1.1 of this book.

Zhang [9] has investigated further conditions which lead to type I formations and conclusions like (7.1).
(8.7.3) Theorem. An additive formation $\left(\mathcal{G}, \sim, f_{0}\right)$ is of type I, if any of the following two conditions is satisfied:
(i) There exists constant $B>0$ and $q>1$ such that

$$
\sum_{\alpha \in \Gamma} \sum_{\substack{k \geq 1 \\ k \in f_{0}(\alpha)}}\left(\alpha(k)-\frac{B}{h} q^{k}\right)^{2} q^{-k}<\infty
$$

(ii) There exists constants $B>0$ and $q>1$ such that

$$
\alpha(k)=\frac{B}{h} q^{k}+O_{v}\left(q^{v k}\right)
$$

for every $\alpha \in \Gamma$ and $k \in f_{0}(\alpha)$ with every fixed $v>\frac{1}{2}$. Also, for every character $\chi$,

$$
\liminf _{x \rightarrow q^{-\frac{1}{2}}-}\left(1-q^{\frac{1}{2}} x\right) Z\left( \pm \chi\left(\alpha_{1}^{-1}\right) x, \chi\right) Z\left(\chi^{2}\left(\alpha_{1}^{-1}\right) x, \chi^{2}\right) \leq 0
$$

where $\alpha_{1}$ is an arbitrarily fixed congruence class satisfying $\partial\left(\alpha_{1}\right) \subset$ $1+n_{0} \mathbb{Z}$.

This theorem is a generalization of Theorems 3.5.1 and 3.5.6 together. Both Halter-Koch and Warlimont, and Zhang, also discuss applications to
important special formations arising from algebraic function fields over a finite field.

Lastly, Halter-Koch and Warlimont [1] establish (i) an "Inversion Theorem" to the effect that the conclusions of their prime element theorems for both types of formations are essentially equivalent to Axiom $\mathcal{B}$, and (ii) a "Realization Theorem" showing how to formally construct additive formations satisfying Axiom $\mathcal{B}$ with $\sqrt{q}<s<q$, given any group epimorphism $f_{0}: \Gamma \rightarrow \mathbb{Z} / n_{0} \mathbb{Z}$ of an arbitrary finite abelian group $\Gamma$ onto some quotient group $\mathbb{Z} / n_{0} \mathbb{Z}$ of $(\mathbb{Z},+)$.
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## NOTATIONS

| Notation | Section | Interpretation |
| :---: | :---: | :---: |
| $\mathbb{N}$ | - | the (set of) positive integers |
| $\mathbb{Z}$ | - | the integers |
| Q | - | the rational numbers |
| $\mathbb{R}$ | - | the real numbers |
| $\mathbb{C}$ | - | the complex numbers |
| $\mathbb{Z} / n \mathbb{Z}$ | - | the quotient ring of $\mathbb{Z}$ modulo ideal $n \mathbb{Z}$ |
| $O()$ | - | big oh notation |
| $o()$ | - | little oh notation |
| $\ll$ | - | Vinogradov's notation for $O()$ |
| $\mathcal{G}$ | - | additive arithmetical semigroup |
| $\mathcal{P}$ | - | the primes in $\mathcal{G}$ |
| $\partial$ | - | the integer-valued degree mapping on $\mathcal{G}$ |
| $G^{\#}(n), G(n)$ | - | number of elements of degree $n$ in $\mathcal{G}$ |
| $P^{\#}(n), P(n)$ | - | number of primes of degree $n$ in $\mathcal{G}$ |
| $Z_{\mathcal{G}}(y), Z(y)$ | - | the enumerating, or generating, or zeta function of $\mathcal{G}$ |
| $Z(y, \chi)$ | 8.7 | the zeta function associated with character $\chi$ of additive arithmetical formation $\mathcal{G}$ |
| $\mathbb{F}_{q}$ | $\begin{aligned} & 1.1,2.1,8.1, \\ & 8.5 \end{aligned}$ | the finite field with $q$ elements |
| $\mathbb{F}_{q}[X]$ | 1.1, 2.1, 2.2 | the ring of polynomials in $X$ over $\mathbb{F}_{q}$ |
| $\mathbb{F}_{q}\left[X_{1}, \ldots, X_{k}\right]$ | 1.1 | the ring of polynomials in $X_{1}, \ldots, X_{k}$ over $\mathbb{F}_{q}$ |
| $\mathcal{G}_{q}$ | $\begin{aligned} & 1.1,2.2,8.1 \\ & 8.4,8.5 \end{aligned}$ | the additive arithmetical semigroup of monic polynomials in $\mathbb{F}_{q}[X]$ |


| Notation | Section | Interpretation |
| :---: | :---: | :---: |
| $G_{q}^{\#}(n)$ | 1.1 | number of elements of degree $n$ in $\mathcal{G}_{q}$ |
| $\mathcal{F}_{q}$ | 1.1, 2.1 | the category of finitely-generated torsion modules over $\mathbb{F}_{q}[X]$ |
| $\mathcal{F}_{q}\left({ }^{\prime}\right)$ | 1.1 | number of non-isomorphic modules of cardinal $q^{n}$ in $\mathcal{F}_{q}$ |
| $\mathcal{S}_{q}$ | 1.1, 2.1 | the class of semi-simple $D$-algebras of finite cardinal when $D=\mathbb{F}_{q}[X]$ |
| $\mathcal{S}_{q}(n)$ | 1.1, 2.1 | number of non-isomorphic algebras of cardinal $q^{n}$ in $\mathcal{S}_{q}$ |
| $K$ | 1.1 | the field of algebraic functions in one variable over $\mathbb{F}_{q}$ |
| $\mathcal{G}_{K}$ | 1.1 | the additive arithmetical semigroup of integral divisors in $K$ |
| $\zeta_{K}, \zeta_{K}(z)$ | 1.1 | the zeta function of $K$ |
| D | 1.1 | the ring of integral functions in $K$ |
| $\mathcal{G}_{D}$ | 1.1 | the additive arithmetical semigroup of non-zero ideals of $D$ |
| $\zeta_{D}(z)$ | 1.1 | the zeta function of $\mathcal{G}_{D}$ |
| $\mathcal{F}_{D}$ | 1.1, 2.1 | the category of finitely-generated torsion modules over $D$ |
| $S_{D}$ | 1.1 | the class of semi-simple finite algebras over $D$ |
| $\mathcal{H}_{q, 2}$ | 1.1 | the additive arithmetical semigroup of associate classes of homogeneous polynomials in $\mathbb{F}_{q}\left[X_{1}, X_{2}\right]$ |
| $Z_{q}(y), Z_{D}(y), Z_{\mathcal{F}}(y)$ | 2.1 | generating functions of $\mathcal{G}_{q}, \mathcal{G}_{D}, \mathcal{F}$, resp. |
| $\gamma$ | 1.2, 3.1 | classical Euler constant |
| $\gamma_{G}$ | 1.2 | Euler constant of $\mathcal{G}$ |
| $\gamma_{\mathcal{G}}{ }^{\prime}$ | 1.2 | Euler constant of $\mathcal{G}_{K}$ |
| $\gamma_{\mathcal{G}_{D}}$ | 1.2 | Euler constant of $\mathcal{G}_{D}$ |
| $\gamma_{i}, \gamma_{i}(\mathcal{G})$ | 1.2 | generalized Euler constants of $\mathcal{G}$ |
| $\mathcal{G}_{(k)}$ | 1.3, 4.1, 8.2 | the subset of $k$-free elements of $\mathcal{G}$ |
| $\mathcal{G}_{(k)}$ | 1.1 | the subset of $\mathcal{G}$ of elements coprime to $k$ in $\mathcal{G}$ |


| Notation | Section | Interpretation |
| :---: | :---: | :---: |
| $\bar{f}(n), F(n)$ | 1.3 | summatory function of $f(a)$ with $\partial(a)=n$ |
| $m_{f}, m(f)$ | 1.3, 6.4 | (asymptotic) mean-value of $f$ |
| $\delta, \delta(E)$ | $1.3,4.1,8.2$ | asymptotic density of subset $E$ |
| $f^{\#}(y), \hat{F}(y)$ | $\begin{aligned} & 1.3,6.1,6.2, \\ & 6.3,6.4,6.6 \end{aligned}$ | generating function of $f$ on $\mathcal{G}$ |
| $d_{k}(a)$ | 1.3 | number of factorizations $b_{1} b_{2} \cdots b_{k}=a$ |
| $d_{*}(a)$ | 1.3 | number of divisors $d$ of $a$ for which $d$ and $a / d$ are coprime |
| $\bar{d}(N), \overline{d_{*}}(N), \overline{d_{k}}(N)$ | 2.2 | summatory functions of $d(a), d_{*}(a), d_{k}(a)$, resp. |
| $d^{\#}(y), d_{*}^{\#}(y), d_{k}^{\#}(y)$ | 2.2 | generating functions of $d(a), d_{*}(a), d_{k}(a)$, resp. |
| $\phi_{*}(a)$ | 1.5 | number of elements of the same degree as $a$ and coprime to $a$ in $\mathcal{G}$ |
| $\sigma_{*}(a)$ | 1.5 | sum of degrees of divisors of $a$ |
| $f * g$ | 3.1, 6.1 | convolution of arithmetical functions $f$ and $g$ |
| $L, L f$ | 3.1, 6.1 | differentiation operator on arithmetical functions |
| $\Lambda(a)$ | 3.1 | von Mangoldt function on $\mathcal{G}$ |
| $\bar{\Lambda}(m)$ | - | summatory function of $\Lambda(a)$ |
| $\Lambda^{\#}(y)$ | $\begin{aligned} & 3.1,3.4,3.8, \\ & 5.3 \end{aligned}$ | generating function of $\bar{\Lambda}(m), \Lambda(a)$ |
| $\omega(a)$ | $\begin{aligned} & 3.3,4.1,7.6, \\ & 7.7 \end{aligned}$ | number of distinct prime divisors of $a$ |
| $\Omega(a)$ | 3.3, 4.1 | number of prime divisors of $a$, counting multiplicity |
| $\mathcal{G}_{\text {even }}^{\Omega}, \mathcal{G}_{\text {even }}^{\omega}$ | 4.1 | subsets of elements $a$ of $\mathcal{G}$ with $\Omega(a), \omega(a)$ even, resp. |
| $\mathcal{G}_{\text {odd }}^{\Omega}, \mathcal{G}_{\text {odd }}^{\omega}$ | 4.1 | subsets of elements $a$ of $\mathcal{G}$ with $\Omega(a), \omega(a)$ odd, resp. |
| $\mu(n)$ | - | classical Möbius function |
| $\mu(a)$ | $\begin{aligned} & 4.1,6.5,6.6, \\ & 7.4 \end{aligned}$ | Möbius function on $\mathcal{G}$ |
| $\mu^{\#}(y), M(y)$ | $\begin{aligned} & 2.2,4.1,6.5, \\ & 6.6 \end{aligned}$ | generating function of $\mu(a)$ |


| Notation | Section | Interpretation |
| :---: | :---: | :---: |
| $\mu(n), \nu(n)$ | 8.1 | mean, variance of lengths of unordered factorization on $\mathcal{G}$, resp. |
| $\hat{\mu}(n), \hat{\nu}(n)$ | 8.1 | mean, variance of lengths of ordered factorization on $\mathcal{G}$, resp. |
| $\mu_{D}, \mu_{\mathcal{F}}, \mu_{S}$ | 4.1 | Möbius functions on $D, \mathcal{F} \mathcal{S}$ |
| $\lambda(a)$ | 4.1, 6.5, 6.6 | Liouville function on $\mathcal{G}$ |
| $(\Omega, \mathcal{F}, P)$ | 7.1 | probability space |
| $P(A)$ | 7.1, 7.6 | probability of $A$ in $\mathcal{F}$ |
| $X, X(\omega)$ | 7.1 | random variable on ( $\Omega, \mathcal{F}, P$ ) |
| $\mu(A)$ | 7.1 | distribution or law of a random variable |
| $E X$ | 7.1 | expectation (or mean) of random variable $X$ |
| Var $X$ | 7.1 | variance of random variable $X$ |
| $F * G$ | 7.1 | convolution of distribution functions $F$ and $G$ |
| $F_{n} \Rightarrow F$ | 7.1 | weak convergence of distribution functions |
| $\Phi(x)$ | 7.1 | the standard normal distribution function |
| $\mathcal{P}^{*}$ | 7.4 | subset of $\mathcal{P}$ |
| $\mathcal{S}\left(\mathcal{A}, \mathcal{P}^{*}, w\right)$ | 7.4 | sifting function |
| $\mathcal{S}\left(\mathcal{A}, \mathcal{P}^{*}, r\right)$ | 7.4 | sifting function |
| $f_{r}(a)$ | 7.5 | a truncation of $f(a)$ |
| $\nu(E)$ | 7.5 | additive set function of $E$ |
| $\nu_{m}(P(a, x, m))$ | 7.6 | number of true values of a proposition $P(a, x, m)$ among $a$ with $\partial(a)=m$ |
| $E \otimes F$ | 8.2 | direct factor decomposition |
| $M(B)$ | 8.3 | the subset of elements $b c$ with $b$ in given subset $B$ of $\mathcal{G}$ |
| $\delta(M(B))$ | 8.3 | the asymptotic density of $M(B)$ |
| $\left(\mathcal{G}, \sim, f_{0}\right)$ | 8.7 | additive arithmetical formation |
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[^0]:    ${ }^{1}$ See the bibliography - for simplicity, this book shall be referred to throughout as [ANAL]. However, although for completeness a few academic comparisons with [ANAL] are sometimes included below, a knowledge of or access to [ANAL] is not required for a reading of the new book below.
    ${ }^{2}$ See bibliography - this book will be denoted by [AB].

[^1]:    ${ }^{3}$ Note that, in Axiom $\mathcal{A}^{\#}$, the constant $q$ need not necessarily be a prime-power or an integer. However, little would be lost in assuming $q$ to be a prime-power, since this is the case in all the cited examples.

[^2]:    ${ }^{4}$ Here, and later on, repeated use will be made of the associated power series or generating-function of $f: f^{\#}(y)=\sum_{n=0}^{\infty} \bar{f}(n) y^{n}$ of a given arithmetical function $f$.

[^3]:    ${ }^{5}$ The notation $\ll$ is used here as usual, as a replacement for $O()$.

