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 Preface   

 ‘Do not select cases that do not vary on the outcome; you cannot learn 
anything from them.’ This is one of the main messages that I took from 
my research design course a decade ago, a course that heavily built on what 
is arguably the most influential book on social science methods, King, 
Keohane, and Verba’s (1994)  Designing Social Inquiry . At that point in time, 
as I had completed some statistics education, this advice struck me as quite 
reasonable. How would I do a correlational analysis if the cases do not vary 
on the dependent variable in the first place? In retrospect, I recognize that 
I was fully subscribing to a ‘statistical worldview’ (McKeown 1999) on the 
social and political sphere and on social science methods. However, as is the 
case with many, I was not aware that I had made this subscription, as we did 
not discuss any of the numerous possible responses and replies to  Designing 
Social Inquiry  in the research design course. 

 It was only at the beginning of my PhD studies that a methods work-
shop exposed me to the methods debate that had evolved following the 
publication of  Designing Social Inquiry . In retrospect, these workshops also 
constituted the beginning of my own work on various aspects of social 
science methods and methodology. Appearing after a considerable delay, 
the present book is one major outcome of my engagement with the methods 
literature and will, I hope, also make some contribution to it. (For those who 
might be thinking, ‘Please, not another book doing some infighting with 
 Designing Social Inquiry ’, I can assure the reader that this is not the style of 
my book. Although I periodically draw on  Designing Social Inquiry , this book 
represents a single, though certainly valuable, contribution to the develop-
ment of the social science methods to which I refer in my book.) 

 Many decisions about the structure of a book, its key messages, and so 
on, have to be made in the course of the writing process. In this case, one 
important decision concerned the question of how to handle empirical 
examples. Some people understand arguments on methods better on an 
abstract level and by referring to Y, X1, X2, and so on, while others prefer 
specific empirical examples. I decided to use empirical examples whenever 
possible in order to demonstrate the relevance of my arguments for empirical 
research. To the extent that it is possible, I draw on published studies from 
a wide variety of fields of research. Several notes are in order in relation to 
the cited empirical research (in particular, the researchers that are cited). 
First, some of the studies are not case studies. For instance, Drezner’s (2000) 
study on the enforcement of multilateral economic sanctions relies on a 
regression analysis. Nevertheless, I draw on Drezner’s piece because it is a 
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good example of a study that modifies an existing hypothesis that is flawed 
in some respect. Second, I distinguish between research that aims to build, 
test, and modify a hypothesis (see Chapter 1). In some instances, I discuss 
an empirical study in a different theoretical context so as to clarify an argu-
ment. Again, Drezner’s study can be taken to illustrate this point. Drezner 
notes that an existing explanation of the effectiveness of multilateral sanc-
tions is flawed because the explanation is only sometimes confirmed. He 
then proposes a modified hypothesis and tests it quantitatively. In terms 
of the framework that I introduce in Chapter 1, this is a hypothesis-testing 
study. For purposes of illustration, I present it as an example of a hypothe-
sis-modifying case study, that is, an inductive study at the end of which a 
proposition is modified in light of the collected empirical evidence. 

 Finally, I sometimes needed to fictionalize cases or causes for purposes of 
illustration. In the chapter on cross-case comparisons, I repeatedly rely on 
Eckert’s (2010) case study of delegation in the postal sectors of the United 
Kingdom, Germany, and France. Since I could not show all the arguments 
that I wanted to make with these three cases, I modified the study in various 
ways. For example, one modification involved assuming that the competi-
tiveness of the postal companies in Belgium and Italy was high, which may 
or may not have been the case a decade ago.  

 Of course, this book would not have been possible without the support 
of many people. The biggest thanks go to my wife Stephanie, who has been 
an invaluable support and a source of encouragement throughout my entire 
career. My little son Adrian also must be mentioned, as he did everything, 
in the best and worst ways, to keep me from writing this book. On the 
academic side, I would like to thank Bernhard Kittel for arousing my interest 
in social science methods and, together with Benoît Rihoux, for giving me 
the opportunity to write this book. Hans-Jürgen Andreß, Philipp Genschel, 
and André Kaiser deserve some credit for having given me the opportunity 
to pursue my methodological interests. 

 Many friends and fellows made very helpful comments on various parts of 
the manuscript. I extend my thanks to Derek Beach, Joachim Blatter, Payam 
Ghalehdar, Lukas Haffert, Peter Hall, Annika Hennl, Michael Kaeding, 
Andreas Kammer, David Kühn, Dirk Leuffen, James Mahoney, Alexander 
Reutlinger, Saskia Ruth, Jan Sauermann, André Schaffrin, Carsten Q. 
Schneider, Sebastian Sewerin, Peter Starke, Paul Thurner, Andreas Warntjen, 
Tobias Wickern, Gregor Zons, and Christina Zuber. My thanks go to the 
numerous participants of the following courses that helped me to shape my 
thoughts and constantly revise my perspective on small-n methods: the case 
study courses at the University of Cologne in the winter terms of 2009, 2010, 
and 2011 and the case study courses at ECPR Summer School in Methods 
and Techniques (Ljubljana, 2007–2011). In relation to the summer school 
courses, special thanks go to my teaching assistants Payam Ghalehdar, 
David Kühn, Natasja Reslow, and Christina Zuber, as they kept dragging 
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me into discussions that allowed me see some things more clearly. Finally, 
I want to show my appreciation for the special role that Andreas Kammer, 
David Kühn, and Peter Starke played during the writing process. Whenever 
I was struck with a particular issue and could not get my thoughts straight, 
I could rely on one of the three for a second opinion and to serve as a target 
at which I could shoot thoughts from my hip. 

 On the administrative side, Liz Holwell from Palgrave deserves credit 
for being patient with me and for organizing the publication process very 
efficiently. Ross McCalden and Nancy Deyo provided invaluable language 
assistance. Finally, I applaud my student assistant, Tobias Schafföner, who 
was in charge of editing my manuscript. As can easily be imagined, the 
editing process has many intricacies, both anticipated and unforeseen; Tobi 
managed to master the intricacies successfully and complete the process. 
Needless to say, I am to blame for any errors that remain or misleading 
arguments. 

    



1

     1 
 Introduction   

   There are many different ways to define the social sciences, their aims, and 
the manner in which social and political research should be carried out 
in order to achieve these aims. Some argue that it is possible to discover 
regular patterns in the social and political world by crafting a suitable 
research design and using appropriate methods (King et al. 1994; Mahoney 
and Rueschemeyer 2003a; Pollins 2007). Others contend that there are regu-
larities but that they are impossible to detect because the social world is too 
complex (Bhaskar 1975; Kurki 2007; Lane 1996). Going one step farther, 
some argue that the wwhole concept of thinking in terms of regular cause-
effect relationships is misleading because there are no regularities whatso-
ever. According to this reading, all that the social sciences can and should 
do is reconstruct the intentions and meaning of actor behavior (Ferejohn 
2004; Howe 2011; Jackson 2010, chap. 1). 

 This is, of course, not meant to be more than a sketch of three different 
philosophies of social science, usually broadly referred to as neopositivism, 
critical realism, and constructivism, which certainly do not exhaust the 
range of existing philosophies. Whichever philosophy one ascribes to, it 
is important to reflect on it because of the implications for how empirical 
research should be carried out (Friedrichs and Kratochwil 2009; Hay 2006; 
Jackson 2010; Johnson 2006; Pollins 2007). 

 The intention of this book is to provide a comprehensive elaboration of 
the case study method interested in inferences about regular causal relation-
ships.  1   This means that case studies are based on the ontological premise that 
at least some empirical relationships are regular, that is invariant (regular 
without exception) or at least systematic (regular with exceptions), and that 
one can learn something about these relationships via systematic small-n 
research.  2   An additional implication is that case studies are understood to 
be  theory centered  as opposed to  case centered .  3   A case study is theory centered 
when it contributes to the advancement of general theory; such case studies 
can take any of three different forms (see Section 1.3). (1) An exploratory 
case study can generate conclusions such as ‘In regions with high export 
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rates, there are strong organized business interests pressing regional govern-
ments to promote their exports abroad’ (see Blatter et al. 2010). (2) It can 
test hypotheses such as ‘Regulatory agencies established by governments 
that face political uncertainty are more insulated from political oversight 
than those established under stable regimes’ (see Yesilkagit and Christensen 
2010). (3) It can refine existing hypotheses in order to resolve a puzzle such 
as ‘Why have gender quotas been adopted by parliaments in countries 
where women have a low status?’ (see Bush 2011). These examples show that 
specific cases – for example, the adoption of a gender quota by a national 
parliament in a specific country at a specific point in time – are instru-
mental for producing general theoretical statements extending beyond the 
cases that one examined empirically.  4   

 In case-centered case studies, on the other hand, theory is instrumental 
for the formulation of a comprehensive explanation of a single case. Two 
related features of case-centered case studies are, first, that insights derived 
from the case study are not taken for the advancement of general theory 
and, second, that the explanation formulated for the case at hand is not 
generalized to other cases. 

 This understanding of theory-centered and case-centered case studies 
shows that their underlying goals are compatible. The formulation of general 
inferences on the basis of qualitative case studies does not preclude one from 
also gaining a comprehensive understanding of the examined cases (and 
the other way round). However, it should be clearly understood that the 
focus of this book is on theory-centered case studies aiming at general state-
ments such as the three illustrative ones mentioned above. The emphasis on 
the analysis of regular relationships is also reflected in and accounts for my 
definition of ‘case study’ (elaborated in Chapter 2), which is conceptualized 
as  the   empirical analysis of a small sample of bounded empirical phenomena that 
are instances of a population of similar phenomena . 

 So far, the discussion has referred to general causal relationships as the objects 
of interest. The broad understanding of a regular causal relationship has two 
components that play a vital role in the social sciences and in this book, as well. 
The notion of a regular cause-effect relationship entails that a certain cause (X) 
has a  causal effect  on an outcome (Y) and is connected to it via  causal processes  
and one or more  causal mechanisms  in a specified population of cases (Kühn 
and Rohlfing 2010). There has been ongoing debate in the social sciences about 
what is required for valid causal inference (Beck 2010; Beck 2006; Brady et al. 
2006; Collier et al. 2010; Gerring 2010); that is, the generation of correct claims 
that a certain factor is indeed a cause of a given outcome. 

 In principle, a well-crafted design allows it to generate causal inferences by 
finding evidence for the systematic effect of a cause (Woodward 2011). This 
is particularly pertinent to experiments that allow for the randomization of 
the treatment to units (Morton and Williams 2010, chap. 2), as randomiza-
tion allows one to eliminate the effects of potential confounders. As is well 
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known, however, causal inference is much more protracted in observational 
research because of the inability to engage in randomization (Przeworski 
2007). Moreover, causal inference via the analysis of causal effects falls short 
of offering a causal explanation of  why  an outcome occurs, that is, it remains 
unclear as to what the causal process and mechanism are that underlie the 
effect and tie the cause to the outcome (Dessler 1991).  5   Because of the prob-
lems of causal inference from the analysis of causal effects alone and the 
additional merit of explaining phenomena, there is an emerging consensus 
that causal analysis best combines inquiries into causal effects and causal 
mechanisms alike (Cartwright 2004; Hedström and Ylikoski 2010; Johnson 
2006; Lipton 1991, 32; Waldner 2007, 145–6).  6   The joint focus on effects and 
mechanisms has been also referred to as  integrative theory  (Dessler 1991) as it 
blends the two facets of causal relationships into one theoretical account. 

 This twofold perspective on causal relationships and inference permits it 
to concretize the major goal of this book, which is to evaluate the poten-
tial of qualitative case studies for the advancement of general theory by 
the generation of inferences about causal effects and causal mechanisms. 
In fact, the case study is the only method that allows one to approach an 
empirical phenomenon from two sides simultaneously.  7   Of course, the 
opportunity to examine causal effects and mechanisms does not speak to 
the degree to which small-n research is able to generate valid integrative 
theories. In order to shed light on this issue, the following chapters include 
a systematic discussion of all salient stages of the research process wherein 
case studies create specific challenges. These stages concern case selection, 
comparisons, process tracing, the actual generation of inferences on causal 
effects and mechanisms, and the generalization of these inferences to other 
cases in the population.  8   In order to lay the groundwork for these chapters, 
the following sections develop an integrative framework that serves as a 
template for the discussion of the case study method.  

  1.1 An integrative framework for case studies 

 The discussion of the case study method settled in a regularities perspective 
does not mean that all ontological and epistemological issues are settled. 
The ontological premise that empirical relationships are regular still allows 
for diverse views on a multitude of salient aspects (Jackson 2010, chap. 3). 
Among researchers who share a belief in regular social phenomena, there 
is a long-standing and vibrant discussion about causal inference along the 
dimensions of qualitative versus quantitative research and large-n versus 
small-n research (Mahoney 2010; Prakash and Klotz 2007). Given this 
discussion and the increasingly rich body of literature on small-n methods, 
one may wonder whether there is still much left to say about case studies. 
Considering the last decades (Collier 1993) and the last 15 years in partic-
ular (Mahoney 2010), the case study method made a huge leap forward. 
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Just to mention a few aspects, there is now a much greater awareness of the 
distinct features of research concerning necessary conditions (Braumoeller 
and Goertz 2000; Goertz and Starr 2003b), temporality (Büthe 2002; 
Grzymala-Busse 2011), the combination of set relations and temporality 
(Mahoney et al. 2009), case selection (Collier and Mahoney 1996; Seawright 
and Gerring 2008), and the use of sources (Lustick 1996; Thies 2002). 

 Certainly, the treatment of these and other topics contributed to the 
development of the case study method. At the same time, they led to a 
remarkable expansion of the field and to the formulation of seemingly 
contradictory arguments that may leave empirical small-n researchers 
a little bit puzzled. For instance, research advocating process tracing and 
causal mechanisms is a growth industry (for example, Checkel 2008; Falleti 
and Lynch 2008; Falleti and Lynch 2009; George and Bennett 2005, chaps 
7 and 10; McAdam et al. 2008; Tilly 2004), yet we also find the opposing 
claim that mechanisms are not needed for causal inference (Gerring 2010). 
Similarly, we find pleas for the adoption of an experimental (i.e., correla-
tional) perspective (Gerring 2007a, chap. 6) and a set-relational perspective 
on causation (George and Bennett 2005, chap. 11), two perspectives that are 
very difficult if not impossible to reconcile (see Section 2.4 and Ragin 1981; 
Ragin and Zaret 1983). 

 In light of this heterogeneity in the field, the goal of this book is the 
formulation of an integrative framework that allows for a self-contained and 
balanced discussion of causal inference via case studies. Four dimensions 
discussed in more detail in the remainder of this chapter constitute that 
framework.  9   First, the  research purpose , or  goal , of a case study can be the 
formation of an entirely new hypothesis, a plain test of a hypothesis, or the 
refinement of a hypothesis. Second, the  level of analysis  can be the cross-case 
level and/or the within-case level. A case study interested in the within-case 
level is concerned with causal mechanisms and processes, while a cross- 
case study aims to infer whether a given factor has a causal effect and, if 
it does, of what sort it is. The third dimension is specifically related to the 
cross-case level and covers the  nature of the causal effect . The question that is 
central to this dimension is whether the effect of a cause on an outcome is 
assumed to be correlational or set relational.  10   Fourth and specifically related 
to case studies that test hypotheses, one can rely on both  frequentist  and 
 Bayesian  modes of causal inference. Frequentism means that causal infer-
ences are based only on the number of collected observations that are and 
are not in line with a given hypothesis. In contrast, Bayesianism asks for the 
likelihood of collecting specific observations prior to the empirical analysis. 
Confidence in a hypothesis is then updated, depending on how possible it 
was to gather the observations that one actually collected in the empirical 
analysis. 

 The application of these four dimensions to different stages of the 
research process distinguishes the present book from discussions that 
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tend to segment the field and focus on the practice of small-n research. 
For instance, one finds the distinction between a covariational approach, 
a causal process tracing approach, and a congruence approach in small-n 
research (Blatter and Blume 2010). In light of the framework underlying 
the present book, this threefold distinction artificially separates elements 
of empirical research that can go together. For instance, covariational case 
studies as one form of cross-case analysis are separated from process tracing. 
In contrast, the comprehensive approach that underlies the following chap-
ters allows for the viable combination of both elements in a stand-alone case 
study, which is, in fact, common in empirical research (see, for example, 
Lieberman 2009; Ziblatt 2009). Moreover, the covariational approach 
contrasts with the assertion that most small-n research takes a set-relational 
view on causation (Goertz and Mahoney 2012; Mahoney and Goertz 2006). 
At the same time, however, set-relational reasoning might dominate small-n 
research (Mahoney and Terrie 2008), but this is only a matter of practice 
and should not conceal that the case study method permits it to generate 
correlational or set-relational inferences and that both cross-case inferences 
can coincide with process tracing and the analysis of temporality and causal 
mechanisms. The integrative perspective that is taken here aims to work 
against the segmentation of the field by offering a comprehensive discussion 
of the case study method and its potential for rigorous causal inference. 

 The four-dimensional framework underlying this book does not aim to 
synthesize the multitude of arguments on small-n research. In fact, one 
major insight is that there are noteworthy differences between the ways in 
which case studies can be implemented. A single best case study method 
and way to perform empirical small-n research do not exist; but there are 
various equally viable ways to complete case studies. The application of the 
four dimensions to all research stages shows that their interplay is crucial to 
shaping both the research design and the route case study researchers should 
take in their empirical analysis and in the generation of causal inferences. 
The integrative framework thus sorts the field of case study research and 
methods without segmenting it into different camps, paradigms, and so on. 

 Sorting the field without segmenting it yields the additional benefit of 
highlighting the differences and, more importantly, commonalities among 
the various ways of doing case study research. As is elaborated on in more 
detail below, a balanced discussion of the case study method shows that 
small-n research faces similar challenges regardless of where a given analysis 
is located in the four-dimensional framework. 

 In addition to this, the integrative approach yields benefits by clarifying 
the current state of the methodological debate and pointing to some incon-
sistencies and blind spots. For instance, one generally finds the distinction 
between case studies that test hypotheses and that build hypotheses via 
exploratory process tracing (Beach and Pedersen, 2012; George and Bennett 
2005; Mahoney 2010). The latter category lumps together what I refer to 



6 Case Studies and Causal Inference

as case studies that build new hypotheses from scratch and that address 
puzzling cases in order to refine existing propositions. The following chap-
ters show that it is important to keep the two theoretical goals separate 
because they differ in important respects related to case selection and 
comparison, for example. Since puzzle solving and the analysis of hitherto 
unexplored phenomena are generally taken as the key domains of qualita-
tive case studies (Eisenhardt 1989; Gerring 2004; Odell 2004), it is unfor-
tunate that the implications of the two research goals for the case study 
method have not been sufficiently spelled out so far. 

 Moreover, what seems to be a contradiction in the debate (e.g., as regards the 
inferential value of single-case studies [Gerring 2004; Rueschemeyer 2003]) 
often proves to be a different perspective on the same issue – for example, 
the nature of the causal effect in terms of correlations and set relations.  11   One 
central premise of this book is that the method and the research design should 
follow theory and ontological premises about how the social and political 
world works (Hay 2006). Once one allows ontology and theory to play that 
role, it becomes evident that there are many ways to do case studies. 

 Finally and on a more general level, the application of the integrative 
framework to the case study method shows that one should beware of formu-
lating and following seemingly hard-and-fast rules. The debate about the 
case study method is rife with misconceptions derived from the transfer of 
principles from a context in which they make sense to another where they 
are misplaced. Arguably, the most famous example is the admonition of 
King, Keohane, and Verba (1994, 147–9) not to select cases that lack variance 
on the outcome. This case selection strategy must be avoided if one aims to 
test a hypothesis that postulates a correlation between cause and outcome, 
which is King et al.’s key concern. In response to this claim, though, it has 
been repeatedly and correctly argued that no variance on the outcome can 
have inferential merit (Collier and Mahoney 1996) and that it is particu-
larly warranted if one is interested in necessary conditions (Braumoeller 
and Goertz 2000; Dion 1998). However, the widely upheld principle that 
research on necessary conditions requires invariance on the outcome falls 
short of being a universal principle, too. As is shown in detail in Chapter 5, 
small-n research that aims to solve the puzzle of why the outcome occurs in 
the absence of a necessary condition must do more than achieve invariance 
on the phenomenon of interest. A systematic elaboration of the interplay 
between the four dimensions guides empirical researchers through their 
analyzes and avoids the production of invalid causal inference by following 
fallacious hard and fast rules.  

  1.2 Two problems for causal inference and two solutions 

 On one hand, the framework that underlies this book is salient for the 
proper realization of empirical case studies. On the other, an examination 
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of the case study method along the four dimensions shows that it faces 
two uniform problems regardless of the location of a small-n analysis in 
this framework. First, an indeterminacy problem plagues the formulation of 
inferences that exhibit  internal validity . Indeterminacy means that multiple 
inferences can make equal sense of the same empirical phenomenon (Collier 
et al. 2004c, 47). For instance, the hypothesis that a democratic dyad goes 
along with peace is indeterminate as regards the underlying determinants 
of this outcome because multiple mechanisms such as norms and domestic 
institutional constraints can account for this cross-case regularity (Rosato 
2003). Second,  external validity  is questionable because of the generalization 
of causal inferences from a small number of examined cases to, probably, 
many cases that one did not study. 

 These two conclusions may come as no surprise because similar criticisms 
have been raised before vis-à-vis the case study method (see, for example, 
Lieberson 1991; Steinmetz 2004; Zelditch 1971). However, it should be noted 
that there are two salient differences between the arguments made in the 
literature and those made in this book. First, some of the earlier critiques 
were based on misleading or incomplete characterizations of the case study 
method, partly owing to the transfer of the template of quantitative research 
to the realm of qualitative case studies (Collier et al. 2004a). In contrast, my 
conclusions are derived from a small set of premises that are, in my reading, 
widely shared in the case study literature to which I refer. The fundamental 
assumption is that there are regularities that can be detected in empirical 
research, a premise that is shared with quantitative research (Jackson 2010, 
chap. 3). Unless one is able to analyze all cases in the population, this 
assumption accounts for the generalization problem because one generates 
inferences for more cases that one could examine empirically. 

 The diagnosis of an indeterminacy problem is equally based on two widely 
held premises: different causes can produce the same empirical phenom-
enon, which is known as equifinality, and multiple causes can interact in 
generating the outcome, also referred to as conjunctural and configurational 
causality. Without both assumptions, one makes the strong and usually 
hard-to-defend assumption of monocausation (Franzese 2008), meaning 
that there is only a single cause that can bring about the outcome.  12   There 
may be phenomena that can be explained in monocausal terms, but it is 
much more compelling to presume that equifinality and interaction effects 
are pervasive in the social world (Bennett and Elman 2006, 457; Checkel 
2008, 126; Gerring 2007a, 61; Mahoney 2007b, 135). This premise, in my 
view, is reflected in the laudable development of social science theory. For 
instance, instead of arguing that only power or norms or agency or structure 
or a single institution matters for a given outcome, it is now widely acknowl-
edged that structure  and  agency matter (Sil 2000), that actor behavior is 
shaped by material interests  and  norms  and  beliefs (Hall 2008), and that 
multiple institutions jointly structure the opportunities that are available to 
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actors (Kaiser 1997; Lijphart 1999; Tsebelis 2002).  13   While this development 
of social science theory is appealing, as it moves away from the assumption 
of monocausation, it will become apparent in later chapters that this comes 
at the cost of manifest problems for causal inference in case studies (and 
empirical research more generally). 

 The second aspect in which this book differs from similar evaluations of 
the case study method is related to the potential of small-n research for causal 
inference. Notwithstanding the two problems that one confronts, I claim 
that there is neither need to disavow the case study method nor to declare 
case studies inherently deficient. Small-n studies can play an important 
role in the advancement of knowledge in the context of research interested 
in regularities. In particular, one can rely on two tools for strengthening 
internal and external validity. First, as regards internal validity, more elabo-
rate theory can help to reduce the number of causes that one has to include 
in the analysis and the range of interaction effects that are logically possible 
(Dür 2007a), thereby diminishing indeterminacy. Second, the transfor-
mation of potential causes into scope conditions eases the indeterminacy 
problem. Scope conditions, also known as boundary conditions, delineate 
the domain within which a specific causal relationship is expected to exist 
(Walker and Cohen 1985). The transformation of causes into scope condi-
tions reduces indeterminacy because the latter specify only the domain for 
which hypotheses and causal inferences are supposed to hold true. They are 
not part of the actual empirical analysis and are nor directly factored into 
the causal inferences. Furthermore, additional scope conditions increase 
the homogeneity of cases because they are members of the population only 
when meeting each of the specified scope conditions. This means that the 
more scope conditions one specifies, the less need there is for control of 
potential causes in the actual empirical analysis. 

 With regard to generalization, second, the transformation of causes into 
scope conditions is equally viable to promote external validity simply 
because the size of the population decreases as the number of scope condi-
tions increases. This means that the ratio of examined to nonexamined cases 
becomes more favorable and claims of external validity more credible. 

 On the downside, one may counter that invoking more scope condi-
tions means a diminished size of the population and that causal inferences 
cover fewer cases, and so, the empirical analysis becomes less interesting. In 
essence, one faces a trade-off here between one’s confidenc in the internal 
and external validity of causal inferences, on the one hand, and the breadth 
of inferences in terms of the number of cases, on the other. Every case study 
researcher has to decide where to position the case study in this trade-off. 
From the perspective of causal inference, though, there are clear benefits to 
many scope conditions and few cases. 

 Furthermore, when one invokes scope conditions for the improvement 
of internal and external validity, it seems to be that study researchers are 
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condemned to study small populations. However, this impression would be 
incorrect. As is explained in Chapter 9, the strategy of  layered generalization  
allows one to gradually relax boundary conditions in a systematic manner and 
thereby adds one small layer of cases after another to the original population. 
At every round of the generalization stage, this strategy permits one to keep the 
external validity problem within acceptable limits and to increase, in a step-
wise fashion, the number of cases to which causal inferences are extended. 

 The application of these instruments certainly does not eliminate all infer-
ential problems that one confronts in small-n research, and some uncertainty 
always remains in producing causal inferences (King, Keohand, and Verba 
1994, chap. 1). However, compared with case studies that rely on weak theory 
and aim for sweeping generalizations, one can diminish the challenges and 
substantially improve causal inference and generalization. The case study 
method therefore can be used for the building, testing, and modification of 
hypotheses on causal effects and causal mechanisms, and so, claims about 
the inferiority of small-n research or its abandonment are misplaced. 

 In the remainder of this chapter, I discuss each of the four dimensions 
that constitute the integrative framework in more detail so as to lay the 
foundations for the subsequent chapters. The introduction concludes with 
an outline of the book in which I present some of the key arguments in each 
chapter.  

  1.3 Three types of theory-centered research goals 

 In theory-centered research, one can distinguish designs that aim to build, 
test, or modify one or multiple hypotheses.  14   The three types of research 
aims can be distinguished according to two criteria. First, the case study 
is or is not built on an existing body of theory. Second, precise, testable 
hypotheses are formulated prior to or after the empirical analysis. The inter-
section of the two criteria creates the matrix presented in Table 1.1.      

 A case study builds a hypothesis from scratch if one does not draw on 
an elaborated body of theory and when one develops a hypothesis only 
after exploratory process tracing has been performed. Such case studies 
are particularly warranted for the analysis of new empirical developments 

 Table 1.1     Three theory-centered research goals 

   Hypothesis is formed  

   After empirical analysis   Before empirical 
analysis 

 
Existing theory on 
which one builds 

 No Building hypothesis
 
Testing 
hypothesis  

 Yes Modifying hypothesis
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about which not much is known (Eisenhardt 1989, 532), for example, inter-
national negotiations about climate protection or the sources and effects of 
international criminal courts of justice. The social sciences offer theoretical 
frameworks such as rational choice and interpretivism that one can use for 
the formulation of testable hypotheses (Rueschemeyer 2009). However, the 
point is that no off-the-shelf hypotheses exist and one does not formulate 
any hypothesis in advance of the empirical analysis. One or multiple test-
able hypotheses come into existence only at the end of the case study, once 
empirical evidence has been collected and used to formulate propositions. 

 A hypothesis-testing case study puts to scrutiny a hypothesis that is specified 
in advance of the empirical analysis. Whether the prior state of theory is weak 
or strong is not relevant as long as one formulates a testable proposition prior 
to the collection and evaluation of data.  15   Although the use of case studies 
for the testing of hypotheses is disputed (King et al. 1994, 208–13; Steinmetz 
2004), one finds countless empirical case studies that test propositions. 

 A case study is engaged in the modification of a hypothesis when it aims to 
improve a hypothesis that turned out to be deficient in previous research.  16   
Quite often, researchers are motivated by the presence of a puzzle deserving 
a closer analysis (Alvesson and Karreman 2007; Grofman 2001); that is to 
say, one is modifying the hypothesis in the light of which a case represents a 
puzzle. Such a puzzle can be the observation of risky political reforms because 
such reforms create short-run costs and long-term benefits that political 
actors with short time horizons should eschew (Jacobs 2008; Vis 2009). 

 More precisely, modifying a hypothesis means adapting the original 
hypothesis by adding a cause so as to improve its performance (see Chapter 
4). Drezner’s (2000) analysis of effective economic sanctions is an example 
of this form of modification. Drezner notes that multilateral sanctions are 
sometimes effective and sometimes not, and this is the puzzle that he aims 
to solve. He does so by demonstrating that multilateral cooperation is effec-
tive only when it is supported by an international organization that enforces 
the sanctions. The original hypothesis ‘Economic sanctions are effective 
when they are multilateral’ is therefore transformed into the proposition 
‘Economic sanctions are effective when they are multilateral and if the 
sanctions are enforced by an international organization’. 

 Somewhat strikingly, there is a mismatch between the degree to which case 
studies are seen as suitable for each of the three research purposes and the 
extent to which they have been discussed before in the literature. There is 
hardly any disagreement across disciplines that case studies are appropriate 
for exploratory purposes, that is, the formation and refinement of hypoth-
eses (Beck 2010; Eisenhardt 1991; Eisenhardt 1989; Flyvbjerg 2006; Gerring 
2004; Ichniowski and Shaw 2011; Odell 2004, 66–7; Stryker 1996). On the 
other hand, it is strongly disputed whether case studies can be used to test 
hypotheses (Odell 2004, 70). Some scholars clearly argue in favor of hypoth-
esis-testing small-n research (Anckar 2008; Bennett 2005; Savolainen 1994; 
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Seawright and Gerring 2008), while others are much more skeptical and deny 
the utility of case studies for this purpose (Beck 2006; Munck 2005). 

 The fact that the discussion of hypothesis-testing case studies has been a 
‘battlefield’ (Kittel 2005) for decades now may explain why much thought 
has been invested in this research purpose. Moreover, one may believe that 
an in-depth discussion of case studies on the formation and refinement of 
hypotheses is not necessary, as these are exploratory endeavors that do not 
require many principles. This would be a misleading impression, though, 
because the research-design tasks that one confronts in small-n research are 
very similar across all three research goals. Figure 1.1 highlights this through 
the comparison of the stylized research process for each research purpose.      

 All three variants of theory-centered case studies necessarily start with 
the formulation of concepts (Sartori 1970). Small-n research testing hypoth-
eses proceeds with the specification of at least one proposition, while the 
hypothesis-modifying variant identifies the hypothesis deserving improve-
ment. Subsequently, all case studies continue with the choice of cases and 
the empirical analysis, which is exploratory in hypothesis-building and 
hypothesis-modifying research and confirmatory otherwise. The final step 
involves the evaluation of the collected evidence in order to develop or 
modify a hypothesis or to evaluate the veracity of a hypothesis that was 
derived at an earlier stage.  17   

 Comparison of the three types of research goals shows that they have to 
address very similar tasks. In light of this insight, one can imagine that case 
studies focused on the formation and modification of hypotheses do follow 

Building hypothesis

Formulating concepts

Selecting cases

Exploratory empirical 

analysis

Formulating hypothesis

Testing hypothesis

Formulating concepts

Formulating hypotheses

Selecting cases

Confirmatory empirical

analysis

Evaluating hypothesis

Modifying hypothesis

Formulating concepts

Choosing hypothesis

for modification

Selecting cases

Exploratory empirical

analysis

Refining hypothesis

 Figure 1.1      The research process for three theory-centered research goals  
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guidelines and principles as well. As will become clear throughout the 
book, genuine hypothesis-building case studies are particularly demanding 
because the basis for tests and modifications of hypotheses is theory. Theory 
is necessarily weaker for case studies that set out to generate new hypoth-
eses in the first place. However, this does not imply that ‘anything goes’, as 
there are rules that distinguish better from worse exploratory case studies. 
Furthermore, a principle-based implementation of hypothesis-building case 
studies is important because it lays the best possible foundation for subse-
quent tests of propositions. This is not to say that nonstandardized small-n 
research is useless, as it is likely to lead to some interesting insights from 
which hypothesis-testing research can benefit. However, rigorously crafted 
case studies that build hypotheses make it much easier to test them in a 
follow-up study.  

  1.4 The cross-case level and the within-case level of analysis 

 It is essential to be clear about one’s research purpose at the outset of a case 
study, but the research goal alone does not tell us anything about the level 
of analysis on which the case study operates. Here, ‘level of analysis’ refers 
to the level that is of theoretical interest and not the level on which the 
empirical analysis is located (see below). The two available levels of analysis 
thus understood are called the cross-case level and the within-case level.  18   
In general, the cross-case level is the level on which a causal effect is theo-
rized and examined, while the within-case level is concerned with causal 
mechanisms and causal processes (also called causal chains). Depending on 
the definition of causal mechanism, a within-case analysis is not necessarily 
dealing with processes and mechanisms at the same time, but can also focus 
on either of the two. In a within-case study of causal mechanisms, one asks 
what the factor or factors are that produce the cross-case relationship. An 
inquiry into causal processes is focused on a sequence of intervening factors 
that elucidate step by step how the cause brings about the outcome (see 
Section 2.2 and Chapter 6). 

 The link between the two levels and components of causal relationships 
can be exemplified with democratic peace theory, which tries to explain 
why two democracies – a democratic dyad – are almost certain to maintain 
peaceful relations (Rosato 2003). The central cross-case hypothesis of demo-
cratic peace theory simply states that two democracies are at peace with each 
other. The hypothesis is about the causal effect of a democratic dyad on the 
nature of foreign relations between the two countries in terms of war and 
peace. 

 A within-case hypothesis of the democratic peace phenomenon could 
specify the mechanism that explains why two democratic countries refrain 
from fighting each other, a question left implicit by the cross-case proposi-
tion. One possible mechanism could be ‘commitment to democratic norms’, 
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as this entails that the political elite is committed to peaceful conflict reso-
lution and trusts that other countries adhere to the same principle. The 
within-case analysis then serves to deliver observations that support this 
proposition, for example, by the analysis of internal documents on the deci-
sion-making process and interviews with members of the political elite. An 
observation that corroborates the within-case hypothesis might be a state-
ment by a politician: ‘We decided not to escalate the crisis with the other 
democracy because we knew that we could trust that they wouldn’t opt for 
escalation either.’  19   

 A hypothesis on the causal mechanism does not necessarily imply an 
expectation about the causal process. In this example, the mechanism 
‘commitment to democratic norms’ leaves implicit the precise sequence of 
events in which a democratic dyad brings about peace. Events that could 
constitute a causal chain and inform causal inference on the process 
could be the mobilization of the military in response to increasing tension 
between the two countries, public demonstrations for peace, cabinet delib-
erations about the proper course of action, a summit in which the leaders 
of both countries meet, and so on (see Chapter 6). The democractic peace 
example demonstrates that it is analytically useful to distinguish between 
the cross-case level and causal effects, on the one hand, and the within-case 
level and causal mechanisms and processes, on the other, as doing so allows 
one to examine the democratic peace phenomenon from two different but 
complementary angles (Gerring 2005; Runde and de Rond 2010). 

 Equally important is the fact that even if the case study has a theoretical 
focus on one level, the other level also plays a vital role in the course of 
the case study. The varying roles that the cross-case and within-case levels 
might play can be described as a  means-end relationship . The theoretical level 
of analysis corresponds with the theoretical end. The respective other level 
then constitutes the empirical means for achieving the theoretical end. 
Table 1.2 provides a sketch of the functions that the cross-case and within-
case levels play if both are the end, or if one level is the theoretical end and 
the other one the empirical means.

The upper-right cell captures a constellation wherein the cross-case level 
is instrumental for the choice of cases for process tracing. Using the example 
of democratic peace theory, it is valuable to develop and/or test a within-
case hypothesis that sheds light on why the democratic peace phenomenon 
exists. The theoretical end of such a study is therefore on the within-case 
level. But the cross-case level remains relevant because it is an empirical 
means for the within-case analysis in that it provides the basis for case selec-
tion.  20   As regards democratic peace theory, for instance, assume that you 
hypothesize that democratic norms are the mechanism accounting for peace 
among democracies. To test this hypothesis, one first has to identify two 
democracies that are at peace with each other because the selected case may 
otherwise be theoretically irrelevant (e.g., a nondemocratic dyad at war).      
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 The lower-left cell includes the reverse means-ends relationship where 
the theoretical end is to discern what the causes for a given outcome are 
and what their causal effect is. A qualitative within-case analysis is the 
empirical means because exploratory process tracing can hint at possible 
causes and their effect on the outcome. On the basis of the process 
tracing evidence, one might also conjecture about the causal mecha-
nisms and processes that underlie the cross-case relationship. In prin-
ciple, though, one can confine the within-case analysis to an instrument 
serving to generate a cross-case inference that a cause is or is not tied to 
the outcome. 

 Moreover, a within-case analysis presents the means for a cross-case anal-
ysis when it is difficult to assign a score to the cause and/or the outcome 
(Mahoney 2010, 125–8). For example, take Dür’s cross-case hypothesis, that 
increased exporter lobbying prompts a government to negotiate a liberal-
izing trade agreement with a foreign country (2007b, 458). In this instance, 
the cause – an increase in lobbying activities – is notoriously difficult to 
measure with off-the-shelf indicators. In order to obtain a measure for 
lobbying intensity, Dür does a within-case analysis by consulting records of 
the US Congress and counting the number of exporters that gave testimony 
in its trade policy hearings. 

 The upper-left cell of Table 1.2 refers to the assessment of a  causal explana-
tion  in the event that both the cross-case and within-case level constitute 
the theoretical end. In such analyzes, the cross-case level is also necessarily 
the empirical means for the within-case level, and vice versa. The lower-
right cell of the table is left blank because it is impossible for the cross-case 
and the within-case level to represent only a means. If the case study has 
a theoretical ambition, which I suppose in this book, one of the two levels 
must capture the theoretical end of the analysis. 

 Building on the three types of means-ends relationships, it is now possible 
to derive six generic forms of case studies. The six types are obtained by 

 Table 1.2      Ends and means of   cross-case and   within-case levels  

   Cross-case level 

   End  Means 

 
 

Within-case level 

 End Cross-case and 
within-case analysis

 Case selection for 
 within-case 
analysis 

 Means  Establishing link 
between cause and 
outcome, or   scoring of 
cause/outcome on 
cross-case level 

–
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intersecting the three variants in Table 1.2 with the common distinction 
between single-case and comparative case studies. In the analysis of single 
cases as well as in comparative small-n research, it is feasible to have either 
the cross-case level or the within-case level as the theoretical end or to 
aim for an integrative analysis and theory. Altogether, this produces six 
generic forms of case studies (Table 1.3): single cross-case studies,  21   single 
within-case studies, cross-case comparisons, within-case comparisons, 
and integrative single- and comparative-case studies. In this book, ‘case 
study’ is therefore broadly defined and so subsumes a class of six designs 
dealing with different levels of analysis and numbers of cases.       

  1.5 Correlational v. set-relational causation 

 The third dimension important to consider in case study research pertains 
to the distinction between correlational and set-relational causal effects. 
This dimension constitutes a cleavage within the social sciences, as correla-
tions and set relations represent two fundamentally different perspectives 
on what type of effect a cause has on an outcome. The distinction between 
correlations and set relations cuts across the more established differentia-
tion between large-n and small-n research (see Beck 2010, 2006; Brady et al. 
2006; Collier et al. 2010; Mahoney and Goertz 2006; Onwuegbuzie and 
Leech 2005; Prakash and Klotz 2007).  22   Thus, the ontologically grounded 
belief in a covariational or set-relational causal effect is independent of the 
number of cases one examines, and so, one can take two different perspec-
tives on causal effects in case study research. 

 The differences between the two conceptions of causal effects can be 
exemplified with a case study seeking to explain the level of tariffs on agri-
cultural imports in OECD countries (see Park and Jensen 2007). Assume that 
the tariff level hinges on the agricultural producers’ capacity to organize for 
collective action, as this is directly related to lobbying success. Owing to 
the different nature of correlational and set-relational effects, this general 

 Table 1.3      Six generic types of case studies  

 Level of analysis 

   Cross-case  Within-case  Both together 

 

 
 Number of 
cases  
 

 One Single cross-
case study

Single 
within-case 
study

Integrative 
single-case study

 More than one Cross-case 
comparison

Within-case 
comparison

Integrative 
comparative case 
study
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expectation can be translated into two dissimilar hypotheses. In a corre-
lational view, one hypothesizes that the higher the producers’ degree of 
organization, the higher the tariffs on agricultural imports. In other words, 
the relationship is expected to be symmetric; tariffs increase as the level 
of organization increases and decline as the level of organization declines. 
In contrast, a set-relational hypothesis (stipulating a sufficient condition) 
posits a link between a high degree of producers’ organization and high 
tariff levels. The implication that one is neither interested in the conse-
quences of low levels of organization nor the determinants of low tariffs 
highlights the  asymmetric  nature of set relations (Grofman and Schneider 
2009, 662). 

 The correlational and set-relational formulations of an effect of organi-
zational capacity on tariff levels have apparent theoretical implications 
because they entail different causal inferences. Furthermore, in order to be 
able to generate valid cross-case inferences, it is mandatory to consider the 
implications of correlational and set relationships on the proper realization 
of case studies. One central goal of this book is to elaborate on these impli-
cations at various stages of the research process. Of course, covariational 
and set-relational causation figure prominently in the existing literature 
on the case study method (for example, George and Bennett 2005; Gerring 
2007a; Goertz 2003). However, what was heretofore missing was a system-
atic and comparative clarification of the way in which covariational and set-
relational small-n research ought to be implemented. Instead of choosing a 
side in the ontological dispute about whether correlations or set relations 
govern in the social world, I follow the principle that method should follow 
theory and aim to detail how to proceed in case study research  if  one adopts 
one conception of causal effects or the other.  

  1.6 Frequentist v. Bayesian causal inference 

 A final, salient distinction that pertains to hypothesis  tests  concerns the 
mode of causal inference in terms of frequentist versus Bayesian causal infer-
ence (Bennett 2006). Pending a more detailed discussion of the two modes 
in Chapter 8, they can be distinguished along three interrelated criteria 
(Table 1.4) (Howson and Urbach 2005; Bennett 2008).      

 The first element is epistemological and concerns the basis for the genera-
tion of causal inferences. In frequentist case studies, a hypothesis is judged 
on the basis of the number of observations that support and contradict it. 
Bayesian case studies, on the other hand, also emphasize the ‘probative 
value’ or expectability of an observation (Bennett 2008, 711), that is, how 
 likely  it is to collect in light of the hypothesis under scrutiny. 

 In order to illustrate this difference, assume that one aims to explain why 
some EU member states fail to transpose European directives within the 
mandated period of time (for example, Kaeding 2008). According to one 
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line of reasoning, the misfit between the content of the directive and the 
national law(s) concerned by the directive can account for a delayed trans-
position because high misfit entails large adaptation costs. A frequentist 
case study might focus on a case where the misfit between the national law 
and the directive was high. The case study would consist of interviews with 
public officials and the analysis of primary documents in order to discern 
whether misfit and concerns about adaptation costs due to the transposition 
of the directive explain the huge delay. 

 A case study researcher thinking in Bayesian terms would criticize this 
case study because high misfit made it very likely that the within-case anal-
ysis delivered confirming evidence. Consequently, a Bayesian case study 
would focus on a case where a small misfit goes along with a huge delay. 
The rationale is that a minor misfit implies low adaptation costs that are 
unlikely to produce a massive delay in the transposition of directives. If 
interviews and primary sources nevertheless point to the eschewal of adap-
tation costs as the source for delay, this surprising finding leaves one with 
more confidence in the misfit hypothesis than in the frequentist case study 
(but see Chapter 8). 

 The second criterion pertains to the question that one asks with respect to 
the gathered evidence and the hypothesis. Frequentist case studies consider 
how likely it was to collect the observations that were assembled, given the 
assumption that the null hypothesis is correct. This means that the more 
observations are in line with the hypothesis, the less likely it is that the 
empirical evidence is attributable to chance. Bayesianism takes the opposite 
perspective and asks how likely it is that the hypothesis is correct given 
the collected evidence. Much as in quantitative research (Schrodt 2010), 

 Table 1.4      Frequentist and Bayesian causal inference  

 Mode of causal inference 

 Frequentism  Bayesianism 

 Empirical basis for 
inferences 

Number of confirming and 
disconfirming observations

Likelihood of confirming 
and disconfirming 
observations

 Central question How likely is it to collect the 
evidence, given the assumption 
that the null hypothesis is correct?

How likely is it that the 
working hypothesis 
is correct, given the 
collected evidence?

 Feasible inferences Hypothesis either confirmed or 
disconfirmed

Degree of confidence in 
the hypothesis ranging 
from 0 (completely sure it 
is wrong) to 1 (completely 
sure it is correct)
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frequentist research makes inferences about the likelihood of evidence 
taking a hypothesis for granted, whereas Bayesian analyzes generate infer-
ences about hypothesis in light of empirical evidence. 

 Third, the different perspectives that frequentism and Bayesianism take 
go along with different degrees of confidence in the generated  inferences. 
Frequentists make an either/or inference, meaning that one either concludes 
that the evidence supports the hypothesis or not.  23   Although one may not 
be fully confident in whatever inference one makes – owing to limited 
access to sources, for example – there is no formalized way to express this 
uncertainty because frequentist case studies are limited to a yes/no conclu-
sion in the end. Bayesian small-n research differs, as it allows one to attach 
a specific level or range of confidence to a hypothesis (Bennett 2006, 341). 
It is therefore possible to state that one is rather certain, say about 80 
percent, that the hypothesis is correct, given the collected evidence and 
depending upon the level of confidence that one had prior to the empirical 
analysis. 

 Applying the two criteria to the transposition example, a frequentist case 
study would specifically need to consider how likely it is that many public 
officials mentioned high adaptation costs as the reason for a huge delay in 
the interviews if this were not the reason for the delay in fact. The more 
officials refer to large misfit and high costs, the less likely it becomes that 
these are not the actual causes for the transposition failure in the selected 
case. Consequently, one would conclude that misfit and adaptation costs are 
the cause of the delay. 

 A Bayesian case study would use the same evidence – internal documents 
and officials referring to adaptation costs as the cause of a delayed trans-
position – for the generation of a different causal inference. As explained 
above, the Bayesian case study would center on a case for which it is unlikely 
that misfit accounts for a delayed transposition. If we gather evidence now 
that supports the misfit hypothesis, we can be much more confident in the 
accuracy of the misfit hypothesis than before the empirical analysis because 
the proposition could master a relatively tough test (this argument will be 
qualified in Chapter 8). 

 On account of the apparently distinct and divergent nature of frequen-
tist and Bayesian designs, the small-n literature tends to pit the two modes 
of causal inference against each other. Particular emphasis is put on the 
epistemological basis in terms of the number of observations in frequentist 
case studies and the probative value of observations in Bayesian research 
(Bennett 2008, 708). Chapter 8 shows that the differences between the two 
modes of causal inference are exaggerated because although they differ in 
some respects, they are similar in others. One salient difference rests in 
case selection because it follows different rationales and purposes (to be 
discussed in Chapter 3). However, principled arguments and an empirical 
example underscore an important similarity between frequentism and 
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Bayesianism, namely that, ceteris paribus, causal inferences are always more 
credible the larger the number of confirming observations. In other words, 
good Bayesian case studies take recognition of the fact that they entail an 
element of frequentism as well.  24   

 In addition to a comparison of frequentism and Bayesianism, Chapter 8 
includes a full exposition of Bayesian case in a simple and slightly formal-
ized perspective. A formalized treatment of Bayesian small-n research sheds 
new light on some long-standing and intuitively plausible recommenda-
tions. On the basis of a formalized discussion and empirical examples, it is 
furthered explained how to craft a Bayesian case study in order to gain the 
greatest inferential value.  

  1.7 Outline of the book 

 The elaboration of the case study method broadly follows the research 
process as depicted in Figure 1.1.  25   In order to lay the groundwork for these 
chapters, it is necessary to clarify the key concepts and terms in Chapter 
2, beginning with a definition of a case and a qualitative case study. In 
addition, the distinction between the cross-case and within-case level is 
related to the differentiation between data set observations and causal process 
observations as two types of evidence on which one can base causal infer-
ences. Furthermore, the chapter elaborates on the meaning of and distinc-
tion between causal effects, causal processes, and causal mechanisms,  
followed by a detailed discussion of different definitions of 'mechanism' 
and their implications. Afterwards, the second chapter discusses in more 
detail correlational and set-relational causation as two manifestations of 
causal effects. This includes an introduction to two different measurement 
strategies in correlational case studies that have so far been largely ignored 
but are important to reflect on because they entail slightly different implica-
tions for causal inference. In addition, I give a general exposition of interac-
tion effects in correlational case studies and introduce the reader to the full 
repertoire of varieties of set relations. 

 Chapter 3 deals with different types of case studies, for example, the 
typical case study and the most likely case study, and develops case selec-
tion guidelines for each type. It is shown that the research goal, the level of 
analysis, and the nature of the causal effect need to be considered concur-
rently to allow the appropriate choice of cases. In addition and with an eye 
on the distinction between frequentist and Bayesian causal inference, it 
is productive to distinguish between distribution-based and theory-based 
case selection strategies. The distribution-based choice of cases is tied to 
frequentist causal inference, whereas theory-based selection is linked to 
Bayesianism. The chapter also touches on the long-standing question 
of whether one can use the same case for the formation and test of a 
hypothesis. 
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 Chapter 4 introduces the reader to cross-case comparisons and generation 
of inferences. Through reference to the distinction between correlations and 
set relations, it details how to perform intelligible cross-case comparisons for 
the formation, testing, and modification of a proposition. First, following 
the, often implicit, assumption that a comparison involves two cases and 
relies on dichotomous measurement of causes and outcomes, the chapter 
reflects on Mill’s method of agreement and method of difference (1874) as the 
two arguably most famous forms of comparisons. In addition, the discussion 
extends to other variants of comparisons, as the method of agreement and 
the method of difference are not always the most adequate design. Chapter 4 
shows that all cross-case comparisons face problems of establishing internally 
valid causal inferences. The problem is that the property space, understood as 
the logically possible number of scores on the causes, usually exceeds the 
number of cases to larger or smaller degree. This in turn implies that one 
can read more than causal inference into the cross-case pattern of scores. 
The problems of generating cross-case inferences have led to strong criticism 
of Mill’s methods and the claim that they should be abandoned altogether. 
However, I argue that the criticism is overdrawn because the problems are 
independent of Mill's methods and one can rely on various tools for strength-
ening cross-case inferences. In addition, the critics of cross-case inferences 
ignore that the cross-case level constitutes the empirical means when the 
analysis of causal mechanisms and processes is the theoretical end. 

 Building on the insights in Chapter 4, Chapter 5 evaluates the pros and 
cons of five instruments for the improvement of cross-case inferences. The 
first section elaborates on how an explicit consideration of  time  and the 
 unit of analysis  can promote the comparability of cases. The remaining 
four sections examine the relationship between a large property space and 
a small number of cases. With regard to the latter aspect of the indeter-
minacy problem, an often recommended but limited means to improve 
comparisons is an increase in the number of cases. The third instrument 
pertains to the level of measurement aggregation of the causes and outcome. 
The level of measurement aggregation asks whether causes and/or the 
outcome are measured binarily or multicategorically. It is shown that binary 
measurement is inferentially advantageous because the property space is 
reduced. However, this upside has to be weighed against the downside that 
binary measures only offer a coarse-grained conceptualization of empirical 
phenomena. The fourth tool is, quite simply, better theory because the more 
possible causal inferences one can plausibly dismiss on theoretical grounds, 
the better. Finally, one can transform potential causes into scope conditions 
by deliberately downsizing the population of cases and the scope to which 
a hypothesis is supposed to apply. 

 In Chapter 6, the discussion turns to the role of theory and tempo-
rality for process tracing. As regards the nexus between theory and process 
tracing, I claim that one can theorize what I call a  realized process  (or 
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sequence of intermediate steps) and  anticipated processes . The first section 
of the chapter introduces the two forms of theorizing about processes 
and supplements them with empirical examples. The second and third 
sections are devoted to a comparative discussion of the pros and cons of 
case studies on realized and anticipated processes. They demonstrate that 
it is important for case study researchers to know the process of theo-
retical interest because inquiries into realized and anticipated processes 
have important ramifications for process tracing. Building on the first 
two sections, the third part expands on the role of time and temporality 
for process tracing. 

 This summary of Chapter 6 hints at the fact that it is reserved for the 
elaboration of issues that are unique or at least affine to the logic of causal 
inference via process tracing. For this reason, the chapter excludes several 
issues that are at the heart of the current literature on process tracing. Many 
of the issues subsumed under process tracing in the present debate extend 
to cross-case comparisons are therefore postponed until Chapters 7 and 8, 
which take a more general perspective. 

 In this spirit, Chapter 7 considers three elements of causal inference that 
hold regardless of the four dimensions. Section 7.1 first takes an epistemo-
logical perspective and discusses the handling of different types of sources 
with a focus on the source coverage problem and potential presence of source 
coverage bias. The next section ties the problem of generating cross-case infer-
ences, introduced in Chapter 4, to process tracing because it is frequently 
argued that the latter diminishes the former or eliminates it altogether. 
Principled arguments and an empirical example show that it is an empirical 
question of whether process tracing can decrease the extent of indetermi-
nacy. Finally, the chapter deals with counterfactual reasoning, which can be 
of great value when some indeterminacy remains after the empirical anal-
ysis. Criteria of good counterfactuals are presented in combination with 
empirical illustrations in Section 7.3. 

 The discussion of causal inference continues in Chapter 8 with a consid-
eration of frequentism and Bayesianism in hypothesis-testing case studies. 
The chapter starts with a review of an established typology of four different 
types of hypothesis tests that is based on the distinction between the 
uniqueness and the certainty of observable implications that are related to a 
hypothesis, the latter capturing Bayesian causal reasoning. Section 8.2 first 
reconsiders the dimension of uniqueness and contends that it is currently 
misinterpreted. In order to remedy this shortcoming, it is proposed to a 
third dimension ‘contradiction’ that captures whether two or more proposi-
tions yield mutually exclusive predictions. In Section 8.3, frequentist and 
Bayesian causal inferences are systematically compared with respect to the 
tasks that they entail for different stages of the research process. The last two 
sections introduce moderately formalized Bayesian causal inference with an 
elaboration of Bayes’ theorem and Bayes factor. The discussion shows that 
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some intuitively plausible arguments on Bayesian causal inference deserve 
qualification once one takes a formalized perspective. 

 Chapter 9 turns to questions of external validity and generalization. Section 
9.1 closes the circle with respect to Chapter 3 by linking different types of 
case studies to the scope of generalization of causal inferences. The next two 
sections consider strategies for the improvement of generalization. Section 
9.2 explains how the generalization of causal inferences can be expanded 
and downsized via the disciplined modification of scope conditions. The 
final section picks up the criticism that it is only possible to generalize on 
the basis of case studies under very demanding assumptions, if at all. In 
response to this criticism, it is explained how the transfer of causes into 
scope conditions can be used to delineate intelligible and small populations 
that allow for generalization. Moreover, I introduce the strategy of layered 
generalization for the systematic and stepwise expansion of populations in 
case study research. This strategy transforms actual scope conditions into 
potential causes in order to discern their relevance for the outcome under 
scrutiny. 

 Chapter 10 concludes with a larger picture of the previous chapters and 
highlights the fact that the case study method can contribute to causal 
inferences on causal effects and mechanisms if it is implemented in a disci-
plined and reflective manner.  
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     2 
 Case, Case Study, and Causation: 
Core Concepts and Fundamentals   

   Case studies are performed in a wide array of disciplines such as political 
science, sociology, history, and, to a lesser degree, economics. The philo-
sophical foundations of the case study method vary across disciplines as 
well as within each discipline (Jackson 2010). The general notion of small-n 
research does not preclude any philosophical grounding, making it particu-
larly necessary to clarify the foundations on which my discussion of the 
case study method rests. The chapter therefore is not about the philosoph-
ical foundations of  the  case study method but more narrowly about case 
studies interested in inferences about  empirical regularities.  1   

 This chapter starts with a clarification of what a case study and a qualita-
tive case study are and what the  n  in small-n research refers to. In Section 
2.2, the distinction between the cross-case and the within-case level is tied 
to the now established distinction between data set observations and causal 
process observations. The defining features of the two types of observa-
tions are introduced, particularly in respect to the fact that they permit 
researchers to generate inferences about causal effects and causal mecha-
nisms, respectively. 

 Taking the definitional clarifications as the basis, Section 2.3 details the 
distinction between causal effects, causal mechanisms, and causal processes 
as the objects of causal inferences in qualitative case studies. Section 2.4 
then reflects on the differentiation between case studies interested in the 
causes of effects and the effects of causes. The two styles of causal anal-
ysis have recently received increased attention and need to be included in 
this discussion to further clarify the scope of the arguments made in the 
following chapters. 

 The final section focuses specifically on causal effects and notes the 
distinction between covariation and set relations as two ways of thinking 
about causation on the cross-case level. Different forms of correlational and 
set-relational causal effects are introduced in order to explain in the subse-
quent chapters how they influence the conduct of small-n research and the 
production of causal inferences.  
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  2.1 Definitions and clarifications 

  Case, case study, and the  n -question 

 The definition of ‘case’ that underlies this book follows many existing 
conceptualizations of it (for example, Gerring 2004; Levy 2008). A case is 
defined as  a bounded empirical phenomenon that is an instance of a popula-
tion of   similar empirical phenomena . The two attributes of the definition – 
‘bounded empirical phenomenon’ and ‘instance of a population of similar 
phenomena’ – require elaboration. The latter attribute refers to the inherent 
meaning of a case as being a case of something of which there are more 
empirical instances that together form the population of interest (Gerring 
2004; Ragin 1992). The membership of a case within a population implies 
that making generalizations is deemed to be feasible because all cases in 
the population are similar. ‘Similar’ does not mean that cases are perfectly 
identical but that they are assumed to be similar with respect to a specific 
research question (Sartori 1991). 

 The relevant criterion is  causal homogeneity , which signifies that a cause–
effect relationship is, on average, expected to hold true for the cases within 
the population (Collier et al. 2004c, 29). The understanding of what similar 
cases are, and thus the shape of the population, may change throughout 
the research process (Ragin 2000, chap. 2). Such changes can be due to the 
need to redefine concepts (Adcock and Collier 2001), to add or remove scope 
conditions (Walker and Cohen 1985), or to exclude individual cases from 
the population (Mahoney and Goertz 2004). For these reasons, one should 
always stay open-minded to a change of the population and an under-
standing of causal homogeneity during and after the empirical analysis. 
Although the delineations of the population and cases are always prelimi-
nary to some degree (Ragin 1992; 1997, 30), it is nevertheless mandatory 
that one has a specific population in mind at a given stage of the research 
process because the proper implementation of a case study and causal infer-
ence are tightly linked to the composition of the population (see Chapters 
3 and 9). 

 The second attribute of the definition of ‘case’ is as a bounded empirical 
phenomenon. This attribute is ambiguous in order that it can be open to 
the broad range of bounded phenomena that can be examined empiri-
cally. The general principle is that a given set of boundaries should fully 
circumscribe a case. This means that a case is an empirical entity that 
is  exhaustively  delineated by a certain number of boundaries.  2   This crite-
rion can be concretized because every case has a  temporal  and a  substantive  
bound. 

 The central role of these two bounds can be clarified with an empirical 
example from welfare state research. Suppose that you are interested in the 
determinants of radical welfare state retrenchment and select New Zealand 
in 1991 as a case of radical reform (see Starke 2008). The temporal end point 
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of this case could be the decision of the national parliament as the last step 
of the political decision-making process. Since there is some leeway in the 
implementation of political decisions, one may also opt for an extended 
period of analysis and include the implementation stage into the case study. 
The temporal bound on the case is completed by the specification of the 
case study’s starting point. Again, it is up to the researcher to justify this 
decision because there rarely is a natural point to start with. One can take 
a narrow focus and examine retrenchment from the first time a reform was 
discussed in the political arena. Alternatively, one may emphasize distant 
causes and historical causation (Pierson 2004, 95; Stinchcombe 1968, chap. 
3) and trace how decisions made decades ago resulted in radical welfare 
state retrenchment at a considerably later point in time. But it is evident 
that even case studies emphasizing historical causes must also impose a 
temporal bound and opt for a point in time at which the empirical analysis 
begins. 

 The second type of bound that every case has is substantive. In the given 
example, ‘radical welfare state retrenchment’ signifies the substantive limits 
of the case. This substantive boundary has three elements. The case study is 
about a radical cutback of the welfare state and excludes nonradical retrench-
ment. In addition, it is a case study of retrenchment instead of expansionist 
and status-quo oriented welfare state policies. Finally, the case is substan-
tively limited to the welfare state. In practice, this requires delineating the 
welfare state from other policy fields that one could examine as well. This 
example shows that a case always has a substantive boundary because one is 
concerned with a specific empirical manifestation of the conceptualization 
of the outcome – such as radical welfare state retrenchment – that is speci-
fied at the outset of a case study. One does not simply observe a reform or 
policy making but radical retrenchment in the domain of the welfare state, 
thereby substantively delimiting the case to a specific policy field and form 
of policy making. 

 The temporal and substantive limits must be complemented by at least one 
other bound in order to fully circumscribe a case. The boundary or bounda-
ries that one additionally needs to invoke depend on the given research 
question. The example of radical welfare state retrenchment exemplifies this 
because the case additionally has a spatial and, probably, an institutional 
bound. The welfare state can be understood as an institution, implying the 
need to determine the elements of this institution that are covered by the 
case study. Is the case study only concerned with formal rules? Or does it 
also extend to informal procedures? These are some of the questions that 
one needs to address in delineating the institutional boundary of a case. 
The meaning of a spatial bound is more apparent because the radical reform 
of the welfare state is committed by New Zealand. If radical retrenchment in 
Germany had been selected, the spatial limits of the case would be territo-
rial boundaries of Germany. Many cases in the social sciences have a spatial 
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bound, and sometimes it is even made a defining feature of cases (Gerring 
2007a, 19). However, this would overstate the importance of spatial bounda-
ries because a case does not always have a spatial limit. This is particularly 
true of the field of international relations and research on international 
institutions. Consider a case study on the effects of judicialization of dispute 
settlement procedures in GATT and the WTO on the compliance of member 
states with the procedures (Zangl 2008). Since the case study concerns the 
judicialization procedures of the GATT and the WTO as two international 
institutions, the notion of a spatial boundary of the case is futile here. 

 The discussion of the multiple boundaries describing a case implies that 
every case can be understood as a  multidimensional  empirical phenomenon. 
A case is multidimensional because one imposes boundaries on a specific 
dimension and the bounds on all dimensions together constitute the case. 
The previous discussion of the 1991 case of radical welfare state retrench-
ment in New Zealand implicitly referred to bounds on four dimensions: 
a temporal dimension, demarcating the period of analysis; a substantive 
dimension that includes three subdimensions (‘radical’ ‘retrenchment’ of 
‘the welfare state’); a spatial dimension (New Zealand); and an institutional 
dimension (if one conceptualizes the welfare state as an institution worthy 
to be delineated). It will be shown that the understanding of cases as multi-
dimensional and bounded phenomena contributes to the rigor of a case 
study, particularly during the case selection and generalization stage. 

 In concluding the discussion of bounds and dimensions, one should be 
aware of the differences between the boundaries and dimensions of a case 
and those of a population. A population comprises all positive and negative 
cases for the causal relationship of interest (Mahoney and Goertz 2004). 
If cases of radical welfare state retrenchment are positive cases because 
radical retrenchment is the event of theoretical interest, instances of 
nonradical welfare state reform could be taken as relevant negative cases.  3   
Scope conditions delineate the boundaries within which a causal relation-
ship is expected to hold and that must be met by positive and negative 
cases alike (Walker and Cohen 1985).  4   In the welfare state example, OECD 
membership could be a spatial scope condition indicating that the gener-
ated causal inferences are limited to countries having reached a certain 
level of economic and democratic development. The post–Cold War period, 
a viable temporal scope condition, would highlight the fact that one does 
not aim to infer anything about welfare state reforms before the end of the 
Cold War. 

With regard to the relation between the bounds of a case and the popula-
tion, the boundaries of a case are very likely to be smaller than the bound-
aries of the population on one dimension at least (otherwise one would be 
dealing with a population of size one). In the given example, the spatial 
boundary of the population is the OECD world, whereas the spatial limits 
on the specific case are the boundaries of New Zealand. It is exactly this gap 
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between the bounds of a case and the population that creates problems of 
case selection, comparisons, and generalization. 

 I conceptualize a case study as the  empirical analysis of a small sample of 
bounded phenomena that are instances of a population of   similar phenomena . 
This definition does not impose any limits on what data and techniques 
of data collection and data analysis are used. Although this book is exclu-
sively concerned with qualitative case studies (‘qualitative’ being defined 
below), the definition of a case study should not preclude the possibility 
that it can be qualitative and quantitative (Gerring 2007a, 10–11). To give 
an example of a quantitative case study, imagine you are interested in the 
effects of political communication on electoral success in US presidential 
elections. In a quantitative case study, one would analyze the campaigns 
of the Republican and Democratic candidates and try to link the success or 
failure of each candidate to his or her communication strategy. A quantita-
tive text analysis of the hundreds or even thousands of press statements of 
the two candidates could be used to classify communication strategies as 
being either aggressive or conciliatory (for example). The number of cases is 
two – the successful candidate’s campaign and the unsuccessful candidate’s 
campaign – whereas the number of within-case observations – the state-
ments made subject to a quantitative analysis – is quite large.  5   

 The exclusive use of statistical tools for causal inference is what I take as 
the defining feature of a quantitative case study. It is not the use of numbers 
and figures that qualifies a case study as quantitative (Maxwell 2010, 476–7) 
but the exclusive analysis of data with statistical means. Consequently, 
a case study is designated as qualitative when the mode of causal infer-
ence involves different or at least additional elements of qualitative assess-
ment.  6   In contrast to genuine quantitative case studies, the pool of collected 
evidence is more diverse and includes primary and secondary sources as well 
as interviews yielding observations that cannot be made subject to a quan-
titative analysis (Collier et al. 2004b).  7   In light of this definitional exercise, 
there is no unique case study method because a wide range of quantitative 
and qualitative tools can be used. However, since this book is exclusively 
concerned with qualitative case studies, it should be understood that the 
term ‘case study method’ and 'case study' refer only to qualitative small-n 
research in the following. 

 The last definition to address in this section concerns the meaning of the 
famous  n  in small-n and large-n research. For some time at least, qualitative 
and quantitative researchers seemed to have a different understanding of 
what  n  captures (Gerring 2004; Goldthorpe 1997a). Quantitative researchers 
often referred and sometimes still refer to  n  as the number of cases (Beck 
2006; King et al. 1994). Since the number of cases is small in qualitative case 
studies, it seems straightforward to argue that they suffer from inferential 
problems because it seems difficult to make strong inferences about regular-
ities with a small number of cases. However, since Campbell’s famous article 
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on within-case analysis (Campbell 1975), case study researchers emphasize 
that the number of cases may be small but that the number of observations 
(number of interviews, number of primary sources, and so on) can be quite 
large. If one prefers to use  n  for signifying the number of observations, it 
is then evident that  n  can be fairly large in case studies. In order to avoid 
misunderstandings of what I understand  n  to be, I consistently use  n  to 
denote the number of cases. According to this definition, it is possible to 
equate the conventional qualitative case study with small-n research and 
conventional quantitative research with large-n analyses.  

  Levels of analysis and types of observations 

 This section now turns to the relationship between the two levels of analysis 
and corresponding types of observations in small-n research. In recent years, 
it has become common to denote observations on the cross-case level as data 
set observations (DSOs) (Collier et al. 2004b), which implies that cross-case 
observations and DSOs are the same. DSOs are standardized observations 
that are comparable across cases. DSOs can be conceived of as observations 
that one collects and organizes in a data set and are amenable to a quantita-
tive analysis. As elaborated in Chapter 1, however, DSOs are also integral 
to case studies because they form the basis for choosing cases for process 
tracing and the generation of cross-case inferences. The observations that 
one gathers on the within-case level are called causal process observations 
(CPOs) (Collier et al. 2004b).  8   In contrast to DSOs, CPOs are not standard-
ized and are not necessarily comparable within and across cases, which is 
the salient difference between the two types of observations.      

 The difference between the two levels of analysis and types of observa-
tions is exemplified by an analysis performed by Ziblatt (2009). On the cross-
case level, Ziblatt is interested in the effects of landholding inequality on the 
occurrence of electoral fraud on the district level in transition countries.  9   
The hypothesis that landholding inequality has an effect on the frequency of 
electoral fraud can be assessed with data on the distribution of land and the 
frequency of electoral fraud in districts. Since one uses the same or compa-
rable measures for the cause and the outcome across electoral districts, one is 
dealing with data set observations on the cross-case level with the opportu-
nity to examine the causal effect of landholding inequality. 

 Figure 2.1 supplements the cross-case argument with a stylized process 
that includes two elements called  intervening steps . In short (see also Section 
2.2 on mechanisms), the argument is that, if a country undergoes a demo-
cratic transition process, landowners feel threatened because democracy 
undermines the political influence that they have wielded in nondemo-
cratic societies owing to their wealth and social status. The perceived threat 
is greater, the more land a person owns, that is, the greater the landholding 
inequality, the more that person has to lose from a successful transition to 
democracy. This part of the explanation is captured by the intervening step 
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one in Figure 2.1. As a response to the perceived threat, landowners interfere 
in the staffing of the local administration that is in charge of the conduct of 
elections. This part of the argument is captured by the second intervening 
step. In turn, the deployment of people who are committed to the land-
owner’s interest accounts for electoral fraud on the district level because the 
officials selected by the landowner are prepared to manipulate elections in 
the latter’s favor. 

 Assuming that one performs a hypothesis-testing case study and theo-
rizes the two intervening steps presented in Figure 2.1, the task of process 
tracing is to gather confirming observations for each of the steps. There 
are two reasons why most of these observations are not comparable. First, 
the observations are related to two different empirical phenomena, namely, 
the perception of threat and the intervention in the staffing process of 
local administrations. Second, for each of the intervening steps, informa-
tion is gathered from different sources that, although related to the same 
step, yields noncomparable pieces of evidence. For instance, one could 
derive information about the perceived threat of democratization from the 
records of landowners or articles published in contemporary newspapers. 
Information about the second intervening step could also be gathered from 
landowners’ records and from staff records of local administrations. An 
indication of the influence of landowners on the staffing process would 
be an increase in the number of local landed nobility, that is, people from 
the landowner’s staff in the local administration (Ziblatt 2009, 14). These 
insights are based on causal process observations because data derived from 

Perceived threat of 
democratization by 

landowners

Electoral fraudLandholding inequality

Capture of local 
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Cross-case level/
Data set observations

Within-case level/
Causal process
observations

Intervening step 1 Intervening step 2

 Figure 2.1      Levels of analysis and types of observations  
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official staff records are not comparable to statements in diaries, which are 
in turn not directly comparable to newspaper reports. In contrast to data 
set observations, however, noncomparability is not an issue here. On the 
contrary, gathering and evaluating evidence on the within-case level is 
similar to assembling a jigsaw puzzle; every piece is more or less different 
from every other piece, but when put together, they deliver a full picture of 
the phenomenon of interest, which consists of the causal process and the 
constitutive intervening steps in Figure 2.1. 

 This example shows that DSOs and CPOs can be neatly distinguished in a 
specific case study. On a general level, in contrast, the distinction between 
the two types of observations is fluid (Seawright and Collier 2004, 277–8). 
DSOs can be collected for the usual suspects, such as a country’s political 
regime or gross domestic product, but this is not necessarily true. In the 
electoral fraud example, the analysis of staff records in one electoral district 
allowed one to gather CPOs. This would be different if one were able to 
examine staff records in multiple districts and to code for each district 
whether the share of local notables increased over time or not. The resulting 
data would be standardized and comparable across districts; thus, staff 
records can be used for the collection of both DSOs and CPOs. It therefore 
holds that what is a CPO in one study could be a DSO in another.   

  2.2 Causal effects and causal mechanisms 

  Causation and regularities 

 Before the discussion specifically turns to causal effects and causal mecha-
nisms, it is first necessary to deal with ontological issues that are important 
for my elaboration of the case study method. The following discussion of 
small-n research and methods is based on the premise that there are general 
patterns in the social and political world.  10   This means that case studies 
serve to test hypotheses and generate inferences such as ‘The stronger 
exporter lobby groups are in a country, the more liberal the country’s trade 
policy’, and ‘International negotiations about climate protocols fail when 
the growth rate of the world economy is low because of the opposition of 
industrial lobby groups’.  11   

 Concerning the epistemological side, that is how to infer causation,  Hume’s 
(2003 [1740]) conception of causation as constant conjunction has been 
very influential (Brady 2008; Jackson 2010, chap. 3; Kurki 2007, chap. 2).  12   
Without going into the details here, Hume argued that causation is ulti-
mately unobservable and that causal relationships cannot be anything but 
inferred from observation. According to Hume, three criteria must be met 
for causal inference on the basis of empirical observations: the occurrence 
of the cause is temporally prior to the occurrence of the effect; the cause 
and effect are spatially and temporally contiguous; and the outcome must 
regularly follow the cause. 
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 All three elements of Hume’s account have received ample attention in 
the past and are only briefly reconsidered here (see Brady 2008). The first 
element – that the cause must precede the outcome – is uncontroversial 
(leaving aside here conceptions of backward causation arguing that the effect 
can precede the cause in time).  13   The second element is spatio-temporal 
 contiguity and means that the cause and the outcome are proximate in 
temporal and spatial terms. The imputation of a causal link is more convincing 
the smaller the spatial distance is between cause and effect and the smaller 
the temporal distance is between the cause and the outcome.  14   However, 
there is nothing inherent that speaks against the analysis of distant cross-
case causes. Above all, the distance between the cause and outcome should 
be determined by theory instead of subsuming theory under the requirement 
of spatio-temporal contiguity (Hall 2003). As Hume himself notes (in other 
words), in a cross-case analysis the requirement of spatio-temporal contiguity 
can be met by specifying the intervening steps linking cause to outcome. The 
rationale is straightforward because the spatio-temporal distance between 
the intervening steps that constitute the process is necessarily smaller than 
the distance between the cross-case cause and the outcome. (In this view, the 
criterion of spatio-temporal contiguity overlaps with mechanismic theories 
of causation, see Waskan 2011.) The third element – constant conjunction 
between cause and effect – denotes an invariant regularity that is without 
exceptions. As this is an excessively demanding criterion, I follow the crite-
rion of causes as raising the probability of occurrence for the outcome (this 
is not meant to disparage alternative epistemologies). While I cannot go into 
the details here, this is a widely held epistemology; although certainly not 
without its problems (like any theory of causation), it is suitable for causal 
inference in case studies (Hitchcock 1995; Northcott 2010). 

 The question of whether the social and political world is governed by 
general cause–effect relationships is a long-standing one. On the one hand, 
there are promising signs for empirical regularities. For example, democra-
cies almost never fight each other (George and Bennett 2005, chap. 2), and 
the share of cabinet posts of a party almost perfectly corresponds with its 
share of parliamentary seats (Gamson 1961; Warwick and Druckman 2006). 
Scholars denying the existence or detectability of regularities can come up 
with equally compelling examples and arguments (Friedrichs and Kratochwil 
2009; Steinmetz 2004; Thomas 2010). The question concerning the existence 
of detectable regularities is an ontological one, rendering it futile to argue 
about who is right and who is wrong (Hay 2006). The perspective adopted in 
this book therefore is not a degradation of other views on causation.  15   

 Returning to the distinction between the cross-case and within-case level 
and their centrality for causal explanations, it is evident that the premise 
of regularities extends to both levels.  16   On the cross-case level, one expects 
a systematic causal effect, while on the within-case level, there should be 
evidence for recurrent processes and mechanisms (Mayntz 2004). With 



32 Case Studies and Causal Inference

respect to the electoral fraud example given above and the hypothesis that 
a capture mechanism ties landholding inequality to electoral fraud (Ziblatt 
2009), two things are implied. On the cross-case level, a positive associa-
tion between the degree of landholding inequality and the occurrence of 
electoral fraud should be discernible across multiple electoral districts. On 
the within-case level, one should observe that landowners try to capture the 
local administration, and they are more successful the more unequally the 
land is distributed within a district. 

 In order to know what a causal effect and a causal mechanism are and 
what to search for in a case study, the two terms are discussed on a general 
level in the next two sections. The following section gives a general discus-
sion of causal effects, leaving a more detailed treatment of different varieties 
of correlational and set-relational effects for Section 2.4.  

  Causal effects 

 In recent years, the distinction between causal effects and causal mech-
anisms constituted an increasingly important dimension in the social 
sciences (Gerring 2008; Little 2010, 1998; Mayntz 2004; Tilly 2001). There is 
a consensus that the two concepts refer to different levels of analysis; causal 
effects have to be examined on the cross-case level, while causal mecha-
nisms are operative on the within-case level (Stinchcombe 1991). 

 As regards causal effects, there is some disagreement about what qualifies 
as such. I propose that a purported cause can be assigned a causal effect if 
one observes a theoretically intelligible and systematic cause–effect relation-
ship. This definition is deliberately broad and subsumes covariational and 
set-relational cross-case associations. Pending a more detailed discussion 
of covariational and set-relations causation below, a correlation captures 
the change in the outcome as a result of a change in the cause. If one is 
interested in the effect of the gross domestic product (GDP) on per capita 
illiteracy rates, the effect is correlational if the illiteracy rate decreases as 
the GDP increases. In contrast, set relations emphasize cause–effect rela-
tionships between an invariant cause and an outcome (sufficiency) or an 
invariant outcome and a condition (necessity). An illustrative set relation 
is the observation that whenever there is a high GDP per capita (invariant 
condition), the illiteracy rate of a country is low (invariant outcome). This 
implies that a high GPD per capita is a cause of low illiteracy, which is not 
the same as saying that the higher GDP per capita is, the lower the illiteracy 
rate (see Section 2.4). 

 It is occasionally argued that the search for set relations does not allow one 
to say anything about causal effects (for example, King and Powell 2008, 16). 
This assertion is based on a covariational, that is, difference-making under-
standing of causation that does not fit squarely with set-relational thinking. 
Put simply and assuming that the cause is dichotomous, the causal effect 
of a variable is the difference between the scores of the outcome when the 
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variable takes different scores (Morgan and Winship 2007). If one defines a 
causal effect as such, it is straightforward to reject set relations as a different 
manifestation of a causal effect because they are characterized by invariant 
causes or outcomes. 

 However, when one aims to discern causal effects, more broadly under-
stood as regular cross-case associations, there is no inherent reason to favor 
correlations over set relations, and vice versa. Instead, the choice between 
a correlational or set-relational causal effect should be based on theory. 
Elaborated theory is necessarily lacking in hypothesis-building case studies, 
and that is exactly the reason why they are pursued (it creates special prob-
lems that will become apparent in later chapters). It is only when a theory 
does not allow one to derive a decidedly correlational or set-relational 
hypothesis that a researcher is free to adopt a covariational or set-relational 
viewpoint. This is necessarily an arbitrary ontological decision, meaning 
that there is no ground for dismissing either of the two conceptions of cross-
case relationships as inherently deficient.  

  Causal mechanisms 

 Patterns of associations on the cross-case level provide no information 
about whether and how cause and effect are related to each other via a 
causal process and causal mechanism (Abbott 1998; Bunge 1997; Freedman 
1999).  17   This deficiency of cross-case research is a major reason for the 
search for causal mechanisms (Checkel 2008; Collier et al. 2004b; Hedström 
and Swedberg 1996; Weber 2007).  18   While there is some disagreement about 
what constitutes a causal effect, there is even more ambiguity as regards 
the proper definition of causal mechanisms (Gerring 2008; Hedström and 
Ylikoski 2010; Mahoney 2001).  19   Some scholars argue that mechanisms 
are observable intervening variables that connect the cause and outcome 
to each other (Mayntz 2004). For others, mechanisms are fundamentally 
unobservable entities with causal power (Demetriou 2009; Kurki 2007). 
Similarly, some find that mechanisms work (nearly) deterministically and 
independently of context (Little 1991), whereas others argue that mecha-
nisms depend on context (Falleti and Lynch 2009) or allow for the presence 
of probabilistic mechanisms (Bunge 1997, 419). Arguably, the aspect about 
which there is the broadest consensus is that mechanisms are operative on 
a lower level than causal effects; that is, they are located at the within-case 
level (Stinchcombe 1991). However, some also ascribe a role to mechanisms 
in genuine macro analyses (Mahoney 2003b). This discussion of the various 
dimensions along which causal mechanisms are discussed exemplifies the 
current definitional ambiguity and shows that reference to causal mecha-
nisms can be more confusing than illuminating (Gerring 2008, 178). 

 On the one hand, more definitional clarity about causal mechanisms is 
desirable. On the other hand, one can wonder about the extent to which 
the heated debate about mechanisms, which mainly takes place on the 
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ontological dimension (what a mechanism  is ), matters for the case study 
method and empirical small-n research. The claim that mechanisms play 
out on a lower level than does the causal effect means that one should 
search for mechanisms via process tracing on the within-case level. With 
the exception of some quantitative research that takes a different view on 
mechanisms (Imai et al. 2011), this can be considered a truism of qualitative 
research. The recently emphasized argument that mechanisms possess the 
capacity to produce or prevent change of the outcome (Bunge 1997; Kurki 
2007) is immune to direct observation in process tracing. Instead, the claim 
that a mechanism possesses causal power must be inferred from the obser-
vation of a spatio-temporally ordered chain of events (Waskan 2011), there-
fore following the conventional procedure of tying observations to concepts 
in order to generate inferences. 

 The ontological question of whether mechanisms operate deterministically 
or probabilistically has ramifications similar to studies that are concerned 
with causal effects (Lieberson 1991). Unless one is able to search for causal 
mechanisms in all cases of the population of interest, one is forced to make the 
(probably) contestable assumption that the mechanism discerned in the cases 
under scrutiny is operative in all or at least most cases in the population. 

 One could continue with additional dimensions addressed in the literature 
on mechanisms, but the previous discussion suffices to point to an impor-
tant aspect. On one hand, different conceptions of mechanisms naturally 
have different implications for the realization of case studies and the small-n 
method. On the other hand, these ramifications pertain to established 
issues of empirical research, such as the subsumption of observations under 
a previously specified concept (Adcock and Collier 2001), which simply is 
the conceptualization of a specific mechanism in case studies on causal 
mechanisms. As long as one ensures that the realization of a case study and 
the generation of causal inferences match the selected definition of causal 
mechanism, the tasks that one confronts in the analysis of mechanisms 
mirror the ordinary requirements for theory-guided empirical research. 

 A second aspect that puts the debate about mechanisms into perspective 
is the theoretical concern with the process connecting cause and effect and 
the elements of the process that are taken for the generation of causal infer-
ences about a mechanism. One can distinguish three different perspectives 
on mechanismic explanations. First, the entire process connecting cause to 
effect is taken as evidence for a single mechanism. Second, the process is 
decomposed into three parts, and mechanisms are examined on the basis 
of Coleman’s macro-micro-macro view on macro phenomena (1998). In the 
third view on mechanisms, each sequence of intervening steps that jointly 
constitute the process is conceived of as a manifestation of a mechanism. 

 The three conceptions and implications for the case study method can 
be exemplified with an application to Ziblatt’s analysis of electoral fraud in 
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transition democracies (2009). As explained above, on the cross-case level, 
electoral fraud is more likely with an increasing degree of inequality among 
landowners, which is taken as a measure of the distribution of wealth, 
power, and prestige. Owners of large shares of land have much to lose from 
democratic rule in their country, which is why the occurrence of electoral 
fraud is expected to get more likely, the more unequal the distribution of 
land. On the within-case level, Ziblatt (2009, 14) theorizes a  capture mecha-
nism , denoting that landowners capture the local administration in charge 
of guaranteeing free and fair elections. Capture can take place either by 
exerting influence on local officials or by recruiting people from the land-
owner’s staff for the local administration. 

 Figure 2.2 contains a simple visualization of this line of reasoning. The 
line with the arrow leading from the macro cause to the outcome is dashed 
in order to denote that there is an association but that the causal link 
between the two is established by a causal mechanism. A solid line runs 
from the cause to the mechanism, which is in turn causally related to the 
outcome and thus connected to it by a solid line, too.  20   Figure 2.2 exempli-
fies that the explanation can be referred to as a  single-mechanism explanation  
because capture of the local administration is stipulated as the only mecha-
nism underlying the macro relationship.      

 At this point, it is useful to introduce Machamer, Darden, and Craver’s 
distinction between  entities  and  activities  that jointly carry the explanatory 
burden implicit to a mechanism (2000). In the social sciences, entities in 
mechanismic explanations can be countries, organizations, individuals, and 
so on. These entities engage in activities that ensure productive continuity 
between the cause and the outcome and explain why the former has an 
effect on the latter (Machamer et al. 2000, 3). In Figure 2.2, landowners are 
the entities that influence the staffing of the local administration, which 
is implicit to the first arrow in the figure. The second arrow then assumes 

Capture of local
administration

Landholding inequality Electoral fraud

Causal mechanism

 Figure 2.2      Single-mechanism explanation  
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that local officials are the entities that feel loyal to landowners and there-
fore manipulate elections in their favor. Thinking in terms of entities and 
activities is not uncommon in the social sciences, where these two terms are 
more properly referred to as actors and their behavior.  21   However, activities 
are not necessarily equivalent to an actor’s actions and behavior (see below), 
speaking for the more general terminology of entities and activities. In addi-
tion, the explicit usage of this pair of terms tends to offer greater insight 
than the reference to a mechanism alone. 

 While it is perfectly legitimate to theorize entities and activities and 
subsume them under a single mechanism, it would be equally possible to take 
a somewhat more nuanced explanatory perspective on cross-case phenomena. 
Following James Coleman (1998, chap. 1), an explanation of a cross-case asso-
ciation can be decomposed into three steps. In the first step, the cross-case 
cause is translated into structural implications for actors on the within-case 
level. In step two, these implications prompt a certain type of actor behavior 
that aggregates across individuals to a cross-case phenomenon in step three. 

 Hedström and Swedberg (1996, 1998) and Hedström and Ylikoski (2010) 
take Coleman’s conception of explanations of cross-case associations as the 
basis and argue that each of the steps should be supplemented with a causal 
mechanism. Since three mechanisms are involved, I refer to this view as the 
 triple-mechanism  conception of cross-case phenomena. Figure 2.3 exempli-
fies the triple-mechanism perspective by adding one step to the explanation 
in Figure 2.2.      

 The additional step is located between the macro cause and the capture of 
public officials and is part of what is referred to as the situational mechanism. 

Perceived threat of 
democratization by 

landowners

Landholding inequality Electoral fraud

Action-formation mechanism

Capture of local 
administration

Situational
mechanism

Transformational
mechanism 

 Figure 2.3      Triple-mechanism explanation  
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In this example, the situational mechanism entails that landowner feel 
threatened by democratization if their power is due to an unequal distri-
bution of land. On the within-case level, the action-formation mechanism 
captures that landowners employ a counterstrategy and capture the local 
administration. Finally, the transformational mechanism links capture at 
the local level to the occurrence of electoral fraud. 

 Compared with the single-mechanism perspective, a triple-mechanism 
explanation offers a more detailed account of a cross-case relationship by 
decomposing it into three components. The richer account of the macro 
outcome is also attributable to the need for specifying more entities and 
activities. For example, for the first step, one has to explain why landholding 
inequality results in landowners perceiving democratization as a threat. The 
entity involved in this step are landowners that evaluate the consequences 
of democratization and conclude that it is a threat for their power base. 

 Triple-mechanism explanations add detail to the explanation of cross-
case phenomena, but one can think of more fine-grained mechanismic 
accounts. For presentational purposes, I limit the empirical example to 
adding one additional step to the process. In contrast to Figure 2.3, Figure 
2.4 now explicitly details that capture leads to electoral fraud because of the 
loyalty of captured officials to the local landowner. The inclusion of one 
additional step to the process converts it to what I call a  multiple-mechanism  
explanation because each of the intervening steps is taken as evidence for an 
individual mechanism (Waldner 2012), each of which entails its own actors 
and activities.  22   In Figure 2.4, the link between landholding inequality and 
perceived threat is one mechanism (however it is labeled), the tie between 
perceived threat and capture a second mechanism, the connection between 
capture and loyalty the third mechanism, and the connection between 
loyalty and electoral fraud the fourth one.      

 The previous discussion of three different conceptions of mechanismic 
explanations conveys three important insights for causal inference on 
mechanisms. First, given that the same cross-case phenomenon can be 
underpinned with three different kinds of mechanismic explanations, is 
one of the three superior to the other two? One might be inclined to say 
that greater theoretical precision and leverage is always better, which would 
yield the multiple-mechanisms perspective as the champion. However, one 
should recall that mechanisms are specified for explanatory purposes and 
discrimination of competing explanations on the within-case level. 

 In fact, Ziblatt (2009, 14) notes that a traditional social power mecha-
nism is also compatible with the cross-case association between land-
holding inequality and fraud. According to this mechanism, landowners 
as the patrons exert control over their clients in a specific area. This could 
be achieved by the deference of the clients and/or the patron influencing 
them not to cast their votes for candidates that are likely to undermine 
the landowners’ power. Capture of the local administration is not implied 
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by the traditional social power mechanism, which means that capture and 
the manipulation of elections by captured officials suffices to confirm the 
capture mechanism. From a theoretical point of view, one therefore cannot 
criticize that the capture explanation is of the single-mechanism type 
because it allows one to discriminate between this account and the social 
power explanation.  23   

 Second, the legitimate quest for theoretical precision and leverage is inde-
pendent of the number of mechanisms that one specifies. In the previous 
examples, theoretical specificity increased with the number of mechanisms 
per explanation because more mechanisms simply imply more entities and 
activities and a finer account of productive continuity. While viable, it is 
equally possible to specify the two processes in Figures 2.3 and 2.4 and 
to attach a single mechanism to them. In fact, the analysis of a process 
involving multiple intervening steps is one key advantage of qualitative 
case studies because of the opportunity to discriminate between competing 
hypotheses (Campbell 1975; George and Bennett 2005, chap. 10; Hall 
2008). However, nothing mandates that each intervening step and entity 
and activity is treated as an individual mechanism. The level of detail of a 
causal process is therefore independent of the number of mechanisms that 
one infers to be operative. 

 The different degree of detail that each of the three processes conveys 
can be captured with Machamer, Darden, and Craver’s notions of  mecha-
nism schema  and hierarchies among schemata (2000). A visualization of a 
process is called a mechanism schema when it abstracts from some enti-
ties and activities that ensure productive continuity in fact. For instance, 
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 Figure 2.4      Multiple-mechanism explanation  
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Figure 2.2 is a mechanism schema that abstracts from the perception of 
threat on behalf of landowners and therefore is more coarse-grained than 
the schema in Figure 2.3. The schema in Figure 2.3 is in turn more general 
than the schema in Figure 2.4. It follows that the three schemata are not 
contradictory but can be brought into a hierarchy of mechanismic explana-
tions according to their degree of abstraction. 

 If we now consider the possibility that the three processes in Figures 2.2, 
2.3, and 2.4 are schemata of a single mechanism with a different degree 
of abstraction, it becomes apparent that the three conceptions of mecha-
nismic explanations are very close to one another. That which is a separate 
mechanism in the triple- and multiple-mechanism explanation is taken 
as one intervening step and corresponding activity and entity in a single-
mechanism explanation. The upshot is that three case study researchers can 
theorize and find evidence for exactly the same causal process but differ 
by attaching one, three, or multiple mechanisms to it, conditional on the 
preferred account of mechanismic explanation. 

 If all three variants of mechanismic explanations can deal with the same 
process and entail the same level of detail, what value is there in distin-
guishing the types of mechanismic accounts at all? Apart from the fact that 
some scholars make ontological and thus irresolvable claims for one account 
or the other, different mechanismic explanations entail different theoretical 
foci (Craver 2006). A single-mechanism explanation highlights one partic-
ular factor that links the cause to the outcome. In his analysis, Ziblatt theo-
rizes a capture mechanism and supplements it with arguments as to why 
it takes place and how it accounts for the effect of landholding inequality 
on electoral fraud. These supplementary arguments on entities and activi-
ties are essential but are likely to be less well perceived and remembered by 
the reader when compared with the capture mechanism. Consequently, a 
triple-mechanism explanation is more appropriate when one aims to direct 
attention to how the cross-case constellation shapes attitudes on the within-
case level, how these translate into consequences on the within-case level, 
and how they are aggregated and prompt effects on the cross-case level. A 
multiple-mechanisms explanation of a cross-case outcome distributes atten-
tion even more broadly than the other types of explanation. Unless one has 
a strong philosophical predisposition for one of three kinds of mechanismic 
explanations, one can therefore choose between them on the basis of the 
theoretical elements that one aims to put to the forefront. 

 The third implication of the previous discussion of mechanismic explana-
tions is that the three varieties entail very similar implications for the case 
study method. Three researchers might theorize the same process between 
cause and effect, such as the one in Figure 2.4, but assign one, three, or 
more mechanisms to it. In the process-tracing part of the case study, each 
of the three researchers would be obliged to gather causal process observa-
tions for each of the expected intervening steps. They would use the same 
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sources, handle them with the same care, and subsume observations under 
the same intervening steps. The only difference would be theoretical and 
rest in the fact that causal inferences are generated for one, three, or more 
mechanisms. This is an important ramification because it determines what 
elements of the explanation garner more or less attention, but it is a matter 
that is unrelated to the case study method serving to build, test, or modify 
one of the three types of mechanismic explanations. 

 Drawing together all the previous arguments, I conclude that the various 
definitions and conceptions of mechanisms and mechanismic explanations 
do not entail special implications for the case study method beyond the 
truism that process tracing is the proper technique for general inferences 
about causal mechanisms. Since the focus of this book is on the case study 
method, I refrain from adopting a specific definition of causal mechanism 
here. This might come as a surprise, but ontological debates about what a 
mechanism is tend to lose sight of the implications of mechanismic anal-
yses for small-n methods (Kurki 2007, 233–4). Discussions about the proper 
definition of mechanisms suggest more disagreement than actually exists 
once one examines what a specific definition of mechanisms implies for 
case study research.  24   In order to avoid the impression that the arguments 
in the following chapters are accustomed to a specific definition of causal 
mechanism, I therefore decide against adherence to one particular concep-
tualization and generally refer to causal mechanisms where appropriate in 
this book.  25     

  2.3 Causes of effects v. effects of causes 

 Another salient dimension that has to be considered distinguishes between 
research interested in the causes of effects (CoE) and the effects of causes 
(EoC), ‘effects’ here being synonymous with outcomes (Goldthorpe 2000, 
chap. 1; Mahoney and Goertz 2006; Morton and Williams 2010, 33–41). 
The two terms refer to what can be called the  causal perspective  that one 
takes in an empirical analysis. On a general level, a CoE study is centered on 
the outcome and seeks to discern the relevant causes. In contrast, an EoC 
analysis is centered on a cause and asks whether it has a (specific) effect on a 
given outcome. In other words, CoE research is backward looking, while EoC 
studies are forward looking (taking the direction of causation as the bench-
mark for defining ‘forward’ and ‘backward’). These commonly held defini-
tions (Mahoney and Goertz 2006) suggest that the two causal perspectives 
are only about causal effects. This impression would be misleading, though, 
because there is nothing in the CoE and EoC perspective that inherently 
prohibits the analysis of causal mechanisms underlying a causal effect. 

 A more detailed treatment of the two causal perspectives is warranted 
in order to clarify the scope of my discussion of the case study method. 
The two terms are frequently invoked in the literature so as to highlight, 
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for instance, the distinguishing features of Comparative Historical Analysis 
and quantitative research (Mahoney and Terrie 2008) or case-oriented and 
variable-oriented research (Ragin 1997). The adoption of a regularities 
perspective might give rise to the belief that my book is only about EoC 
research. In the remainder of this section, it is shown that this impression 
would be erroneous because EoC and CoE analyses are covered as long as 
they are theory centered. In order to achieve this, the distinction between 
CoE and EoC research is intersected with the distinction between the three 
types of theory-centered case studies introduced in Chapter 1 (Table 2.1) 
This intersection produces six combinations of perspectives and research 
goals, whereas, as I explain below, one of the six does not signify a feasible 
variant of case study.      

 Arguably, the most common goal of an EoC analysis is to build or test a 
hypothesis that stipulates a specific outcome for a given cause. Because of the 
concern with causes, EoC designs are also called X-centered (Gerring 2001, 
137).  26   As an example of hypothesis-testing EoC research, consider the hypoth-
esis that the lobbying efforts of well-organized exporters cause a government 
to negotiate a liberalizing trade agreement from which the exporters expect to 
benefit (Dür 2010). The purpose of this study is limited to making an inference 
about the effect of exporter lobbying. Additional potential causes – such as the 
state of the domestic economy or the ideology of the government lobbied by 
the exporters – only need to be taken into consideration if it is necessary to 
control for their impact in order to generate that inference (see Chapter 4). 

 In an EoC perspective, it is equally possible to engage in genuine hypothesis 
building. The phenomenon of primary interest is a cause, and the primary 
question concerns the nature of that cause’s impact. The relevance of a cause 
can be evaluated only with respect to a given outcome, meaning that it must 
be specified in an EoC analysis before exploratory process tracing is done. 

 Table 2.1      Causal perspectives and   theory-centered research goals  

 Causal perspective 

 Causes of effects  Effects of causes 

 
 
 
 Theory-centered 
research goals  
 
 
 
 

 Hypothesis building Exploratory case 
study centered on 
outcome

Exploratory case 
study centered on 
cause

 Hypothesis testing Test of multiple, 
complementary 
hypotheses

Test of single 
hypothesis

 Hypothesis   modifying Exploratory case 
study centered on 
puzzle

–
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This then allows one to assess whether the cause is tied to the outcome and 
to build a hypothesis on the causal mechanism and process. 

 An example of a hypothesis-building EoC analysis is Kerwer and Teusch’s 
case study on the Europeanization of policy-making activities and the impli-
cations for the European nation states (2001). Kerwer and Teusch do an explor-
atory case study seeking to answer the question of whether Europeanization 
has an influence on traditional styles of national policy making (such as 
interventionist and market-oriented policy making). Although this outcome 
might suggest itself for analysis, a range of other outcomes are also conceiv-
able if one is interested in the effects of Europeanization, for example, the 
effect of Europeanization on citizen satisfaction with democracy or the 
European Union. Since the outcome is only of secondary importance in this 
case study, it is best described as a hypothesis-building study taking an EoC 
perspective. Hypothesis-modifying case studies are incompatible with an 
EoC perspective because they are genuinely exploratory and seek to deter-
mine the effects of a puzzling outcome. 

 In contrast to EoC research, a CoE perspective is compatible with all 
three theory-centered research goals that are on offer. Case studies that 
seek to build or modify hypotheses have a strong affinity with a CoE 
perspective because of their exploratory nature. Both types of theory-
centered case studies focus on an outcome for which no hypotheses exist 
or for which sufficiently well-performing propositions are lacking. Since 
CoE studies are Y-centered (Gerring 2001, 137), their goal is to discern all 
factors that potentially qualify as causes for the outcome of interest and 
that need to be subjected to a test in a subsequent hypothesis-testing case 
study. 

 For example, a hypothesis-building case study on the determinants of 
trade liberalization would start with the question ‘How can we explain 
liberalizing trade agreements?’ and gather evidence via exploratory process 
tracing. A hypothesis-modifying case study would start with a puzzle such 
as ‘Why do countries negotiate liberalizing trade agreements when the 
domestic economy performs poorly?’ (which presumes that a bad state of 
the economy militates trade policy in the direction of protectionism). Both 
examples are of the CoE type because they center on the outcome and seek 
to explore potential causes . 

 The link between exploratory case studies and a CoE perspective is 
obvious, but this causal perspective is also compatible with small-n research 
that tests hypotheses. In this instance, one formulates  multiple   complemen-
tary  hypotheses, each of which is concerned with the effect of a cause on 
different outcomes that are all closely related to the phenomenon of key 
interest. On the level of individual hypotheses, one is therefore taking an 
EoC perspective. However, the multitude of complementary hypotheses 
that focus on different outcomes implies taking a CoE perspective because 
they yield a comprehensive picture of the phenomenon under scrutiny. 
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 Such a CoE case study can take two forms that are best illustrated with 
the previous trade liberalization example. First, one can theorize that the 
outcome is characterized by equifinality, meaning that multiple causes 
produce the same outcome (Bennett and Elman 2006, 457). In addition 
to exporter lobbying, factors capable of causing liberalization are polit-
ical actors who believe in the welfare effects of reciprocal liberalization or 
political actors that want to reap the security externalities flowing from 
liberal trade (Bhagwati 2002). A hypothesis-testing case study therefore is 
not confined to showing that one factor can cause the outcome but that 
multiple causes can have the same effect 

 The second route to a comprehensive test of a hypothesis calls for the 
analysis of the outcome from different but complementary angles, which is 
known as testing multiple observable implications that one derives from a 
theory (Lave and March 1975). The goal is to understand the occurrence of 
the outcome as well as related aspects such as the timing of its occurrence, 
the lag between the occurrence of the cause and the outcome, the behavior 
of different actors in the process leading to the outcome, and so on. The 
more hypotheses can be confirmed empirically, the more credible the focal 
hypothesis becomes and the more comprehensive our knowledge about the 
phenomenon of interest. 

 As regards the trade example, one could theorize that the lobbying of 
exporters will prompt counterlobbying by national producers that would be 
confronted with higher levels of imports if a liberalizing agreement comes 
into existence (Pahre 2008). Moreover, one could hypothesize that the 
government, which is responsive to the demands of well-organized groups, 
compensates domestic producers for the reduction of tariffs, for example, 
by imposing new regulations favoring national companies and disadvan-
taging importers. These examples show that each hypothesis has a different 
outcome; the occurrence of counterlobbying in the first example and the 
compensation of national producers in the second. But all hypotheses are 
tied to an explanation of the same overarching phenomenon, namely, the 
negotiation of liberalizing trade agreements. 

 The CoE research that is explicitly not covered in this book consists of case-
centered case studies. Case-centered studies seek to give a complete explanation 
of an empirical phenomenon that is substantively important  without  drawing 
lessons that extend beyond the examined case.  27   The fact that no generalization 
of causal inferences is intended allows a researcher to incorporate case-specific 
factors into the explanation that do not extend to other cases  if  the case under 
analysis is conceived of as an instance of similar phenomena. In comparison 
with theory-centered CoE analyses, case-centered CoE research thus produces 
richer explanations that are confined to the examined cases. 

 The elaboration of theory-centered CoE and EoC case studies now forms 
the background against which it is possible to delineate the scope of my argu-
ments with respect to approaches and terms commonly invoked in the case 
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study literature. The approaches and terminology I have in mind concern 
Comparative Historical Analysis (CHA) (Mahoney and Rueschemeyer 2003b) 
and research anchored in the notions of  causal complexity  and  causal hetero-
geneity  (Ragin 1987, chap. 2), which is in turn is related to the distinction 
between  variable-  oriented  and  case-  oriented research  (Ragin 1987, chaps 3–4; 
Ragin 1997).  28   

 In retrospect, King, Keohane, and Verba’s book  Designing Social Inquiry  
(1994) represents the impetus for a broad and sophisticated debate 
about the characteristics of CHA (Mahoney 2004, 2003a; Mahoney and 
Rueschemeyer 2003a; Rueschemeyer 2003; Skocpol 2003).  29   In short, the 
key characteristics of CHA are a theoretical anchorage in historical institu-
tionalism (Thelen and Steinmo 1992); the formulation of comprehensive 
explanations for big and substantively important phenomena, such as the 
evolution of the nation-state; an emphasis of historically specific (highly 
context-dependent) causal relationships, which then implies the analysis of 
relatively few and homogenous cases; comparative case study designs; and 
a central role of process tracing and temporality in the form of concepts 
such as path dependence. 

 Because of the particular engagement with  Designing Social Inquiry , the 
usual points of reference for this debate are (mainstream) quantitative 
methods (Goldstone 1997; Mahoney 2005; Mahoney and Terrie 2008; 
Mahoney and Villegas 2007; Skocpol 2003). While this contrast proved valu-
able and highlighted several important features of CHA, it equally holds 
that CHA and its methods fit squarely into the case study method as it 
underlies this book. CHA qualifies as CoE research because of the aspiration 
to formulate comprehensive explanations. At the same time, CHA is theory 
centered because cases serve to generate explanations that hold within a 
population of causally homogenous cases (Mahoney and Rueschemeyer 
2003a). In practice, it might be that case studies in the field of CHA examine 
smaller populations than usual in order to do justice to the idea of historical 
specificity, that most of them prefer the set-relational perspective on causal 
effects, that they particularly emphasize temporality, and so on (Mahoney 
2004). These certainly are important matters of practice and are warranted 
in order to achieve a fit between historical institutionalism and CHA’s 
inventory of methods (Hall 2003). From the viewpoint of small-n methods, 
however, CHA’s instruments are not qualitatively different from the tool kit 
available to case study researchers outside of the field of CHA. Because my 
goal is to provide an integrative discussion of the case study method, I refer 
to CHA specifically only if the issue at hand is closely tied to the methods 
that characterize CHA (which holds true for generalization, for example, see 
Chapter 9). 

 Two other established distinctions in the social sciences that originate 
from a struggle with quantitative research contrast  variable-  oriented  and 
 case-  oriented  research and emphasize, in relation with the latter, the idea of 
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 causal complexity  and  causal heterogeneity . The distinction between variable-
oriented and case-oriented research mirrors the differentiation between 
correlational and set-relational research (see below). Among other things, 
variable-oriented research is usually taken as equivalent to quantitative 
research interested in marginal effects estimated on the basis of a sample 
of cases. In contrast, case-oriented research describes cases as wholes in 
terms of configurations of conditions that lead to the outcome (Ragin 1987, 
chaps 2–4). In this salient respect at least, this contrast between variable-
oriented and case-oriented research is not reflected in my book. As I define 
it, theory-centered research uses cases instrumentally for the improvement 
of theory instead of conceiving of theory as instrumental for a compre-
hensive explanation of cases, which is the characteristic of genuine case-
oriented analyses. If case studies are theory centered, they can be variable 
centered because it is possible to examine correlational causal relationships 
involving an independent and a dependent variable (see below). However, 
theory-centered case studies are not necessarily variable centered because 
they can also concern set relations and causal mechanisms. Because of these 
ambiguities and in order to clearly denote the scope of the present book, 
my top-level distinction is only between case-centered and theory-centered 
small-n research, the latter described by the four dimensions elaborated in 
Chapter 1. 

 The contrast of variable-oriented and case-oriented research led Ragin 
to develop a synthetic strategy, which is better known as Qualitative 
Comparative Analysis (QCA) (Ragin 1987). Two key elements of QCA are 
 causal heterogeneity  and  causal complexity . Causal complexity means that 
outcomes are produced by configurations of conditions and different config-
urations can lead to the same outcome (see Section 2.4). The latter aspect 
is also explained by the notion of causal heterogeneity, which is equiva-
lent to equifinality and the claim that multiple configurations of condi-
tions bring about the same outcome. Both elements, causal heterogeneity 
and complexity, were originally introduced in order to adhere to the idea 
of historical specificity, meaning that cases must be analyzed within the 
historical context in which they are embedded. 

 Causal heterogeneity is occasionally pitted against the conception of 
causal homogeneity that underlies quantitative research. The latter is said 
to unduly favor generality over specificity, which is supported by the fact 
that quantitative analyses often cover samples or populations that include 
dozens or hundreds of cases such as all the countries in the world over an 
extended period of time (Goldstone 2003; Skocpol 2003). 

 This short discussion reiterates that (mainstream) quantitative research is 
the point of reference in the debate about QCA and historical specificity. A 
transfer of the meaning of causal complexity and heterogeneity to the realm of 
case studies reveals that the former are accommodated by the framework that 
underlies the present book. Similar to CHA, case studies invoking the notions 
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of causal complexity and causal heterogeneity take a CoE perspective, as the 
aim is to formulate comprehensive explanations for a given phenomenon. 
The path to achieving this goal is seen in set-relational causation (Mahoney 
2004), the discussion of which forms an essential part of book.  30   

 The emphasis of historical specificity manifests itself in the analysis of 
configurations of conditions and, again as in CHA, the specification of 
multiple scope conditions that delimit the population to a small and rather 
homogeneous set of cases (Ragin 2000, chap. 2). Most empirical research 
involves scope conditions (Bunce 2000; Lieberson 1997, 375; Paige 1999), 
and the number of boundary statements that one specifies depends on the 
individual belief about the causal homogeneity of cases in question. This is a 
matter of practice and not of principle (Ragin 1997), though, and nothing in 
the preceding and following discussion of the case study method precludes 
a strong belief in historical specificity. 

 Finally, the notion of causal heterogeneity might seem to be at odds with 
the idea of general causation and the generalization of causal inferences on 
the basis of qualitative case studies. However, this impression would be erro-
neous. QCA and causal-heterogeneity based research more generally presup-
pose the analysis of a population of cases (Ragin 2000; chaps 2 and 7; Ragin 
1997). The dialogue between ideas and evidence implies that the shape of 
the population is always preliminary (Ragin 2006a, 635–6), but that there is 
a population underlying the analysis. Against this backdrop, causal hetero-
geneity means that,  within  the confines of a population of causally homoge-
nous cases, there are different ways in which the outcome can come about. 

 The argument that causal heterogeneity and causal homogeneity are 
not contradictory can be substantiated with a case study on the delay in 
the transposition of EU directives into national law (the outcome) (see, for 
example, Steunenberg and Kaeding 2009). In order to keep the example 
simple, assume you find that a delay is due only to a misfit of the content 
of the directive and current national law or the opposition of strong lobby 
groups that benefit from the current law. The two reasons for a delayed 
transposition clearly are a manifestation of causal heterogeneity. 

 At the same time, this example points to two elements of causal homo-
geneity. The first facet of causal homogeneity manifests itself in countries 
that share the same determinant of a delayed transposition. For example, if 
Germany, France, Portugal, and Spain are all marked by a misfit and delayed 
transpositions, the process-tracing insights derived from the analysis of one 
such country are generalized to the three other countries characterized by 
the same determinant and outcome (known as contingent generalization, see 
George and Bennett 2005, 110–13). Secondly, the notion of causal homogeneity 
extends beyond the cases that share the cause and outcome of interest. Suppose 
that Germany failed to transpose a directive because of a misfit and Denmark 
did not transpose a directive in time because of the resistance of lobby groups. 
Causal homogeneity now means that  if  Germany had been characterized by 



Case, Case Study, and Causation 47

strong lobby groups instead of a misfit, it too would not have transposed the 
directive. Similarly, one assumes that Denmark would have failed equally to 
transpose in time  if  there were a misfit but no opposition by lobby groups. This 
counterfactual line of reasoning follows from the circumstance that Germany 
and Denmark are assumed to be causally homogeneous.

Both manifestations of causal homogeneity entail that it does not qualify 
as the antonym of causal heterogeneity. Instead, causal heterogeneity is 
better understood as a second-order notion of how outcomes come about 
because heterogeneity occurs within a set of homogenous cases. It follows 
that the idea of causal heterogeneity and equifinality are in line with the case 
study method as it is elaborated in this book. Thus, the discussion of the case 
study method in the following chapters is also integrative in that it includes 
small-n research that takes a CoE and EoC perspective in causal analyses 
and places a premium on causal heterogeneity and causal complexity.  

  2.4 Types of causal effects: correlations v. set relations 

 In the past, a lot of the debate on methods centered on the qualitative versus 
quantitative and large-n versus small-n divide (for example, Ebbinghaus 
2005; Mahoney and Goertz 2006; Prakash and Klotz 2007). With this debate 
still ongoing (Beck 2010; Collier et al. 2010), a salient divide that cuts across 
these dimensions is between covariational and set-relational cause–effect 
relationships. Reference to the quantitative versus qualitative and large-n 
versus small-n divides fails to capture the fact that there are advocates of a 
covariational framework among case study methodologists (Gerring 2007a). 
Similarly, the large-n camp is divided into groups of researchers who favor 
statistical techniques and those who favor QCA, the latter of which is built on 
the assumption of set-relational causation (see Achen 2005; Ragin 2008).  31   

 The remainder of the chapter is devoted to a discussion of the features of 
correlational and set-relational cross-case relationships that are relevant for 
the subsequent treatment of the case study method. The next two sections 
focus on inherent elements of the two types of causal effects and not on 
how they are handled in practice. This is a point worthy of emphasis because 
debates about correlational and set-relational causation and methods often 
center on how they are practiced and not their inherent characteristics. 
Methods and ontological commitments should not be judged on the basis 
of how they are practiced but on what they can achieve if properly imple-
mented.  32   In this spirit, I first consider covariational causation and then 
turn to set relations. 

  Correlational causation 

 The core characteristic of a covariational conception of causation can be 
described as  symmetry . For a  positive  correlation, symmetry means that an 
increase in the independent variable prompts an increase in the dependent 
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variable and that a decrease in the independent variable coincides with a 
decrease of the dependent variable. Correspondingly, a  negative  correlation 
is symmetric because an increase in the independent variable is followed 
by a decline in the outcome, and vice versa. Gamson’s law (1961) is a good 
example for a strong positive correlation in the political world. Gamson’s law 
states that there is a linear, one-to-one relationship between a government 
party’s seat share in parliament and its share of cabinet posts. This means 
that if a government party’s seat share increases from 15 to 30 percent, for 
example, its share of minister posts increases from 15 to 30 percent as well.  33   
At the same time, a party that experiences a loss of parliamentary seats from 
30 to 15 percent would suffer a corresponding decrease in its cabinet share. 
The causal effect of the seat share on the cabinet share is symmetric because 
the outcome increases and declines as the cause increases and declines. 

 Correlational causation is often equated with linear-additive causality 
(Ragin 2008, chap. 6). However, neither linearity nor additivity are inherent 
features of the covariational view on causation but instead refer to its imple-
mentation in regression analysis (Beck and Jackman 1998). Additivity 
captures the assumption that the causal effects of independent variables 
are independent of each other and that these effects add up. While additive 
causal effects are mostly associated with regression analysis, in Chapter 5, I 
show that a specific variant of comparative case study permits examination 
of them in qualitative small-n research. 

 Additivity may be a characteristic of empirical correlational research 
(Mahoney and Goertz 2006), but, in principle, it is of course possible to 
theorize and to try to infer the presence of an interaction effect. An inter-
action effect is present when the causal effect of one independent variable 
hinges on the scores that another independent variable takes. An empirical 
example involving a discussion of independent and interaction effects in 
case studies can be found in Prontera’s analysis of policy change in the elec-
tricity sector of France and Italy (2010). Prontera is interested in the effects 
of Europeanization on the liberalization (or nonliberalization) of the 
electricity sector in the two countries. A central factor in the analysis of 
Europeanization is the misfit between national institutions and policies and 
those demanded by legislative action of the European Union. In Prontera’s 
case study, a misfit pertains to France and Italy because both maintained 
state-controlled electricity sectors, whereas the European Union mandated 
a market-oriented electricity policy. 

 According to one line of reasoning in Europeanization research, a high 
level of misfit should hinder the country’s compliance with the EU demands 
because of high adaptation costs. A low level of misfit, on the other hand, 
should be congruent with compliance. This means that the extent of misfit 
is expected to correlate with compliance behavior. As regards the elec-
tricity policy of France and Italy, one therefore should not observe compli-
ance. The first three columns in Table 2.2 show that the expectation of 
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an independent effect of misfit is not confirmed. Both countries share no 
misfit prior to EU action because a state-oriented policy was feasible due to 
a lack of any constraint by the EU (Italy I and France I). After EU legislation 
came into existence, the level of misfit was high (Italy II and France II). 
However, only France continued to pursue a state-oriented policy, whereas 
Italy switched to a market-oriented electricity policy.      

 In light of this evidence, Prontera argues that misfit does not have an 
independent effect but depends on the degree to which the national insti-
tutions and policies are institutionalized. A change in the misfit influences 
the national institutions and policies only when their level of institution-
alization is low. This holds true for Italy but not for France, because its 
electricity policy was highly institutionalized. In contrast to misfit alone, 
an interaction between the level of misfit and the level of institutionaliza-
tion therefore accounts for the differing trajectories of electricity policy in 
France and Italy. 

 Additive causation is one part of linear-additive causality, with linearity 
being the other one. The link between correlation and linearity is attribut-
able to the common practice of regression analysis to model the causal effect 
of independent variables as linear (Beck and Jackman 1998). As is discussed 
in Chapter 5 in more detail, this modeling practice is not relevant for corre-
lational case studies. Linearity refers to the specification of the functional 
form of a causal effect, requiring the analysis of a sufficiently large number 
of observations. Case studies emphasize the depth of the within-case anal-
ysis at the expense of breadth in terms of the number of cases (Gerring 2004, 
347). This, in turn, makes it futile to infer a specific functional form from a 
handful of cross-case observations. Covariational case studies confine them-
selves to the detection of a positive or negative correlation among bicategor-
ical or multicategorical causes and outcomes and do well in leaving the test 
for specific functional forms to a large-n study (see Chapter 5). 

 Although one does not aspire to analyze the functional form of the causal 
effect, it is important to note that continuous data can be used in cross-case 
comparisons for a different purpose. The use of continuous data is related to 
two different measurement strategies that can be employed in covariational 
case studies. One can establish a correlation between an independent and 
a dependent variable, each of which measures either  differences in   degree  or 

 Table 2.2      Interaction effects and   correlational   causation  

 Case  Electricity policy (Y)  Misfit  Institutionalization 

Italy I State-oriented Low Low
Italy II Market-oriented High Low
France I State-oriented Low High
France II State-oriented High High
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 differences in   kind . Table 2.2 depicts correlations between variables taking 
scores that denote differences in kind. Misfit and institutionalization are 
either high or low, and electricity policy is either market oriented or state 
oriented. The alternative is to establish a correlation by measuring differ-
ences in degree. In this instance, one country has a higher or lower level of 
misfit and a higher or lower degree of institutionalization, and the country 
pursues a more or less state-oriented electricity policy.  34   

 Both measurement strategies are feasible in correlational case studies, but 
they differ fundamentally with respect to the criterion used for the assign-
ment of scores to cases. When the scores of a variable differ in kind, one uses 
theory and conceptual knowledge to assign values to a case. With respect to 
misfit, for example, one must specify a benchmark separating high from low 
levels of misfit.  35   No theory is needed in the analysis of cases that differ in 
degree because one country simply has a higher level of misfit than another 
country, a higher degree of institutionalization, and so on. 

 A look at the empirical small-n literature shows that both measurement 
strategies are applied. Jakobsen’s analysis of the effects of Europeanization 
and globalization on liberalization in the Danish telecommunications 
and electricity sector is based on the measurement of differences in degree 
(2010). He hypothesizes that the degree of liberalization in these sectors is 
larger the higher the extent of external pressure in terms of globalization and 
Europeanization. In his case studies, Lange (2009) measures the cause and 
outcome in terms of differences of kind. He is interested in explaining the 
level of economic development of former British colonies and distinguishes 
between a low, medium, and high level of development. His hypothesis is that 
the extent of development hinges on whether the country was subject to direct 
or indirect British rule back when the state was a British colony, therefore 
establishing differences in kind on the independent and the dependent vari-
able. Lieberman’s study of AIDS politics is a mix of the two measurement strat-
egies (2009). His goal is to explain differences in degree in the state response 
to the spread of AIDS. Lieberman hypothesizes that the response of policy 
makers to AIDS is less aggressive in countries with ethnically divided societies 
compared with states that have homogenous societies. A difference in kind – 
ethnically homogenous versus divided societies – is hypothesized to produce 
differences in degree as regards the level of policy response to AIDS.  36   

 These measurement strategies are equally viable and the decision between 
them should depend on theory. Whenever the theory under analysis is not 
specific enough to select one of the two measurement strategies, it is up 
to the case study researcher to choose between them when formulating a 
hypothesis. This decision has important consequences for covariational 
case studies to be detailed in later chapters. Without going into the details 
here, a causal relationship between differences in kind does not necessarily 
entail a relationship between variables that are measured in terms of differ-
ences in degree. In a similar vein, a correlation between differences in kind 
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does not automatically imply a causal relationship between differences in 
degree. This means that there may be no correlation between differences in 
kind, while one observes covariance if one measures differences in degree, 
and vice versa. In making covariational causal inferences, one thus should 
be particularly careful when the case study indicates that the independent 
and dependent variable do not covary. All that one should infer is that there 
is no evidence for a correlation  given  the selected measurement strategy. 
Whether there is no correlational relationship at all in place can be deter-
mined only after having performed a case study that is built on the respec-
tive other measurement strategy.  

  Set-relational causation 

 Set-relational causation differs from correlational causation in many 
respects. First of all and as the name suggests, set relations establish rela-
tionships between sets in which cases are either members or nonmembers 
(Ragin 2008, chaps 5–6).  37   Assume one aims to explain why some welfare 
states are large, making ‘large welfare state’ the set of interest (also called the 
outcome set). Presuming that one has some measure for the size of a welfare 
state – for example, welfare state spending as a share of the GDP – it is 
possible to assign those states that meet the requirements of a large welfare 
state to the corresponding set. These cases are members of the set and are 
also said to be in the set. On the other hand, all countries that do not have a 
large welfare state do not belong to the set; they are nonmembers and out of 
the set ‘large welfare state’. In other words, they are members of the  negation  
of the set of interest, which is a nonlarge welfare state in this example. 

 The differences between sets and variables are important to understand 
because they have profound implications for the way in which a case study 
is conducted. If one specifies the set ‘open economy’ as a cause for a large 
welfare state, there is only interest in countries that qualify as members of 
the set open economy. Variables that correspond to the sets ‘open economy’ 
and ‘large welfare state’ but are not fully equivalent are the level of 
economic openness and the size of the welfare state. If this is the inde-
pendent variable in a correlational case study, one scores  all  countries with 
respect to their degree of economic openness and size of the welfare state. 
This further entails that a correlational design includes countries with any 
level of economic openness and relates them to the respective size of the 
welfare state; the empirical analysis of a set-based case study, meanwhile, 
only covers states that have an open economy. 

 The exclusive focus on cases that are in a specific set has three interrelated 
ramifications that distinguish set-relational case studies from covariational 
case studies. First, set-relational causation is based on  invariant  cause–effect 
relationships. This becomes manifest in the set-relational proposition that 
countries with open economies have a high level of spending. This implies 
that one is interested only in open economies, and no claim is made about 
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closed economies and small welfare states. Second, invariance implies the 
idea of  asymmetric   causation , which contrasts with symmetric causality 
inherent in covariational analyses. The precise manifestation of asymmetry 
depends on the variant of set relation and is exemplified in the following 
sections dealing with specific set relations. 

 Third, instead of speaking of independent variables (or covariates) and 
dependent variables, as is done in correlational designs, set-relational 
research is about how a  condition  (X) is related to an  outcome  (Y) (Schneider 
and Wagemann 2010, 4). This may strike one as a definitional subtlety, 
but it is important to stay true to the proper terminology of set-relational 
and correlational research. The term ‘condition’ signals that causal infer-
ences are about patterns of invariance, that is, for example, whether the 
welfare state is always (or at least mostly) large in a country that maintains 
an open economy. In order to emphasize the difference between correla-
tional and set-relational research, I use the effect-specific vocabulary when 
talking about covariational and set-relational causation. Whenever an argu-
ment equally extends to both causal effects, I speak of causes and effects or 
outcomes because these are neutral terms. 

 The following sections deal with different varieties of set relations. The 
discussion begins with sufficiency and necessity as the two cornerstones of 
set relations. Equifinality, conjunctural causation, as well as INUS and SUIN 
conditions are more complex types that can be derived from them and are 
discussed after sufficiency and necessity.  

  Sufficiency 

 A condition is sufficient for an outcome when the presence of the condition 
coincides with the presence of the outcome. In terms of Boolean logic that 
underlies the analysis of set relations (Ragin 1987, chaps 6–7), sufficiency 
can be expressed as X → Y. The arrow signifies the set relation that is in 
place between X and Y and should not be interpreted as the direction in 
which the causal relationship works. The arrow means that the set at which 
the arrow starts – X in the case of sufficiency – is a subset of the set to which 
it points – Y in a pattern of sufficiency. 

 A classic example for a pattern of sufficiency is the democratic peace 
phenomenon (George and Bennett 2005, chap. 2). X denotes the set democratic 
dyad, in which any pair of countries is either a member or not depending on 
whether both states in the dyad are democratic. Y represents the set peaceful 
dyad (or simply peace), which is either present or absent. The argument and 
empirical finding that two democracies do not fight each other is one of suffi-
ciency:  if  a dyad is democratic (X is present), one observes peace (Y is present). 
The democratic peace example also demonstrates the asymmetry of set rela-
tions. The claim that a democratic dyad maintains peaceful relations does 
not imply the argument that nondemocratic dyads are always at war. In fact, 
many nondemocratic dyads are at peace with each other. 
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 The asymmetry that is inherent in a pattern of sufficiency can be nicely 
visualized by Venn diagrams, commonly used in combination with set rela-
tions. The Venn diagram in Figure 2.5 depicts the democratic peace phenom-
enon. The rectangle represents all cases in the population. The inner circle 
shaded in light gray represents the set of cases that are democratic dyads. 
All cases that are located outside this circle are nondemocratic dyads. The 
dark-gray outer circle contains all instances of peaceful dyads.      

 The Venn diagram demonstrates that the set of democratic dyads is a 
subset of the set of peaceful dyads, which shows that all democratic pairs 
of countries are at peace with each other. Moreover, the diagram visualizes 
the asymmetry inherent in sufficient causation because all cases that are 
outside of the set ‘democratic dyad’ and in the set ‘peace’ are instances of 
peaceful nondemocratic dyads. Thus, the claim that a democratic dyad is 
sufficient for peace does not mean that a change from a democratic to a 
nondemocratic dyad alters the outcome from peace to war.  

  Necessity 

 A condition is necessary when the outcome occurs only  if  the condition is 
present. Formally, this means X ← Y. The arrow that signifies the subset 
relation now points in the direction of the condition because the set of 
cases with Y present is a subset of the set of cases with the necessary condi-
tion in place.  38   The meaning of a necessary condition can be clarified by 
transforming the democratic peace phenomenon into a nondemocratic war 
phenomenon. This is achieved by taking war as the outcome and nondem-
ocratic dyad as a necessary condition. Whenever one observes war, it is 

Population of dyads

Democratic dyads

Peaceful dyads

 Figure 2.5      Venn diagram for sufficiency  
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certain that it is waged by a nondemocratic dyad because we know that two 
democracies do not fight each other (Goertz and Starr 2003a, 5). The obser-
vation that wars are fought between nondemocratic dyads complies with 
the definition of necessity because a war occurs only if a nondemocratic 
pair of countries is involved. 

 The Venn diagram in Figure 2.6 visualizes the argument that a nondemo-
cratic dyad is necessary for war. The circle shaded in dark gray captures the 
presence of the necessary condition ‘nondemocratic dyad’. The light-gray 
circle signifies the presence of the outcome ‘war’. It is a subset of the larger 
circle and thus points to a pattern of necessity. Furthermore, the Venn 
diagram highlights the asymmetry characteristic for necessity. The fact 
that all wars are fought between nondemocratic dyads does not mean that 
all instances of peace include democratic dyads because the set of peaceful 
dyads includes democratic and nondemocratic countries alike.  39         

  Necessity and sufficiency 

 A condition is necessary and sufficient  if and only if  the outcome is present 
in the presence of the condition. When a pair of democratic countries is the 
condition and the outcome is peace, a democratic dyad would be necessary 
and sufficient for peace if all such dyads were to maintain peaceful relations 
(sufficiency) and if all instances of peace were to involve democratic dyads 
(necessity). Formally, a necessary and sufficient condition is presented as 
X ↔ Y, where the double-headed arrow denotes that the condition and the 
outcome form perfectly overlapping sets. This feature of a necessary and 
sufficient condition also becomes apparent in the Venn diagram presented 
in Figure 2.7.      

Dyads at war

Non-democratic dyads

Population of dyads

 Figure 2.6      Venn diagram for necessity  
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 The Venn diagram highlights that the  queen  of all set relations qualifies as 
symmetric because the absence and presence of the outcome depend only on 
the absence and presence of the condition. When discussing necessary and 
sufficient conditions, the neat distinction between correlations as instances 
of symmetric causation and set relations as instances of asymmetric causa-
tion breaks down. However, there is a salient difference between a necessary 
and sufficient condition, on one hand, and an independent variable that is 
measured in terms of differences in kind, on the other. 

 Gamson’s law (1961) illustrates this difference. Gamson’s law states that 
there is a one-to-one correspondence between a party’s share of cabinet posts – 
the outcome – and the party’s share of seats in the parliament – the cause. In 
a set-relational study, a high seat share is the condition and a low seat share is 
its negation, and a high cabinet share is the outcome and a low cabinet share 
is the negated outcome. If a high seat share is necessary and sufficient for a 
high cabinet share, the corresponding inference reads ‘The cabinet share of a 
party is low when the seat share is low and high when the seat share is high’. 
The inference implies symmetry because the cabinet share always changes 
as the seat share changes. A correlational inference relying on differences 
in kind for the independent and dependent variable would be ‘The cabinet 
share of a party changes from low to high as the party’s seat share changes 
from low to high, and vice versa’. This statement stipulates a symmetric rela-
tionship but says nothing about the cabinet share when the seat share is low 
or high. The correlational inference applies only to a  change  of the share of 
cabinet posts once the seat share alters. A necessary and sufficient condition 
therefore implies symmetry, but a genuine correlation relying on differences 
in kind does not entail anything about necessity and/or sufficiency.  

Peaceful dyads

Democratic dyads

Population of dyads

 Figure 2.7      Venn diagram for necessity and sufficiency  
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  Equifinality 

 Equifinality denotes a constellation where two or more conditions (or 
combinations of conditions, see below) are individually sufficient for the 
same outcome. Expanding on the democratic peace example, imagine that 
a power asymmetry leads to peace within dyads, too. The two conditions 
‘democratic dyad’ and ‘power asymmetry’ are both individually sufficient 
for peace because each condition can bring about the outcome. Since the 
outcome can occur when a democratic dyad is present and power asym-
metry absent and vice versa, it follows for equifinality that neither of the 
conditions is individually necessary. 

 Formally, equifinality can be written as X1 + X2 → Y where X1 and X2 
represent two different conditions, such as a democratic dyad and a power 
asymmetry. The + represents the OR operator in logic and denotes that the 
presence of either X1 or X2 suffices to bring about the outcome.  40   This char-
acteristic of equifinality is presented by the Venn diagram for the demo-
cratic peace example (Figure 2.8). The set of cases with peace present now 
includes two subsets representing the presence of a democratic dyad and the 
presence of a power asymmetry.  41         

  Conjunctural causation 

 Conjunctural causation, also known to as configurational causation, means 
that two or more conditions produce the outcome only if they are simul-
taneously present. As an illustration, assume one aims to explain welfare 
state retrenchment. Welfare state retrenchment is due to configurational 
causation if it results when an economic crisis occurs under the watch of a 

Democratic
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Power
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 Figure 2.8      Venn diagram for equifinality  
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conservative government that seizes the opportunity to cut spending. The 
two conditions economic crisis and conservative government are individu-
ally necessary parts of a conjunction and jointly sufficient for the outcome. 
A crisis does not produce retrenchment on its own, in the same way, a 
conservative government would have no effect in the absence of a crisis. In 
terms of logic, configurational causation is presented as X1 * X2 → Y. The * 
represents the AND operator in logic, denoting that the conditions must 
occur together in order to produce the outcome. 

 Figure 2.9 depicts a Venn diagram for configurational causality. For ease 
of presentation, a set now takes the form of a rectangle. The conditions 
economic crisis and conservative government are not complete subsets of 
the outcome set, welfare state retrenchment, which reflects the fact that 
neither of the two conditions is individually sufficient. However, the shaded 
area that denotes the conjunction of both conditions is a full subset of the 
outcome and therefore qualifies the interaction of the two conditions as 
sufficient.       

  INUS conditions 

 INUS causes are in place when at least one conjunction and equifinality 
come together. In this instance, at least two conditions are  i nsufficient, but 
 n ecessary elements of a conjunction that is  u nnecessary, but  s ufficient for 
the outcome (Mackie 1965). Modifying the previous example, assume that 
welfare state retrenchment occurs if a conservative government goes along 
with an economic crisis, or if labor unions are weak in times of a high public 
deficit because the latter creates pressure for reduced spending that weak 
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Welfare state
retrenchment

Conservative
government

Population of countries

 Figure 2.9      Venn diagram for conjunctural causation  
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unions cannot prevent. Thus, welfare state retrenchment is observable when 
one of two conjunctions is present. The first conjunction includes the condi-
tions ‘conservative government’ and ‘economic crisis’, whereas the second 
conjunction is constituted by the conditions ‘weak labor unions’ and ‘high 
deficit’. Each of the four conditions is an INUS condition in this example. 
They are individually insufficient because they require the presence of a 
second condition in order to take effect. At the same time, they are necessary 
parts of a conjunction because it is only a configuration that can produce the 
outcome. While the first two letters in INUS capture the properties of single 
conditions, the last two letters refer to the properties of a configuration. Each 
conjunction is unnecessary because the phenomenon is due to equifinality, 
which further implies that each of them is individually sufficient. 

 A formula that captures the previous example in abstract terms is X1 * 
X2 + X3 * X4 → Y, which highlights the fact that INUS causes require 
the combination of equifinality and conjunctural causation. Figure 2.10 
is a visualization of the previous empirical example. Compared with the 
diagram for conjunctural causation in Figure 2.9, the Venn diagram for 
INUS causation simply includes an additional conjunction that is sufficient 
for the outcome.       

  SUIN conditions 

 Recently, SUIN conditions have been proposed as the last missing piece 
in the set-relational toolbox (Mahoney et al. 2009, 143). An elaboration of 
SUIN causes requires a move from the level of conditions to the level of 
attributes or dimensions of individual conditions.  42   A cause is SUIN if it 
is a  s ufficient but  u nnecessary attribute of a condition that is  i nsufficient 
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 Figure 2.10      Venn diagram for INUS conditions  
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but  n ecessary for the outcome. Take the case of government termination as 
an example of SUIN causes and assume that ‘frequent government termi-
nation’ is a necessary condition for the outcome ‘public discontent with 
democracy’.  43   Government termination is defined as given when elections 
are held or when the prime minister resigns. In other words, one speaks of 
government termination if either of the two attributes holds empirically. In 
this example, the resignation of the prime minister and an election are SUIN 
causes because their individual presence is sufficient for counting a govern-
ment as terminated. Each attribute is not necessary, though, because there 
are two ways in which termination can result. The first two letters in SUIN 
therefore refer to conceptual issues and the subsumption of empirical events 
under the attributes of concepts. The final two letters in SUIN capture the 
causal quality of the condition that is defined by the attributes. In the hypo-
thetical example, government termination is an insufficient but necessary 
condition, as it generates the outcome ‘public discontent with democracy’ 
only in combination with at least one additional condition. 

 The presentation of SUIN causes in Venn diagrams is straightforward 
(Mahoney et al. 2009, 128). Continuing with the example of government 
termination, the outer circle in Figure 2.11 captures the necessary condition. 
The visualization of SUIN causes requires the set ‘frequent government termi-
nation’ to be split into two parts. The dashed line separates all cases of govern-
ment termination into governments that were brought to an end by an election 
(upper part) and the resignation of the prime minister (lower part). The dashed 
line runs through the set of the outcome that is a subset of the condition in 
order to signify that the condition is necessary. Thus, a subset of all cases 
of frequent government termination resulting from an election are instances 
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 Figure 2.11      Venn diagram for SUIN conditions  
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of public democratic discontent, while another group of cases in which the 
outcome is present witnessed the resignation of the prime minister.        

  2.5 Conclusion 

 This chapter forms the basis for the subsequent chapters dealing with 
specific aspects of the case study method. It is worth repeating that I do not 
argue that everyone should adopt the ontological and epistemological posi-
tions discussed in this chapter. Instead, the goal of this book is to discuss 
the case study method  given that  one believes in empirical regularities. 
Besides the clarification of some key terms, a major message of this chapter 
is that this premise extends to the cross-case and within-case level and that 
there are two different perspectives on what a cross-case regularity is. The 
correlational and set-relational conception of causal effects rest on different 
premises as regards the nature of cross-case patterns. The elaboration of the 
menu of set relations further highlights the variety of cross-case patterns 
that count as a set relation. The following chapters on case selection and 
cross-case comparisons will particularly show that the symmetric nature 
of correlations and asymmetry and variety of set relations has far-reaching 
ramifications for the case study method and the realization of empirical 
case studies.  
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     3 
 Types of Case Studies and 
Case Selection    
 

  The goal of generating statements about empirical regularities implies that 
a population of cases exists to which these statements extend. Unless one 
is able to examine all cases in the population, something that might be 
possible when the population is small, one faces the pertinent challenge of 
case selection. The systematic choice of cases is crucial because the case is 
not interesting in itself (at least not in the first place), but for learning some-
thing about the population of cases from which it is drawn. One central 
goal of this chapter is to show that different types of cases lend themselves 
to this purpose.  1   The types of cases are characterized by different features, 
each type having different implications for causal inference and calling for 
different case selection strategies. Figure 3.1 gives a snapshot of the types 
of case studies and basic selection strategies and additionally demonstrates 
that distinguishing between the three dimensions introduced in Chapter 
1 – research goals, levels of analysis, and variants of causal effects – is central 
for case studies and case selection.  2    

 On the top level, the discussion follows the distinction between the three 
theory-centered research goals.  3   In each of the three sections dealing with 
the generation, testing, and refinement of a hypothesis, I first focus on the 
cross-case level and turn to the within-case level afterward. For each level 
of analysis, it is further necessary to differentiate between correlational and 
set-relational propositions, with the latter in turn being subdivided into 
statements of necessity and sufficiency.  4   For hypothesis-testing case studies, 
I further describe case selection for the test of a single hypothesis and then 
extend the discussion to comparative tests of multiple propositions and the 
incorporation of interaction effects in the case selection process.      

 An additional source of complexity to consider here is that one can 
follow two different case selection strategies that are tied to different types 
of case studies. The first strategy follows the idea of  distribution-based  selec-
tion because cases are chosen with respect to their location in a distribution 
of cases spanned by the cause or causes and/or the outcome of theoretical 
interest. Depending on the research goal, the three distribution-related types 
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of case studies are the  typical ,  diverse , and  deviant  case study. The alternative 
strategy is  theory-based  case selection, where cases are chosen with an eye 
on their implications for theory. Again depending on the research goal, this 
selection strategy includes the  most-likely  and  least-likely  case study and the 
 failed   most-likely  and  passed   least-likely  case study.  5   In Chapter 8, it is detailed 
that distribution-based and theory-based case selection are tied to frequentist 
and Bayesian modes of causal inferences in tests of hypotheses. In order to 
maintain the broader scope of this chapter, I postpone a detailed discussion of 
frequentism and Bayesianism until Chapter 8, continuing with the tenets of 
distribution-based and theory-based case selection in the present chapter.  6   

 Before starting the discussion with hypothesis-building case studies, it 
is necessary to clarify two additional issues. The first one is related to the 
question whether one chooses cases from  populations  or  samples , while the 
second issue considers the role of different  measurement levels  for case selec-
tion. On the first point, I will always speak of case selection on the basis 
of a population, as opposed to sample-based case selection. The selection 
principles are the same for case studies that choose their cases from a sample 
or a population. However, it will become clear that systematic case selec-
tion requires knowledge about all cases in the population. When cases are 
selected on the basis of a sample, an additional element of uncertainty is 
introduced because one only knows a subset of the population about which 

Theory-centered

Building correlational or
set-relational hypothesis
on cross-case and/or
within-case level

Testing correlational or
set-relational hypothesis
on cross-case and/or
within-case level

Modifying  correlational or
set-relational hypothesis
on cross-case and/or
within-case level

Focus of
case study

Research goal, type of causal
effect, and level of analysis

Selection strategy
and type of case

Theory-based:
most-likely case,
least-likely case

Theory-based:
failed most-likely,
passed least-likely

Distribution-based:
typical case,
diverse case

Distribution-based:
typical case,
diverse case

Distribution-based:
deviant case

 Figure 3.1      Types of case studies and case selection strategies  
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causal inferences are made. There are well-known statistical tools for gener-
alizing from samples to the population, but these techniques can hardly be 
invoked in qualitative case studies because they are not concerned with esti-
mating the size and significance of a causal effect. Moreover, the samples 
with which we are dealing in macro-research are rarely random samples 
that would allow for the application of the conventional tools in the first 
place (Ebbinghaus 2005; Kittel 2006). The bottom line is that one can pick 
cases from a sample but will fare better by properly delineating a population 
of cases and by selecting cases from this population (Mahoney and Goertz 
2004; Ragin 2000, chap. 2). 

 The second general issue touches on the link between case selection for 
the analysis of correlational and set-relational patterns (either as an end or a 
means) and the measurement level of the outcome and cause(s) forming the 
basis for the choice of cases. A short discussion of this topic is in order here 
because the actual choice of a specific type of case hinges on the measure-
ment level in combination with the type of cross-case relationship. Table 3.1 
summarizes the interplay of the two aspects.      

 Qualitative case studies do not estimate causal effects in the way quantita-
tive research does, but continuous variables can play a role for case selection 
nonetheless. Continuous measurement can form the basis for case selec-
tion when one is interested in a  correlation between   differences in degree . As 
explained in Section 2.4, differences in degree are established by comparing 
two cases, one of which has a higher score on a variable than the other. For 
instance, Luxembourg has a higher gross domestic product (GDP) per capita 
than the Netherlands. From a qualitative point of view, both states would 
qualify as having a high GDP per capita, but this is irrelevant if the correla-
tion of interest is only about differences in degree and how one case scores 
relative to another. 

  Differences in   kind  are central when a correlation includes nominal and 
ordinal variables because nominal and ordinal measurement establishes 
qualitative differences and similarities between cases. The territorial 

 Table 3.1     Measurement levels and types of causal effects 

 Cross-case relationship 

  Correlation  Set relation 

 
 

 Measurement 
level 

 Continuous Differences in degree Necessity & 
sufficiency 
(continuum 
within a set)

 Ordinal Differences in kind Necessity & 
sufficiency
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organization of the state can be conceived of as a nominal variable when 
it distinguishes between unitary and federal countries. Each federal (or 
unitary) state is qualitatively similar to every other federal (or unitary) state, 
and qualitatively different from every other unitary (or federal) country. 
The same holds true for ordinal variables, the only difference to nominal 
variables being that the categories and cases can be ranked. In an analysis 
of party systems in democracies, one could distinguish between two-party 
systems and multiparty systems. When the size of the party system in terms 
of the number of parties – two v. more than two – is the guiding criterion, 
countries can be ranked according to whether they belong to the class of 
two-party or multiparty systems. The following discussion of types of case 
studies demonstrates that the measurement level must be taken into account 
for case selection in correlational analyses. Since the choice of cases is a little 
bit more demanding when the underlying measures are continuous, the 
focus is always on continuous variables first and extended to the simpler 
scenario of categorical measurement afterward. 

  Set-relational  case studies have a strong affinity with nominal and ordinal 
measurement because a set is equivalent to one category of a nominal or 
ordinal variable. For instance, the variable territorial organization of the 
state can assume the scores ‘federal’ and ‘unitary’. In a case study on neces-
sity or sufficiency, one takes one of the two categories as a set and checks for 
the presence of set-relational causation. In this view, continuous measure-
ment seems to be at odds with a set-relational analysis because the latter 
requires the specification of sets. If one variable is continuous, such as GDP 
per capita, the variable must be calibrated in order to obtain a set such as 
‘rich country’, meaning that continuous data seems to be irrelevant (Ragin 
2008, chaps 4–5). However, as indicated by the top-right cell of Table 3.1, 
the following discussion will show that continuous measurement can play 
a specific role even in set-relational analyses. This argument is best elabo-
rated in the context of a concrete example and thus is postponed until the 
following section. 

 In concluding this discussion, it is to note that the proper measurement 
level is easy to determine in case studies that test and modify hypotheses. 
The reason is that the hypothesis under scrutiny, if precisely formulated, 
conveys information about the measurement level that is entailed. This 
argument extends to case studies forming a within-case proposition because 
a cross-case association involving specific measurement scales for the cause 
and the outcome builds the empirical means for the choice of cases. The 
following section shows that this is different for the generation of cross-case 
hypotheses on the determinants of an outcome. Here, one is fundamentally 
uncertain about whether the causal effect is set-relational or correlational 
and, concerning the latter, whether it is about a correlation between differ-
ences in degree or kind. This makes case selection for genuinely exploratory 
research on the cross-case level particularly demanding in this respect.  
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  3.1 Types and selection for the formation of hypotheses 

 The choice of cases for the formation of new hypotheses permits only 
the  distribution-based  choice of cases. Theory-based selection is not avail-
able because this strategy requires theoretical expectations about what 
one should observe (in tests of hypotheses) or should have observed in the 
empirical analysis (in modifications of hypotheses) with a certain degree 
of confidence. Such expectations cannot be derived in genuinely explor-
atory case studies because they seek to lay the basis for this in the first 
place. Consequently, this section exclusively centers on the typical case and 
diverse case as the only two available types in hypothesis-building small-n 
analyses. 

  Cross-case level 

 The formation of cross-case hypotheses might seem to offer a great deal 
of leeway in the case selection stage because one is performing a genuine 
exploratory case study that does not draw on an existing body of research.  7   
However, the impression that ‘anything goes’ is incorrect because the 
degree to which one can make a step forward in the development of theory 
depends on how cases are selected. In general, though not necessarily (see 
Section 2.3), hypothesis-building case studies are motivated by the desire 
to explain a puzzling phenomenon (Mahoney and Goertz 2006). If this 
research interest leads one to select cases that all share the phenomenon 
in question in order to search for commonalities, the study is limited to 
the identification of necessary conditions (Braumoeller and Goertz 2000). 
Such designs, which can be labeled  no-variance-on-Y designs , are therefore a 
good starting point only if the goal is to formulate hypotheses on necessary 
conditions. 

 No-variance-on-Y outcome designs face limits if the case study seeks to 
discern the determinants of an outcome. Besides of the pertinent problem 
of not knowing whether the latter is attributable to correlational or suffi-
cient causation, the selection of cases that share the outcome is subop-
timal. In a correlational perspective, a no-variance-on-Y design allows 
one to eliminate those variables only as individual causes that vary across 
the selected cases. Although the elimination of variables reduces the set 
of potential causes, it seems more straightforward to search for variables 
that covary with the outcome. In this view, a  variance-on-Y design  is more 
appropriate because it permits the identification of potential independent 
variables that could be made subject to a subsequent hypothesis test (in 
ways described below).  8   

 An additional reason speaking for a variance-on-Y comparison is the 
possibility that the outcome is due to sufficient conditions. A no-variance-
on-Y design is inappropriate for this purpose if theory is weak in the sense 
that one does not know whether the presence or absence of a condition is 
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sufficient for the outcome (see Section 5.2). If one lacks this knowledge, as is 
likely to be the case in genuine exploratory small-n research, a no-variance-
on-Y analysis does not permit it to refute any cause at all as individually 
sufficient.  9   In order to have some inferential leverage in a hypothesis-
building comparison, it is mandatory to create a variance-on-Y design via 
case selection. The variance on the outcome allows one to reject all invar-
iant causes as individually sufficient because the outcome should always be 
present when the condition is present. Correspondingly, all varying causes 
qualify as sufficient because one does not observe the presence of a condi-
tion in combination with the absence of the outcome.  10   For these reasons, 
exploratory comparisons aiming at the determinants of an outcome fare 
better with a variance-on-Y design than a no-variance-on-Y analysis. 

 The plea for variance-on-Y designs seems to reproduce well-known argu-
ments for case studies that establish variance on the outcome made by 
Geddes (1990) and King, Keohane, and Verba (1994, 128–42). However, 
there are important differences between the two lines of reasoning. The 
traditional argument for variance on the outcome is based on concerns 
about the introduction of a selection bias undermining the correct assess-
ment of a correlational causal effect.  11   But a selection bias cannot exist in 
the first place if there is no variance on the outcome because there is no 
basis for determining a correlation of any kind (King et al. 1994, 129).  12   
Consequently, Geddes and King, Keohane, and Verba argue for variance on 
the outcome in order to be able to test correlational hypotheses. Besides that 
I am concerned with the formation of hypotheses, I recommend to achieve 
variance on the outcome in order to be open for the possibility that the 
cause–effect relationship is correlational  or  involves a sufficient condition. 

  Typical case study 

 In the preceding discussion of case selection, nothing has been said about 
what type of case to choose in particular. In principle, one can choose 
between a  typical   case study  and a  diverse   case study . A case counts as typical 
when it is representative in the sense of being able to generalize insights 
from it to similar cases in the population. This definition does not say 
anything about the extent to which causal inferences are generalizable. In 
principle, one can declare any case to be typical, the question always being 
what the degree of representativeness is in terms of the number of similar 
cases. Since generalization is the underlying goal of a typical case study, 
there is a rationale for choosing a case that achieves the  maximum  degree of 
representativeness given a specific research question, that is, the case that is 
similar to the largest possible number of other cases in the population. 

 It is interesting to note that the limitation of generalization to similar cases 
is in discord with the notion of causal homogeneity, for this would mean 
that a case would be typical for the entire population. This understanding 
of causal homogeneity would make case selection and generalization very 
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easy because every case in the population would be equally suitable. For two 
reasons, however, this is not the common understanding of similarity in 
typical case studies. First, it is likely that some cases do not conform to the 
cross-case (or within-case) pattern displayed by the typical cases (see below). 
Second, depending on how the cases are distributed in the population, some 
cases are deemed to be too dissimilar in comparison with the typical case in 
question. A discussion of case selection by Haggard and Kaufman (2008, 19) 
is exemplary for these concerns. Haggard and Kaufman are interested in the 
link between economic crisis and reforms on the trajectory of social policy 
in new democracies. They consider choosing typical cases because of their 
potential to generalize to comparable cases, but decide against it because 
of worries that the selected cases may not be fully representative for all the 
countries in the population. 

 Although it creates some friction with the meaning of causal homogeneity, 
there are legitimate reasons to take a cautious approach to generalization 
and put some limits on the degree to which a typical case is representative. 
The delineation of cases for which a typical case is or is not representative 
lacks a hard and fast rule, and so it is up to the researcher to make trans-
parent what he understands to be similar and dissimilar cases in his typical 
case study. 

 It was explained before that the formation of hypotheses on the determi-
nants of an outcome should follow a variance-on-Y design. This highlights 
that the choice of typical cases and the specification of similar cases entirely 
depend on the distribution of cases across the outcome. Because of the 
salient role of how the cases are distributed, it now becomes apparent why 
the choice of typical cases follows the broader strategy of  distribution-based  
 case selection . The elaboration of distribution-based selection requires us to 
follow the distinction between case studies searching for necessary condi-
tions, on one hand, and the determinants of an outcome, on the other. 

 In necessary condition case studies, the choice of typical cases and deline-
ation of similar cases is straightforward because one is interested in the pres-
ence of an outcome that is measured in categorical terms. All cases that are 
instances of the outcome are qualitatively identical to the selected typical 
case. It follows that every case that displays the outcome is representative of 
every other case that also has the outcome in place (the same holds true for 
the negation of the outcome). For example, if we believe that strong unions 
are a necessary condition for a large welfare state, we would generalize this 
insight to all countries with high spending because they are qualitatively 
similar to the examined case. 

 The identification of a typical case tends to be more protracted when one 
wants to learn something about potential determinants of an outcome. 
Building on what was said in the introduction on levels of measurement, 
the focus is first on an outcome that is measured  continuously . When the 
outcome is measured continuously, one must take into account that the 
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causal relationship could involve a correlation between differences in degree 
and differences in kind and that the outcome could be brought about by a 
sufficient condition. 

 In light of these possibilities and the need to select cases with variance on 
the outcome, the choice of typical cases should consider three criteria. First, 
with an eye on discerning potential sufficient conditions, one case must be 
a member of the outcome and one case a nonmember (implying that one 
has to decide about a threshold that divides the continuous variables into 
two sets). Second, as regards the possibility of a correlation between differ-
ences in kind, the case selection principle is the same as for sufficiency 
because one should choose one case having the outcome present and one 
case having the outcome absent. Since we are talking about qualitative simi-
larities between cases that belong to the same set, it again holds that any 
case that belongs to a certain category is typical for any other case from the 
same category. 

 The third case selection criterion aims at the possibility that the outcome 
is due to a correlation between differences in degree. In order to discern 
such a causal relationship, the difference of the selected cases’ score on the 
outcome should be large. A large difference on the outcome refutes the criti-
cism that it is due to chance and thus not worthy of an explanation. In 
addition, a huge difference on the outcome promotes the search for an inde-
pendent variable as the two cases are likely to display a discernible differ-
ence here as well. However, a huge difference does not suffice for the choice 
of typical cases. Since cases do not belong to categories anymore and are 
no longer qualitatively similar, it becomes essential to identify the group of 
cases for which a typical case can be claimed to be similar on the contin-
uous outcome. Recalling that generalizability is the rationale for a typical 
case study, the goal must be to choose two cases that differ widely on the 
outcome and that are similar to the maximum number of cases with respect 
to the scores on the outcome. 

 As an illustration of the three criteria, suppose you are interested in the 
determinants of the average of welfare state spending of 21 OECD countries 
in the period between 1997 and 2001 (Figure 3.2). In a correlational view 
that focuses on differences in degree, the choice of cases is based on the 
continuous outcome. With respect to a correlation between differences in 
kind and sufficient causation, it is necessary to transform the continuous 
outcome into a categorical one. For the data in Figure 3.2, we assume that 
the threshold separating large from small welfare states lies at 30 percent of 
the social expenditure. All countries with higher spending belong to the 
category of countries with large welfare states, whereas countries with lower 
spending levels are instances of small welfare states.      

 The application of the three above-mentioned case selection criteria to the 
distribution of cases in Figure 3.2 indicates Spain and Sweden as a suitable 
pair for analysis; Sweden and Spain are instances of a large and small welfare 
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state; Sweden’s spending is considerably higher than that of Spain (about 
ten percentage points); it can be argued that Spain’s spending level is similar 
to those of five other countries (Hungary, Canada, Slovenia, Belgium, and 
the Czech Republic) and that Sweden is similar to six other countries as 
regards the level of spending (Austria, France, Finland, Poland, Germany, 
and Luxembourg). The choice of Spain and Sweden thus makes it possible 
to perform an exploratory analysis on whether the outcome is attributable 
to a correlation between differences in kind, differences in degree, or suffi-
cient causation (leaving it for Chapter 4 to discuss whether this is an easy 
endeavor). 

 Although Sweden and Spain cover a good proportion of the population, 
there are some cases that are dissimilar to both. For example, one would 
refrain from generalizing the insights to Australia, Iceland, the United 
States, and Denmark, countries that clearly stand apart from the rest. It has 
been indicated above that the notion of a typical case and maximum gener-
alizability is flexible and depends on what one wants to find out. If one has 
no idea about factors that could produce the outcome, the recommendation 
is to follow the strategy in the empirical example and choose two cases that 
achieve maximum generalizability as regards the entire population. Once 
solid knowledge about the majority of cases in the population has been 
gathered, it is worthwhile to expand the perspective and look at cases not 
covered by the generalization of inferences so far. 
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 In the empirical example, this particularly pertains to the three countries 
with the lowest levels of spending. To find out whether the inferences about 
countries from the middle of the distribution extend to the low-spending 
countries, one would have to select one country with moderate levels of 
expenditure, such as Sweden, and one of the three states from the lower 
end of the distribution, such as the United States. Compared with the anal-
ysis of Spain and Sweden, the scope of generalization is smaller because the 
United States is similar only to Iceland and Australia. However, it is still 
a typical case study with respect to the goal of finding out whether the 
inferences that hold true for countries with moderate spending levels travel 
to countries with low spending. In total, the empirical example demon-
strates that the engagement with one research question – what accounts for 
social expenditure? – may demand multiple typical case studies, depending 
on how the cases are distributed across the outcome and the feasibility of 
generalization.  

  Diverse case study 

 The diverse case study is an alternative to the typical case study for the 
generation of cross-case hypotheses. On a general level, the ideal diverse 
case study involves two cases that span the entire range of scores on the 
cause and/or the outcome, depending on the research goal and the level of 
analysis (Seawright and Gerring 2008, 300–1). The importance of covering a 
range of scores on a cause and/or outcome implies that diverse case studies are 
feasible when they are measured continuously or multi-ordinally.  13   Much as 
for a typical case study, the main rationale for a diverse case study is tied to a 
specific strategy for the generalization of causal inferences. The selection of 
the two extreme cases is based on the premise that the insights derived from 
diverse cases can be generalized to all cases located between them. The larger 
the range that the two diverse cases span, the more contestable this assump-
tion becomes because the cases become more and more dissimilar. However, 
when one does not share this concern and believes in generalizability from 
the diverse cases to the more moderate ones, one enjoys the advantage that 
diverse cases tend to be easier to determine than typical cases. 

 Applying the diverse case study to the specific goal of generating cross-case 
propositions and the empirical example, there is only difference between 
this type of case study and the analysis of typical cases. With respect to the 
possibility of a correlation between  differences in   degree , one now chooses 
the country with the lowest and the one with the highest level of social 
expenditure: Iceland and Denmark, respectively. Provided that one could 
gather within-case evidence for a correlation between differences in degree, 
the corresponding inferences are generalized to the other 19 countries in 
the population. 

The hunt for diverse cases on a continuous outcome is unrelated to the 
selection strategy for the possibility of sufficient causation and a correlation 
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between differences in kind because here cases are chosen on the basis of 
categorical measures. This means that one is still choosing typical cases 
when selecting one case from each of the two categories on which the 
outcome is measured. As regards the formation of cross-case hypotheses, 
it is thus not entirely correct to speak of  the  diverse case study. Because of 
the need to simultaneously check for both the presence of sufficiency and 
for a correlation between differences in kind and differences in degree, the 
features of a typical case study are blended with those of a diverse case 
study. 

 The arguments on case selection for the generation of cross-case hypoth-
eses are summarized in Table 3.2. In this table and all the following ones, 
the column ‘case selection principle’ distinguishes between the choice of 
cases for necessary-condition and sufficient-condition case studies. If no 
such distinction is made, the two variants follow the same logic of case 
selection. Similarly, the tables distinguish between correlations between 
differences in degree and differences in kind where necessary.        

  Within-case level 

 For the formation of within-case hypotheses, again, one only has the choice 
between the typical and the diverse case study. However, case selection 
follows different principles compared with the generation of cross-case 
propositions because one now has a cross-case basis from which to choose 
cases for process tracing. 

  Typical case study 

 Generally, a typical case study has to meet two criteria. First, the typical 
case displays the scores on the cause  and  the outcome that are in line with 

 Table 3.2      Types and selection for formation of   cross-case   hypotheses  

 Basis of   case 
selection  Case label 

 Case selection principle  

 Correlation  Set relation 

 
 

 

Distribution 
  
   
 

  Necessity:  No 
variance on Y

Typical

  Difference in   degree,   kind, and sufficiency:  
 Two cases from different categories with 
sufficient variance on Y and maximum 
similarity to other cases 

Diverse
  Difference in   degree,   kind, and sufficiency:  
 Two cases from different categories with 
maximum variance on Y 
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the cross-case relationship, for which a complementary within-case hypoth-
esis should be formulated. This is a major difference from the generation 
of cross-case hypotheses, where case selection is limited to the outcome.  14   
The second criterion has already been introduced above and pertains to 
the choice of cases that achieve the maximum degree of generalizability. 
Following what has already been said about the use of continuous and cate-
gorical measures, this is more demanding for case studies seeking to explain 
a correlation between differences in degree. 

 In a case study that aims to explain a correlation between  differences in  
 degree , a typical case should achieve the maximum degree of generalizability 
in the two-dimensional space that is spanned by the independent and the 
dependent variable. In order to illustrate the choice of typical cases in a two-
dimensional space, suppose that you are interested in the relationship between 
the wealth of a country – the GDP per capita measured in terms of power 
purchasing parity – and its social expenditure, which is the same outcome as 
in the previous section. The distribution of cases in the two-dimensional space 
is presented in Figure 3.3. Further assume that the correlation between GDP 
and social expenditure is taken to be positive and that exploratory process 
tracing serves to formulate a hypothesis explaining this pattern. 

 In order to meet the first criterion for systematic case selection, the two 
cases must establish a positive correlation because this is the cross-case 
pattern that one aims to underpin with a within-case hypothesis. Given 
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this constraint, the second criterion requires that the two cases should be 
similar to the largest possible number of other cases. A look at the distribu-
tion in Figure 3.3 indicates that a suitable typical case study could include 
Hungary and the United Kingdom.      

 The two countries establish a positive correlation because the United 
Kingdom has a higher GDP and a higher level of social expenditure than 
Hungary. At the same time, this pair of countries maximizes the number 
of countries to which the insights could be generalized. Hungary can be 
argued to be similar to the Czech Republic and Slovenia, while the United 
Kingdom is closely located to the Netherlands, Switzerland, Austria, France, 
Sweden, and Finland (perhaps even Germany). In total, this typical case 
study would allow generalization to eight out of 21 countries. This may not 
strike one as much, but Figure 3.3 shows that there are no better cases avail-
able for a typical case study. 

 Case selection for exploratory within-case analyses is more straightforward 
when the causes and the outcome are measured  categorically . This applies to 
the measurement of differences in kind in covariational case studies as well 
as set-relational research and is due to the fact that cases from the same cate-
gory are typical for all other cases from the same category. Assume that one 
is interested in the same causal relationship as in the previous example – the 
effect of wealth on social expenditure – but that one now distinguishes only 
between a low and high GDP (benchmark is US$20,000 per capita) and low 
and high social expenditure (benchmark is 30 percent of social expenditure 
relative to the GDP). Presuming that one is interested in a  correlation between  
 differences in   kind , the basis for process tracing is laid by selecting a country 
with a low GDP and level of expenditure, on the one hand, and a high GDP 
and level of expenditure, on the other. Owing to the circumstance that all 
cases belonging to the same category on the cause and outcome are quali-
tatively similar, one can choose any pair of cases that establishes a positive 
correlation for process tracing. 

 Case studies anchored in the  set-relational view  on causation follow the 
same two principles to the extent that one should select cases with knowl-
edge of their scores on the cause and the outcome. Given that set-relational 
analyses rely on categorical measurement, a maximum degree of simi-
larity is automatically achieved by intentionally selecting cases that are in 
accord with the set relation of interest. Typical case studies on sufficiency 
and necessity actually aim for the same cross-case pattern because the best 
possible context for process tracing is achieved by choosing cases that have 
the condition  and  the outcome present. 

 However, the focus of the within-case analysis depends on the type of 
set relation of interest. For necessity, the question is to find out why the 
absence of the purported necessary cause would produce the absence of the 
outcome as well (Goertz and Levy 2007). For instance, Pahre (2001, 2008, 
chap. 12) hypothesizes that most favored nation (MFN) treatment, which 
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mandates nondiscrimination between importers, is a necessary condition 
for a country’s decision to hold its bilateral trade negotiations simulta-
neously  (clustered) instead of sequentially. A within-case analysis of this 
hypothesis would have to search for process tracing evidence, for example, 
statements of chief negotiators explaining why the bargains would not have 
been clustered if cooperation had not been based on MFN treatment. 

 In a case study on sufficiency, in contrast, it must be assessed why the 
presence of the cause prompts the outcome. Simplifying his argument, 
Dür (2007b, 463) hypothesizes that the mobilization of exporters makes 
the government of the country in which the exporters are located accept a 
liberalizing trade agreement with a foreign country. The underlying deter-
minants of this pattern can be discerned in exploratory process tracing by 
collecting statements of officials and politicians indicating why they have 
to engage in reciprocal liberalization whenever they are confronted with 
the lobbying of exporters. Although the perspective of process tracing is 
different in the two typical case studies, they have a uniform principle 
of case selection: choosing cases with the condition and the outcome in 
place.  

  Diverse case study 

 The diverse case study is the second available type of case study for the 
formation of within-case hypotheses. In a diverse case study, the selected 
cases span the maximum range of scores on the underlying cause (or causes) 
and the outcome. In contrast to the cross-case level, the diverse case study is 
suitable for the formation of hypotheses substantiating a correlational and 
a set-relational pattern alike. More precisely, the following discussion shows 
that the function of a diverse case study is slightly different for correlations 
between differences in degree, on the one hand, and correlations between 
differences in kind and set-relational research, on the other. 

 When exploratory process tracing serves to find an explanation for a  corre-
lation between   differences in   degree , the ideal diverse cases span the maximum 
range of scores on the independent  and  the dependent variable.  15   The 
rationale for the diverse case study again is that the generated insights can 
be generalized to all other cases that are embraced by the two extreme cases. 
Although it is conceivable that two cases establish the required correlation 
and occupy the extreme ends of the distribution on two variables, this is not 
necessarily so. Taking the distribution of cases in Figure 3.3 as the basis for 
case selection, it can be easily seen that the ideal diverse case study cannot 
be realized. Iceland and Denmark are the diverse cases for the dependent 
variable but have almost identical scores on the independent variable. 
Luxembourg and Poland, on the other hand, are the diverse cases on the 
independent variable and display very similar scores on the outcome. 

 In the empirical example, one confronts a trade-off between the maxi-
mization of the range of scores on the cause and the outcome. A feasible 
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diverse case study that spans almost the entire range of scores on the GDP 
includes Luxembourg and Slovenia because the GDP of Slovenia and Poland 
is almost identical. However, six countries spend less on social matters than 
Slovenia, and one country spends more than Luxembourg. With respect to 
social expenditure, this case study therefore suffers from less than optimal 
generalizability because some cases in the population are not embraced by 
the two selected cases. 

 The notion of a diverse case study does not seem to be compatible with 
the measurement of  differences in   kind  because diverse cases, as defined 
above, can be selected only for multi-ordinal measures. However, a diverse 
case study can also play a role in research relying on differences in kind but 
for slightly different reasons than in case studies invoking differences in 
degree. A diverse case study is feasible under two conditions: first, a contin-
uous variable needs to be transformed into a categorical measure (see Ragin 
2008, chaps 4–5) and, second, one wants to determine the validity of the 
thresholds that create the categories.  16   

 The two requirements can be illustrated with a set-relational case study 
on sufficiency, noting that all arguments extend inquiries into necessity 
and research on correlations between differences in kind. Imagine one is 
interested in whether a high GDP per capita is sufficient for a large welfare 
state. Countries with a GDP of US$20,000 per capita or higher are taken as 
rich countries and countries with 30 percent social expenditure or more as 
large welfare states. In a strict set-relational perspective, any country that 
is in the set ‘rich country’ could be chosen to test for the presence of high 
spending. However, one might be uncertain about whether US$20,000 of 
GDP per capita is an appropriate cutoff point. 

 A diverse case study can be realized if one wants to make the thresh-
olds subject to an empirical analysis. The threshold can be checked for its 
validity by selecting two cases that belong to the same category but that 
differ widely in their scores on the underlying continuous variable. One 
case should assume the highest score on the variable and thus be the high-
est-ranking member of the corresponding set. The other case should take 
the lowest possible score that still qualifies as a just-so member of the set. In 
the given empirical example, this would mean choosing two countries that 
are full members and just-so members of the sets ‘rich country’ and ‘large 
welfare state’ alike. If exploratory process tracing in the full and just-so 
members shows that the same mechanisms and processes underlies the link 
between a high GDP and high social expenditure, one can be more certain 
than previously that the selected countries are members of the same sets 
and that a high GDP is sufficient for a large welfare state.  17   

 In order to illustrate the diverse case study with an empirical example, 
the two diverse countries within the set ‘rich country’ are Luxembourg 
(about US$54,000 per capita) and Greece (slightly more than US$20,000 per 
capita). For the set ‘large welfare state’, the diverse countries are Denmark 
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(about 49 percent social expenditure) and Norway (about 33 percent social 
expenditure). The fact that the diverse cases within each set are not iden-
tical underscores the problem of achieving the ideal diverse case study 
when the two cases must occupy extreme positions on the outcome and one 
cause (or multiple causes). In this example, this problem is manageable as 
regards Luxembourg because it has the second highest level of expenditure 
and thus is close to being an extreme case in both sets. However, Greece 
does not belong to the set ‘large welfare state’ at all and ceases to be an 
object for process tracing. Norway, on the other hand, ranks third in the set 
‘rich country’, forcing the case study researcher to look for another case that 
necessarily fails to be extreme in either of the two sets. 

 The example seems to indicate that the diverse case study in set-relational 
research differs from its correlational counterpart. The latter is linked to 
a specific generalization strategy, while the former invokes diverse cases 
for checking the validity of thresholds. Indirectly, however, the empirical 
analysis of the cutoff points is related to generalization because the thresh-
olds decide what cases belong to a certain category and are covered by the 
generalization of causal inferences. In this view, diverse case studies follow 
a similar rationale in set-relational and correlational case studies. 

 In total, it is interesting to note an inverse relationship between the 
initial confidence in the generalizability of typical case studies and diverse 
studies anchored in the correlational and set-relational framework. In 
covariational research, typical case studies limit the extension of causal 
inferences to similar cases, whereas the diverse case variant makes a 
sweeping generalization to all other cases. In a set-relational framework, on 
the other hand, a typical case is expected to be representative of all other 
cases that belong to the set. Here, it is the diverse case study that takes a 
more cautionary approach because it initially does not fully trust the set 
memberships of cases and selects two members of the set of interest on the 
basis of the underlying variable instead. Table 3.3 concludes the section by 
summarizing the key features of hypothesis-building case studies on the 
within-case level.         

  3.2 Types and selection for the test of hypotheses 

 In a test of a hypothesis – called working hypothesis in the following – it is 
good practice to think about a  rival hypothesis . The competing hypothesis 
can stipulate a cause other than the working proposition or specify an inter-
action effect of which the cause in the working hypothesis is a constitutive 
element. In the following sections on tests of cross-case and within-case 
hypotheses, the focus is first on the simplest scenario of a test of a single 
hypothesis including one cause. The discussion then turns to the slightly 
more complicated analyses that take interaction effects and rival causes into 
account. 
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  Cross-case level 

 The major difference between types of case studies and case selection for the 
formation and test of cross-case hypotheses lies in the stronger theoretical 
basis that one necessarily has in confirmatory analyses (see Section 1.3). 
The formulation of theoretical expectations prior to the empirical analysis 
renders the choice of cases more straightforward and opens the opportunity 
for the theory-based choice of cases and realization of a broader repertoire 
of types of case studies. 

  Typical case study 

 In distribution-based selection, a case generally qualifies as  typical  when 
it displays the theorized cross-case scores on the cause  or  the outcome. The 
one-sided choice of cases is, of course, mandatory because the rationale for 
a cross-case test is to test for specific scores on the outcome given the scores 
on the cause, or vice versa. In correlational case studies, the choice of a case 
that displays the variation of interest either on the cause or the outcome 
allows one to test for the predicted  co variation with the outcome or the 
cause (King et al. 1994, 140–42). 

 Imagine that the aim is to test the proposition that increasing economic 
openness leads to a decrease in welfare state spending (using the same data as 
in the example above, see Figure 3.4). This proposition establishes a correla-
tion between differences in degree and is known as the efficiency hypothesis 

 Table 3.3      Types and selection for formation of   within-case   hypotheses  

 Basis of   case 
selection  Case label 

 Case selection principle 

 Correlation  Set relation 

 
 
 
 
 
 
 
 
Distribution

 
 
 

Typical

  Difference in   degree:  
expected covariance 
with maximum 
similarity to other cases 

  Difference in   kind:  
expected covariance 
and one case from 
each category 

 
 
 
Case with X and 
Y present

 
 
 

Diverse

 Difference in   degree:  
expected covariance 
and cases are most 
extreme on X and Y

 
 

Cases are just so 
members and full 
members of X 
and Y

 Difference in   kind:  
expected covariance and 
one case from the two 
most extreme categories
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(Obinger et al. 2010, chap. 1). The formulation of this proposition makes the 
choice of typical cases easier compared with the exploratory formation of a 
cross-case hypothesis. The reason is that one needs only to be sure that the 
two cases differ strongly and achieve a maximum degree of generalizability 
on the continuous variable underlying case selection (social expenditure in 
this example). There is no need anymore to also take into account that the 
causal relationship might be a correlation between differences in kind or a 
set relation. Following the principles laid out above, it could be argued that 
Belgium and France are the best typical case study available. To give another 
example, Spain and Sweden would be suitable as well.    

 Given the distribution of cases in Figure 3.4, one could generalize the 
result of the test to 11 other countries. If one is prepared to argue that the 
spending levels of Norway, Switzerland, the Netherlands, and the United 
Kingdom are also similar to the expenditure of Belgium or France, it would 
be feasible to generalize to 15 out of 19 countries, as Iceland, the United 
States, Australia, and Denmark would be the only countries that stand 
apart. 

 The choice of typical cases is more straightforward when the causes are 
measured categorically in a test of a  covariational hypothesis  that includes 
differences in kind and  set-relational analyses . The basic logic of case selec-
tion on the basis of categorical causes and outcomes has been discussed 
in detail in the preceding section, so I leave it with a short note here. The 
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identification of a typical case is easy when cases belong to categories because 
all cases from the same category are qualitatively identical. Imagine the 
efficiency hypothesis transformed into the statement that when economic 
openness changes from low to high levels, spending changes from high to 
low levels. Any pair of countries that establishes a correlation between differ-
ences in kind on the independent or the dependent variable is suitable for 
testing this proposition. The choice of typical cases is even more straightfor-
ward for set-relational research. Here, we only need to ensure that we select 
one case that is a member of condition in analyses of sufficiency so as to test 
for the presence of the outcome, or that is a member of the outcome in a case 
study on necessity in order to test for the presence of the condition.  

  Typical case study and rival hypotheses 

 Case selection for tests of hypotheses is not as easy as it may have seemed in 
the previous paragraphs because competing hypotheses have been ignored 
so far. In general, a rival hypothesis can state an interaction effect, as 
opposed to an individual effect of a cause, or stipulate an entirely different 
cause than the one covered by the working hypothesis. Though these two 
issues can be distinguished analytically, the following discussion shows 
that they have similar implications in practice. For ease of presentation, the 
focus is therefore on interacting causes and only refers to rival causes where 
appropriate. 

 I return to the example of economic openness and welfare state spending 
in order to demonstrate that interaction effects should be taken into account 
in the case selection process. Elaborating the efficiency hypothesis stating 
a correlation between  differences in   degree , one could claim that the unem-
ployment rate is important because it moderates the influence of openness 
on welfare state spending.  18   When one ignores the unemployment rate in 
case selection, it may be that the countries chosen with regard to spending 
only no longer achieve the optimal degree of representativeness. Figure 3.5, 
which plots a country’s level of social expenditure against its unemploy-
ment rate, underscores this point.      

 In the previous example of unidimensional case selection centered on 
the outcome, Belgium and France constituted a suitable typical case study 
for testing the effect of globalization. Figure 3.5 shows that this pair of 
countries is not the best choice anymore once unemployment is in the 
picture. Two reasons account for this. First, France and Belgium have a 
different unemployment rate and a different level of spending in the two- 
dimensional distribution. As is discussed in Chapter 4 in detail, this creates 
inferential problems. When globalization correlates with the outcome as 
expected, it becomes impossible to distinguish between the effect of open-
ness and unemployment on social spending. Second, France and Belgium 
remain typical for other cases, but generalizability is no longer maximum. 
Belgium forms a cluster with three other countries, but France is located 
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only close to Finland. In one-dimensional case selection, the two countries 
could be argued to cover 11 or even 15 other states, whereas generaliza-
tion is limited to four countries in two-dimensional space. A diminished 
opportunity for generalization is not surprising because the more causes are 
added to the analysis, the more likely it is that countries that are similar in 
lower-dimensional space turn out to be dissimilar on at least one cause in a 
higher-dimensional space. 

 A look at Figure 3.5 shows that the salient criteria, the control for third 
variables and the maximization of generalizability, are better achieved by 
a pair of countries other than France and Belgium. For example, it would 
be possible to choose the United States and the Netherlands. They have 
similar levels of unemployment and very dissimilar levels of social spend-
ing.  19   The United States is closely situated to Iceland and Australia, while the 
Netherlands is situated near Austria, Norway, Switzerland, and the United 
Kingdom. The gain in generalizability is not large, but it is larger and appar-
ently maximal, given the distribution of cases in two-dimensional space. 

 The arguments on case selection on the basis of continuous variables can 
be fully extended to case studies involving categorical outcomes and causes. 
The two criteria to be regarded in the analysis of rival causes and interac-
tions are easier to meet owing to the nature of categorical measurement. The 
choice of typical cases and identification of similar cases is easy when the 
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case study involves categorical measures because all cases belonging to the 
same category are qualitatively identical. For a similar reason, the control 
of third causes is more straightforward. Instead of finding two cases that 
assume similar causes on a continuous factor, it suffices to identify two cases 
that belong to the same category on the cause one needs to control for. 

 These arguments can be illustrated by taking a qualitative perspective 
on social spending and only distinguishing between a high and a low level 
(the benchmark is set at 30 percent). Theoretically, we are still interested 
in a  correlational relationship  but one involving  differences in kind . In addi-
tion, we now take into account that the regime type in terms of federalism 
and unitarism might condition the effect of economic openness. The argu-
ment could be that decision-making processes in federal countries involve 
many veto players that render it difficult to reduce spending in response 
to globalization pressure. The correlation between higher openness and 
lower spending should therefore only hold for unitary countries. Adding 
the regime type as a genuine categorical variable to the analysis, the basis 
for case selection is a 2 x 2 table (Table 3.4).      

 A test of the efficiency hypothesis against unitary countries now requires 
the choice of one unitary country with high spending and one unitary 
country with low spending. The goal of the analysis then is to determine 
whether the two countries qualify as closed and open, respectively. Which 
of the nine low-spending and five high-spending countries is chosen is irrel-
evant because each country is representative for all other unitary countries 
that populate the same cell. The insights generated in this typical case study 
would not be extended to federal countries because they are qualitatively 
different as regards the regime type. Consequently, an additional typical 
case study is in order for federal countries. 

 Case selection for set-relational case studies follows similar lines in the 
face of rival accounts, meaning that there is, of course, a need to control for 
competing causes. Suppose we are interested in the  necessary conditions  of 
high spending and hypothesize that a high level of economic openness is 
necessary. Another, competing hypothesis states that federalism is necessary 
for high social spending. In order to test these propositions, one could simply 
select a country with high social spending and test whether the purported 
conditions are in place. However, it may turn out that the selected state is 

 Table 3.4      Case selection on the basis of a 2 × 2   table  

 Regime type 

  Unitary Federal

 Social spending 
(Y)  

Low 9 3

High 5 4
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federal and open, making it impossible to discriminate between the two 
hypotheses. This situation can be circumvented if we include the regime 
type of the country in the picture in the case selection stage. The distribu-
tion of cases in Table 3.4 would tell us that federalism is not necessary for 
high spending because five unitary states maintain high spending. A test 
for the necessity of economic openness should be based particularly on one 
of these five countries in order to fully focus on the link between openness 
and spending. 

 Case selection for  sufficiency  is most powerful when it follows the same 
principle of control. Imagine now that high economic openness and feder-
alism are hypothesized to be individually sufficient for high spending. If 
case selection is concerned only about the choice of an open country, one 
may end with a country that is federal and has a high level of spending. 
This situation can be avoided by selecting an open country that is unitary. 
Table 3.5, which cross-tabulates the level of economic openness and the 
regime type for the 21 countries, provides the basis for systematic case 
selection. The table shows that 7 countries are unitary and maintain high 
spending, rendering them valuable for a test for the sufficiency of high 
openness.       

  Diverse case studies 

 The basic features of diverse case studies and their implementation for case 
selection for process tracing have been discussed already. Taking this discus-
sion as the basis, the elaboration of diverse case studies for a test of cross-
case hypotheses is simple. In  correlational  studies relying on  differences in  
 degree , the idea is to pick two cases that span the maximum range of cross-
case scores for the cause or the outcome, meaning that all other cases are 
located between the two extreme cases. If a hypothesis can be confirmed, 
the assumption is that the analysis of any other pair of possible cases would 
support the proposition as well. In case studies that test correlational or 
set-relational hypotheses involving  differences in   kind , one can implement 
a diverse case study in ways described above with the additional goal of 
checking the validity of the cutoff points imposed on a continuous variable. 
The only difference between hypothesis-testing and hypothesis-building 

 Table 3.5      Choice of   cases for test of sufficiency hypothesis on the basis of a 2 × 2  
 table  

 Regime type 

   Unitary  Federal 

 Economic 
openness  

Low 7 2
High 7 5
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case studies is that the former are centered on a cause or the outcome, the 
implication being that the selected cases need to be diverse only on one 
factor as opposed to two.  

  Diverse case study and rival hypotheses 

 In terms of the assessment of rival hypotheses, the typical and diverse case 
study face similar challenges and share the same solution. Consequently, 
the discussion of tests of competing hypotheses in diverse case studies can 
be kept to a minimum. If one wants to make the working hypothesis subject 
to a test via a diverse case study, one needs to make sure that other potential 
causes take similar scores in both selected cases. Whether the other causes 
are hypothesized to form an interaction with the cause of main interest or 
are stand-alone causes does not matter in this respect. 

 Returning to an example from the previous section, imagine you hypoth-
esize that the degree of welfare state spending depends on the level of 
economic openness in interaction with the unemployment rate. Figure 3.6 
reproduces Figure 3.4 by plotting social expenditure against the unemploy-
ment rate. In a diverse case study focusing on the effects of globalization, 
we are seeking two countries with the maximum difference in welfare 
spending and the minimum difference in unemployment rates.  20   Denmark 
and the United States meet these two criteria; the pair of countries would be 
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different if the focus was on social spending alone (Denmark and Iceland 
would then be the choice, though these two countries also do not differ 
much in unemployment rate). This example again underscores the impor-
tance of taking all relevant causes into account in case selection for compar-
ative tests of hypotheses.        

  Theory-based types and selection: crucial, most-likely, 
and least-likely cases 

 The theory-guided choice of cases is the alternative to distribution-based 
case selection when tests or modifications of hypotheses are the goal.  21   
Three types of case studies and corresponding case selection principles can 
be distinguished for hypothesis-testing research: crucial, most-likely, and 
least-likely case studies (Eckstein 1975; Lijphart 1971, 692). Crucial case 
studies require the identification of cases for which a hypothesis is almost 
certain to be confirmed or disconfirmed. A positive or negative test result 
provides evidence beyond reasonable doubt because alternative reasons for 
the result, such as chance effects or measurement error, can be denied. Thus, 
it is possible to perform a crucial case study if a hypothesis makes precise, 
invariant predictions that can be measured with causes and outcomes that 
entail negligible measurement error. 

 The high demands that a crucial case study must meet explain why it has 
little applicability in the social sciences (Eckstein 1975). There is a wide-
spread belief that the social world is governed by probabilistic causal relation-
ships and that hypotheses should be framed accordingly (Goldthorpe 2000; 
Lieberson 1991; Zuckerman 1997). Moreover, current social science theories 
and measures are imprecise (Freedman 1991; Lieberson and Horwich 2008), 
making it always possible to attribute the test result to these factors and 
salvage a hypothesis from (dis)confirmation. 

 Most-likely and least-likely case studies are more frequently implemented 
in the social sciences because they are relaxed variants of the crucial case 
study. A most-likely case has a relatively high probability of confirming the 
proposition under scrutiny, while a least-likely case goes hand in hand with 
a comparatively low probability.  22   For example, if one is interested in the 
effects of globalization on welfare state spending, it is most likely to detect an 
effect in countries that exhibit high levels of trade and direct foreign invest-
ment. This example indicates that every most-likely case can be framed as 
a least-likely case, and vice versa (Eckstein 1975, 118–19). A country that is 
most likely (least likely) to respond to the pressures of globalization is least 
likely (most likely) not to show a reaction. It is common practice to use the 
labels in relation with the confirmation of a proposition, meaning that cases 
are expected to be most likely and least likely to confirm a hypothesis.  23   

 Most-likely and least-likely case studies are frequently performed in empir-
ical research (for example, Grieco 1990; Zangl 2008) and receive favorable 
treatment in the methods literature because of the opportunity to update 
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our confidence in a proposition through the analysis of a few cases or even 
a single case (Abell 2009a, 2001, 2009b, 2004; Bennett 2008; Dion 1998; 
McKeown 1999; Rueschemeyer 2003). The tight link between a hypothesis 
and cases rests in the formulation of an expectation of how likely it is to 
find a specific observable implication confirmed in a given case. Depending 
on whether a very likely or unlikely implication receives empirical support, 
we can adjust our trust in the validity of a hypothesis accordingly. What 
‘accordingly’ means is best discussed in the context of a general treatment 
of Bayesian causal inference and thus is postponed until Chapter 8. The 
conventional argument behind the choice of most-likely and least-likely 
cases (which is qualified in Chapter 8) rests on the intuitively plausible 
goal of generating surprising insights. This means that the confirmation 
of a most-likely test is less insightful than a passed least-likely test and that 
a failed most-likely case is more valuable for learning something about a 
hypothesis than a nonsuccessful least-likely test. 

 In order to know how surprising empirical evidence is, it is necessary to 
formulate the probability of finding a hypothesis confirmed by empirical 
evidence  conditional  on the assumption that the hypothesis is correct and 
conditional on features of the selected case (to be detailed below). Most-likely 
and least-likely case studies are usually implemented in an informal manner, 
that is, without providing a specific conditional likelihood for finding 
supportive evidence. From the viewpoint of rigorous small-n research and 
pending the discussion in Chapter 8, however, there are three ways in which 
case studies would benefit from a more formalized approach. (For ease of 
presentation, I refer only to most-likely cases in the following paragraphs). 

 First, one may argue that it is impossible to quantify the probabilities 
because the qualitative aspects of a case cannot be reduced to a single 
figure.  24   It is certainly true that the translation of qualitative features of a 
case into probabilities is a difficult enterprise. Nevertheless, this step merely 
brings to the forefront what is left implicit when most-likely and least-
likely cases are picked on an informal basis. Formalization does not change 
anything about most-likely and least-likely case selection. On the contrary, 
one makes it more transparent because one has to explain why exactly one 
believes that a case is a most-likely case and how likely ‘most likely’ is. 

 Second and relatedly, the mere notion of a most-likely case is unspecific 
because ‘most likely’ is a relative criterion. How could one argue that a case 
is most likely of all cases in the population to support a hypothesis when 
one does not know the conditional probabilities for all cases? Moreover, the 
case with the highest probability of all cases in the population truly quali-
fies as a most-likely case, but the likelihood of confirming the proposition 
may still be relatively low in absolute terms. If the probability of the most-
likely case is, say, 60 percent, reference to a most-likely case tends to be 
misleading because ‘most likely’ may suggest a higher likelihood in the eyes 
of the reader. This is an essential aspect because the implications of a passed 
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or failed hypothesis test depend, among other things, on the size of the 
conditional probability (see Chapter 8 and Dion 1998). In order to prevent 
the reader of a case study from mistaking the label ‘most likely’ for a much 
higher conditional probability, it makes sense to spell it out. 

 Third, in the realm of comparative hypothesis testing, one may exag-
gerate differences between the explanatory power of rival propositions. 
Grieco’s case study of international economic policy making illustrates this 
point. Grieco (1990) tests the explanatory power of liberal institutionalism 
and neorealism against the implementation of agreements, so-called codes, 
on the reduction of nontariff barriers to trade that were negotiated at the 
GATT Tokyo Round in the 1970s. Grieco asserts that the implementation 
of the codes is a most-likely case for liberal institutionalism because this 
theory should particularly apply to international economic cooperation. At 
the same time, this case is claimed to be a least-likely case for neorealism, 
the main domain of which is international security affairs. 

 These arguments cannot be disputed, but they may exaggerate the differ-
ence in the  ex ante  conditional probabilities regarding the explanatory 
power of neorealism and liberal institutionalism. The notion of ‘code imple-
mentation’ as a most-likely and least-likely case suggests differences in kind 
between liberal institutionalism and neorealism that may be more properly 
described as differences in degree. For example, it is more interesting to 
compare two hypotheses that have conditional likelihoods of 90 percent 
(liberal institutionalism) and 20 percent (neorealism) than those with 60 
and 50 percent. Informally seen, both constellations allow it to declare the 
codes to be most likely to confirm liberal institutionalism and least likely 
to support realism. However, formalization of the conditional probabili-
ties highlights that the prior confidence in the hypotheses diverges much 
more strongly in the first constellation than in the second. For these three 
reasons, there is added value in formalized theory-based case selection. Case 
study researchers who prefer to select most-likely and least-likely cases on an 
informal basis should take the previous arguments into account as well in 
order to avoid some potential pitfalls of this case selection strategy. 

 Presuming now that one engages in formalized theory-based case selec-
tion, it is necessary to specify the probability of gathering supportive obser-
vations for the working hypothesis conditional on the selected case and 
the assumption that the hypothesis is true. As an illustration of this likeli-
hood and means to quantify it , let’s refer to the democratic peace hypoth-
esis as  H   DP  . It states that two democratic countries are at peace, which is 
the outcome of interest. The conditional probability of interest then reads 
 p(  E  |H   DP    &   case) , meaning that the probability of collecting confirming 
evidence –  E  – is conditional on the assumption that  H   DP   is correct and in 
light of theory-relevant features of the chosen case (see below).  25   

 As regards the democratic peace example, the theoretical state-of-the-art 
implies that if one selects two established democracies that are known for 
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being averse to war and with heads of state that are deeply committed to 
democratic norms, one can safely argue that  p(  E | H   DP    &   case)  is about .99 
or so. This means that given the assumption that the democratic peace 
hypothesis is true and what we know about the selected cases (established 
democracies and so on), there is only a very slight chance these two coun-
tries will be at war with each other. 

 The picture changes when one selects two countries that are coming to 
the end of a transition from authoritarianism to democracy and are known 
to have fought wars with each other in the past. Although the states qualify 
as democratic, one may argue that their recent transition to a democratic 
regime renders them politically unstable and thus with an increased prob-
ability of going to war (Mansfield and Snyder 2005), in particular, because 
they previously fought each other. These features of the case suggest a lower 
conditional probability compared with a dyad with two established democ-
racies that have been always peaceful. 

 The democratic peace example illustrates how conditional probabilities 
can be derived in empirical research. In the given example, the cross-case 
cause ‘democratic dyad’ does not influence the conditional likelihood in 
itself because the analysis of a democratic pair of countries is a prereq-
uisite for a meaningful empirical analysis. More generally, the cross-case 
cause is not relevant here because it is categorical. This differs when one 
measures  differences in   degree  because the difference between the cases’ 
score on the cause affects the conditional probability. Constantelos’s 
analysis of lobbying behavior in federal countries, in particular, the 
United States and Canada, is illustrative in this respect (2010). The main 
hypothesis is that lobby groups and companies adjust their lobbying 
behavior to the relative importance of the national and regional level 
of the political system. The more salient one level is relative to the other 
in terms of policy making authority, the more this level should be the 
target of lobbying activities. Constantelos compares the United States and 
Canada, which differ only slightly in terms of the relative importance of 
the national and regional level. Because that difference is small, there is 
very little likelihood of observing a significant difference between the 
lobbying activities in the two countries.  26   In terms of theory-based case 
selection, the United States and Canada thus constitute a least-likely 
case study. Considering that Constantelos gathers supportive empirical 
evidence, one can be confident that lobbying behavior also adapts to the 
relative authority of the subnational and national level when their rela-
tive importance is wider. 

 The measurement level in terms of continuous and categorical measure-
ment is one issue that needs to be taken into account in the specification 
of conditional probabilities. As demonstrated by the democratic peace 
example, a second issue concerns the influence of factors that moderate 
the effect of the cause of main interest. For example, the likelihood that 
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two democracies do not fight each other hinges on the age of the democ-
racy. Members of the political elite in democracies that are in the midst 
or at the end of a transition process are not as committed to norms as the 
elite in an established democracy because the latter have more experience 
with democratic procedures and practices. Another factor that could theo-
retically moderate the effect of democracy is a border dispute because a 
long-standing dispute increases the probability of war between two coun-
tries. Other possible factors are ethnic hostilities between the two states, the 
fact that one state came into existence through its secession from the other 
country, and so on. 

 The general prescription for the formulation of conditional probabilities 
therefore is to list every empirical feature of the case and reflect on whether 
and how a given element influences the conditional likelihood. It is impor-
tant to note that case-specific features should moderate the effect of the 
main cause and not constitute a rival cause (which might not always be easy 
to determine). Most-likely and least-likely case studies always ask about the 
probability that a specific cause produces the outcome, that is, the analyses 
take an effects-of-causes perspective on the causal relationship. Another 
possibility would be to ask how likely it is to observe the outcome, which 
implies taking a causes-of-effects view. In this instance, it is not important 
how likely it is that a single cause (and moderating factors) can generate the 
outcome but how many causes capable of producing the outcome are given 
in a case. Although case studies can also consider how likely it is to observe 
the outcome anyway, the classic most-likely and least-likely case takes an 
effects-of-causes perspective. 

 Arguments on types of cases and case selection for a test of cross-case 
hypothesis are summarized in Table 3.6. For theory-based case selection, 
it should be understood that this table and those following include infor-
mation only on the outcome and cause of main interest. The score that 
a case takes on the cause plays a role in the designation of cases as most 
likely or least likely, but the previous discussion shows that there is more 
to this because conditioning factors need to be taken into account as well. 
However, this is a general characteristic of most-likely and least-likely case 
studies and thus not specific to any version of theory-based selection. In 
order not to overcomplicate the tables, they do not include information on 
conditioning factors.       

  Within-case level 

 For  distribution-based  case selection, the types of case studies and corre-
sponding selection principles are easily explained because they are iden-
tical to those that apply to hypothesis-building research. The difference 
between process tracing for the formation and testing of hypotheses lies in 
the nature of the within-case analysis, which is exploratory for the former 
research goal and confirmatory for the latter (see Chapter 1). Beyond that, 
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the same types of case studies and case selection rules apply. This means 
one chooses typical or diverse cases and that cases are selected with respect 
to their scores on the independent  and  the dependent variable in ways 
described above.  27   

 In the context of hypothesis-testing analyses, intentional selection on 
the cause and the outcome is in discord with King, Keohane, and Verba’s 
recommendation not to choose cases if one knows at the outset that the 
test will confirm the hypothesis of interests (1994, 142–6). This advice 
must be seen in light of their (implicit) preoccupation with hypothesis-
testing on the cross-case level. For a within-case analysis, King, Keohane, 
and Verba’s prescription is invalid because the selected cases should lay 
a solid foundation for process tracing. This is only achieved by choosing 
cases that meet the requirements in terms of the cross-case scores on the 
cause (or causes) and the outcome. While King, Keohane, and Verba’s 
advice about purposeful case selection does not apply in the original 
sense, it can be transferred to the within-case level. If a case is selected 
with the knowledge that it passes the cross-case test, one of course should 
not know at the case selection stage that it will also confirm the within-
case hypothesis. 

 Table 3.6      Types and selection for test of   cross-case   hypothesis  

 Basis of   case 
selection  Case label 

 Case selection principle 

 Correlation  Set relation 

Distribution

Typical

  Difference in   degree: 
two cases creating variance 
on X or Y and with maximum 
similarity to other cases 

  Difference in   kind:  
 two covarying cases from 
different categories on X or Y 

  Necessity:  
Y present 

  Sufficiency:  
 X present 

Diverse

Difference in degree:
two cases creating  variance and 
being most extreme on X or Y

Difference in kind:
two cases from the most 
extreme categories on X or Y

  Necessity: 
cases are just so 
members and full 
members of Y 

  Sufficiency:  
 cases are just so 
members and full 
members of X 

Theory

Most-likely 
or 
least-likely Variance on either X or Y

  Necessity:  
Y present 

  Sufficiency:  
 X present 
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 In  theory-based  case selection, the logic of case selection for the test of 
within-case hypotheses is similar to that of cross-case studies. The hypoth-
esis of interest refers to a causal mechanism or causal process, but the prob-
ability of finding confirming evidence for a within-case proposition is 
derived in the same way as described above and thus needs not be replicated 
here. The main arguments on case studies that test within-case hypotheses 
are depicted in Table 3.7.  28         

  Building and testing hypotheses: on the same case or different cases? 

 After having discussed hypothesis-building and hypothesis-testing case 
studies, it is now possible to turn to one of the more widely perceived 
messages of King, Keohane, and Verba’s  Designing Social Inquiry  (1994) and 
the responses it has received. They recommend using different data for the 
formation and testing of hypotheses (1994, 46). Otherwise, the proposition 
at hand is certain to find empirical confirmation because the hypothesis 
from which a derived from  exploratory process tracing is tested against 
the very same data. This advice is embraced in principle by the George and 
Bennett, but they arguing that the same case can be used if one focuses 
on different observable implications (and thus data) in both stages of the 
research process (2005, 111–12). 

 Table 3.7      Types and selection for test of   within-case   hypothesis  

 Basis of   case 
selection  Case label 

 Case selection principle 

 Correlation  Set relation 

Distribution

Typical

  Difference in   degree:  
two covarying cases 
with maximum 
similarity to other cases 

  Difference in   kind:  
 two covarying cases 
from different categories 
on X and Y 

X and Y present

Diverse

  Difference in   degree:  
two covarying cases 
being most extreme on 
X and Y 

  Difference in   kind:  
 two covarying cases 
from the most extreme 
categories on X and Y 

Cases are just-so 
members and full 
members of X 
and Y

Theory
Most-likely 
or 
least-likely

Covariance of X or Y X and Y present
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 The advantage of relying on the same case is practical because it saves 
resources compared with the analysis of different cases (which for example 
could be countries located on different continents). To illustrate that this 
strategy is viable in principle, assume that one is interested in the deter-
minants of the democratic peace phenomenon. One hypothesizes on the 
basis of an exploratory case study that democratic norms account for peace 
because the political elite is found to be committed to the principle of 
peaceful conflict resolution. Moreover, the political elite trusts the elites in 
other democracies because of the expectation that all elites adhere to the 
same norms (Rosato 2003, 586). 

 One way to test the veracity of the norms-based argument is to search 
for an auxiliary outcome (Mahoney 2010, 129–31), that is, an effect other 
than democratic peace that should be in place if commitment to norms of 
peaceful conflict resolution is indeed the cause. One can claim that norms 
of peaceful dispute settlement and trust should also be at play in trade 
disputes and prevent the outbreak of a costly commercial war. One can test 
this proposition by analyzing the same countries that were used to generate 
the hypothesis that norms ensure peace between democracies. In the 
hypothesis-generating case study, the case is therefore an instance of peace 
between two democracies, while the test of the trade proposition focuses on 
the commercial relations of the same two democracies. This example shows 
that the trade-related hypothesis focuses on a different case (as defined in 
Section 2.1) and implies the search for different evidence. However, the case 
study would still be about the same countries, which can be taken as the 
unit of analysis in this example.  29   Regardless of this issue, the broader ques-
tion is not whether one can use the same case for the formation and testing 
of a hypothesis but how appropriate this strategy is. 

 In light of the preceding discussion on case selection, it is impossible to 
give an unambiguous answer to this question. It is possible that the case that 
served as the basis for the formulation of a hypothesis is also appropriate for a 
test of hypotheses. However, there is no guarantee for this because the auxil-
iary hypothesis is derived only after exploratory process tracing has been 
performed. The previous discussion of case selection for tests of hypotheses 
demonstrates that the identification of suitable cases is performed against 
the backdrop of theory, which is either used to construct a distribution of 
cases or to derive conditional probabilities. In either scenario, intentional 
case selection is mandatory because one wants to choose a case that has, for 
example, a maximum number of similarities to other cases. If intentional 
case selection is not performed, it is simply a matter of pure chance how 
suitable the case is for an intelligible test of the hypothesis. 

 With regard to the democratic peace example, imagine that you would 
like to perform a least-likely test because of the hope that it will pass the test 
and generate unanticipated insights. However, if you also want to choose 
the same two countries that you chose for the formulation of the democratic 
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norms explanation, your hands are tied as regards case selection. All that 
you can hope for is that the two countries exhibit features that qualify them 
as least-likely cases in light of the hypothesis that norms of peaceful conflict 
resolution also matter in trade conflicts. For instance, this would not be the 
case if the selected states are small because small countries have a higher 
likelihood of settling trade conflicts peacefully as they are likely to suffer 
greatly from trade wars (Conybeare 1987). 

 The bottom line is that the same country (or institution, policy field, and 
so on) can be used to generate a hypothesis and to test auxiliary observ-
able implications, but this leaves one wholly uncertain about how appro-
priate the cases are for the test. In this respect, there are clear advantages 
in favor of starting case selection anew after having formulated additional 
propositions.   

  3.3 Types and selection for modification of hypotheses 

  Cross-case level 

 The goal of hypothesis-modifying research is to resolve anomalies or 
puzzles. This means that a hypothesis receives empirical support from a 
sufficiently large number of cases in the population but that some cases that 
should conform to the proposition fail to do so. Generally speaking, a cross-
case puzzle is in place when cases do not have the score on the outcome 
(cause) that they should have owing to their cross-case score on the cause 
(outcome). In  distribution-based  case selection, this specifically means that 
a case is similar to a typical case on the cause (or the outcome) but not on 
the outcome (or the cause). These cases, known as  deviant   cases , represent an 
empirical puzzle and deserve closer scrutiny. The identification of a deviant 
case for the modification of a hypothesis requires the choice of cases on the 
basis of their cross-case scores on the cause  and  the outcome. Intentional 
selection on the cause and the outcome is indispensable. How else could one 
be able to modify a theory if one does not make sure that the selected case 
is suitable for this purpose in the first place? 

 Gamson’s law (1961) is useful for illustrating the modification of hypoth-
eses in a  correlational  framework. Gamson’s law states that there is a one-to-
one correspondence between the parliamentary seat share of a government 
party, which is the cause, and its share of cabinet posts, the outcome. In 
light of this proposition, which receives strong empirical confirmation 
(Warwick and Druckman 2006), a deviant case would be a party that has a 
disproportionately large or small cabinet share in comparison with its share 
of parliamentary seats. The aim of the case study then is to determine the 
reason for the unexpected cross-case score. The pursuit of this goal presup-
poses process tracing that aims to find the variable, which explains why 
this case is different from the typical cases.  30   Such a variable could be that 
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landslide election victories give a party additional bargaining leverage in 
the coalition formation process and that Gamson’s law should incorporate 
this variable. An additional, less widely known deviant case displays exactly 
the opposite cross-case scores on X and Y. Case selection for this form of 
deviant case is straightforward (and discussed under the rubric of an inverse 
correlation comparison in Chapter 4). 

  Set-relational  case studies follow the same logic and call for an intentional 
choice of cases on the condition and the outcome. Taking the democratic 
peace phenomenon as the basis, an example of a deviant case in a set-re-
lational case study on sufficiency would be two democracies that waged a 
war with each other. This case has the same cross-case score on the condi-
tion as a typical case but exhibits a striking outcome because one would 
expect peace. A second variant of deviant case is one having the outcome 
present in the absence of all purported sufficient conditions because of the 
expectation that the outcome is absent. Finally, a deviant case with respect 
to necessity is a case that displays the outcome but not the condition. If the 
outcome of interest is war, a deviant case would be a democratic dyad at war, 
since the democratic peace phenomenon implies that a nondemocratic pair 
of countries is necessary for the occurrence of a militarized conflict. 

 For  theory-based  case selection of anomalous cases, the relevant criterion is 
whether the empirical analysis produced surprising insights. This means that 
one should aim at  failed   most-likely   cases  and  passed   least-likely   cases  because 
they represent puzzles (Lijphart 1971, 692). Again, it holds that the choice of 
cases is intentional and based on a case’s cross-case scores that deviate from 
the theoretically expected scores. An example of a failed  correlational  most-
likely case in the context of Gamson’s law is a party that has a cabinet share 
that is much higher or lower than its share of seats because it is most likely 
to have a share of parliamentary seats that corresponds to its share of cabinet 
posts. An example of a failed most-likely case in a  set-relational  setting would 
be two consolidated democracies with no history of war that fight each other 
because they are most likely to maintain peaceful relations.  31    

  Within-case level 

 In  distribution-based  case selection, case studies that aim to modify a within-
case hypothesis follow the same principles as their cross-case counterparts 
and should be based on the analysis of  deviant  cases. However, there is an 
important difference between the two variants, as there are two types of 
within-case studies. In the first scenario, a failed cross-case and within-case 
test go hand in hand. With regard to Gamson’s law, presume a party has a 
share of cabinet posts that is much smaller than its seat share, which is a 
violation of the cross-case expectation. Further assume that the invocation 
of a proportionality rule by the negotiating parties is hypothesized to be the 
cause for a proportional allocation of cabinet shares. Given failure of the 
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cross-case hypothesis, the within-case expectation equally lacks empirical 
resonance. The question that the exploratory case study needs to answer 
is why the parties behaved differently than expected, that is, why they 
did not rely on a proportionality rule. If this question can be answered via 
exploratory process tracing, one is likely to solve the cross-case puzzle as 
well because of the close link between the two levels. For example, process 
tracing could show that the party experienced a landslide loss of seats that 
weakened its bargaining position during the coalition formation negotia-
tions. Gamson’s law would then have to be amended by the condition ‘no 
landslide loss of seat shares’. 

 The second variant of hypothesis-modifying research is characterized 
by a successful cross-case test and a failed within-case proposition. As 
regards Gamson’s law, this implies that the seat share and cabinet share 
correspond to each other, but the correspondence cannot be attributed to 
the proportionality principle. Since the cross-case relationship neverthe-
less holds, the proportional allocation of cabinet posts seems to be the 
result of equifinal causal processes. Equifinality is likely to be in place on 
the within-case level because one knows already that some typical cases 
confirm Gamson’s law owing to the proportionality rule. Otherwise, there 
would be no pattern from which the deviant case could diverge and no 
within-case hypothesis that could be modified because the modification 
of a hypothesis presumes that the proposition finds empirical support by 
a sufficiently large number of cases (see Section 1.3). Therefore, one major 
goal is to discern a second determinant of the correspondence between 
seat and cabinet share. In addition, one should try to determine the condi-
tions under which one causal mechanism or the other accounts for the 
outcome (Falleti and Lynch 2009). 

 The different manifestations of deviance have important ramifications for 
case selection. Cases that are deviant on the cross-case and the within-case level 
are relatively easy to determine because one only needs to search for anoma-
lous cases on the cross-case level. Case selection is more protracted when devi-
ance occurs only on the within-case level because these cases are more difficult 
to identify. A simple look at the cross-case scores of cases does not suffice for 
informed case selection, rendering it necessary to analyze each case individually 
so as to discern whether they confirm the within-case hypothesis. Depending 
on how many cases are deviant on the within-case level, this may demand the 
collection and evaluation of considerable cross-case and within-case evidence 
before a case can be chosen for the actual empirical analysis. This require-
ment arguably makes this case study the most challenging variant because one 
cannot know at the outset how many cases one has to screen before one or more 
instances of this type are detected.  32   

 If case selection is based on theory,  failed   most-likely  and  passed   least-likely  
cases are puzzling and should be the object of case selection. In searching for 
anomalous cases, the caveat that I detailed in the previous paragraph extends 
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to the theory-based variant. A case may fail the cross-case and within-case 
expectations, which makes it easy to identify and select for process tracing. 
However, it is equally conceivable that some cases exhibit the hypothesized 
cross-case pattern and yet fail to confirm the within-case proposition. The 
pervasiveness of this situation can be determined only by screening all cases 
that confirm the cross-case proposition with respect to their performance 
on the within-case level, which renders this case study variant as cumber-
some as its distribution-based counterpart. Table 3.8 summarizes the main 
features of hypothesis-modifying case studies.        

  3.4 Conclusion 

 Over the last three decades, the case study literature gradually developed an 
inventory of types of case studies. One aim of this chapter was to place this 
inventory on a systematic basis by distinguishing between multiple dimen-
sions that are relevant for the discussion of types of case studies and case 
selection. In combination, the dimensions allow one to locate all types of case 
studies in a unique scheme. The scheme highlights the fact that there are no 
simple recipes for case selection that hold true in all instances. Variance on the 
cause or the outcome is not always the best choice in correlational research, 

 Table 3.8      Types and selection for   modification of   cross-case and   within-case  
 hypotheses  

 Level of 
analysis 

 Basis of   case 
selection  Case label 

 Case selection principle 

 Correlation  Set relation 

Cross-case

Distribution Deviant
Cross-case scores 
differ from typical 
case on X or Y

  Necessity:  
 Y present and 
X absent 

Theory

Failed most-
likely 
or 
passed least-
likely

Theoretically 
unexpected cross-
case scores on X 
or Y

 Sufficiency:
X present and 
Y absent 
or 
all X absent 
and Y present 

Within-case

Distribution Deviant  Causal mechanism/process operative 
in typical cases not in place 

Theory

Failed most-
likely 
or 
passed least- 
likely

Expected causal mechanism/process 
not in place
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much as invariance on the cause and the outcome is not always the superior 
strategy for set-relational analyses. The only principle that extends to all types 
of case studies is that of intentional case selection. Although the intentional 
choice of cases has been seen with some suspicion in the past (Fearon and 
Laitin 2008), there is little basis for skepticism  if  a case study researcher makes 
explicit what criteria applied in the choice of the specific type of case. 

 The discussion of types of case studies further shows that different selec-
tion strategies and types of case studies are available for the testing and 
modification of hypotheses. This gives rise to the question of whether one 
selection strategy is preferable to the other. As mentioned in the begin-
ning of this chapter, distribution-based and theory-based case selection are 
tied to a frequentist and Bayesian mode of causal inference. Since these are 
discussed in detail in Chapter 8 and Chapter 9, a comparative evaluation of 
the two modes of causal inference is postponed until then.     
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     4 
 Forms and Problems of Comparisons   

   In principle, comparisons can be made on the cross-case level, the within-
case level, and both simultaneously (see Section 1.4). A within-case compar-
ison is appropriate for discerning whether the causal mechanism and causal 
processes are similar in the two (or more) cases at hand. In a cross-case 
comparison, on the other hand, one is determining the nature of the causal 
effect of a given cause. The two generic forms of comparisons are closely 
intertwined because it is useful to know whether the causal effect is under-
pinned by a mechanism and, in addition, what causal effect is produced 
by that mechanism. In this and the next chapter, the focus is on the cross-
case level because of the special issues involved in these comparisons. The 
following chapters expand into process tracing and the analysis of causal 
mechanisms.  1   

 Cross-case comparisons have been subject to heated debate for decades 
now. This chapter builds on this debate and elaborates the logic and problem 
of comparative case studies by explicit linkage of the three research goals 
with the correlational and set-relational view on cross-case relationships. 
The arguments extend to case studies for which the cross-case level is the 
theoretical end and the empirical means for process tracing. For presenta-
tional purposes, I limit the discussion to the purpose of generating  cross-
case inferences. This is not to deny that sound comparisons are vital for 
within-case analysis. On the contrary, if one wants to learn how a sufficient 
condition produces the outcome, one needs to be sure that the condition is 
sufficient in the first place and not part of a conjunction or an INUS condi-
tion. In light of the discussion of case selection in the previous chapter, 
all the points made in this chapter can be easily extended to case studies 
having the within-case level as theoretical end.  2   

 Throughout the discussion of cross-case comparisons, an important 
distinction concerns the differentiation between  ideal , or  optimal , and 
 imperfect , or  suboptimal , comparisons. A design is optimal if the observ-
able cross-case scores match the pattern that one wanted to create by the 
purposeful choice of cases. If one wants to compare two cases that differ 
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only on the outcome and a single cause – the method of difference – the 
realized comparison is ideal–typical if one can find two cases that exactly 
meet these criteria. A comparison is imperfect if the observed cross-case 
scores deviate from the desired ones. In this example, an imperfect result 
would mean that the selected cases differ on the outcome and two or more 
causes. 

 Apart from this distinction, it is necessary to differentiate between  deter-
minate  and  indeterminate  causal inferences. Since causal inference can 
pertain to conclusions about causal effects and causal mechanisms, one 
may encounter  effect-related  and  mechanism-related  indeterminacy in small-n 
research. Inferences on effects are determinate when only a single infer-
ence can be imputed in the cross-case pattern at hand. Correspondingly, 
a comparison is indeterminate as regards causal effects when more than 
one inference is feasible (Brady and Collier 2004, 236–7). The meaning of 
mechanism-related determinacy is then straightforward; causal inference 
on mechanisms is determinate when we are confident that only a single 
mechanism ties the cause to the outcome and indeterminate when more 
than one causal mechanism can account for the same causal effect. 

 Since causal effects and causal mechanisms refer to different elements of 
causal relationship, effect-related and mechanism-related indeterminacies 
can occur together. In its present state, the democratic peace phenomenon 
can be seen as an instance of their co-occurrence and is therefore useful for 
illustration. On the level of effects, some scholars dispute that the demo-
cratic nature of two countries accounts for peace between democracies and 
point to capitalism and economic exchange between countries as the actual 
causes of peace (Schneider and Gleditsch 2010). Leaving aside here whether 
the effect of democracy is correlational or set-relational, there is thus uncer-
tainty about whether any effect at all can be ascribed to a democratic dyad. In 
addition, there is indeterminacy as regards the causal mechanisms because 
there are multiple elements of a democracy that are plausibly conducive to 
peace. For example, it could be because the political elite in democracies is 
committed to democratic norms and trust or because democratic institu-
tions in some way constrain the elite from launching a war (Rosato 2003). 

 The formulation of an unambiguous causal explanation covering the 
cross-case and the within-case level therefore requires determinate infer-
ences on causal effects and mechanisms alike. Seen from this perspective, 
both forms of indeterminacy are equally problematic. In the present chapter, 
the focus is on effect-related indeterminacy because this is the variant that 
one can confronts in cross-case comparisons. Mechanism-related indeter-
minacy manifests itself on the within-case level and must be addressed via 
process tracing, which is the reason that a discussion of this version of inde-
terminacy is postponed until Section 7.2. 

 The two pairs of terms – ideal–typical v. suboptimal and determinate 
v. indeterminate – should be kept separate. Under certain conditions, an 



Forms and Problems of Comparisons 99

ideal–typical comparison allows one to make only one causal inference. 
However, I show in this chapter that the analysis must meet additional, 
demanding requirements, and so it is likely that even the desired cross-case 
scores will allow only for indeterminate causal inferences. On the other 
hand, it is demonstrated below that suboptimal comparisons are always tied 
to indeterminacy because an ideal–typical comparison is necessary though 
not sufficient for unambiguous inferences. 

 For a long time now, the questions of determinacy v. indeterminacy and 
ideal v. suboptimal designs have been addressed with considerable inten-
sity and different conclusions have been reached . On the one hand, Mill’s 
famous method of difference and method of agreement have been perceived 
as ideal–typical comparisons for reasons that are detailed in this chapter 
(see Anckar 2008; De Meur and Berg-Schlosser 1994, 1996; DeFelice 1986; 
Frendreis 1983; Lijphart 1971). On the other hand, both methods have been 
criticized repeatedly, and their inferential utility has been severely ques-
tioned (Burawoy 1989; Goldthorpe 1997a, 4–5; Lieberson 1991). 

 In light of the ardent criticism and the repeated reference to Mill as himself 
being critical of the potential of his methods (Lieberson 1994, 1226), it may 
come as a surprise that this chapter spends some space on Mill’s methods 
and cross-case comparisons more generally. Four reasons account for this 
decision. First, the method of agreement and method of difference are useful 
under specific circumstances. The conditions are restrictive, but they can be 
met and demand some discussion. Second, the two methods have been and 
still are discussed in the recent literature (Anckar 2008; Caramani 2010; 
de Vaus 2008; Lijphart 1975, 1971), and their logic is followed in empirical 
research (e.g., Trampusch 2010; Walter 2008).  3    Those researchers seeking to 
employ them should receive some guidance about their respective pros and 
cons and inferential potential. 

 Third, I concur with much of the criticism of Mill’s methods. At the 
end of this chapter, however, I also aim to ask what the alternatives are. 
Depending on the research purpose and causal effect, it is advisable to 
construct cross-case comparisons other than the method of agreement or 
difference. However, these designs suffer from similar inferential restric-
tions. The problems with Mill’s methods are not due to how method of 
agreement and difference works, but because they rely on a small number 
of cases. This implies that the shortcomings of Mill’s methods are problems 
of small-n comparisons more generally. I highlight this point by discussing 
Mill’s methods along with alternative designs. The general insight may lead 
one to conclude that small-n comparisons should be abandoned altogether 
(Lieberson 1994, 1236), which is not the perspective that I take because 
cross-case inferences can play a role in case studies. Moreover, the abandon-
ment of cross-case analyses would deprive case study researchers of their 
basis for case selection for process tracing. Consequently, a rigorous discus-
sion of cross-case comparisons is in order. 
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 Fourth, as mentioned before, it has been repeatedly claimed that Mill 
argues against the application of his methods in observational research. It 
is of course interesting to know what the founder of Mill’s methods thinks 
about their utility, but even if Mill would oppose their implementation, 
everyone is free to use his methods so as long as it is understood that there 
are provisos attached to each of his five methods. Besides, Mill is not fully 
against the application of his methods; he is, however, opposed to their 
implementation in an inductive fashion (which he calls the chemical 
method). Here, ‘inductive’ means an empirical analysis that is largely free 
of theory and infers causality from ‘pure observation and [an] experiment’ 
(Mill 1874, 613).  4   Mill claims that this is not possible in the social sciences 
because such experiments cannot be constructed and that, in addition, social 
and political phenomena are believed to be due to interaction effects and 
equifinality (610–13).  5   Consequently, Mill concludes at the end of a critical 
discussion of his methods that one should rely on the ‘deductive method’ 
(613), meaning that the use of his methods in observational research should 
be closely tied to theory (Zelditch 1971). It is thus misleading to present 
Mill as an opponent of  any  use of his methods. Equally important, his plea 
for the tight coupling of theory with his methods is fully in line with the 
discussion of theory-centered case studies in this book. 

 In this chapter, I start the discussion of comparisons by focusing on 
designs that include two cases and binarily measured causes and outcomes. 
Comparisons that include more cases and/or rely on multicategorical meas-
urement are left for discussion in the next chapter. I start with pairwise 
comparisons with binary measurement because these are the simplest 
designs one can implement. Furthermore, they represent the comparison 
that is most  often discussed in the small-n literature (Tarrow 2010). Taking 
this discussion and the diagnosis of pertinent inferential problems as the 
basis, the following chapter considers several instruments for the improve-
ment of cross-case inferences. 

 Before the discussion of cross-case comparisons starts, a final note is in 
order on how the types of cases introduced in Chapter 3 are related to 
the types of comparisons elaborated in the following. This is an impor-
tant matter because some discussions of case selection intermingle this 
topic with comparative designs (Klotz 2008; Odell 2004; Seawright and 
Gerring 2008). Types of case studies and comparisons are related, if only for 
the simple reason that one often chooses cases in order to compare them. 
Nevertheless, it is important to keep these two issues separate because 
every type of comparison can involve every type of possible case study. 
For comparisons that seek to build hypotheses, one can build on typical 
or diverse cases. Similarly, hypotheses-testing comparisons can include 
typical, diverse, most-likely, and least-likely cases. Comparisons for the 
purpose of modifying a hypothesis can draw on deviant cases and failed 
most-likely and passed least-likely cases. 
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 The factors that shape the quality of a case as typical, diverse, and so on, 
enter into the cross-case comparison in the form of the cause of interest and 
the causes one additionally needs to take into account. Since the assign-
ment of cases as a certain type requires knowledge of a distribution of cases 
or theory, it is not possible to designate the selected types of cases in the 
stylized representation of comparisons as done in this chapter. This is not a 
problem insofar as the generation of cross-case inferences does not depend 
on the type of case under analysis. The nature of the selected cases comes 
into play only in the course of relating the inferences to the theories under 
scrutiny and their generalization, a subject that will be discussed in Chapters 
8 and 9. In the following sections, I therefore remain silent on what type of 
case study underlies the respective cross-case comparison.  

  4.1 Comparisons for the formation of hypotheses 

 Hypothesis-building comparisons develop propositions about the causes of 
an outcome that can be put to a test in a subsequent round of research. All 
causes that one discerns are preliminary and should be treated as potential 
causes until a proper test has been conducted. The way in which a compar-
ison is constructed should be based on the existing state of knowledge about 
the determinants of the outcome. Comparisons are crafted differently, 
depending on whether insights from adjacent fields of research allow one 
to derive the expectation that the causal relationship is correlational or set-
relational. When one has an expectation only about potential determinants 
of the outcome but not about the nature of the causal effect, it is recom-
mended to start with a  variance-on-Y comparison . As discussed in Chapter 3, 
factors that vary across the two cases qualify as potentially sufficient, while 
invariant factors are individually insufficient. In a similar vein, invariant 
factors can be ruled out as potential independent variables, while factors 
that covary with the outcome are carried over to a subsequent hypothesis 
test.  6   

 If one can make a qualified hunch that the cause–effect relationship is 
covariational (or set-relational, see below), one can construct a comparison 
accordingly by comparing two cases for which one observes covariance 
between the dependent variable and the purported independent variable. 
The confidence that the causal relationship is correlational should derive 
from previous research that is related to one’s own case study. Although 
the European Union (EU) is an unprecedented supranational organiza-
tion, a study on the European parliament could draw on the extant body 
of research on national parliaments. Imagine that you are interested in 
the frequency with which issues from a certain policy field make it on 
the agenda of the EU parliament. A review of existing research on agenda 
setting in national parliaments suggests that the frequency of certain policy 
issues on the agenda increases with the number of corresponding lobby 
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groups registered in the capital where the parliament resides. On the basis 
of this research, one can derive a similar expectation for one’s own case 
study. Even though the European parliament and national parliaments may 
differ in respects related to agenda setting, one can nevertheless start with 
a hypothesis-building comparison that is guided by the expectation of a 
correlation. The case study then aims to lend more credence to the hunch 
that the frequency of issues on the agenda is positively correlated with the 
number of lobby groups via exploratory process tracing. In addition, the 
within-case analysis serves to discern other independent variables that may 
not have been thought of before. 

 Similar hunches can guide cross-case comparisons in set-relational case 
studies. Depending on the set relation of interest and the state of knowl-
edge, set-relational case studies can form hypotheses through no-variance 
and variance designs alike.  No-variance-on-Y designs  are appropriate for the 
formation of hypotheses on necessary conditions (see Chapter 3 and Most 
and Starr 1989, 52). This is achieved by comparing two cases that share 
the outcome of interest and searching for conditions that are present in 
both cases.  7   All conditions that vary across the two cases can be ruled out 
as necessary, and the remaining candidates are made subject to a test in 
follow-up studies. 

In analyses of sufficiency, one should follow a  no-variance-on-X  approach 
if one has a reasonably strong expectation that the occurrence of the 
outcome is attributable to sufficient conditions. As the name implies and 
as follows from the definition of sufficiency, the comparison involves 
two cases having the potential condition in common. The goal of such 
a comparison is not to demonstrate that the cross-case pattern conforms 
to the expectation of sufficiency because this is known from the outset. 
Instead, the rationale is to do exploratory process tracing in order to deter-
mine whether and how condition and outcome are related to each other. 
The arguments on different variants of hypothesis-building comparisons 
are summarized in Table 4.1.      

 One problem in hypothesis-building case studies (and comparisons more 
generally) is that the final pattern of cross-case scores is likely to be inde-
terminate (Frendreis 1983, 265).  8   In correlational small-n research, one 
confronts indeterminacy if multiple independent variables covary with the 
dependent variable.  9   A necessary-condition comparison is indeterminate 
when more than one condition is present when the outcome is present. 
A sufficiency design is indeterminate when the outcome is present in the 
presence of two or more potential conditions. In the ideal comparison, 
only one cause qualifies for the causal relationship, making subsequent 
tests easier. In practice, however, one is very likely to be disappointed 
(Lijphart 1971). 

 A more fundamental and hitherto largely neglected problem concerns the 
difficulty in adjudicating empirically between a correlational causal effect 
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and one of sufficiency in the first place. The previous discussion showed 
that this is a problem if there is no body of research from which one can 
derive the expectation that the outcome is attributable to a covariational or 
set-relational effect. The consequence is that one must rely on the observed 
cross-case pattern for discriminating between correlational causation and 
sufficiency. An exploratory case study by Trampusch (2010) exemplifies 
how demanding this is and additionally serves to illustrate the presence of 
indeterminacy in hypothesis-building studies. Trampusch compares two 
cases of self-preserving institutional change and two cases of transforma-
tive institutional change in vocational training systems in Austria, Germany, 
and Switzerland (contributing two cases to the analysis). On the basis of a 
literature review and carefully crafted exploratory process tracing, her final 
cross-case comparison focuses on three causes: the type of powerful compa-
nies in a country (small/medium v. large), the strength of the labor unions 
(weak v. strong), and the type of coalition between the state and powerful 
companies (liberalizing v. protectionist as regards institutional change). The 
resulting cross-case pattern is depicted in Table 4.2.      

 Trampusch interprets the cross-case pattern with the established logic that 
differences in the outcome must be explained with differences in a cause 
and that potential causes can be ruled out as causes if they vary across cases 
when the outcome is invariant (Gerring 2001, 210–18). In this view, one can 
infer that unions are individually irrelevant for the explanation of insti-
tutional change. The strength of unions is different between Switzerland 
I and Austria as well as between Switzerland II and Austria, whereas the 

 Table 4.1     Comparisons for the formation of hypothesis 

  

Cross-case 
effect of 
interest Comparison Feature Goal

Causes 
derivable 
from 
adjacent 
fields of 
research 

  
 

 No 

Necessity No-variance-
on-Y

Cases share 
presence of 
Y

Identify 
invariant 
conditions

Correlation/ 
sufficiency

Variance-on-Y Cases vary 
on Y

Identify varying 
causes

 

Yes  
 
 
 
   

Correlation Covariance X and Y 
covary

 1. Process tracing 
substantiating 
confidence in 
cross-case effect 
 2. Identify 
additional 
potential 
causes    

Necessity No-variance-
on-Y

Cases share 
presence 
of Y

Sufficiency 
 
   

No-variance-
on-X 
   

Cases share 
presence of 
X   
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type of institutional change is constant in both pairs of cases. Similarly, we 
observe variance on the outcome in a comparison of Switzerland I and II 
and of Austria and Germany, though the strength of labor unions is invar-
iant. Consequently, we can reject the argument that the strength of unions 
correlates with the type of institutional change and that weak or strong 
unions are sufficient for the outcome. 

 The causes ‘powerful company’ and ‘type of coalition’, however, both 
correlate with the outcome, and so the design is indeterminate through 
the lenses of the covariational conception of causation. It may be that each 
cause alone can produce variance on the outcome or both together must 
vary so as to account for a different type of institutional chance. Both infer-
ences cannot be evaluated on empirical ground because there is no case 
combining small and medium powerful enterprises with a liberalizing coali-
tion, or large powerful enterprises with a protectionist coalition. 

The problem that undermines causal inference here and in general derives 
from the size of the  property space  underlying the analysis and the share 
of the space that is covered empirically.  10   The property space captures the 
entirety of logical combinations of cross-case scores that the causes under 
scrutiny can assume. If all causes are measured dichotomously, the size of 
the property space is determined by 2 c ,  c  being the number of causes. For 
Trampusch’s analysis, this means that the property space includes eight 
combinations, only four of which are observed.  11   For instance, the property 
space includes the combination of powerful large companies, a protectionist 
coalition, and strong and weak unions, respectively. Without observing the 
outcome for these two combinations, one cannot determine whether the 
nature of the powerful company and the coalition, have an individual effect 
or form an interaction effect. 

 Furthermore, one can also impute set-relational inferences into the 
pattern. If one takes transformative change as the positive outcome, one can 
argue that large powerful enterprises and a liberal coalition are individually 
sufficient or jointly sufficient. The empirical cross-case evidence permits it 
neither to discriminate between these two set-relational inferences nor to 
adjudicate more generally between correlational and sufficient causation. 
In situations such as these, it is important to acknowledge and report these 

 Table 4.2     Cross-case comparison on institutional change 

 Case 
 Institutional  
 change (Y) 

 Powerful 
company 

 Type of 
coalition  Unions 

Switzerland I Self-preserving Small/medium Protectionist Weak
Austria Self-preserving Small/medium Protectionist Strong
Switzerland II Transformative Large Liberal Weak
Germany Transformative Large Liberal Strong
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uncertainties in order to lay the best possible basis for subsequent tests of 
the various hypotheses that are compatible with the evidence at hand.  

  4.2 Comparisons for the test of hypotheses 

 The test of cross-case hypotheses has received ample attention in the past 
(Goldthorpe 1997a, 1997b; Lieberson 1991; Przeworski and Teune 1970; 
Rueschemeyer 2003; Tilly 1997). Two designs that have been intensively 
discussed for decades now are Mill’s  method of agreement  (MoA) and  method 
of difference  (MoD) (1874, 278–81).  12   

 The MoA is characterized by two cases that meet three criteria: they take 
similar scores on the outcome, they display the same score on one cause, 
and they are dissimilar with respect to all other causes.  13   The intuitively 
appealing idea behind the MoA is that differences cannot explain similari-
ties. This statement is true but pertains only to correlational case studies, 
which can be exemplified with an empirical example contrasting the value 
of the MoA for correlational and set-relational comparisons.  14   

 Hendriks and Michels’ comparison of democratic reforms in the United 
Kingdom and the Netherlands from 1990 to 2010 is a design built on the idea 
of the MoA. The United Kingdom and the Netherlands can be described as 
archetypical cases of a majoritarian democracy and consensus democracy, 
respectively (Hendriks and Michels 2011, 307). The notion of majoritarian 
and consensus democracies goes back to Lijphart (1999). He distinguishes 
the two types on the basis of two dimensions, each of which consists of five 
variables. The first dimension is called executive–legislative dimension and 
includes variables such as the form of cabinet (single-party v. coalition) and 
the electoral system (majoritarian v. proportional). The second, the federal–
unitary dimension, includes, among others, the variable territorial distribu-
tion of power (unitarism v. federalism). Hendriks and Michels’ aim is to discern 
whether the international debate about more direct democracy leads to the 
introduction of elements of direct democracy in a majoritarian and consensus 
democracy, two types that differ on a range of institutional variables (2011, 
307). Thus, the outcome to be explained is the move to a political system 
that offers a greater opportunity for direct political participation. Indeed, 
Hendriks and Michels’ empirical analysis shows that the United Kingdom 
and the Netherlands invented elements of direct democracy (314–15). 

 The MoA that is reflected in this comparison is presented in Table 4.3. 
For ease of illustration, I present only three of the institutional variables on 
which the United Kingdom and the Netherlands differ. In a covariational 
view, Table 4.3 shows that the institutional differences between the United 
Kingdom and the Netherlands can be discarded as causes because the 
outcome is invariant. On the other hand, the debate about direct democracy 
qualifies as a  potential  cause. It can neither be eliminated as an independent 
variable nor can it be credibly claimed to be one because the debate about 
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direct democracy and the adoption of such do not covary.  15   The eliminatory 
role of the MoA in correlational research explains why it is often considered 
to be a weaker design than the MoD (Gerring 2001, 212–13).      

 It is important to note that these inferences rest on the implicit assump-
tion that the institutional variables do have a causal effect of their own 
(Lieberson 1991, 313–14). Once this assumption is relaxed and one allows 
for the presence of interaction effects, the picture gets more complex. It 
could be that an institutional variable correlates with the outcome in the 
absence of a debate about direct democracy or when one or more of the 
other institutional variables is invariant across both cases. For example, it 
could be hypothesized that one would observe a correlation between the 
organization of the state and the outcome when no international debate 
about direct democracy is occurring. The citizens of a federal country are 
closer to the political process because the subnational level has legislative 
autonomy in at least some of the policy fields. In unitary states, on the 
other hand, the citizens’ distance from the political process could lead to 
demands for more direct democracy that are not evident in federal coun-
tries. This correlation is not apparent in Table 4.3 because both countries are 
influenced by the international debate about direct democracy. Since the 
effect of the international debate supersedes the effect of the type of state 
organization, the latter becomes visible only when comparing two countries 
for which one can deny an international influence. 

 Similarly, there may be an interaction effect between two institutional 
variables that goes unnoticed in Table 4.3. Let’s assume that one can cred-
ibly hypothesize a correlation between the electoral system and the outcome 
in unitary countries. For unitary countries, elements of direct democracy 
should be invented in majoritarian electoral systems, while no such effect 
is to be expected in unitary countries with proportional systems. The 
rationale might be that unitary countries offer citizens fewer opportuni-
ties than do federal states and that majoritarian electoral systems capture 
the diversity of a society less well than does a proportional system. Both 

 Table 4.3     Method of agreement  

 Case  
 
 
 

 More 
elements 
of direct 

democracy 
(Y) 

 International 
debate about 
more direct 
democracy  

 Election 
system  

 
 

 Government  
 
 
 

 Organization 
of state  

 
 

United 
Kingdom

Yes Yes Majoritarian Single party Unitary

the 
Netherlands

Yes Yes Proportional Coalition Federal
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variables together – unitarism and majoritarian electoral system – trigger a 
demand for direct democracy that does not arise in a federalist state or in 
countries that have a proportional system. When such an interaction effect 
can be theorized, the MoA is indeterminate because multiple inferences are 
compatible with the cross-case data at hand.  16   

 Having discussed causal inference in the correlational MoA, a final note 
on the of role case selection is in order. In principle, covariational compari-
sons for tests of cross-case hypotheses can be constructed via case selection 
on the dependent or the independent variables. Because of the importance 
of achieving a specific pattern of scores on the independent variables, 
however, there are clear advantages to case selection on the independent 
variables. Whether nature provides one with the ideal cases is an empirical 
question, but the purposeful choice of cases on the causes increases the 
likelihood of constructing the ideal MoA (or any other desired comparison). 
The alternative strategy involves case selection on the outcome with a great 
deal of hope that the cases take the required scores on all the independent 
variables of interest. Building on what was elaborated in Chapter 3, a mixed 
strategy is the approach that maximizes the chances of creating the ideal 
comparison. It calls for case selection on the outcome and all independent 
variables that represent rival explanations. The only variable that would not 
be considered in the case selection part is the independent variable of main 
interest. In respect to the example in Table 4.3, this would imply the choice 
of two countries that introduced elements of direct democracy and that 
differ on all institutional variables. The hypothesis test could then focus on 
finding out whether both countries were under the influence of an interna-
tional debate about direct democracy. Although types of case studies, case 
selection, and the actual comparison are elements that should be kept sepa-
rate analytically, this short digression shows that it is important to consider 
them in conjunction when crafting a case study. 

 In comparison with a correlational analysis, the MoA is somewhat more 
valuable for  set-relational  case studies. In inquiries into necessary conditions, 
the MoA in Table 4.3 allows one to infer that the international debate about 
democracy is the sole necessary condition because it is always observable 
when the outcome is present. The ideal MoA therefore makes it possible 
to draw inferences on necessity. To be more precise, the classic MoA is not 
required if one has strong theoretical expectations as regards potential 
necessary conditions. Assume that it is feasible to hypothesize that potential, 
individually necessary conditions for more direct democracy are a debate 
about direct democracy, a proportional electoral system, a coalition govern-
ment, and federalism. Given these expectations, the empirical analysis of 
the Netherlands is superfluous because one can test all these expectations 
with the United Kingdom alone. If one wants to perform a comparison, one 
should search for a second country that is exactly the same as the United 
Kingdom. The inference that the international debate is necessary and the 
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other conditions not gains credibility if it can be substantiated with two 
cases. On the other hand, the MoA is indispensable if one has no theoretical 
expectations as to whether the presence or absence of a condition is neces-
sary (Mahoney 2000, 392). All four conditions in Table 4.3 automatically 
qualify as necessary if one were to examine only the United Kingdom or 
only the Netherlands. Yet both cases together demonstrate that the electoral 
system, the type of coalition, and the organization of the state cannot be 
necessary because then the outcome should be absent in one of the two 
cases.  17   

 The strength of theory is equally crucial in analyses of sufficiency. When 
one has reasonably strong expectations about what a sufficient condition is, 
a test for sufficiency can be based on a single case having the condition in 
question in place. Still, the MoA has some merit in case studies on sufficiency 
because it allows one to diminish the potential indeterminacy of single-case 
studies a little bit. Imagine first that one aims to test for the sufficiency of an 
international debate about direct democracy. This requires the choice and 
comparison of two cases that have the debate in common and that check 
for the invention of elements of direct democracy. Since this applies to the 
two cases in Table 4.3, the condition ‘international debate’ passes the test for 
individual sufficiency. Regarding the other three conditions, presume that 
they represent rival explanations and that a majoritarian electoral system, 
a single-party government, and unitarism are hypothesized to be individu-
ally sufficient. What then does the MoA in Table 4.3 tell us about their 
individual sufficiency? The answer is ‘nothing’. Each condition passes the 
test for individual sufficiency because the United Kingdom has the outcome 
in place. On the other hand, the Netherlands is wholly irrelevant because of 
the absence of all three conditions. The MoA hence is weak in terms of the 
testing of rival explanations for sufficiency. 

 When we extend the perspective beyond the sufficiency of individual 
conditions, it further becomes apparent that the pattern for the United 
Kingdom is compatible with a large number of more complex set-relational 
inferences that include equifinality as well as INUS conditions. For example, 
it could be that the three-way interaction of the institutional variables, any 
two-way interaction, and any institutional condition alone is sufficient for 
the invention of elements of direct democracy. Altogether, the MoA in Table 
4.3 illustrates that this form of comparison has a high propensity to produce 
indeterminacy in analyses of sufficiency.  18   

 The indeterminacy of the ideal MoA tends to get larger the more condi-
tions one has because the size of the property space increases with each 
condition that is added to the analysis. Moreover, it holds that the weaker the 
theory is, the larger the extent of indeterminacy. In the previous example, 
we had specific expectations about what institution is sufficient for the 
invention of elements of direct democracy. Moreover, it was hypothesized 
that the presence of an international debate should lead to more direct 
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democracy. The range of viable inferences is even larger if one hypothesizes 
that a factor is a condition but fails to specify what manifestation of the 
factor is sufficient for the outcome. Without attempting to provide a full 
list of the possible inferences here, it could be, for example, that an ongoing 
international debate about direct democracy forms an equifinal solution 
with the factor ‘state organization’, which takes the form of unitarism and 
federalism. Whether it is federalism or unitarism would be impossible to 
determine on the basis of the selected cases. It could also be that the combi-
nation of unitarism with a coalition government is sufficient or a majori-
tarian electoral system in a federal state. As these examples indicate and 
building on what was said before about correlational designs, weak theory 
contributes to the indeterminacy of cross-case comparisons. 

 Besides these problems and similarly to analyses of necessity , the discussion 
indicates that the ideal MoA is not necessarily the best cross-case comparison 
one can construct in an inquiry into sufficiency.  19   The goal of the MoA in 
Table 4.3 is to show that an international debate is sufficient. As explained in 
the previous paragraphs, adherence to the ideal MoA comes at the expense of 
eliminating rival conditions. The comparison in Table 4.4 illustrates an alter-
native to the MoA in Table 4.3. The Netherlands allow one to infer that an 
international debate about direct democracy is sufficient for the invention 
of more elements of direct democracy. At the same time, the examination of 
New Zealand, which is now being compared with the Netherlands, permits 
the inference that unitarism cannot be individually sufficient because we do 
not observe a trend to direct democracy in New Zealand.  20        

 This comparison does not resemble the MoA anymore (it looks more like 
a suboptimal MoD, see below), but one should not to put the cart before the 
horse. Instead of considering what can be learned from Mill’s methods, one 
should ask what the best comparison is for a test of a hypothesis (Savolainen 
1994). The comparison in Table 4.4 might still leave a good deal of viable 
set-relational inferences untested. But such a comparison would achieve 
somewhat more than the MoA and would be particularly suitable if there 
are strong  ex ante  reasons to hypothesize that unitarism is individually 
sufficient. 

 Table 4.4     Test for sufficiency of an international debate about democracy and 
unitarism 

 Case 

 More elements 
of direct 

democracy (Y) 

 International 
debate about 
more direct 
democracy 

 Election 
system  Government 

 Organization 
of state 

the 
Netherlands

Yes Yes Proportional Coalition Federal

New Zealand No No Proportional Coalition Unitary
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 Having dealt with the MoA, the discussion now turns to the ideal MoD.  21   
The MoD is the mirror image of the MoA and combines three features: two 
cases differ on the outcome and one cause and display invariant scores 
on all other causes. The simple logic behind the MoD is that differences 
must be explained with differences, which is again a compelling logic but 
pertains only to correlational case studies. This can be shown with the 
example of Zangl’s study on the effect of the judicialization of interna-
tional dispute settlement procedures on the compliance of a state with the 
outcome of these procedures (the rulings, so to say). Zangl (2008) performs 
four pairwise comparisons, each of which resembles the MoD. The compari-
sons are specifically concerned with the question of whether the United 
States complies with the dispute settlement procedures. Table 4.5 shows 
that one comparison covers disputes about hormone-treated beef. The 
independent variable of interest that varies across both cases is the degree 
of judicialization. It is high for procedures held under the auspices of the 
World Trade Organization (WTO) and low for procedures that took place 
within the context of the General Agreement on Tariffs and Trade (GATT). 
Three other variables that are included in the comparison are invariant : the 
dispute involved two powerful countries, namely the United States and the 
European Union, and the substance matter was identical – both conflicts 
centered on hormone-treated beef.  22   

 The covariational logic behind the MoD is that judicialization is an inde-
pendent variable because it covaries with compliance. The independent 
variables that are held constant can be discarded as causes in this analysis 
because invariant causes cannot account for variance of the outcome (de 
Vaus 2008, 254). A stronger inference is not possible unless one can credibly 
argue that the outcome is the result of monocausality, that is, that only one 
variable can produce change in the outcome. Since such a claim is hard to 
maintain in the social sciences (Bennett and Elman 2006; Franzese 2008), 
one has to allow for the possibility that the outcome is correlated with one 
of the other independent variables in another MoD. In other words, the 
MoD in Table 4.5 keeps the three control variables constant as a means to 
 control  them (de Vaus 2008, 254), which is not the same as elimination.      

 Table 4.5     Method of difference 

 Case 

 Compliance 
of first 

country (Y)  Judicialization 

 First 
country 

powerful 

 Second 
country 

powerful 
 Substance 

matter 

WTO Yes Yes Yes (USA) Yes (EU) Hormones-
treated beef

GATT No No Yes (USA) Yes (EU) Hormones-
treated beef
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 One important caveat has to be attached to this conventional interpreta-
tion of the MoD because it is feasible only under the assumption of addi-
tive causal effects (Lieberson 1991, 312–13). If interaction effects cannot 
be ruled out, the cross-case pattern has to be interpreted more cautiously. 
It could be, for example, that the correlation between judicialization and 
compliance depends on the power of the first country or the power of the 
second country or the substance matter or any combination of these factors. 
In fact, it is likely that a powerful country is more likely to comply when 
it confronts another powerful country in the dispute settlement procedure 
(Zangl 2008, 840), the implication being that the ideal MoD is susceptible 
to indeterminacy even if only one independent variable covaries with the 
outcome. 

 This admonition is important to consider in light of the long-standing 
and repeatedly made claim that the MoD mimics the experimental ideal 
(Gerring and McDermott 2007; Lijphart 1971). If Table 4.5 is seen through 
the lenses of an experiment, case 1 is the treatment case and case 2 the 
control case, as judicialization – the treatment – is given in the WTO and 
not in the GATT.  23   Given that the two cases are similar in all other respects, 
the experimental template suggests that the difference in compliance is due 
to the difference in the extent of judicialization. The idea to resemble an 
experiment with the MoD is as appealing as it is misleading because quali-
tative case studies are, above all, observational designs. The key element 
of an experiment, the random assignment of the treatment to the cases, 
is not met. This is important to note because the intentional matching of 
cases on variables is not the same as the random assignment of cases to the 
treatment (Lieberson 1991; Zelditch 1971).  24   As a consequence of this, one 
confronts all the inferential problems that are attached to all kinds of obser-
vational research (Przeworski 2007). If one is lucky enough, the treatment is 
unrelated to other variables that have an effect on the outcome of interest, 
and one can refer to the design at hand as a natural experiment (Dunning 
2008). However, the claim that one is dealing with a natural experiment 
should be based on careful reasoning and convincing empirical evidence. 
Whenever such a claim is not warranted, which is likely to be the rule and 
not the exception (Gerring 2007a, 172–3), one major problem in observa-
tional case studies is the possibility of interaction effects. 

 The benefits of the MoD for  set-relational  case studies are smaller compared 
with the MoA’s. With respect to Zangl’s example and Table 4.5, a test for the 
necessity of judicialization checks for the presence of the condition in the WTO 
case and its absence in the GATT case. Since the pattern of cross-case scores is 
in accord with a statement of necessity, one could infer that judicialization is 
necessary for compliance. However, if one theorizes that the presence of the 
condition ‘powerful first country’ and ‘powerful second country’ is expected 
to be individually necessary as well, the MoD is indeterminate because both 
countries are powerful in the WTO case, where we observe compliance (the 
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GATT case is irrelevant in this context). Uncertainty as regards the conditions 
‘powerful first country’ and ‘powerful second country’ does not invalidate 
the inference that judicialization is necessary. However, there is no justifica-
tion to argue that judicialization is  the  necessary condition. 

 The reason for the indeterminacy of the MoD lies in the fact that its 
construction is detached from theory. If theory predicts that the presence 
of a strong country is necessary for compliance, one should select two cases 
of compliance and test for the presence of the condition ‘powerful first 
country’. An alternative pattern of scores that mirrors the MoD that would 
allow one to refute the necessity of ‘powerful first country’ (and ‘powerful 
second country’) is presented in Table 4.6. Since one can select cases only 
with respect to their scores on the outcome in research on necessity, all that 
one can do is to hope for cross-case scores on the conditions that permit the 
generation of inferences that are as unambiguous as possible.      

 Turning now to sufficiency, it can be easily seen that the MoD in Table 4.5 
is not the best possible test of the hypothesis that judicialization is suffi-
cient for compliance. One would not generate such an MoD because only 
the WTO case allows one to test this hypothesis. Moreover, the cross-case 
pattern of the WTO case is indeterminate because compliance is observable 
only when multiple purportedly sufficient conditions are present (assuming 
that the presence of a powerful first and second country are theorized to be 
individually sufficient). Although the GATT case does not allow one to test 
for the sufficiency of judicialization, this case has merit for the elimination 
of rival hypotheses (Mahoney 1999, 1158; Most and Starr 1989, 54–5). The 
GATT case allows one to reject the claim that having a powerful first and 
second country is sufficient for compliance. 

 Extending the perspective to conjunctural causation, one can infer that 
the two conditions are not jointly sufficient. Still, one cannot refute any 
influence of these conditions because they may produce the outcome 
in interaction with judicialization. In light of the WTO case, it could be 
that judicialization is individually sufficient, but it is equally justified to 
argue that a conjunction of ‘judicialization’ and ‘powerful first country’ is 
sufficient; or ‘judicialization’ and a ‘powerful second country’ or all three 

 Table 4.6     Alternative method of difference for set-relational case study 

 Case 

 Compliance 
of first 

country (Y)  Judicialization 

 First 
country 

powerful 

 Second 
country 

powerful 
 Substance 

matter 

WTO Yes Yes No No Hormones- 
treated beef

GATT No No No No Hormones-
treated beef
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conditions combined; or that a powerful first and second country are INUS 
conditions because compliance could result when judicialization comes 
together with a powerful first country or a powerful second country . 

 One way to test the sufficiency of judicialization with a more suitable 
comparative design would require selecting cases on the basis of the condi-
tions depicted in Table 4.6. The benefit of this comparison is that the WTO 
case now fully supports the inference that judicialization is individually 
sufficient. The conditions ‘powerful first country’ and ‘powerful second 
country’ can be ignored (not eliminated) as sufficient conditions because 
they are all absent. However, the GATT case is still a problem through the 
lenses of comparative hypothesis-testing because one cannot infer anything 
from it (except that one does not seem to have omitted a sufficient condi-
tion from the analysis). This example shows that, in constructing an MoD, 
one has to make a decision between two scenarios. First, as captured by 
Table 4.5, it cannot be shown that judicialization is individually sufficient, 
but the individual and joint sufficiency of the conditions ‘powerful first 
country’ and ‘powerful second country’ can be rejected . Second, it is possible 
to claim that judicialization is individually sufficient without being able to 
make any inferences about the rival conditions (see Table 4.6). 

  Mill’s methods are the worst cross-case designs except ...  

 The limitations of Mill’s two well-known methods prompted many scholars 
to take a very pessimistic perspective on cross-case comparisons and infer-
ences (Goldstone 1997; Goldthorpe 1997a; Lieberson 1994).  25   The abandon-
ment of the two types of cross-case comparisons therefore seems to suggest 
itself. Before doing so, however, one has to ask what the alternatives are. The 
general logic behind the MoA – differences cannot explain similarities – and 
MoD – differences must be explained with differences – is quite intuitive (with 
the limitation that it is particularly accustomed to correlational designs). 
The simple aim is to avoid the problems of indeterminacy that derive from 
comparisons that deviate from the ideal comparison (Lijphart 1971). 

 The previous discussion of Trampusch’s cross-case results was, among 
other things, implicitly about two suboptimal MoDs (and MoAs) because 
two potential causes covaried with the outcome.  26   If one has the choice 
between this pattern of cross-case scores and a perfect MoD where all but 
one variable are constant, one would always opt for the ideal comparison. 
The ideal MoD may still suffer from indeterminacy, but the range of viable 
causal inferences is always smaller than in an imperfect comparison. The 
imperfect MoD is always indeterminate, while the optimal MoD can be 
indeterminate, but to a lesser degree than an imperfect design.  Similar argu-
ments pertain to set-relational case studies, the MoA, and, in fact, all cross-
comparisons that rely on many causes and few cases. 

 In view of these problems, the argument that the MoA and MoD should 
not be used for cross-case inferences entails the implicit claim not to perform 
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cross-case comparisons at all (at least not those involving a small number of 
cases). The abandonment of cross-case comparisons cannot be the solution, 
however. Case studies that rely on extensive within-case analyses also aim 
to make inferences about whether a certain cause is relevant or not, which is 
the same as making a very basic cross-case inference (see Chapter 7 and Hall 
2008). Even if we assume that no cross-case inference is intended, Chapter 3 
shows that the cross-case level is vital to informed case selection for process 
tracing and that it presupposes knowledge about whether a cause is or is not 
relevant and, on a higher level, the nature of its causal effect. Unless one 
abandons cross-case analyses entirely for large-n methods such as regres-
sion analysis and QCA, there is no way to avoid cross-case inferences in 
case studies. The proper response is not to skip cross-case inferences but to 
admit the inferential uncertainty and report all theoretically viable infer-
ences that are compatible with a specific pattern of cross-case scores.   

  4.3 Comparisons for the modification of hypotheses 

 Comparisons aiming at the modification of a hypothesis are built on the 
knowledge that a hypothesis test has produced a surprising result (Alvesson 
and Karreman 2007; Grofman 2001). A puzzling finding can have four 
sources: concept misspecification, measurement error, an omitted cause, 
and probabilism.  27   Of these four factors, only omitted causes are directly 
related to the formulation of a hypothesis and therefore are discussed in this 
section. Concept misspecification and measurement error are discussed in 
the section on general threats to cross-case inference below. A consideration 
of probabilism is postponed until Chapters 8 and 9 on generalization. 

 A hypothesis-modifying comparison starts out in full knowledge of the 
cross-case scores taken by the outcome and the causes. This knowledge is 
indispensable because the cross-case pattern forms the basis for case selec-
tion in process tracing, which in turn (probably) results in the modifica-
tion of the hypothesis. In principle, this goal leaves it open whether one 
compares two anomalous cases or contrasts an anomalous case with a case 
that displays the expected result. In the following, ‘anomalous case’ is 
the general heading for deviant cases, failed-most-likely cases, and passed 
least-likely cases. The term ‘expected case’ subsumes typical cases, passed 
most-likely cases, and failed least-likely cases because they exhibit the 
expected cross-case patterns. Regardless of what types of cases are exam-
ined, the comparison of an expected and an anomalous case is preferable 
to a comparison of two anomalous cases because the goal is to learn some-
thing about the reasons for the anomaly. This can be best achieved by 
looking at a case that conforms to the expectation and one that does not. 
The precise implementation of a comparison between an expected and an 
anomalous case hinges on whether one is interested in a correlation, neces-
sity, or sufficiency. 
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  Correlational comparisons 

 The puzzle of a correlational case study lies in the absence of an expected 
covariation. Such a puzzle can take three forms.  28   First, the independent 
variable varies, but the dependent variable is invariant. In the context of 
hypothesis modification, I label this a  no-variance-on-Y comparison  so as to 
denote what the surprising cross-case feature is. Second, the outcome varies 
even though all independent variables are invariant, which is called the  vari-
ance-on-Y comparison . Third, the observed correlation is the opposite of the 
expected correlation, which is dubbed the  inverse-correlation comparison . 

 Lange’s study on the development of former British colonies (2009) is 
motivated, among other things, by a no-variance-on-Y puzzle. The analysis 
considers whether the countries with direct rule – Mauritius and Guyana – 
experienced better economic development than the two former colonies 
with indirect rule – Sierra Leone and Botswana. Table 4.7 shows that this is 
the case when one compares Mauritius and Sierra Leone but not when one 
compares Guyana and Botswana, for example.  29        

 One explanation for this puzzle could be  that the correlation in the first 
pair of cases is coincidental. In fact, spuriousness is one potential reason 
for most of the puzzles that are addressed in the remainder of this section. 
For the analysis in Table 4.7, process tracing then should aim to identify an 
omitted and, of course, theoretically intelligible variable that is correlated 
with the outcome. 

However, provided that the form of rule can be claimed to be causal for 
economic development, the goal must be to identify an omitted variable 
that interacts with the form of British rule. Such a variable must meet two 
requirements: it must be invariant for each pair of cases and must vary 
across the two pairs. The last column includes the variable ethnic homoge-
neity, which in this example is assumed to be high for Mauritius and Sierra 
Leone and low for Guyana and Botswana.  30    Assuming that one can rule out 
an independent effect of ethnic homogeneity, it then holds that the form of 
rule only matters when ethnic homogeneity is high.

 The characteristic of a  variance-on-Y  comparison is the observation of vari-
ance on the dependent variable, even though all independent variables are 

 Table 4.7     No-variance-on-Y comparison 

 Type of pair  Country 
 Economic 

development (Y) 
 Form of  

 British rule 
 Ethnic 

homogeneity 

Expected Mauritius Good Direct  High 
Sierra Leone Bad Indirect  High 

Anomalous 
Guyana Bad Direct  Low 
Botswana Bad Indirect  Low 
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constant. This comparison mirrors what Mill (1874, 284–5) introduces as 
the  method of residues  (MoR). The logic of the MoR is that there must be an 
omitted variable that correlates with the outcome if all observed variables 
fail to account for the variance. An empirical example that resembles this 
type of comparison is Schultz’s analysis of the Fashoda crisis (Table 4.8). 
Schultz (2001, chap. 6) is concerned with the involvement of democracies in 
international crises. He argues that the trajectory of an international crisis 
depends on whether a democracy can credibly deter its opponent and that 
the credibility of the signal depends on whether the domestic opposition 
supports the government. Schultz selects the case of the Fashoda crisis in 
order to test the argument that a supportive opposition accounts for cred-
ible deterrence. The Fashoda crisis involved Great Britain and France; the 
two countries were close to war, but the crisis terminated peacefully because 
France eventually backed down . 

 Schultz argues that the Fashoda case represents a puzzle for explanations 
focusing on the power balance between the countries involved in a conflict . 
Symmetric power relations are expected to be conducive to an escalation, 
while power asymmetries should lead to peaceful conflict resolution because 
the weaker state knows that an armed conflict would be devastating. The 
first pair of hypothetical cases in Table 4.8 confirms this line of reasoning. 
The anomalous pair of cases that constitute the Fashoda crisis contradict 
this line of reasoning (Schultz 2001, 177–8 ). In Table 4.8, Fashoda I stands 
for the first part of the crisis, during which neither France nor Great Britain 
backed down. Fashoda II denotes the second part of the crisis, at the end of 
which Great Britain gained the upper hand. This development cannot be 
explained with a change in the distribution of power because Great Britain 
was more powerful throughout the entire crisis. From the perspective of an 
explanation based on power asymmetries, the Fashoda crisis thus represents 
a puzzle because one observes an invariant cause and a varying outcome 
across the two cases. 

 Schultz proposes an alternative explanation and argues that France’s 
perception of Great Britain’s determination changed in the course of the 
crisis. France initially believed that Great Britain was bluffing and became 
later convinced that its opponent was determined, which eventually 

 Table 4.8     Variance-on-Y comparison 

 Type of pair  Case 
 Successful 

deterrence (Y) 
 Power 

asymmetry 
 Perception of 
determination 

Expected 1 No No  No 
2 Yes Yes  Yes 

Anomalous 
Fashoda I No Yes  No 
Fashoda II Yes Yes  Yes 
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prompted France to back down (Schultz 2001, chap. 6). Adding the variable 
‘perception of determination’, measuring whether a country perceives the 
opponent to be domestically united, resolves the puzzle because this vari-
able covaries with the outcome. In effect, the inclusion of this variable turns 
a variance-on-Y comparison into the method of difference.      

 In light of the previous discussion about indeterminacy and the method of 
difference, one should carefully evaluate the causal inferences that the new 
pattern of cross-case scores allows one to make. Two reasons speak for this. 
First, the new variable may interact with the invariant one. In fact, Schultz 
(2001, 195) presents a quote of Joseph Chamberlain, a then member of the 
British government, that speaks against an individual effect of Britain’s deter-
mination. Chamberlain remarks that Britain’s success is attributable ‘as much 
to the spectacle ... of an absolutely united people as it was to those military 
and naval armaments ’  of Britain (177–8). This quote suggests that unequal 
and high levels of armament played a role as well. Since this rival explana-
tion cannot be examined with the Fashoda crisis, one would need to perform 
a separate test with the variable ‘power asymmetry’ taking different scores. 

 Second, the inclusion of the new variable requires one to reconsider the 
causal inference on the original variables in the expected pair of cases. For 
the empirical example, this means that the new variable ‘perception of 
determination’ might shed a different light on the inference that a power 
asymmetry is the cause of successful deterrence in the first pair of cases. 
With respect to the pattern in Table 4.8, the inclusion of the new variable 
leads to indeterminacy because two variables covary with the outcome now. 
A similar problem results when the new variable is invariant for the first pair 
of cases. This pattern of cross-case scores would raise the question of whether 
the correlation between power asymmetry and the outcome depends on the 
variable ‘perception of determination’ taking specific invariant scores across 
the two cases. Again, these competing causal inferences can be empirically 
evaluated only in a follow-up case study that is specifically designed to test 
them. 

 A third form of covariational comparison is motivated by the observa-
tion of an unexpected correlation. This probably not so common form of 
comparison can be coined the  inverse-correlation comparison . Studlar’s anal-
ysis of tobacco policy in the United States and Canada is an example of such 
a comparison (2010). Studlar aims to explain why the central government 
has been dominant in tobacco regulation in Canada, whereas the states 
were the main actors in the United States. This is striking because Canadian 
federalism can be described as decentralized and US federalism as central-
ized (391). If one takes the general level of decentrality as a cause of the 
jurisdictional level in charge of tobacco policy, one observes an unexpected 
correlation because there is no apparent reason why the relationship should 
be reversed in the case of tobacco policy. In Table 4.9, the expectation is 
captured by the hypothetical countries 1 and 2 and the inverse correlation 
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by Canada and the United States. The inverse relationship between the 
centralization of the federal system and the jurisdiction in charge of tobacco 
policy cannot be explained with reference to rival variables such as strength 
of anti-tobacco groups because they are identical for Canada and the United 
States (Studlar 2010, 389–90).      

 There are two ways in which the puzzle of an inverse correlation can be 
removed. In contrast to all other puzzles discussed in this section, the first 
variant is not related to the comparison but to the theory on which the 
comparison is based. There might be nothing wrong with an inverse corre-
lation from an empirical point of view, meaning that it exists empirically. 
The problem that one has to address instead is rooted in the theory that fails 
to make sense of the inverse correlation. Consequently, the goal must be to 
find and assess empirically a compelling explanation for why the correla-
tion between cause and outcome is the opposite of the expected association. 
The second possibility is that the degree of centralization in a federal system 
is unrelated to the level of centralization in tobacco policy. In this instance, 
one should search for an omitted variable, such as government ideology, 
that displays the same correlation in the expected and anomalous pair of 
cases.  31   Without going into the details here, it again holds that the inclusion 
of a new variable should prompt one to reconsider the original pattern of 
cross-case scores. 

 The arguments on correlational comparisons seeking to solve puzzles 
are summarized in Table 4.10. Each of the three types of comparisons is 
described with respect to its defining feature, potential theory-related 
sources for the puzzle, and the corresponding remedy.       

  Set-relational comparisons 

 Hypothesis-modifying comparisons that are embedded in a set-relational 
framework aim to shed light on why an expected set relation does not hold 
in a specific case. Owing to the nature of set relations, one can distinguish 
three variants of comparisons that address a set-relational puzzle. In case 
studies on necessity, a  presence-of-Y comparison  seeks to understand why 
the outcome is present in the absence of the necessary condition. Two 

 Table 4.9     Inverse-correlation comparison 

 Type of 
pair  Country 

 Jurisdiction 
in tobacco 
policy (Y) 

 Federal 
system 

 Anti-
tobacco 
groups 

 Cigarette 
industry 

  Government 
ideology

Expected 1 Centralized Centralized Strong Weak    Left 

2 Decentralized Decentralized Strong Weak    Right 

Anomalous 
Canada Centralized Decentralized Strong Strong   Left  
USA Decentralized Centralized Strong Strong   Right  
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comparisons are available in case studies on sufficiency: an  absence-of-Y 
comparison  asks why the outcome is absent when the sufficient condition is 
given, while a  presence-of-Y comparison  asks why the outcome is observable 
when all sufficient conditions are absent. 

 A  presence-of-Y comparison  should be the goal for case studies interested 
in necessity because the only puzzle that can motivate a comparison is the 
presence of the outcome in the absence of a necessary condition. Freitag and 
Schlicht’s analysis of educational federalism in Germany (2009) can serve 
as an example for this type of comparison. Freitag and Schlicht find that a 
high availability of early childhood education is necessary for a low social 
inequality of education. Yet the pattern of cases is not fully consistent with 
one of necessity because some German states deviate from it. For instance, 
Hesse has an unexpectedly low level of social inequality in relation to the 
availability of early childhood education. Hesse thus is an anomalous case 
that could be contrasted with a state such as Berlin, which conforms to the 
pattern of necessity (Table 4.11).      

 The solution to this puzzle can be twofold. First, the proposition may be 
wrong and the availability of early childhood education not necessary. It 

 Table 4.10     Correlational comparisons for modification of cross-case hypothesis 

 Comparison  Feature  Source of puzzle  Remedy for puzzle 

No-variance-on-Y
Varying X and 
invariant Y

Spurious 
correlation

Add covarying 
variable

Interaction effect Add invariant 
variable

Variance-on-Y
Varying Y and 
invariant X

Omitted variable Add covarying 
variable

Inverse correlation
Unexpected 
covariance of X 
and Y

Weak theory
Explain 
unexpected 
correlation

Spurious 
correlation

Add covarying 
variable

 Table 4.11     Presence-of-Y comparison for necessity 

 Type of case  State 
 Low level of 

inequality (Y) 

 Early 
childhood 
education 
available 

 Left 
government  Entry test 

Expected Berlin Yes Yes  Yes  No 

Anomalous Hesse Yes No  Yes  Yes 
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may be that the empirical phenomenon of interest does not have any neces-
sary conditions, but it could also be that an omitted condition is neces-
sary. The omitted condition should be invariant across both cases because 
otherwise it does not qualify as necessary. In Table 4.11, this constellation 
is captured by the condition ‘left government’.  32   Second, early childhood 
education and an omitted necessary condition could be functional equiva-
lents (Ragin 2000). A functional equivalent for this condition could be entry 
tests that are performed when children enter the school and determine the 
assignment of children to catch-up courses. Let’s call such a condition ‘entry 
test’ and suppose that Hesse performs such tests while Berlin does not. The 
inclusion of the condition ‘early test’ does not introduce indeterminacy  ex 
post  because early childhood education and early tests are not simultane-
ously observable. If one can make a credible point that these two conditions 
are functionally equivalent and the observed pattern is as in Table 4.11, the 
inclusion of the condition ‘early test’ solves the puzzle. 

 However, the search for an omitted functional equivalent does not neces-
sarily have this implication because two conditions can be functional equiva-
lents and simultaneously present in the expected case. In Table 4.11, this would 
mean that there would be no empirical basis for discriminating between the 
inference that early childhood education is spurious and that it is a functional 
equivalent of entry tests. If one aims to discriminate between these two infer-
ences, one should perform a hypothesis-testing case study with one case (or 
more) for which the outcome is present and the newly discovered condition is 
absent (‘early test’ in Table 4.11). If early childhood education is present, one 
could infer that the two conditions are functional equivalents.  33   

 In case studies interested in sufficiency, the  absence-of-Y comparison  is 
driven by the observation that the outcome is not observable, even though 
the sufficient condition is present. Table 4.12 draws on a study by Drezner 
(2000) as an illustration for the absence-of-Y comparison. Drezner notes 
that multilateral economic sanctions are sometimes effective and some-
times not. Since the absence of the outcome is puzzling when the condition 
is present, there must be something missing from an explanation of effec-
tive multilateral sanctions.      

 Puzzles like the ones identified by Drezner can be solved in two ways. 
First, the supposedly sufficient condition is spurious and wholly irrelevant 

 Table 4.12     Absence-of-Y comparison for sufficiency 

 Type of case  Case 

 Economic 
sanctions 

effective (Y) 
 Multilateral 
cooperation 

 International 
organization 

involved 

Expected 1 Yes Yes  Yes 

Anomalous 2 No Yes  No 
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for the outcome. In this instance, process tracing should aim at a condi-
tion that is present in case 1 and absent in case 2 so as to be able to explain 
the difference in the outcome. Second, the alternative is to search for an 
interaction effect between the original variable and an omitted one. Indeed, 
Drezner claims and finds evidence showing that multilateral cooperation 
is effective only if the sanctions are enforced by an international organiza-
tion. In order to solve the puzzle, the minimum requirement is that the 
omitted condition ‘international organization involved’ must be observable 
in case 1 and absent in case 2 (last column in Table 4.12). 

 As holds true for the previous designs, the inclusion of a condition may 
introduce indeterminacy  ex post . This is not an issue for the empirical 
example because the omitted condition cannot be sufficient on its own; 
if there is no multilateral cooperation that could be enforced, there is also 
no role that an international organization could play. In another analysis, 
however, it could be that the new condition is capable of producing the 
outcome on its own. Again, the only empirical way to discriminate between 
the two scenarios would be to select a case with the new condition present 
and the original condition absent. If the outcome is observable, the new 
condition would seem individually sufficient, whereas conjunctural causa-
tion would be in evidence if the outcome is absent. 

 Another puzzle that one may encounter in the analysis of sufficiency 
is the presence of the outcome in the absence of the purported sufficient 
conditions. I refer to this as a presence-of-Y comparison for sufficiency in 
the following. This comparison may seem surprising because it is concerned 
with the presence of the outcome and not with the presence of a condi-
tion. However, the presence of the outcome can be taken as a puzzle if all 
alleged sufficient conditions are absent and the case displays the outcome 
nevertheless. An example for a presence-of-Y comparison is Oliver’s analysis 
of earnings inequality in Sweden and Italy. Sweden and Italy had about the 
same relatively low level of earnings inequality in the late 1990s. This is a 
puzzling finding because, then as now, labor unions were strong in Sweden 
and weak in Italy.  34   If ‘strong unions’ is taken as a sufficient condition for 
low inequality (and assuming that other possible sufficient conditions are 
absent for Italy), one can run a presence-of-Y comparison to address this 
puzzle (Table 4.13).      

 Table 4.13     Presence-of-Y comparison for sufficiency 

 Type of case  Country 
 Low inequality 

(Y) 
 Type of 
union 

 Organization 
of union 

confederations 

Expected Sweden Yes Strong  Fragmented 

Anomalous Italy Yes Weak  Inclusive 
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 Process tracing should search for an omitted condition that is present in 
the anomalous case because otherwise the puzzle would persist. One such 
condition could be the organization of the union confederations because 
different forms of organization imply different capacities to negotiate wages 
and address wage inequalities (Oliver 2011, 558–9). In Sweden, one finds 
fragmented confederations because blue-collar and white-collar workers 
are organized in different unions. Italian unions are inclusive and include 
blue-collar and white-collar workers alike, meaning that the inclusion of the 
condition ‘inclusive unions’ is able to solve this puzzle. 

 Again, it is important to consider the cross-case score that the new condi-
tion assumes for the expected case. If the pattern is as in Table 4.13, one 
can conclude that strong unions and inclusive unions are equifinal (inter-
action effects are left aside here). This would be different if unions had 
turned out to be inclusive in Sweden and Italy. Such a pattern would make 
it impossible to distinguish between equifinality and the inference that 
strong unions are irrelevant and inclusive unions alone sufficient. This 
can be decided only in a follow-up study that checks whether the outcome 
is also observable in a country with strong and fragmented unions. 

 The discussion of set-relational comparisons aiming to modify a hypoth-
esis is summarized in Table 4.14.      

 Table 4.14     Set-relational comparisons for modification of cross-case hypothesis 

 Type of set 
relation  Comparison  Feature 

 Source of 
puzzle 

 Remedy for 
puzzle 

 Necessity Presence-of-Y
Y is present in 
the absence 
of X

Spurious 
necessity

Add invariant 
condition

Omitted 
functional 
equivalent

Add condition 
that is present 
in anomalous 
case

Absence-of-Y
Y is absent in 
the presence 
of X

Spurious 
sufficiency

Add invariant 
condition

 Sufficiency  

Omitted 
condition 
interacting 
with included 
condition

Add condition 
that is present 
in expected 
case and absent 
in anomalous 
case

Presence-of-Y 
 
 
 

Y is present in 
the absence of 
all plausible X 
 

Omitted 
sufficient 
condition 
 

Add condition 
that is present 
in anomalous 
case
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 In total, the discussion of set-relational and correlational comparisons 
shows that they are more intricate than they might seem at first sight. 
Depending on the design at hand, there might be more than one way to 
resolve the puzzle that motivates the comparison. Moreover, the inclusion 
of a new cause potentially introduces indeterminacy  ex post . Because of these 
problems, it is important to carefully consider the cross-case pattern after a 
hypothesis has been modified and to report all the causal inferences one can 
read into it. This is a valuable service to researchers who aim to test proposi-
tions by drawing on the insight of a hypothesis-modifying case study.   

  4.4 General threats to cross-case inference 

 So far, the discussion of cross-case comparisons has focused on the infer-
ential problems of various ideal–typical and suboptimal designs. The main 
message is that the generation of cross-case inferences is protracted even 
before additional complicating issues are introduced. Two such issues that 
deserve attention and have frequently been addressed in the literature are 
 omitted causes  and  measurement error  (Goldthorpe 1997a, 7; King et al. 1994, 
208–13; Lieberson 1991). The previous section showed that omitted causes 
are one reason for puzzles that drive hypothesis-modifying comparisons. The 
same effect can result from measurement error, which can take the form of a 
misspecified concept, indicators with low reliability and/or validity, and the 
inappropriate use of sources (Adcock and Collier 2001; Munck and Verkuilen 
2002). However, the following discussion shows that the consequences of 
omitted causes and measurement error are not limited to case studies seeking 
to modify a hypothesis. Equally important to note is that they do not neces-
sarily have detrimental consequences on cross-case comparisons. 

 The implications of measurement error for cross-case comparisons are 
obvious. Let’s assume that one has constructed an ideal–typical MoD but 
with a wrongly measured outcome. More precisely, the outcome turns out to 
be invariant when the measurement error is removed. What seems to be an 
ideal–typical MoD is therefore a suboptimal MoA because the outcome and 
multiple causes share the same scores across the two cases. More generally 
seen, mismeasurement of a single cause or the outcome suffices to turn an 
optimal comparison into an imperfect one. At the same time, however, this 
implies that a suboptimal design involving measurement error could be an 
ideal–typical one once it is implemented free of measurement error. 

 The second threat to cross-case inference is an omitted cause. The omission 
of a cause can lead one to investigate a puzzle , but may also undermine causal 
inference in case studies that build or test a hypothesis. Let’s assume that one 
has constructed an ideal–typical MoD for hypothesis testing and that someone 
can make the credible claim that a cause has been omitted. In contrast to 
measurement error that automatically undermines an optimal comparison, 
neglecting a cause is not necessarily a problem. Taking the example of the MoD, 
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the omitted cause may vary across the two cases and turn the design from an 
optimal comparison into a suboptimal one if it were to be included. However, 
the omitted cause may also be invariant and may not have an adverse effect on 
the generation of cross-case inferences (except that it may increase the range of 
viable interaction effects). Evidently, which of the two scenarios holds can be 
known only after the omitted cause is included in the comparison. 

 The need to protect the analysis against the claim of omitted causes may 
lead one to include a whole range of causes that are potentially relevant 
according to the substantive literature underlying the case study. However, 
the probability of constructing a suboptimal comparison naturally increases 
with an increasing number of causes. There is therefore a trade-off between 
the problem of omitted causes, on the one hand, and the problem of subop-
timal comparisons, on the other hand (Lijphart 1971). Thus, there is no easy 
way to salvage one’s comparison against the claim of omitted causes because 
this is likely to come at the expense of creating an imperfect comparison.  

  4.5 Conclusion 

 Cross-case comparisons have been subject to debate for decades now. 
Although not all arguments in this chapter are new, I attempted to give 
a comprehensive and systematic elaboration by explicit reference to the 
covariational and set-relational view on causation. The chapter confirms the 
conclusion made by Lieberson (1994, 1991) and others (Zelditch 1971) that 
causal inference in small-n comparisons rests on a set of demanding assump-
tions. These problems plague correlational and set-relational comparisons 
regardless of whether they rely on Mill’s methods or any other pattern of 
cross-case scores. On the cross-case level, it is accurate to refer to covari-
ational case studies as the ‘statistical method writ small’ (Hall 2008, 308) 
and to set-relational designs as ‘Qualitative Comparative Analysis writ small’ 
with all the associated problems that have been discussed in this chapter. 

 The problems of arriving at internally valid cross-case inferences pertain 
to all three types of research purposes. While this insight is not new for 
hypothesis-testing case studies (Lieberson 1991), I have shown that it is 
equally important to take into account in exploratory case studies because 
hypothesis-building and hypothesis-modifying analyses are supposed to lay 
the best possible basis for subsequent tests of hypotheses. At the end of the 
case study, it is therefore mandatory that one makes explicit all propositions 
that are compatible with the collected evidence. The hypotheses should be 
phrased as unambiguously as possible so as to give the strongest guidance 
to researchers who aim to perform a hypothesis test.  
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     5 
 Enhancing Causal Inference in 
Comparisons   

   The previous chapter showed that cross-case comparisons tend to be plagued 
by manifest problems connected with the generation of unambiguous causal 
inferences. Being cognizant of these problems, the small-n literature made 
several recommendations that aim at improving cross-case comparisons 
(King et al. 1994, 208–13; Lijphart 1971, 686–90). The present chapter serves 
to discuss the potential of these and additional instruments for the enhance-
ment of cross-case inferences. It starts with the problem of suboptimal 
comparisons and relates them to the multidimensional nature of cases. It is 
shown how one can invoke these dimensions in the construction of compar-
isons in order to approach as closely as possible the envisaged ideal design. 

 The next sections specifically focus on the size of property space and 
present four instruments for the improvement of suboptimal and ideal 
comparisons. If the problem is one of a large property space and few cases, 
two solutions that suggest themselves are a smaller property space and 
a larger number of cases. The degree to which more than two cases can 
diminish the inferential intricacies is elaborated in Section 5.2. The three 
remaining tools for enhanced cross-case comparisons all aim at a reduction 
of the property space.  1    In Section 5.3, I discuss the role of the level of meas-
urement aggregation. The level of measurement aggregation pertains to the 
number of categories on which causes and/or outcomes are measured, the 
basic distinction being between bi- and multicategorical measurement of 
causes and/or the outcome. An additional tool for reducing indeterminacy 
is strong theory. In Section 5.4, I elaborate what strong theory is in qualita-
tive case studies and how it can contribute to causal inference. The fifth and 
final instrument, discussed in Section 5.5, has been largely neglected so far 
and pertains to the transformation of causes into scope conditions.  

  5.1 Units of analysis and time: Comparability v. generalizability 

 Every case can be located on a temporal and substantive dimension as well 
as on at least one additional dimension (see Section 2.1). In this section, I 
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highlight the role of these dimensions for comparisons and argue that each 
of these dimensions is characterized by a  trade-off  between the compara-
bility of cases and the generalizability of cross-case inferences. In order 
to simplify the following discussion at its onset, I start with a distinction 
between the temporal dimension and spatial dimension and introduce 
other dimensions only later in the discussion. As the following discussion 
shows, the temporal dimension enjoys a special status in comparisons, 
while all other, nontemporal dimensions have equivalent implications. 
The different implications of the spatial and nonspatial dimensions there-
fore justify treating the former on its own terms and taking the spatial 
dimension as illustrative for other dimensions. Before the functions of the 
dimensions are addressed, it is first necessary to introduce the concept 
of a unit of analysis and relate it to the dimensions on which a case is 
described. 

  Units of analysis and cases in case studies 

 The unit of analysis is often described as the object of interest in an empir-
ical analysis. If one hypothesizes that welfare state spending of OECD 
countries increases with increasing economic openness, the units of anal-
ysis are OECD countries because the hypothesis makes a prediction about 
their spending behavior (Johnson et al. 2007, 77–8). Though intuitively 
plausible, the description of units as the objects of analysis is misleading 
because the empirically relevant object is the case. A case is fully described 
by boundaries on at least three dimensions (the temporal, the substantive, 
and a third one), therefore offering full information about what is examined 
in the empirical analysis. In contrast, knowing the unit of analysis is not 
very illuminating because a huge number of cases and research questions 
are compatible with the same unit. In the given hypothesis, we assumed 
that the units of analysis are OECD countries. But the information that a 
case study is about OECD countries provides little insight because the ques-
tion as to the interesting feature of the OECD countries is left answered. It 
could be welfare state spending, the share of women in the national parlia-
ment, the stability of governments, the illiteracy rate, the share of children 
in public childcare, and so on. 

 Moreover, the multidimensional character of cases suggests that there is 
not something like  the  unit of analysis, but that every case can be assigned 
to multiple units. Consider the hypothesis ‘welfare state spending of 
OECD countries increases with increasing economic openness’. Arguably, 
most researchers would take OECD countries as the unit of analysis. Now 
consider the hypothesis ‘welfare state spending increases with increasing 
economic openness’, which is the same as the first except for the refer-
ence to OECD countries. However, it is evident that both hypotheses can 
be tested with exactly the same design, cases, and data. Since the second 
hypothesis does not designate the territorial unit of interest, the unit of 
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analysis cannot be defined in spatial terms. Instead, the second hypoth-
esis implies that the welfare state is the unit of analysis because that is 
the entity emphasized by the hypothesis. The lack of reference to the 
territorial entity OECD countries is therefore not accidental but serves to 
highlight that the interest lies on the welfare state. Neither of the two 
definitions of the unit of analysis would be right or wrong; they simply 
denote a different perspective on a similar issue: the effects of globaliza-
tion on spending. 

 On the basis of these arguments, it is now possible to clarify the relation-
ship between units of analyses, on the one hand, and the multidimension-
ality of cases, on the other. The dimensions on which a case is described 
give one a broad sketch about the nature of that case. For example, when 
a case is described by a temporal, substantive, and spatial dimension, we 
know that the analysis concerns a territorial entity rather than an institu-
tion or organization (see Chapter 2). However, without the imposition of 
bounds on each underlying dimension, the nature of the case of interest 
remains opaque. 

 As I understand them in the following, units of analysis are closely 
related to the boundaries of a case and its nature as a multidimensional 
phenomenon. Imagine that we take radical welfare state retrenchment in 
New Zealand in 1991 as the case in an analysis of the determinants of 
radical retrenchment. In terms of dimensions, the description of the case 
implies that it is located on a territorial, temporal, and substantive (the 
institutional dimension is left aside). The unit of analysis is now under-
stood as the place a case takes on a  single  dimension owing to the specifi-
cation of boundaries. This means that there are always multiple units of 
analysis involved in the analysis of a single case . With respect to the territo-
rial dimension, New Zealand is the spatially defined unit of analysis in the 
given example. This is relevant information because it is more specific than 
a reference to the spatial dimension alone. However, it is still incomplete 
because it is not clear what matters about New Zealand. The additional 
information is provided by the specification of the unit of analysis on the 
other two dimensions. On the temporal dimension, the unit of analysis 
is simply the year 1991, whereas radical welfare state retrenchment is the 
substantively defined unit of analysis. A case therefore is the intersection 
of all units of analysis into which it can be decomposed by taking a multi-
dimensional view on cases. 

 Having clarified what the unit of analysis is, I now focus on the role of 
the unit of analysis for comparability and the generalizability of cross-case 
inferences. One can distinguish two nonexclusive strategies of realizing 
cross-case comparisons (Gerring 2004, 343).  2   First, one can compare cases 
within and across units (Smelser 1973, 63) and, second, at the same point in 
time – cross-section comparisons – and over time – longitudinal compari-
sons (Bartolini 1993). The two strategies are now discussed in turn.  
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  Cross-unit and within-unit comparisons 

 The first choice one has to make when constructing a comparison is between 
cases that belong to the same unit and those that belong to different units of 
analysis. The rationale for a within-unit comparison is that cases belonging 
to the same unit are likely to be more comparable than cases from different 
units (George and Bennett 2005, 166). Jakobsen’s (2010) analysis of the 
timing and content of liberalization in utilities sectors exemplifies the bene-
fits of a within-unit comparison. Jakobsen’s goal is to test hypotheses that 
predict an effect of Europeanization, globalization, and national politics on 
the trajectory of liberalization in utilities sectors. He takes Denmark as the 
spatial unit of analysis and compares liberalization in the telecommunica-
tion and electricity sector. On the spatial dimensions, this is advantageous in 
respect to the control of relevant factors such as the type of political regime 
and growth of the GDP because they are similar. However, the enhanced 
comparability comes at the expense of a somewhat increased uncertainty of 
generalization across units. Jakobsen’s insights hold for two utility sectors in 
Denmark, but it is not known if confirming evidence is available for coun-
tries other than Denmark. 

 A cross-unit comparison does not suffer from this problem in the same 
way if one can find two countries that lend themselves to a comparative 
analysis of liberalization in the utilities sector. In contrast to a within-unit 
design, a cross-unit analysis slightly increases confidence in the veracity 
of the generated inference across units. The advantage of a cross-unit 
comparison hinges on the condition that the cases from different units 
are comparable to the degree of cases belonging to the same unit. Whether 
one can find such cases is an empirical question, but it is likely that a 
cross-unit analysis results in a suboptimal comparison. Consequently, 
the choice between a within-unit and cross-unit comparison tends to 
be characterized by a trade-off between unit-related comparability and 
generalizability. 

 In order to demonstrate the consequences of the multidimensional 
nature of cases for comparisons, additional insight can be gained by taking 
a second dimension into the picture. In Jakobsen’s study, the telecommu-
nication and electricity sectors represent two different substantive units of 
analysis.  3   This means that Jakobsen’s design entails a spatial within-unit 
analysis and a substantive cross-unit analysis. With respect to the trade-off 
between comparability and generalizability, the analysis therefore leans 
toward comparability on the spatial dimension and generalizability on the 
substantive dimension. 

 This example shows that a researcher faces the trade-off on each dimen-
sion on which a given case is located. Moreover, it indicates that the deci-
sions to be made for each dimension are independent of one another. When 
the highest value is attached to comparability, one has to perform a within-
unit comparison on each dimension. On the other hand, generalizability 
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is maximized when one realizes cross-unit comparisons on all dimensions. 
In between these extremes, one can construct a mix between compara-
bility and generalizability by combining a within-unit comparison on one 
or more dimensions with a cross-unit perspective on one or more other 
dimensions.  

  Cross-section and longitudinal comparisons 

 The second fundamental dimension that underlies comparisons concerns 
time. The two strategies that are on offer are a cross-section comparison, 
which contrasts cases at similar points in time, and a longitudinal compar-
ison, which contrasts cases over time. In a cross-section design, compara-
bility is more difficult to achieve than one may think at first sight because 
one can distinguish two subvariants. In the first variant, one focuses on 
what can be called chronological time. This design entails that cases are 
compared at exactly the same year, month, or whatever time unit matters for 
the research question at hand. The second variant emphasizes what can be 
referred to as theoretical time. This form of cross-section comparison relates 
the temporal dimension of a comparison to the theory and hypotheses that 
are under scrutiny, which does not necessarily mean that a comparison at 
exactly the same point in time is the best option. 

 As an example for a comparison centered on chronological time, consider 
Eckert’s analysis of delegation in the postal sector in France, Germany, 
and the United Kingdom (2010). The comparative case study takes a cross-
 section perspective because in all three countries the delegation processes 
took place in the 1990s and early 2000s. Thus, the three cases cover the 
same period of time and are influenced by the same events, such as an EU 
directive in the postal sector. 

 Eckert’s study arguably relies on the classic version of cross-section designs. 
Depending on the research question, though, cross-section comparisons at 
the same point in time may in fact undermine the comparability of cases. 
In this instance, a focus on theoretical time can be the better variant of a 
cross-section comparison. Lange’s analysis of former British colonies can 
be taken as an example for such a comparison. His comparative case study 
is concerned with the development of former British colonies and includes 
Botswana, Guyana, Mauritius, and Sierra Leone (2009). When one takes 
the year in which these colonies became independent as a decisive event, a 
comparison at exactly the same point in time is not always feasible because 
the four colonies gained independence over the course of several years. For 
instance, Sierra Leone became independent in 1961 and Mauritius in 1968, 
and so it is impossible to compare the two states as independent countries 
at any point in time before 1968. A comparison at a later point in time, say 
1970, is also not without its problems because Sierra Leone had experienced 
nine years of independence by this time and Mauritius only two. The seven 
years that set the two countries apart may make a difference for the case 
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study as Sierra Leone is likely to have been a more consolidated country at 
this stage and already undergone some economic development. 

 This problem can be taken into account by crafting a comparison accord-
ingly. For instance, one could compare Sierra Leone and Mauritius ten years 
after each country became independent, that is, one would contrast Sierra 
Leone in 1971 with Mauritius in 1978. Since both countries had ten years 
to develop and consolidate, they are similar in this respect and the compar-
ison would allow one to analyze differences in the degree of development. 
However, the downside of this cross-section comparison is apparent because 
a series of economic and political events, for example, the first oil crisis in 
1974, happened between 1971 and 1978. Such an event may have affected 
the development of Mauritius but is necessarily irrelevant for Sierra Leone 
because it happened after 1971. In an attempt to handle this problem, one 
could include a control cause ‘oil crisis’ and score it as absent for Sierra 
Leone and present for Mauritius. But this is the very problem of a cross-
section comparison centered on theoretical time because every additional 
cause tends to make the generation of cross-case inferences more protracted 
(see Chapter 4). 

 This example illustrates that cross-section designs are characterized by 
a trade-off between comparisons at exactly the same point in time and 
comparisons at points in time that are comparable in light of the theory at 
hand. In an ideal constellation, it is possible to find cases that are compa-
rable in both respects. For the empirical example, this would call for the 
analysis of two colonies that became independent in the same year and 
that are compared at the same point in time. When such a comparison is 
not feasible because nature does not provide one with the ideal cases, one 
should carefully consider which subvariant of cross-section design is more 
appropriate for the research question at hand. 

 In contrast to both types of cross-section comparisons, a genuine longi-
tudinal comparison compares two cases over time. This form of compar-
ison is also known as a  before–after design  and  interrupted   time-series design  
(Collier 1993; George and Bennett 2005, 166). In accordance with the exper-
imental ideal (Gerring and McDermott 2007), a longitudinal comparison 
conceives of a change of a potential cause as equivalent to the treatment in 
an experiment. The change distinguishes two cases, one of which falls into 
the prechange (pretreatment) period and one into the post-change (post-
treatment) period.  4   The opportunity to trace a cause over time and observe 
change is what sets the temporal dimension of a case apart from all other 
dimension on which it is located. From the viewpoint of causal inference, 
the appealing feature of longitudinal comparisons is that they are neces-
sarily within-unit comparisons that exhibit the advantages and disadvan-
tages elaborated above. The two (or more) cases are likely to be comparable, 
as they belong to the same unit, but at the expense of increased uncertainty 
about the generalizability of causal inferences. 
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 The enhanced comparability of cases in longitudinal comparisons 
explains why before–after designs are often deemed to be a very attractive 
form of comparison, if not the most attractive one (Caramani 2010; Collier 
1993, 113; George and Bennett 2005, 166–7; Gerring and McDermott 2007; 
Lijphart 1971, 689).  5   While within-unit comparisons are appealing, three 
qualifications are in order when it comes to the generation of causal infer-
ences. First, the influence of a cause might be discernible only in the long 
run. A long-run effect might be in place because the cause has a  cumulative 
effect, or because the outcome is characterized by a cumulative process, or for  
both reasons simultaneously (Grzymala-Busse, 2011; Pierson 2004, chap. 3). 
The compensation hypothesis can be taken to illustrate the idea of a cumula-
tive cause. Imagine that economic liberalization is hypothesized to increase 
welfare state spending. In the empirical analysis, one observes that a country 
reduces its tariffs and liberalizes the capital market, that is, it moves from 
a closed to an open economy. Economic liberalization does not immedi-
ately produce an increase in welfare state spending, though; it happens only 
in the long term because the competitive pressure on domestic producers 
and the employees’ demand for compensation accumulates over time. At 
some point in time that could be distant from the actual move to an open 
economy, the government then decides to respond and starts to compensate 
employees. 

 This example points to important ramifications of cumulative causes and 
outcomes for comparison because it is necessary to choose an appropriately 
long period of analysis.  6   When one takes a short-term perspective in an 
analysis of higher welfare state spending, one may attribute the increase in 
spending to proximate causes such as massive lobbying of labor unions and 
domestic producers. In contrast, a long-term perspective would show that 
massive lobbying is attributable to increased competitive pressure, which 
in turn derived from economic liberalization a long time ago. The point 
is that the longer the period of analysis is due to cumulative causes and/or 
outcomes, the more likely it is that multiple potential causes change over 
time and create an indeterminate pattern of cross-case scores. The degree 
to which this is an issue in a case study depends on the subject matter but 
tends to be particularly pertinent for comparative historical analysis because 
of its interest in long-run processes, cumulative causes and outcomes, and 
periods of analysis covering dozens or even hundreds of years (Mahoney 
and Rueschemeyer 2003a). 

 A second, related aspect that complicates longitudinal comparisons hinges 
at least partially on the research question. It concerns the proper choice of 
a negative case for comparison (Mahoney and Goertz 2004), which may 
be a case that is temporally distant from the positive case. Suppose one 
wants to explain why countries adhere to the most favored nation (MFN) 
principle in international trade cooperation. Put simply, the MFN principle 
mandates nondiscrimination between treaty partners, for example, granting 
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all countries entitled to MFN status the same tariff. The case selected for 
empirical analysis is France in 1860, which is the year when it granted Great 
Britain MFN treatment after decades of discriminatory trade policy (Pahre 
1998). This positive case is contrasted with a negative case – any trade agree-
ment negotiated by France and Great Britain or a comparable country that 
does not include an MFN provision. In the case of France, the problem is 
that no such agreement was negotiated in the 1850s. Consequently, there is 
a temporal gap of more than ten years between the positive case and a viable 
negative case that thereby increases the likelihood that the cases differ on 
more than a single cause that could explain the adherence or nonadherence 
to the MFN principle. 

 The extent to which this problem occurs in a case study is an empirical 
one. If France had negotiated a comparable treaty without MFN treatment in 
1858, the period of analysis would be rather short, and the two cases would 
be likely to be similar in many respects. However, there are some research 
questions that are more likely to call for extended periods of analysis and 
have a higher propensity to include more than one cause that changes 
over time. Examples for studies that are likely to suffer from such problems 
include institutions because institutions are rarely subject to abrupt large-
scale change and incremental change stretches over an extended period of 
time (Mahoney and Thelen 2009).  7   

 A final issue that limits the value of before–after comparisons is their 
emphasis on observing variance over time. While it is appealing to observe a 
change on the outcome in the aftermath of a change on a (purported) cause, 
the focus on longitudinal variance excludes the implementation of some 
valuable cross-case designs, such as the method of agreement (Caramani 
2010). In total, longitudinal comparisons are valuable because they contrast 
cases belonging to the same unit. However, there are also several provisos 
attached that one should take into account in the generation of causal 
inferences.  

  Unit-related and time-related comparability and generalizability 

 The discussion of different forms of cross-case comparisons shows that 
there is no single best form if the analysis is limited to two cases. For 
each of the dimensions on which a case is located, there is a trade-off 
between the comparability of cases and generalizability. Table 5.1 
captures these trade-offs by classifying two-case designs with respect to 
the comparability of cases and generalizability of causal inferences. For 
ease of presentation, I present only the temporal dimension and one other 
unit of analysis, which could be spatial, substantive, and so on.  8   A cross-
section comparison within the same unit performs best with respect 
to comparability and worse as regards generalizability across units and 
time (upper-left cell). The before–after comparison (lower-left cell) and 
cross-unit comparison (upper-right cell) are equally suitable when the 
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goal is to achieve comparability across both time and units. The dimin-
ished comparability on one dimension is matched by the advantage of 
somewhat increased generalizability on the other. The lower-right cell is 
empty because a longitudinal cross-unit comparison is not possible, since 
a comparison over time requires a comparison of cases within the same 
unit. In a pairwise comparison, one has to make a choice between a longi-
tudinal comparison within a unit and a cross-section comparison either 
within or across units.      

 The trade-offs and the fact that the lower-right cell remains empty for 
two-case comparisons points to the benefits of a four-case comparison. The 
four-case design combines two longitudinal designs covering two pairs of 
cases that belong to different units, meaning that the comparison takes 
place over time as well as within and across units.  9   This design can be 
exemplified with a modification of Jakobsen’s analysis of liberalization in 
utilities sectors (2010). The design would involve a four-case comparison if 
one were to examine the Danish telecommunication and electricity sectors 
before and after liberalization. This comparison would combine a within-
unit perspective with a cross-unit perspective by tracing each sector over 
time and by comparing the two sectors. Still, the case study would be of 
the within-unit type in spatial terms because it covers only Denmark. If 
one were to take a cross-unit view on the spatial dimension as well, one 
would have to add four more cases to the analysis. More generally, this 
means that solving the trade-off on each dimension requires a doubling 
of the number of cases. The dimension-specific trade-off between compa-
rability and generalizability therefore can be solved only by performing 
multicase comparisons, the pros and cons of which are subject to the next 
section.   

  5.2 Comparisons with more than two cases 

 The reason for indeterminacy on the cross-case level is the result of a 
mismatch between a large property space and a small number of examined 

 Table 5.1     Unit-related and time-related comparability and generalizability of two-
case comparisons 

 Unit 

  Comparability Generalizability

 Time 
Comparability

 Within-unit 
 cross-section comparison 

Cross-unit 
comparison

Generalizability Longitudinal comparison –
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cases. In this light, it is self-evident that an increase in the number of cases 
is, in principle, suitable for the diminishment of indeterminacy (King et 
al. 1994, 213–17). The plea for an increased number of cases is often coun-
tered with the argument that it is futile (George and Bennett 2005, chap. 
1). Qualitative case studies have to emphasize the depth of the within-case 
analysis and therefore have to focus on a small number of cases (Gerring 
2004, 347–8). This is a valid point because one should not select more cases 
at any price – only to the extent that the depth of process tracing for the 
expanded set of cases allows one to deliver convincing within-case analyses 
(Hall 2008). 

 There are no hard and fast rules for finding the optimal balance between 
breadth and depth because the depth of process tracing hinges on a multi-
tude of factors, the availability of research resources, for example. It is 
therefore up to the small-n researcher to make this decision anew for each 
case study. Within these limits, however, it is desirable to think about the 
inclusion of more cases.  10   The degree to which more than two cases can 
diminish inferential problems and the pros and cons of this instrument 
are addressed in the following. Since a comprehensive discussion of various 
suboptimal and ideal comparisons is beyond the scope of this section, I rely 
on illustrative treatments of some comparisons and specific cause–effect 
relationships. 

 The comparison in Table 5.2, which is a modified version of Trampusch’s 
comparison (2010; discussed in Chapter 4) exemplifies that more cases may 
reduce the indeterminacy problem of imperfect designs (Frendreis 1983, 
266–7). For purpose of illustration, assume one hypothesizes that the nature 
of the powerful companies – small/medium v. large – is correlated with the 
type of institutional change. The comparison of Austria and Germany does 
not allow one to make this inference because the type of coalition covaries 
with the type of institutional change as well. Taking the hypothetical case 3 
into the picture (highlighted in italics in the following), we see that this case 
and Austria constitute an indeterminate MoD as well, as we now observe a 
correlation between the outcome, the type of the powerful company, and 
the strength of unions. At the same time, however, Germany and case 3 
form an ideal–typical MoA. The MoA yields the leverage for the elimination 
of independent variables because the type of institutional change is invar-
iant, whereas the type of coalition and the strength of unions vary. These 
inferences can be taken and transferred to the MoD formed by Austria and 
Germany in order to justify the inference that only the type of powerful 
company correlates with the type of institutional change. This inference 
becomes possible in a three-way comparison because we can eliminate an 
effect of the type of coalition on the basis of the MoA between Germany 
and case 3. This example exemplifies the benefits of a seemingly paradox-
ical strategy, which is the strengthening of causal inference by combining 
two suboptimal MoDs. A look at Table 5.2 shows that this strategy works out 
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here because case 3 and Germany constitute an ideal MoA that, in combina-
tion with the original comparison, promotes causal inference.      

 Chapter 4 showed that cross-case inferences are not free of problems even 
if they meet the standards of an ideal comparison, which entails that there 
is also benefit to an increase in the number of cases in this instance. One 
ideal multicase comparison one can strive for is Mill’s  indirect   method of 
difference  (IMoD) as a formalized design comprising four cases (Mill 1874, 
283–4; Ragin 1987, 38–44). Table 5.3 is built on a modified version of the 
example by Zangl (2008) presented in Chapter 4. It exemplifies that the 
IMoD is a combination of two ideal MoAs that can be decomposed into their 
constituent cases and rearranged so as to obtain two ideal MoDs.      

 The first two WTO cases constitute an MoA with the outcome present, 
whereas the second pair of GATT cases produces an MoA for which compliance 
is absent. At the same time, the cases WTO 1 and GATT 1 and, respectively, 
WTO 2 and GATT 2 form two MoDs . The IMoD is superior to a stand-alone 
MoA and MoD for correlational and set-relational case studies. Each MoA 
allows one to refute a powerful first and second country as variables having 
an independent causal effect but renders it impossible to demonstrate that 
judicialization is a cause of compliance. Both MoAs together, however, 
render it possible to make a positive causal inference as regards the effect of 
judicialization. Moreover, one can rebut some interaction effects between 
judicialization and the other two variables. A comparison of the cases WTO 
1 and GATT 1 and WTO 2 and GATT 2 reveals that judicialization corre-
lates with compliance regardless of whether both involved countries are 

 Table 5.2     Imperfect method of difference and multicase comparisons 

 Case 
 Institutional  
 change (Y) 

 Powerful 
company 

 Type of 
coalition  Unions 

Austria Self-preserving Small/medium Protectionist Strong
Germany Transformative Large Liberal Strong
 Case 3  Transformative  Large  Protectionist  Weak 

 Table 5.3     Indirect method of difference 

 Case 

 Compliance of 
first country 

(Y)  Judicialization 

 First 
country 

powerful 

 Second 
country 

powerful 

 MoA 1 WTO 1 Yes Yes Yes Yes
WTO 2 Yes Yes No No

 MoA 2  
GATT 1 No No Yes Yes
GATT 2 No No No No
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powerful or not. Still, one could argue that there would not be any correla-
tion if one country were strong and the other weak. Moreover, one cannot 
evaluate the argument that the power of the first country correlates with 
compliance when the power of the second country is invariant across both 
cases (and vice versa). The IMoD thus permits the empirical examination 
of more cross-case inferences than the MoD and MoA, but some degree of 
indeterminacy might remain. 

 Similar arguments extend to set-relational case studies, whereas there is 
no need for the IMoD at all if the case study is about necessity. The first MoA 
suffices to reject the power of the first and second country as individually 
necessary for compliance. This holds true even if theory is weak and does not 
allow it to hypothesize whether the absence or presence of a strong country 
is necessary. In contrast, an IMoD is valuable in inquiries into sufficient 
conditions. The GATT 2 case indicates that one has not omitted a condition 
because the outcome is absent in the absence of all supposedly sufficient 
conditions. Moreover, the WTO 2 case highlights that a powerful first and 
second country are neither sufficient individually nor when combined in 
a two-way interaction. If one takes all four cases together, judicialization 
therefore appears to be necessary and sufficient for compliance. However, 
this inference again hinges on the availability of good theory because it is 
justified only when one can argue that the presence of each condition is suffi-
cient (either individually or in conjunction). If this claim is not tenable, the 
IMoD is indeterminate because there is a multitude of unobserved configu-
rations that include the absence of one or two conditions – for example, no 
judicialization in combination with a strong and a weak country. 

 In total, the illustrative discussion of multicase comparisons shows that 
more cases can diminish the inferential problems of cross-case designs. 
Whether more cases eliminate indeterminacy is an empirical matter 
depending on the analysis at hand. When one recalls that the number of 
cases is still limited in expanded design and assuming that none of the other 
instruments discussed in this chapter are applied, more cases are likely to 
change something about the feasibility of cross-case inferences in degree 
but not in kind.  

  5.3 Comparisons with multicategorical measures 

 The methods literature on cross-case comparisons predominantly focuses 
on dichotomous causes and outcomes (DeFelice 1980; Sartori 1991; Tarrow 
2010), presumably because of the preoccupation with the MoD and MoA 
that are built on binary causes and outcomes. Dichotomous measurement 
of course is mandatory when a hypothesis stipulates a causal relationship 
between binary phenomena. When this is not the case, one can choose 
between binary and more fine-grained measurement, the latter subsuming 
multicategorical and continuous measures. With the MoA and MoD 
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arguably being the most widely known of Mill’s methods, Mill (1874, 285–9) 
offers the  method of concomitant variation  (MoCV) for the analysis of nonbi-
nary causes and outcomes (Mahoney 2000, 399–406). The idea behind the 
method of concomitant variation is to discern a potentially existing correla-
tion between multicategorical causes and outcomes, which implies that the 
classic MoCV is limited to covariational case studies. As this chapter shows, 
it is possible to rely on more fine-grained measurement in set-relational 
case studies as well (Cronqvist and Berg-Schlosser 2008) but with different 
implications than in correlational designs. The most apparent difference 
is that set-relational case studies can use only multicategorical conditions 
and outcomes, whereas one can, in principle, rely on multicategorical and 
continuous measures in covariational small-n analysis (but see below).  11   

 In the following, the focus is on what I call the  level of measurement 
aggregation  because this is the aspect that matters in generating cross-case 
inferences.  12   One can distinguish binary, multicategorical, and continuous 
measurement as the three basic levels of measurement aggregation.  13   Nominal 
and ordinal measures can be bi- and multicategorical but not continuous, 
whereas continuous variables can be measured continuously and broken 
down to multiple and two categories. The highest level of measurement 
aggregation that one can achieve is binary measurement. Correspondingly, 
a low level of aggregation denotes multicategorical measurement (for 
reasons detailed below, continuous measures are left aside in the following). 
It further follows that one can compare the level of measurement aggrega-
tion of causes and outcomes. One cause or outcome has a higher or lower 
level of measurement aggregation when based on fewer or more categories 
than another cause or outcome. For example, measuring economic growth 
in terms of high and low growth implies a higher level of aggregation than 
the distinction between high, moderate, and low growth.  14    

  5.3.1 Correlational comparisons 

 In principle, one can use continuous measures in qualitative case studies. 
However, little is gained by using continuous measures because their main 
rationale is to estimate a causal effect or at least to calculate a correlation 
coefficient as a measure for the strength of an association. This is a pointless 
endeavor with two cases because the outcome is necessarily fully predicted 
by the cause owing to the lack of degrees of freedom. Continuous measure-
ment makes sense only in a multicase comparison, and all the more so the 
larger the number of cases. However, there is a tight limit on the number 
of cases one can handle in in-depth qualitative case studies (Gerring 2004), 
the implication being that continuous measurement is not meaningful in 
small-n research. 

 Given that continuous measurement does not offer inferential benefit, 
the only viable variant of nonbinary measurement includes multicategor-
ical causes and outcomes. An example for a multicategorical cross-case study 
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is Eckert’s analysis of delegation in the European postal sector of the United 
Kingdom, Germany, and France (2010). The three selected countries are 
instances of different varieties of capitalism; the United Kingdom is a liberal 
market economy (LME), Germany a coordinated market economy (CME), 
and France a state-led market economy (SME).  15   Among other things, Eckert 
relates the type of capitalism to the de facto independence of the regula-
tory agency in the respective national postal sector. More specifically, Eckert 
distinguishes between a strong, medium, and weak degree of de facto inde-
pendence. The expected link between the type of capitalism and the level 
of de facto independence is depicted in Table 5.4. Eckert’s empirical anal-
ysis shows that her hypothesized correlation between the type of capitalist 
system and the level of independence has empirical resonance. For purposes 
of illustration, Table 5.4 additionally includes the expected competitiveness 
of the national postal company in a liberalized European postal market as 
a rival explanation. In this example, the competitiveness is assumed to be 
high for all three countries, meaning that it can be discarded as a stand-
alone independent variable in this study.      

 This example denotes two important aspects of multicategorical measure-
ment. First, a low level of measurement aggregation renders it necessary 
to compare more than two cases in order to be able to test the hypothesis 
under analysis. A comparison of the United Kingdom and Germany would 
point to a correlation between the type of capitalism and independence. 
Yet one cannot fully confirm the hypothesis because the analysis lacks a 
capitalist system of the SME type. Compared with the use of dichotomous 
measures, for example, simply distinguishing between LME and non-LME 
countries, three-categorical measurement increases the property space with 
direct implications for the number of cases that the small-n analysis should 
include. If one does not want to perform a counterfactual analysis of the 
degree of independence in a state-led economy, a country such as France 
must be added to the comparison if one is to distinguish between three 
types of capitalist systems. On a more general level, multicategorical meas-
urement calls for correlational multicase comparisons because one needs to 
have as many cases as one distinguishes categories on the independent and 
dependent variables. 

 Table 5.4     Comparison with multicategorical causes 

 Country 
 De facto 

independence (Y)  Capitalist system 
 Competitiveness 

of postal company 

United Kingdom Strong LME High

Germany Medium CME High
France Low SME High
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 A second reason complicating multicase comparisons is the increase in 
the number of possible interaction effects that derives from multicategorical 
measurement. The comparison in Table 5.4 exemplifies the point. The infer-
ence that the capitalist system correlates with the level of de facto independ-
ence implicitly assumes additive causation. Yet the cross-case pattern is also 
compatible with the inference that this correlation is in place only when the 
national postal company is highly competitive. Assuming that competitive-
ness is measured binarily in terms of high and low, a test of this counterargu-
ment requires the selection of three additional cases. One would be able to 
demonstrate that no interaction effect is in place when the type of capitalist 
system and independence also correlate with each other when the postal 
company assumes low levels of competitiveness. When competitiveness is 
measured multicategorically in terms of high, moderate, and low levels, the 
number of additional cases required for an empirical test increases to six. 
One would have to choose two pairs of three countries that are instances of 
LMEs, CMEs, and SMEs, respectively. Each pair then needs to be combined 
with the variable ‘competitiveness’, taking moderate and low values and 
yielding six additional cases altogether. In addition to the fact that it is 
getting more difficult to create an ideal–typical cross-case comparison with 
one or more multicategorical independent variable, the example further 
indicates that the number of possible interaction effects quickly extends 
beyond the number of cases that one can reasonably examine in qualitative 
case studies. 

 So far, the discussion presumed that the number of categories is similar 
for the independent and dependent variable. This may be the case but not 
necessarily because of the possibility to assign more categories to the cause 
than the outcome and vice versa. In practice, a design measuring the inde-
pendent variable on a lower level of aggregation suffers from an inferential 
pitfall, whereas it has merit to distinguish more categories on the dependent 
than the independent variable. Table 5.5 illustrates the benefits of the latter 
type of cross-case comparison with a modification of Eckert’s case study. 
The outcome, de facto independence of the national regulatory agency, is 
still measured in terms of the three categories strong, medium, and high. 
The two independent variables under scrutiny are measured binarily and 

 Table 5.5     Comparison for assessment of additive causation 

 Country 

 De facto 
independence 

(Y) 
 State intervention 

in market 
 Competitiveness 

of postal company 

United Kingdom Strong Low High
Spain Medium Low Low
Portugal Low High Low
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concern the intervention of the state in the postal market and the competi-
tiveness of the national postal company. The correlation between state 
intervention and de facto independence is expected to be negative, while 
the correlation between competiveness and independence is hypothesized 
to be positive. Table 5.5 presents the hypothetical empirical results of the 
case study and shows that the two propositions are empirically accurate.      

 With respect to Mill’s methods, such a comparison can be conceived of 
as a mix of the MoD and the MoCV. The outcome brings in an element of 
the MoCV because of multicategorical measurement, whereas the MoD is 
represented by binary independent variables. As can be seen in Table 5.5, 
this measurement strategy makes it possible to examine  additive   causation  
in the context of a case study. A comparison of Spain and Portugal shows 
that a decrease in state intervention goes along with an increase in de facto 
independence from low to medium. This change cannot be attributed to the 
competiveness of the postal company because it is the same for both coun-
tries. A comparison of Spain and the United Kingdom further indicates that 
an increase in the company’s competitiveness leads to a shift from medium 
to high levels of independence. This change is not attributable to the inter-
vention of the state as it is invariant across the United Kingdom and Spain. 
Binary measurement of the independent variables and multicategorical 
measurement of the outcome therefore renders it not only possible to estab-
lish an association between state intervention, competitiveness, and de facto 
independence, but also to offer evidence that the individual causal effects 
are additive. For the reasons detailed above, though, the ability to discern 
additive causation in multicase comparisons comes at the price of a potential 
increase in the number of possible interaction effects. While acknowledging 
this complication, however, it can have inferential merit to distinguish more 
categories on the dependent variable than the independent ones.  16   

 It should be understood that distinguishing more categories on the 
dependent variable is not always a beneficial strategy. In particular, one 
runs into problems when the dependent variable is linked to a single inde-
pendent variable. The problem can be exemplified with Lange’s analysis of 
the effect of the form of British colonial rule on the economic development 
of the former colonies (2009). Lange distinguishes between indirect and 
direct colonial rule and relates it to low, medium, and high economic devel-
opment. The expectation is that the development is better under direct rule 
than indirect rule. A comparison of Sierra Leone, Botswana, Mauritius, and 
Guyana yields the picture summarized in Table 5.6 (Lange 2009, 14).      

 One can argue that the expectation of a correlation between the type of 
British rule and level of development is corroborated. However, Botswana 
and Guyana seem to constitute a puzzle because, although the type of rule is 
different, they have the same degree of development (Lange 2009, 14). This 
puzzle should not come as a surprise because the independent variable has 
a higher level of measurement aggregation than the outcome. This makes 
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it possible for two cases with different scores on the independent variable 
to fall into the same category on the dependent variable, as is the case with 
Botswana and Guyana in Table 5.6. Because of this, a higher level of meas-
urement aggregation on the dependent variable has little use in correlational 
case studies if one is examining a single independent variable with fewer 
categories. Without going into the details here, it holds that the distinction 
of more categories on the independent variable runs into similar problems. 

  Set-relational comparisons 

 Multicategorical measurement has slightly different implications for set- 
relational designs owing to the different nature of correlational and  
set-relational cause–effect relationships. First of all, it is to note that the 
outcome’s level of measurement aggregation does not matter in analyses 
of necessity. Whether the outcome is binary or multicategorical is not rele-
vant because one is interested only in the necessary conditions for a specific 
outcome set. In order to clarify this point, consider a hypothetical modification 
of Eckert’s comparison of delegation in the postal sectors of France, Germany, 
and the United Kingdom (2010). Let’s imagine the outcome of interest is the 
strong independence of a regulatory agency as opposed to a moderate or low 
level of independence. The level of measurement aggregation is irrelevant 
because we are interested only in the necessary conditions of strong de facto 
independence. Consequently, we look only at countries that have installed 
regulatory agencies that are strongly independent and ignore the other cases. 

 The situation is different for case studies that are interested in sufficient 
conditions. Continuing with another modification of Eckert’s research, 
suppose you hypothesize that a high level of competitiveness is sufficient for 
a strong degree of de facto independence (Table 5.7). Furthermore, suppose 
that the initial case study includes only the United Kingdom and Belgium.      

 If one were to perform an ordinary MoA, the pairwise comparison could 
not show that the effect of a high level of competitiveness is independent of 
the type of capitalist system because one does not observe a highly competi-
tive company that is operating in an SME. Consequently, a complete empir-
ical assessment of the individual sufficiency of high competitiveness requires 
the comparison of three cases that are instances of LME, CME, and SME, 

 Table 5.6     Comparison with more categories on Y than X 

 Case  Economic development (Y)  Colonial rule 

Sierra Leone Low Indirect
Botswana Medium Indirect
Guyana Medium Direct
Mauritius High Direct
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respectively. On a more general level, this example again points to the prob-
lems of expanded property spaces owing to multicategorical measures. The 
more multicategorical conditions that one has and the more categories  that 
one distinguishes, the greater the number of viable causal inferences tends 
to be. 

 At the end of this section, it should be emphasized that theoretical and 
conceptual reasons should drive the choice of the measurement approach. If 
one believes that binary measurement is too broad and conceals interesting 
patterns that can be discerned only via more fine-grained measurement, a 
multicategorical measurement approach should be followed. But in doing 
so, one should take note of the implications that an increased property 
space has for the indeterminacy problem and causal inferences. In all other 
instances wherein theory speaks neither for binary nor multicategorical 
measurement, a case study researcher should carefully weigh the benefits 
and costs of this decision.   

  5.4 Better theory 

 In parts of the previous sections and Chapter 4, the assumption was that 
theory is weak. ‘Weak theory’ here means that it does not allow one to 
reject some empirically possible cross-case inferences as too implausible on 
theoretical ground.  17   If one relies on theory after the empirical analysis, 
this tool is essentially similar to counterfactual reasoning, which is reserved 
for discussion in Chapter 7.  18   In hypothesis-testing case studies, the careful 
consideration of theory prior to the empirical analysis offers additional 
benefits in the generation of causal inferences (Dür 2007a).  19   For example, 
Bueno de Mesquita (2003, 57) points out that realism as laid out by 
Morgenthau and Thompson (1985 ) witnesses a logical inconsistency.  20   
According to realism, states are above all concerned about their survival and 
act accordingly in international relations. On the one hand, it is then argued 
that all states seek power in order to survive. On the other hand, it is claimed 
that there are states that aim to maximize power and those that do not. In 
the face of such an inconsistency, it is not clear what observable implications 

 Table 5.7     Set-relational comparison with one multicategorical condition 

 Country 
 De facto 

independence (Y)  Capitalist system  Competitiveness 

United Kingdom Strong LME High
Belgium Strong CME High
Italy Strong SME High
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one can legitimately derive from the theory. It is arguably possible to get rid 
of logical inconsistencies by recasting the theory. However, it is not up to a 
researcher to improve rival explanations if they suffer from contradictory 
claims. Instead, one can confine oneself to the assertion that the theory, in 
its present state at least, cannot be tested empirically by formulating unam-
biguous hypotheses. 

 A look at the inferential problems that were discussed in the previous 
chapter hints at three issues that make a theory good in relation to cross-case 
comparisons (Table 5.8). First, one needs a recipe of causes to be included in 
the analysis, one that is to be derived from current theories. The more causes 
one can discard as irrelevant at this stage on the basis of theory (Dür 2007a; 
Nassmacher 2010), the smaller the potential problems of indeterminacy will 
be when interpreting a cross-case pattern at a later stage of the analysis. This 
criterion is limited to hypothesis-testing case studies because the other two 
research goals call for exploratory small-n research that cannot start with a 
predefined set of potential causes.      

 Second, one should hypothesize for each cause whether it is expected to 
correlate with the outcome or follow a set-relational pattern. If one theorizes 
a correlation, it should be specified whether it is positive or negative. When 
the causal effect is expected to be set-relational, one should clarify whether 
the presence or absence of a condition is necessary or sufficient for the 
outcome. Third, regardless of the type of causal effect, one should addition-
ally consider what interaction effects may be in place.  21   The more logically 
possible interaction effects can be claimed to be theoretically implausible, 
the smaller indeterminacy becomes in this respect. 

 If these three steps are followed, cross-case inferences can be generated 
in a theoretically disciplined and systematic way. This is not to say that 
this will be an easy endeavor because many fields of the social sciences are 
currently characterized by weak theory and it is unlikely that the range of 

 Table 5.8     Three steps toward stronger cross-case inferences 

 Step  Question to ask 

Specifying causes What causes are plausibly related to the 
outcome?

Specifying the nature of the causal 
effect

 Is the causal effect correlational or 
set-relational? 
 If it is correlational: is the correlation 
positive or negative? 
 If it is set relational: is the condition 
necessary and/or sufficient? 

Specifying interaction effects
What interaction effects are and are not 
plausible in light of theory?
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theoretically and empirically convincing inferences can be boiled down to 
one. However, when complaining about the state of social science theory, it 
should not be forgotten that theory is only as good as social scientists make 
it and that there are manifest benefits to the strengthening of theory.  

  5.5 Turning causes into scope conditions 

 The previous discussions of the MoA and MoD demonstrates that their 
classic (correlational) interpretation rests on implicit assumptions about the 
role of those causes that are not of prime interest. In the MoD, these are the 
invariant causes, in the MoA, the varying causes.  22   However, unless one is 
able to make strong claims about the absence of interaction effects and equi-
finality, the inference that invariant causes do not play a role in the MoD 
or that the varying causes can be ignored in the MoA is not justified.  23   In 
principle, though, it is a valuable idea to reduce indeterminacy by removing 
some causes from the picture. 

 A strategy that achieves exactly that is the transformation of potential 
causes into scope conditions. The rationale is that scope conditions constitute 
the bounds  within  which a specific causal relationship is expected to be hold. 
A boundary condition is taken as a given in the analysis, and there is no obli-
gation to consider whether its absence would have an impact on the causal 
relationship of prime interest.  24   Therefore, the replacement of a cause by a 
proper scope condition achieves for the generation of causal inferences what 
the purposeful matching of cases can achieve only under certain and usually 
demanding assumptions. However, the following discussion shows that this 
tool does not offer an easy solution to all inferential problems because its value 
hinges on the nature of the comparison and whether it is ideal or imperfect. 

 For presentational purposes, this section has to be limited to the subop-
timal and ideal MoA and MoD, what are arguably the most widely applied 
types of comparisons. This section is then organized as follows: the section 
first turns to the ideal and suboptimal MoD and then considers the ideal 
and imperfect MoA. Within the discussion of each variant of comparison, 
correlational causal relationships are discussed first, followed by an elabora-
tion of set relations. 

 The discussion of an  ideal   covariational   MoD  is based on Zangl’s (2008) 
comparison of compliance in the WTO and GATT (see Chapter 4). As Zangl 
acknowledges, the inference that judicialization has an independent effect 
is seconded by the claim that there may be an interaction effect between 
judicialization and the power of the first and/or second country (Table 5.9). 
For instance, one can argue that a powerful country may comply with the 
dispute settlement mechanism only if the opponent is powerful as well 
(Zangl 2008, 832).      

 As a means to reduce indeterminacy, suppose that one takes a powerful 
second country as a scope condition (denoted by the parentheses in Table 
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5.9 and all following tables). In this example, the substitution of a cause with 
a corresponding scope condition has two interrelated consequences. First, 
the property space declines. The scope condition ‘powerful second country’ 
implies that one looks only at cases where the second country is powerful, 
so that one is relieved from controlling for the power of the second state 
in the actual comparison (Walker and Cohen 1985, 297). Second and as 
a consequence of this, the second country’s level of power ceases to be an 
independent variable with which any other variable could form an inter-
action effect that one needs to consider in this case study. Indeterminacy 
thus decreases because all inferences that include the power of the second 
country in the original comparison drop from the list of possible inferences 
in a comparison for which a powerful second country is a scope condition. 

 As regards  set-relational   causation , necessary-condition case studies need 
not be discussed here because the MoD is not suitable in analyses on neces-
sity (see Section 4.2). Table 5.9 shows that this differs from research on suffi-
ciency, in which the transformation of causes into scope conditions is viable. 
As explained in Chapter 4, the GATT case allows one to refute the indi-
vidual and joined sufficiency of all conditions that are present in this case. 
However, one cannot infer whether the cause of interest – judicialization – is 
individually or jointly sufficient in the WTO case. Taking a powerful second 
country as a scope condition reduces indeterminacy because the range of 
possible inferences on sufficient conjunctions decreases. 

 While the invocation of additional scope conditions can promote causal 
inferences, it is no panacea because it cannot turn a  suboptimal   MoD  into an 
ideal one. This argument is first illustrated with a modified version of the Zangl 
comparison and the discussion of a correlational causal effect of judicializa-
tion (Table 5.10). The modified variant additionally includes the concerned 
trade volume, representing the argument that countries may comply when 
there is not much at stake in the dispute but fail to comply if the concerned 
trade volume is high. The comparison in Table 5.10 is imperfect because the 
variables ‘judicialization’ and ‘trade volume’ covary with the outcome. 

 In the face of this problem, it might be tempting to get rid of this problem 
by taking a low trade volume as a scope condition.  25   This would remove 

 Table 5.9     Scope conditions and an ideal method of difference 

 Case 
 Compliance of 

first country (Y)  Judicialization 

 First 
country 

powerful 

 (Second 
country 

powerful) 
 Substance 

matter 

WTO Yes Yes Yes (Yes) Hormones-
treated beef

GATT No No Yes (Yes) Hormones-
treated beef
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the GATT 1 case from the population, which implies that the WTO case 
needs to be compared with another case such as GATT 2 (cases included 
in the comparison in a second step are highlighted in gray in Table 5.10 
and all following tables). The GATT 2 case is necessarily comparable to the 
WTO case as regards the trade volume because otherwise it would have 
been eliminated from the population. However, the two cases must consti-
tute an imperfect comparison as well because otherwise one would have 
compared them at the outset. In Table 5.10, the WTO case and the GATT 2 
case represent an imperfect comparison because they differ with respect to 
the level of judicialization and the power of the second country. The specifi-
cation of the scope condition ‘high trade volume’ therefore does not change 
anything about the imperfection because now one faces a similar problem 
with respect to two other variables.      

 The inferential merit of additional scope conditions is slightly different 
for ideal and imperfect MoAs. The first leading example of this discussion 
is presented in Table 5.11 and concerns an extended variant of the study 
by Hendriks and Michels (2011) introduced in Section 4.2. In a  correlational 
view , an ideal MoA allows one to reject all variables that take different scores 
as individual causes of the outcome. Still, there is a rationale for turning 
a variable into a scope condition, as it may be possible that an interaction 

 Table 5.10     Scope conditions and a suboptimal method of difference 

 Case 
 Compliance of 

first country (Y)  Judicialization 

 First 
country 

powerful 

 Second 
country 

powerful 
 (Trade 

volume) 

WTO Yes Yes Yes Yes (Low)
GATT 1 No No Yes Yes (High)
GATT 2 No No Yes No (Low)

 Table 5.11     Scope conditions and an ideal method of agreement 

 Case 

 More elements 
of direct 

democracy (Y) 

 International 
debate about 
more direct 
democracy 

 Electoral 
system  Government 

 (Organization 
of state) 

The 
Netherlands

Yes Yes Proportional Coalition (Federal)

United 
Kingdom

Yes Yes Majoritarian Single party (Unitary)

United 
States

Yes Yes Majoritarian Single party (Federal)
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between two or more variables is at play. For instance, assume one hypoth-
esizes that the organization of the state correlates with the invention of 
elements of direct democracy if there is no debate about direct democracy. 
If we cannot examine a country that is not influenced by the international 
debate, there is no way to assess this hypothesis empirically.  26        

 One can salvage the case study against this rival argument by turning 
federalism into a scope condition, which means that the variable ‘state organ-
ization’ is not part of the empirical analysis anymore. One consequence is 
that the United Kingdom ceases to be part of the population and that one 
has to find another federal country for comparison with the Netherlands. 
In this example, one selects the United States in order to construct another 
ideal MoA. The comparison might still involve some degree of indetermi-
nacy because the three remaining variables could be involved in interac-
tion effects, as well. Nevertheless, treating federalism as a scope condition 
reduces indeterminacy because all inferences that include the organization 
of the state are taken out of the empirical analysis. 

 In inquiries into  necessary conditions  that rely on the ideal MoA, the transfer 
of causes into scope conditions is  not  warranted. For Table 5.11, a compar-
ison of the United Kingdom and the Netherlands permits the inference that 
an international debate is necessary.  27   The Netherlands additionally show 
that the three institutional variables are not individually necessary for more 
direct democracy. If theory allows one to theorize the individual necessity 
of specific conditions (such as unitarism as opposed to a general reference to 
the organization of the state), nothing is gained by treating any condition as 
a scope condition. In fact, it is inferentially harmful to pursue this strategy. 
Consider the implication of taking unitarism as a boundary statement. When 
unitarism is a scope condition, one finds it impossible to empirically show 
that this condition is not necessary because the Netherlands is excluded from 
the analysis. On the other hand, if one treats federalism as a boundary condi-
tion, the analysis of the UK demonstrates that unitarism is not necessary for 
more direct democracy. Since the same can be achieved without invoking 
federalism as a scope condition, there is no added value to this strategy in this 
setting. Similar arguments apply when theory is weak in the sense that one 
does not know whether the presence or absence of a condition is necessary. As 
explained before, one must then compare two cases in which the condition 
under scrutiny is present and absent, respectively, and it is impossible to do so 
when the presence or absence of one condition is taken as a scope condition. 

 The situation is slightly different for case studies that aim at  sufficient 
conditions  and rely on an ideal MoA. In Table 5.11, the analysis of the 
Netherlands permits the inference that an international debate is indi-
vidually sufficient.  28   The indeterminacy of the ideal MoA derives from the 
United Kingdom because it is compatible with multiple causal inferences 
involving claims of equifinality (see Section 4.2). Consequently, causal 
inference can be promoted by turning potentially sufficient conditions into 
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scope conditions. If one takes federalism as a scope condition, for instance, 
all set-relational inferences that include unitarism as a condition cease to be 
relevant, and the indeterminacy of the comparison declines. 

 In an  imperfect   MoA , adding scope conditions is a good strategy regard-
less of the nature of the cause–effect relationship, which distinguishes this 
comparison from the MoA. This can be exemplified with the suboptimal 
MoA in Table 5.12, which is another modification of the study by Hendriks 
and Michels.      

 In a correlational perspective, the invariance of the variables state organiza-
tion and international debate is problematic because both qualify as poten-
tial independent variables. A similar issue pertains to case studies aiming for 
necessity and sufficiency because both conditions can be treated as neces-
sary conditions and sufficient conditions, respectively. As Table 5.12 shows, 
the indeterminacy that is inherent in a suboptimal MoA vanishes when 
federalism, for instance, is treated as a scope condition. The cross-case scores 
then resemble an ideal MoA, and indeterminacy is automatically reduced 
regardless of whether the causal relationship is about correlations, necessity, 
or sufficiency. 

 Altogether, this section shows that the transformation of causes into 
scope conditions can diminish indeterminacy and improve cross-case infer-
ences. However, there is no unambiguous link between the replacement of 
causes with scope conditions. Whether more scope conditions have positive 
or negative ramifications for cross-case inferences depends on a variety of 
aspects such as the type of hypothesized causal relationship and the cross-
case pattern at hand. It is thus necessary to carefully consider the conse-
quences of this strategy before putting it into practice. 

 Another issue to be discussed at the end of this section concerns the 
repeated use of this instrument. In the previous examples, only one poten-
tial cause was transformed into a scope condition. Owing to the nature of 
scope conditions, it is evident that the pursuit of this strategy decreases the 
size of the population. How large the decline is cannot be determined in the 
abstract because it depends on how many cases  meet the new scope condi-
tion. However, it is clear that the more causes are substituted with scope 

 Table 5.12     Scope conditions and a suboptimal method of agreement 

 Case 

 More elements 
of direct 

democracy (Y) 

 International 
debate about 
more direct 
democracy 

 Electoral 
system  Government 

 (Organization 
of state) 

Canada Yes Yes Majoritarian Single party (Federal)

the 
Netherlands Yes Yes Proportional Coalition (Federal)



Enhancing Causal Inference in Comparisons 149

conditions, the smaller the population becomes. In the extreme scenario, 
one would take all but the cause of prime interest as scope conditions. 
While viable in principle, such an extreme strategy would eliminate all rival 
explanations from the empirical analysis. Hence, the comparative assess-
ment of hypotheses becomes more restricted, the larger the of causes that 
are transformed into scope conditions. Consequently, the transfer of causes 
into scope conditions entails a trade-off between the comparability of cases 
on the one hand, and the feasibility of comparative hypothesis-testing. A 
second trade-off to be noted in this context concerns the reduction of inde-
terminacy and the breadth of generalization. As mentioned above, more 
scope conditions imply smaller populations, meaning that more confidence 
in one’s causal inferences comes at the expense of a diminished number of 
cases to which the inferences are generalized. From the viewpoint of the 
case study method, there is no reason why larger populations are preferable 
to smaller ones, but one should keep this trade-off in mind when evaluating 
the transfer of causes into scope conditions.  

  5.6 Conclusion 

 The problems that plague the generation of cross-case inferences are mani-
fold and severe. This chapter served to discuss five instruments that can 
be used to promote causal inference in comparative case studies. As these 
instruments are not mutually exclusive, good cross-case analysis combines 
multiple tools, such as a longitudinal comparison with elaborated theory and 
the substitution of some causes with scope conditions. However, it should be 
openly acknowledged that, with the exception of improved theory, neither 
of the tools is without its costs; a longitudinal comparison comes at the 
expense of confidence in the generalizability of causal inferences; binary 
measurement yields a more coarse-grained picture of the social world than 
multicategorical measurement, and so on. If the diminishment of indeter-
minacy is not the only goal for a case study researcher, one should be cogni-
zant of the compromises attached to each instrument and make a conscious 
choice for or against each specific tool.  
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     6 
 Process Tracing: Theory, Temporality, 
and Method   

   Process tracing represents the empirical core of many, if not most, case 
studies because inferences on causal mechanism and processes often are 
at the heart of small-n research (Mahoney 2007a, 2007b). The literature on 
process tracing and mechanisms burgeoned over the last years and contrib-
uted to the improvement of causal inference in within-case analyses. As I 
explain in Chapter 8, however, many of the inferential issues dealt with in 
the context of process tracing fully extend to cross-case analysis. A discus-
sion of tools, such as Bayesian inference, with an exclusive focus on process 
tracing therefore misrepresents the potential of these instruments. For this 
reason, I reserve a consideration of many aspects that one knows from the 
process tracing literature for Chapter 8 as this chapter takes a view on causal 
inference that covers cross-case and within-case analysis alike. 

 The present chapter is interested only in issues that are specific to process 
tracing, which is examined from two different, though complementary 
perspectives. In the first half, I point out potential pitfalls in achieving a 
fit between the hypothesis of interest and the way process tracing is imple-
mented.  1   The pitfalls are related to  realized  and  anticipated  processes as two 
different ideal types of processes that one can theorize in case studies. In 
Section 6.1, I first introduce various empirical examples of process tracing 
to demonstrate that there are different ways to theorize and examine proc-
esses. Section 6.2 takes a more general perspective and distinguishes process 
tracing on realized and anticipated processes along four dimensions. One 
central insight is that the same empirical phenomenon can be examined via 
the analysis of realized and anticipated processes. This makes it particularly 
necessary to understand their respective advantages and disadvantages, 
which are discussed in Section 6.3. 

 In the second half of this chapter, the focus rests on the role of time and 
temporality in theory and the ramifications for process tracing. The notion 
of temporality is particularly salient for Comparative Historical Analysis, but 
it can play an important role for case studies more generally as it offers the 
opportunity to derive additional, time-related observable implications from 
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a theory. Section 6.4 discusses time-related concepts such as sequencing 
and path dependence with an eye on their implications for the case study 
method and process tracing.  

  6.1 Processes and process tracing: introductory examples 

 In contrast to the ongoing debate about the nature of causal mechanisms 
(see Section 2.3), there seems to be more of a consensus about the defi-
nition of process tracing. George and Bennett understand process tracing 
as ‘attempts to identify the intervening causal process – the causal chain 
and causal mechanism – between an independent variable (cause) and the 
outcome of the dependent variable’ (George and Bennett 2005, 206). Similar 
understandings are, for example, shared by Hall (2008) and Checkel (2008, 
115), who defines process tracing as a method that ‘identifies a causal chain 
that links independent and dependent variables’. Even scholars who take 
a more critical perspective on process tracing and within-case analyses 
subscribe to this definition (Gerring 2007a, chap. 7). 

 These definitions imply that the cause of interest is the inception of a 
process that was realized empirically and that resulted in the outcome 
(George and Bennett 2005, 177). This point and the definition of process 
tracing more generally is illustrated by the example of international tax 
competition in Figure 6.1 (for illustrative purposes, I focus on events here 
that are the product of entities and activities). Imagine that the outcome 
that one wants to explain is the reduction of company tax rates by a certain 
country in a specific year (referred to as the domestic country in Figure 6.1. 

Cross-case
level

Within-case
level

Foreign tax
reduction

Domestic
decrease

of FDI

Domestic tax
reduction

Decline of
tax revenue

Intervening
step 1

Intervening
step 2

 Figure 6.1      Process tracing by the example of tax competition  
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The hypothesis under analysis stipulates that a country reduces its 
company tax rates in response to the company tax reduction of another 
country.      

 Since the rationale of process tracing can be exemplified with a simple 
process, the intervening steps are limited to two. In the first step, the 
company tax reduction of a foreign state leads to a decline in foreign direct 
investment (FDI) of the other country. The decline in FDI diminishes 
economic growth and competitiveness of the domestic companies, which, 
in the second step, leads to decline of tax revenue. The drop in tax revenue 
creates pressure for a tax reform, which eventually comes about in the form 
of a reduced company tax rate in the domestic country. 

 This simple example points to three elements of process tracing as 
expressed in the definitions presented above. First, the hypothesized cause 
is, at the same time, the triggering event that starts an empirical process. 
Second, the arrows in Figure 6.1 represent temporal order and causal 
 influence. A decline in FDI is caused by the foreign tax reduction, which 
necessarily implies that the tax reduction precedes the decline in FDI in 
time. Similarly, decreasing FDI causes declining tax revenue, which in turn 
is a cause of lower domestic taxes. In set-relational terms, this means that 
each intervening step can be taken as a sufficient condition for the subse-
quent step (Goertz 2003). 

 Third, it is possible to theorize a fixed sequence of intervening steps. The 
sequence of steps depicted in Figure 6.1 can be theorized to occur in exactly 
this order and then submitted to empirical scrutiny in process tracing 
(George and Bennett 2005, 30). This form of within-case analysis sometimes 
goes under the rubric of pattern matching because one matches the hypoth-
esized to the observed sequences. The opportunity to engage in  pattern 
matching  has implications for causal inference because one should observe an 
uninterrupted causal process by finding causal process observations (CPOs) 
for every intervening step of the theorized path (218–22). The plea for this 
seems straightforward because if one can theorize a full sequence of steps, 
one should also test for the presence of each step because otherwise parts of 
the argument remain untested. In set-relational terms, this means that each 
step is a necessary component and they are jointly sufficient for inferring 
that the purported cause indeed is a cause.  2   

 The literature on process tracing sometimes takes a broader understanding 
of pattern matching. In a relaxed view, it simply denotes the comparison of 
multiple observable implications with the CPOs that one collects (Campbell 
1975). This is good practice in empirical research regardless of the employed 
method (Lave and March 1975), but it is not entirely clear what the patterns 
are that are matched . Nevertheless, I follow the distinction between a narrow 
and a broad, or relaxed, conception in the following sections.  3   

 This perspective on process tracing with its three characteristic elements 
does apply to analyses concerned with hypotheses on tax competition and 
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many propositions dealing with other causal relationships. However, there 
are also hypotheses that fail to meet these criteria. A prominent example 
of such a hypothesis is the democratic peace hypothesis, which states that 
a democratic dyad accounts for peace between countries. The cause ‘demo-
cratic dyad’ denotes that a specific pair of countries represents two democ-
racies, which is not an empirical event that can initiate a process at the end 
of which one observes peace. The tax and peace examples can be phrased in 
terms of a cross-case hypothesis, therefore highlighting that the differences 
between them do not rest in different theoretical ends. 

 This claim can be substantiated by formulating within-case hypoth-
eses supplementing the cross-case relationships. For the tax competition 
example, one can hypothesize that a country reduces its company tax rates 
in response to the company tax reduction of another country because it 
leads to a decline of FDI and revenue in the domestic country. A within-
case hypothesis predicated on the democratic peace phenomenon is that a 
democratic dyad accounts for peace between countries because members of 
the political elite are committed to democratic norms (Rosato 2003, 586). In 
the case of an emerging conflict, a democracy is aware that another democ-
racy adheres to these principles as well. The other state can be respected and 
trusted, which altogether accounts for peaceful conflict resolution among 
democracies (Rosato 2003, 584). If one takes ‘commitment to democratic 
norms’ as the causal mechanism, it again holds true that the mechanism 
does not trigger a process that results in peace. The fact that ‘democratic 
dyad’ and ‘commitment to democratic norms’ are not triggering events 
becomes apparent in case studies of the democratic peace phenomenon that 
start with an event that creates a crisis between two democracies and nearly 
brings them to war (for example, Owen 1994; Schultz 2001).  4   

 One could continue with additional examples of hypotheses that are 
similar to the tax competition hypotheses and the democratic peace hypoth-
esis. However, the goal of this section is not to explore which of the classes 
of hypotheses is more prevalent but to illustrate that there apparently are 
different ways to theorize processes. In the following section, I systematize 
these differences, develop criteria distinguishing both classes of processes 
from each other, and detail the implications for process tracing.  

  6.2 Theorizing realized and anticipated processes 

 The literature on process tracing sometimes hints at the reason under-
lying the claim that one can theorize two different types of processes with 
implications for how process tracing is realized (for example Hall 2008). 
However, to date, this has not been thoroughly addressed. The differences 
between the hypotheses and processes illustrated in the previous section 
can be grasped by distinguishing between hypotheses that are concerned 
with  realized  processes and those concerned with  anticipated  processes. As 
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this section shows, this distinction is not meant to develop a new logic of 
process tracing. It simply aims to bring to the forefront the two ideal–typical 
variants of hypotheses and process tracing that one finds in the empirical 
literature that have not been sufficiently appreciated so far. 

 The tax competition example is an instance of a hypothesis on a real-
ized process as it was described above. The proposition has the cause as 
the starting point and the outcome as the end point of a process that was 
realized empirically, that is, can be traced and observed in a within-case 
analysis. On the other hand, the democratic peace hypothesis is implicitly 
concerned with what I call  anticipated processes . A hypothesis explaining an 
outcome with anticipated processes focuses on the considerations that actors 
make before coming to a decision and/or committing a specific action. The 
consequences that actors expect will unfold if they take a specific action 
then account for their performing the action that results in the outcome. 

 An empirical example can best illustrate what a hypothesized anticipated 
process is. Suppose that two democracies are caught in a trade war that is 
causing domestic turmoil in both states because of devastating economic 
consequences. The economic conflict’s potential for escalating into war is 
thwarted because of the influence of democratic norms. In order to demon-
strate the involvement of anticipated processes, the democratic norms argu-
ment needs to be elaborated further. Before the trade conflict de-escalates, 
the government in each country weighs the two alternatives, war and 
peace (assuming the government decides the course of action). If a govern-
ment decides in favor of war, it will be perceived as violating democratic 
norms. This decision in turn will lead to a decline of trust by other states; 
foreign relations will worsen; other countries will take a more hostile atti-
tude toward that government or show a decreased willingness to sign trade 
or environmental agreements that would benefit the belligerent country. 
When a government opts for peace, on the other hand, it expects to be still 
perceived to be trustworthy and its foreign relations do not worsen. The 
two outcomes that a government anticipates to ensue from war and peace 
are depicted in Figure 6.2 (again, one can think of more complex processes 
and alternative processes but a simple scenario suffices for presentational 
purposes). In a case study on anticipated processes, one hypothesizes that 
the government expects these processes to unfold and opts for one of the 
two according to which it prefers most.      

 The example of democratic norms may appear to imply that hypotheses 
on anticipated processes presume a rational choice framework. Indeed, there 
is an affinity between rational choice and the democratic norms example as 
it was presented here; governments eschew war because of their belief that 
choosing conflict will be to the detriment of their foreign relations. In other 
words, the  expected  utility of peace is larger than the  expected  utility of war, 
a conclusion that points to the suitability of case studies for rational choice 
research (Bates 2007; Pahre 2005). The close tie between process tracing 
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and rational choice becomes particularly apparent in game theoretic models 
that focus on sequential games. In sequential games, actors make a decision 
at present depending on the expected utility of various courses of actions 
taken at different points in time by this actor and other actors, mirroring an 
anticipated process as it was defined above . 

 However, there is nothing inherent in the inquiry of anticipated proc-
esses that demands the adoption of a rational choice perspective. The 
democratic norms example works equally when one assumes that actors 
follow the logic of appropriateness instead of the logic of consequenti-
ality (March and Olsen 2006). In a broad sketch, an actor following the 
logic of appropriateness acts according to principles common in the envi-
ronment in which it is embedded. With regard to the democratic peace 
example, a democracy knows that it is appropriate, that is, it is expected 
that the democracy will resolve a conflict with another democracy peace-
fully because that is the code of conduct in the international democratic 
community. The logic of appropriateness places emphasis on norms, but 
this does not imply that actors ignore the implications of their behavior. 
Without going into detail here, one can generally argue that an actor 
follows specific norms of behavior because it is expected that the viola-
tion of these norms would be disapproved of by other actors . The analysis 
of anticipated process can therefore be open to a variety of reasons why 
actors decide and act in specific ways, including narrow material interests 
and ideational factors.  5   

 Independent of this point, Figure 6.2 demonstrates that hypotheses on 
anticipated processes can be visualized in ways similar to realized processes 
(Figure 6.2 ignores the distinction between the cross-case and the within-
case level because it is not significant here). However, there are salient differ-
ences between anticipated and realized processes of which one needs to be 
aware in order to do process tracing properly. First, it is obvious that the 
anticipated processes cannot be the empirically relevant process for process 
tracing because the outcome is the starting point of the anticipated process. 
Neither of the two anticipated processes can offer empirical evidence that is 
relevant to the explanation of the outcome. In order to illustrate this point, 

War Decline in
trust

Worsened
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relations

Peace Continuing
trust

Good
foreign

relations

 Figure 6.2      Democratic norms and anticipated processes  
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assume that a government opts for peace. If the governments expectations 
prove correct (and nothing else changes in the country’s environment), 
trust will remain at high levels, and foreign relations will continue to be 
solid. However, this is irrelevant to the evaluation of the hypothesis that 
worries about the consequences of violating democratic norms accounts for 
peace . This decision shows only that the executive could correctly antici-
pate the future, but the accuracy of predictions made by actors concerns a 
research question different from the one dealing with the actual causes of 
peace.  6   For similar reasons, one should not draw any inferences from the 
observation that an anticipated process does not occur. All that matters is 
that the government decided for peace because of certain consequences that 
it anticipated would unfold, which is independent of what happens after the 
decision has been made. 

 The second difference between hypotheses on realized and anticipated 
processes is closely related to the first. In the analysis of realized processes, 
as was explained above, the hypothesized process is also the process that is 
subject to process tracing. As this does not hold true for anticipated proc-
esses, the question arises of what the process is that one should focus on in 
the empirical analysis. The democratic peace example showed that actors 
evaluate different potential processes before a decision is made because the 
expected consequences inform an actor’s decision. It follows that the empir-
ically relevant process is the  decision-making process  that brings about the 
outcome. As regards the empirical example, the decision-making process of 
the government finally led to opting for peace. The goal of process tracing 
is to collect multiple pieces of evidence demonstrating that the govern-
ment weighed the consequences of the two available courses of action and 
decided for peace because of the concerns that war would have for the coun-
try’s trustworthiness and foreign relations.  7   (A detailed discussion of causal 
inference in process tracing can be found in Chapter 7). 

 Third, the decision-making process that one reconstructs via process 
tracing can be visualized as a realized process. Figure 6.3 contains a simple 
version of a decision-making process that one can trace empirically. The 
trade war, which triggers the crisis that could lead to a military conflict, first 
prompts the government to meet and to discuss the proper course of action. 
Empirically, this means that the government’s decision-making process is 
triggered by an  exogenous event  – a trade war – and not by the hypothesized 
cause (that is, concerns about the implications of war and peace). In a second 
step, the leaders of both countries come together for diplomatic consulta-
tions, each leader hoping to determine if the other country appears to be 
committed to democratic norms. With the insights gained from this summit, 
the governments meet again and decide for de-escalation and peace.  8        

 Although this figure looks similar to Figure 6.1 on tax competition, 
there are salient differences between the two illustrations. In the empir-
ical analysis of anticipated processes and, thus, decision-making processes, 
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the arrows leading from one phenomenon to the next represent temporal 
order but not causal influence. Empirically, it may be that the governments 
decided at the first meeting that the countries’ leaders should confer and 
that these decisions are a cause of the meeting . However, the theoretical 
inquiry of anticipated processes does not demand it to theorize a sequence 
because it is empirically irrelevant whether a summit took place after the 
first meeting or the second meeting or never. Instead, at every single step 
of the decision-making process, one should search for evidence that the 
political actors reflected upon the hypothesized anticipated processes. For 
example, this research calls for interviews with government officials and 
the analysis of protocols of the meetings in order to see whether the conse-
quences of war and peace were weighed by the governments. Fourth and as 
a corollary of the third point, the theoretical analysis of anticipated proc-
esses does not demand it to specify a specific sequence of intervening steps. 
The differences between realized and anticipated processes are summarized 
in Table 6.1.      

Cross-case
level

Within-case
level

Trade war

First meeting
of government

Peace 

Second
meeting of

government

Meeting of both
governments

 Figure 6.3      Visualization of the decision-making process  

 Table 6.1     Characteristics of hypotheses on realized and anticipated processes 

 Characteristic  Realized processes  Anticipated processes 

Starting point of process Hypothesized cause Exogenous event

Relevant process for process 
tracing

Hypothesized process Decision-making process

Meaning of arrows in 
visualizations of observable 
process

Causal influence Temporal order

Fixed sequence of intervening 
steps

Can be hypothesized 
and is relevant

Not relevant
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 On the basis of this comparison, four additional remarks on the distinc-
tion between realized and anticipated processes are in order. First, one 
should have a conceptualization of process tracing that applies regardless of 
the type of process that one theorizes. A definition meeting this criterion is 
that  process tracing is a   method for the collection of   causal process observations 
in order to be able to reconstruct the process that leads to the   outcome of interest.  
The first attribute of the definition – a method for the collection of CPOs – 
underscores that process tracing aims at a specific type of data that is not 
amenable to a cross-case analysis (see Chapter 2 and Collier 2004b). It is 
worthwhile to emphasize that process tracing is a tool for the collection of 
CPOs used for the generation of causal inferences.  9   The second attribute of 
the definition – reconstructs the process leading to an outcome – is deliber-
ately held in broad terms because it does not impose any constraints about 
the type of process that one is interested in. 

 Second, the two variants of processes that one can theorize are ideal–
typical and one can think of hypotheses and process tracing taking inter-
mediate positions. This point can be exemplified with a modification of 
the democratic norms example. Suppose a hypothesis states that democracy 
accounts for peace between two countries because of democratic norms. 
This hypothesis reflects neither a realized process nor anticipated processes 
because no argument about actor expectations is involved. Still, process 
tracing would focus on the decision-making process in order to gather causal 
process observations indicating that norms mattered for conflict resolu-
tion. For example, a CPO could be an interview statement of a government 
member: ‘We did not attack the other country because of our commitment 
to democratic norms.’ Although an argument about anticipated processes 
is implicit in the proposition that democratic norms matter, the hypoth-
esis formulated above does not meet the criteria of one of the two ideals 
presented in Table 6.1. 

 Third, as complex as the debate about causal mechanisms is, the compar-
ison of realized and anticipated processes indicates that the differences 
between them are not related to mechanismic theorizing and different 
conceptions of mechanisms. A substantiation of this assertion requires 
following a specific definition of ‘causal mechanism’, a difficult task, as so 
many definitions are on offer (see Chapter 2 and Hedström and Ylikoski 
2010). In my reading, however, no conceptualization of mechanism is 
directly tied to what I call realized and anticipated processes. Since there are 
many different conceptualizations of mechanisms , I leave it with a discus-
sion of two conceptualizations here. 

 In one perspective, a mechanism is invariant and instantiated in a given 
empirical situation (for example Waldner 2012). For instance, one could 
say that rationality is a mechanism (Mahoney 2003b), meaning that actors 
are rational and that rationality plays out when actors operate in a specific 
constellation.  10   This understanding of mechanism is compatible with both 
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examples presented above. One can argue that it is rational for a govern-
ment to respond to a tax cut of a foreign country, much as it is rational for 
it to be committed to democratic norms while involved in a conflict with 
another democracy. 

 The conceptualization of mechanisms in terms of entities and activi-
ties (Machamer et al. 2000) is equally applicable to the tax and democratic 
norms examples. In both processes, actors (the entities) make certain deci-
sions and take actions (the activities) that result in the outcome. In light 
of the plethora of definitions of mechanisms, it is not possible to provide 
an exhaustive discussion of how mechanisms are related to the distinc-
tion between two types of processes. However, the consideration of two 
prominent definitions suggests that the differences between realized and 
anticipated processes are independent of the way in which mechanisms are 
defined. 

 Fourth, there is no inherent link between any empirical phenomenon 
and one of the two types of processes. The same subject matter can be theo-
rized in terms of realized and anticipated processes alike. Theory therefore 
determines whether one examines an empirical phenomenon by following 
one perspective on processes or the other. Let me illustrate this with the tax 
competition example. (One could also think of a case study approaching the 
democratic norms argument from the perspective of realized processes.) In 
a hypothesis on realized processes, the cause of a tax cut in a given country, 
also called the domestic country, is a foreign tax cut. A case study that focuses 
on anticipated processes could have as the cause a country’s goal to generate 
a sufficient level of tax revenue in the future. This goal can be threatened 
by a foreign country realizing a tax reduction  or  announcing to commit to 
one soon. An actual or potential foreign tax cut is an exogenous event that 
prompts the domestic government to think about the consequences of a 
stable and reduced domestic tax rate for tax revenue. The government thus 
weighs two anticipated processes and makes a decision according to how 
they are expected to affect tax revenue. 

 Continuing with tax competition, the case study now deals with antici-
pated processes with the consequences for theory and process tracing that 
are summarized in Table 6.1. There thus are two equally viable ways to theo-
rize processes that create different demands for process tracing. Since they 
emphasize different aspects of the same subject matter, they also come to 
different conclusions; for this reason, a small-n researcher should be aware 
of the type of process that a hypothesis represents. 

 Realized and anticipated processes have been discussed in the context of 
hypothesis testing so far. However, it is equally important to be cognizant 
of this distinction in case studies that build and modify hypotheses because 
the exploratorily generated insights can refer to realized and anticipated 
processes alike. In formulating inductively generated causal inferences, one 
should clearly communicate the nature of the process in order to provide 
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the best possible basis for a subsequent test of a corresponding hypothesis. 
For the latter purpose, one should also know the specific advantages and 
disadvantages that are linked to the two types of processes, the subject of 
the next section.  

  6.3 Challenges in research on realized and 
anticipated processes 

 The choice between the analysis of realized and anticipated processes should 
depend on theory because every phenomenon can be approached from 
two perspectives. This section shows that different problems and caveats 
are attached to inquiries into the two types of processes, problems that 
should be known in order to be clear about both the potential and limits 
of one’s own analysis. Five issues are addressed in the following, the first 
three pertaining to challenges in case studies on realized processes. First, a 
hypothesis on realized processes is likely to be indeterminate as regards the 
reasons why an actor makes a specific decision (the mechanism, if you like). 
Second, hypotheses on realized processes that are built on the narrow idea 
of pattern matching are much more demanding than is currently acknowl-
edged because one must explain why one and only one specific process 
should unfold. Third, hypotheses on specific sequences of intervening 
steps lack parsimony in the sense of requiring a lot of theoretical input for 
explaining a single causal chain. The fourth issue pertains to the depth of 
causal process observations that one needs for credible causal inferences, 
which is likely to be deeper in research on anticipated processes than on 
realized processes. Finally, it is important to emphasize that neither perspec-
tive on processes is superior to the other; they are simply two different 
possible views on the same empirical phenomenon. 

 First, by definition, hypotheses on realized processes remain silent on the 
actual reasons that a cause leads to a specific outcome. This is a problem 
because there often are multiple reasons why actors try to achieve a given 
outcome in face of the same exogenous event. In the tax competition 
example, a tax cut occurs because a foreign cut causes a decline of FDI and 
decreases tax revenue. The decision of the domestic government to lower 
taxes could reflects its goal of attracting more FDI and restoring revenue 
to higher levels in order to maintain its spending capacity. However, it is 
also possible that the decrease in FDI and revenue is taken as an indica-
tion of decreasing competitiveness of the domestic economy, which may 
also witness adverse consequences on the labor market. In this instance, 
lower tax rates are attributable to government concerns about competitive-
ness and the unemployment rate. One can think of more explanations – 
for example, that lower revenue threatens the country’s security – that are 
all compatible with the realized process in Figure 6.1. The compatibility 
of the realized process with multiple motivations for the ultimate decision 
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means that the hypothesis on the realized process is  indeterminate  as regards 
the reasons why the government responds to the foreign tax cut with a 
domestic tax reduction. 

 One may counter that the realized process in Figure 6.1 is coarse grained 
and that it is possible to theorize a much more specific process. Of course, the 
opportunity to discriminate between different actor motivations depends 
on the number and specificity of the intervening steps constituting the real-
ized process (George and Bennett 2005, chap. 10). However, it should be 
difficult to single out all actor motivations but one by looking at realized 
processes only.  11   

Another objection might be that realized processes are simply not inter-
ested in the reasons why actors make a certain decision or take a certain 
action because this is the subject of process tracing on anticipated processes. 
This assertion is true (see above) but needs to be put into perspective by the 
argument that process tracing is often presented as a means to diminish 
indeterminacy (Bennett 2008; Campbell 1975; Hall 2008). Indeterminacy 
can be reduced as regards the process by which the cause leads to the 
outcome but it is unlikely to decrease with respect to the underlying actor 
motivations (see Section 7.2). 

 A second problem with the analysis of realized processes concerns the idea 
of pattern matching. In a narrow view one theorizes that multiple inter-
vening steps occur in a specific order. In principle, it is possible to engage in 
this version of pattern matching, but it is likely to be more protracted than 
has been envisaged so far, the reason being that there are usually a large 
number of nontrivial sequences in which a cause can produce the outcome. 
Singling out one of these sequences requires the specification of a set of auxil-
iary conditions explaining why  one and only one  chain of steps should unfold. 
In set-relational terminology, the auxiliary conditions must be individually 
necessary and jointly sufficient for a particular sequence to occur.  12   

 The tax competition example illustrates this argument. According to the 
realized process in Figure 6.1, one first observes that FDI declines. In the 
next step, tax revenue drops and in turn prompts the domestic government 
to cut taxes. Even when one is dealing with such a coarse-grained process, 
one can easily think of alternative, equally plausible ways for the outcome 
to occur. For instance, it may be that the domestic government expects that 
the decline in FDI will lead to a loss of tax revenue in the near to medi-
um-term future. This expectation suggests itself because FDI is important 
to economic growth and tax revenue. If the government anticipates that 
declining FDI has this effect, why should it then wait until revenue drops? It 
may be that the government is uncertain about the effects of lower FDI and 
wants to wait before it alters its tax rate. But there are also good reasons to 
rush ahead and reduce the tax rate in order to stimulate FDI before revenue 
is reduced. Even if revenue declines before the domestic tax cut can take 
effect, a proactive tax cut should restore revenue sooner than a tax reduction 



162 Case Studies and Causal Inference

that waits until income declines. Theoretically, it is therefore not clear why 
a tax reform should occur only after revenue has gone down. Consequently, 
a hypothesis that predicts this specific sequence – first lower revenue, then 
lower taxes – must explain under what conditions this happens as opposed 
to a tax reduction that precedes lower income. 

 Similar arguments can be made for the intermediate step ‘lower FDI’ and 
the cause as such. Foreign tax cuts are rarely prepared in secrecy, meaning 
that the domestic government should know that a foreign government is 
planning a tax reduction. Again, the question is why the former should 
wait until the adverse consequences of the foreign tax cut become empirical 
reality? If the government wants to prevent this outcome in the first place, 
it may implement a tax cut before the other country can reduce its tax rate. 
The hypothesis on the realized process in Figure 6.1 would be disconfirmed 
by this finding because the hypothesized outcome would occur  before  the 
cause. In contrast, a hypothesis predicting anticipated processes would find 
empirical confirmation because the preemptive domestic tax cut is made to 
avoid a decrease in tax revenue. 

 Jakobsen’s study on the Danish liberalization of the electricity and tele-
communications markets underscores that these arguments are not hypo-
thetical but have relevance for process tracing (2010). Among other things, 
Jakobsen hypothesizes that Europeanization explains the liberalization proc-
esses in the two Danish sectors. One observable implication is that national 
liberalization begins after a corresponding European initiative was started. 
Jakobsen finds supportive evidence but also observes in one instance that 
Danish ministerial actors anticipated that liberalization in the telecommu-
nications sector was shaped by what the European Union was expected to 
prescribe in the near future for telecommunications liberalization (2010, 
901). We thus see an influence of the EU before a formal EU policy measure 
came into existence. Although this shows that Europeanization matters, it is 
disconfirming evidence for the hypothesis that national liberalization proc-
esses follow actual EU action. 

 The tax example and the Danish case study demonstrate that hypotheses 
on the order in which events occur must include auxiliary conditions as to 
why it is this order and not another one. Moreover and building on what was 
explained above, the Jakobsen example implies that hypotheses on antici-
pated processes do not care about the order in which events materialize. All 
one needs to show is that actor behavior was shaped by what was expected 
to follow from different courses of action. In Jakobsen’s study, it seems that 
Danish ministerial actors weighed liberalization proposals that disregarded 
future EU action and that considered it, respectively. The former course of 
action was deemed too risky because if the EU prescribed a specific form and 
extent of liberalization, Denmark may have needed to adapt and commit to 
two reforms in a short period of time. 
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 Third, these insights hint at the additional point that hypotheses on real-
ized processes lack parsimony in the sense that they require much theo-
retical input to explain relatively little. Two reasons account for this. First, 
the specification of a cause such as a foreign tax cut limits the applica-
bility of the hypothesis to cases wherein a foreign tax reduction occurred.  13   
Second, complexity of the explanation is increased by the auxiliary condi-
tions that explain why one particular process has to unfold. In total, one 
explains little – a single sequence of steps – with much theoretical input. 
Case studies on anticipated processes perform better on both ends. The tax 
example underscores that the empirical starting point is an event that is 
exogenous to the actual hypothesis. The government might weigh a tax cut 
against the status quo because a foreign country reduced its tax rate and FDI 
dropped, or because of a tax cut that is expected to influence FDI in the 
future, or because it is known that the foreign country plans to lower its 
taxes. The process that is theorized in a case study on realized processes 
therefore is only one process out of many that is compatible with a hypoth-
esis on anticipated processes. Moreover, research on anticipated processes 
does not need to explicate a set of auxiliary conditions because the sequence 
in which intervening steps occur is irrelevant. For these reasons, hypotheses 
on anticipated processes tend to explain more with less theoretical input. 

 So far, the discussion has centered on the narrow understanding of pattern 
matching that is interested in the precise order of intervening steps. Research 
on realized processes following the more relaxed perspective on pattern 
matching is relieved of some of these problems. To recall, a broad under-
standing of pattern matching means that one derives multiple observable 
implications from a hypothesis, gathers empirical evidence, and evaluates the 
pattern in terms of the overall fit of expectations and evidence (see Section 
7.2). The order of intervening steps is irrelevant in the broad variant, meaning 
that the hypothesis is compatible with a broader array of realized processes and 
that there is no need to stipulate auxiliary conditions. Still, a hypothesis on 
realized processes focuses on a specific triggering cause and presumes that the 
cause occurs before the outcome. The tax example and Jakobsen’s case study 
show that this can prove incorrect if actors operate proactively. Consequently, 
even the broad view on pattern matching covers only a subset of possible 
processes that are compatible with an analysis of anticipated processes. 

 The fourth point on which the analysis of realized and anticipated 
processes differs is the requirement as regards the depth of the empirical 
evidence. The evidence that one needs to substantiate a realized process 
depends on the precision of the predicted intervening steps. However, one 
can reasonably argue that it is more difficult to gather evidence that actors 
made a decision because of what they expected to flow from it and from 
alternative courses of action that are not taken. As explained above, one 
should refrain from inferring anything from what happened after actors 
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decided or operated in a specific way because doing so leads to the problem 
of assuming revealed preferences (Pierson 2000). Although problematic, 
empirical research such as Jakobsen’s case study shows that it is possible to 
gather causal process observations that yield insight relevant to hypotheses 
on anticipated processes (Pahre 2005). Nevertheless, the requirements as 
regards the collection of unambiguous empirical evidence should generally 
be higher for case studies on realized processes. 

 Fifth, concluding this discussion, it should be emphasized that I do not 
make a plea for the exclusive analysis of either realized or anticipated proc-
esses. A case study researcher should decide about what he or she finds 
more interesting and should then handle the issues that are attached to 
case studies on one of the two variants of processes. One way to almost get 
the best of both worlds is a combined inquiry into realized and anticipated 
processes. Such a case study would theorize a realized process as well as the 
reasons why actors respond to the cause, thereby producing the outcome. 
For the tax example, a hypothesis could read ‘A country reduces its tax rate 
in response to a foreign tax cut because of the belief that this will ensure tax 
revenue and the opportunity to engage in policy making at pre–foreign tax 
cut levels.’ This hypothesis could be expanded by theorizing intervening 
steps that would occur before a government takes a certain action. Beneficial 
as an integrated analysis is, it has two limitations: one needs specific CPOs 
for the assessment of the predicted anticipated processes, and it is limited to 
instances in which an actual foreign tax cut triggered a domestic response. 
As detailed above, the latter restriction does not extend to hypotheses on 
anticipated processes; thus, an integrated inquiry into realized and antici-
pated processes has to make some compromises as well and invites the chal-
lenges attached to the analysis of the two types of processes.  

  6.4 Time and temporality 

 The previous discussion of realized and anticipated processes points, at least 
implicitly, to the importance of time and temporality for process tracing. 
Naturally, a temporal element is inherent in process tracing because a 
process unfolds over time (George and Bennett 2005, chap. 10). On the most 
basic level, the opportunity to collect multiple causal process observations 
over the course of a process allows one to increase the number of observa-
tions that are in line with one inference or the other. 

 Beyond a focus on the temporal unfolding of processes and the analysis 
of causal mechanisms over time, the idea of temporality can be invoked in 
a variety of ways in order to increase the theoretical leverage of a case study. 
Since different manifestations of temporality have been lucidly discussed 
before (Grzymala-Busse, 2011; Pierson 2004; Slater and Simmons 2010), I 
stay with a short, illustrative discussion of temporality here. Comparative 
Historical Analysis (CHA) particularly offers a rich set of time-related 
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concepts such as sequencing (Büthe 2002), cumulative effects and outcomes 
(Pierson 2004), critical antecedents (Slater and Simmons 2010), critical junc-
tures (Capoccia and Kelemen 2007, Hogan and Doyle 2009; Soifer 2010), and 
path dependence (Immergut and Anderson 2008; Thelen 1999). Although 
these concepts are closely linked to CHA and historical institutionalism, the 
basic ideas behind these notions of temporality might travel to case studies 
that are rooted in a different theoretical framework. 

 As an illustration of a specific concept of temporality and the challenges 
it creates for process tracing, I focus attention on the concept of critical 
antecedents in the following (Slater and Simmons 2010). This concept must 
be seen in combination with the more established concept of critical junc-
tures (Collier and Collier 1991). Critical junctures describe (usually short) 
periods of time during which several favorable conditions come together to 
give actors the opportunity to engage in significant policy or institutional 
change. For instance, the fall of the Berlin Wall in 1989 is a critical juncture 
to the extent that it opened the opportunity for the reunification of West 
and East Germany. In 1989 and 1990, Helmut Kohl, then German chan-
cellor, seized the opportunity before the chance for reunification vanished 
again. 

 For some time, CHA was concerned with the question of what a critical 
juncture is and under what conditions it goes along with change, on the 
one hand, and inertia, on the other (Hogan and Doyle 2009). The notion 
of critical antecedents goes one step back in time and asks what conditions 
might increase the likelihood that the process of interest will develop in one 
direction or the other (Slater and Simmons 2010). The global financial crisis 
of 2007 and 2008 can be used to exemplify the meaning of critical junctures 
and critical antecedents. After a long period of liberalization in the finance 
sector, the recent financial crisis created the opportunity for the reregulation 
of this sector so as to prevent future crises of similar scale. Although regula-
tions were tightened to some degree, massive state intervention in the sector, 
as demanded by the public, did not come into existence in 2008, 2009, or 
2010, which are the years during which reregulation seemed possible. As 
it seems, a major reason why regulations were not tightened more – the 
outcome to be explained – had to do with the lobbying activities of the 
financial sector. In this reading, lobbying of antiregulation groups explains 
why the critical juncture was not followed by major policy change. 

 A case study on critical antecedents tries to explain why massive lobbying 
could play such a decisive role during the critical juncture and inhibited 
tighter regulations. One could argue that one reason why the financial sector 
played a vital role during the critical juncture was the economic impor-
tance of banks, hedge funds, and so on, in some countries, which is in turn 
attributable to financial deregulation and growth of this sector since the 
1980s. Financial liberalization thus contributed to the crisis and opened the 
critical juncture (which is not necessarily a feature of critical antecedents) 
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but at the same time created private actors so strong that they could work 
against reregulation during the critical juncture. It seems justified to argue 
that lobbying did not determine what happed during the critical junc-
ture because major change seemed possible immediately after the crisis. 
However, the economic importance of banks and lobbying power increased 
the chances that major policy change could be prevented , which meets the 
understanding of critical antecedents by increasing the likelihood that the 
process during a critical juncture is channeled into a specific direction. 

 Having illustrated the concept of critical antecedents, the question is 
what the implications for process tracing are. First of all, it is evident that 
temporality is involved here: critical antecedents are temporally prior to 
the causes that are operative during a critical juncture, and these causes, in 
turn, explain why a process took the direction that it did (no tight regula-
tion in the case of the financial crisis). In order to substantiate the argument, 
process tracing would need to deliver multiple pieces of evidence showing 
the following: first, that deregulation in the 1980s successively contributed 
to the growth of the financial sector, increasing its economic importance 
in some internationally influential countries such as the United States and 
the United Kingdom; second, that growing economic importance generally 
increased the political influence of financial actors and lobby groups; third, 
that massive lobbying took place during the financial crisis; fourth; that 
these lobbying activities eventually accounted for the opposition of some 
countries toward tighter regulation; fifth, that less deregulation (or none) 
in the 1980s would have led to lower growth of the financial sector, less 
political influence, and less powerful lobbying activities during the critical 
juncture, ultimately raising the chances for policy change.  14   

 This list of observable implications, which could be expanded, illustrates 
that temporality and specific manifestations, such as critical antecedents, 
imply challenges that are common to case study researchers. First, the theo-
retical arguments that are attached to concepts such as critical antecedents 
and path dependence must be translated into specific, observable implica-
tions that one can examine via process tracing. In the first step of the empir-
ical example, this involves tracing the link between a liberalized financial 
sector and its growing economic importance and, as a consequence of that, 
increased political influence. Similar and common process tracing tasks 
apply to the other three steps that establish a temporal sequence of events. 

 Second, the arguably more challenging task is to present evidence that 
the outcome would have been different if the critical antecedent would have 
been different. Since the empirical example is not a comparative case study 
but only about the critical juncture following the financial crisis, one essen-
tially needs evidence that substantiates a counterfactual (see Section 7.3). 
This second task is again common to case studies and does not present a 
new challenge per se. Causal arguments involving notions of temporality 
obviously have different implications than simple nontemporal claims 
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and therefore might raise the bar when it comes to causal inference. For 
instance, the argument that the chances for policy continuity increase with 
increasing lobbying activities is relatively easier to examine than a proposi-
tion that additionally invokes critical antecedents attributing policy inertia 
in the years prior to 2010 to deregulation in the 1980s. This is certainly not 
a plea against critical antecedents, but one should be alert to the implica-
tions that elaborate causal arguments about time and temporality have for 
process tracing causal inference.  

  6.5 Conclusion 

 Process tracing lies at the heart of many case studies and is an indispensable 
tool for causal inference. This chapter aimed to highlight two issues that are 
specific to process tracing. First, in order to achieve a fit between theory and 
method (Hall 2003), one should be cognizant of whether one is interested 
in realized or anticipated processes. The type of process has theoretical and 
empirical ramifications that were outlined in the first two sections of this 
chapter. In addition, the chapter reflected on the role of time and tempo-
rality for process tracing. On the most basic level, the longitudinal perspec-
tive that one takes in process tracing allows one to collect numerous causal 
process observations and, if the case study is about realized processes, a 
sequence of events. In addition, the subject matter might permit it to intro-
duce notions of temporality in the form of concepts that are particularly 
common to CHA. With respect to causal inference, temporality-related 
concepts increase the theoretical leverage of a case study beyond inquiries 
into causal effects and causal mechanisms. In order to achieve more leverage, 
however, it is essential that one carefully considers the observable implica-
tions that are attached to a specific concept. The analysis of temporality-
bound causal arguments tends to be more demanding than nontemporal 
ones precisely because one makes claims about how multiple events unfold 
and are related to other events over time. The invocation of time and tempo-
rality thus is as promising as it is challenging because of increased require-
ments as regards the alignment of theoretical claims about temporality and 
process tracing (Hall 2003).  
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     7 
 From Evidence to Inference: Use 
of Sources and Counterfactuals   

   The challenge of generating internally valid explanations is to separate 
the causes that bring about the outcome from those factors that are not 
of general relevance (Geddes 2003, chap. 1, King et al. 1994, chap. 3). This 
chapter and the following one provide a comprehensive discussion of causal 
inference and internal validity, partially drawing on the previous three 
chapters on cross-case and within-case analysis. The discussion is split 
into two chapters to highlight the different stages and elements that play a 
role in the generation of causal inferences. Chapter 8 presents an in-depth 
discussion of frequentist and Bayesian causal inference and the similarities 
and differences between them. The present chapter describes the methods-
related steps and problems that one confronts in the collection of evidence 
and in inferring that a cause or causal mechanism is or is not operative. 
These issues are common to frequentist and Bayesian causal inference and 
thus are dealt with in a separate chapter. Moreover, Chapter 8 will show that 
it is analytically useful to distinguish the inference that a cause or causal 
mechanism is causally relevant from the implication that such an inference 
has for the hypotheses under scrutiny . Bayesian causal inference, in partic-
ular, does not stop with a positive or negative inference but uses it to reflect 
on one’s confidence in the hypothesis to which the inference is related. 

 Section 7.1 lays the foundation for the discussion of frequentism and 
Bayesianism and starts with what has become known as the  source coverage 
problem  and the  source coverage bias  (Lustick 1996). The general issue that 
is elaborated upon is that each source provides only a probably small and 
biased part of the empirical picture that one needs to gather for valid causal 
inference. In Section 7.2, I reconsider the problem of indeterminacy with the 
specific focus on causal inference via process tracing. Process tracing is often 
presented as one means of diminishing, if not eliminating indeterminacy 
at the cross-case level because of the opportunity to collect causal process 
observations (CPOs) that far outnumber the number of data set observations 
(DSOs) at hand. However, it is shown that this line of reasoning conflates the 
number of collected CPOs with the number of inferences that one makes in 
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process tracing. Once one focuses on the number of inferences, the poten-
tial of process tracing to eliminate or at least diminish the extent of inde-
terminacy hinges on the question of whether the outcome is attributable to 
one or multiple causes, which is simply an empirical question. 

 Presuming that more than one causal inference remains viable after 
process tracing has been done, one can rely on  counterfactual reasoning  for the 
strengthening of causal inference. Counterfactuals are needed if the evidence 
at hand does not allow one to assess all potential causal inferences empiri-
cally because of a lack of appropriate cases. Although the value of counter-
factuals is not undisputed, counterfactual analysis can be a valuable tool if it 
follows certain guidelines that are detailed in Section 7.3 of this chapter.  

  7.1 Source coverage problem and bias 

 Case study researchers derive their data in the form of CPOs drawn from 
a variety of sources. A common classification of sources distinguishes 
between primary sources, secondary sources, interviews, and newspapers 
(George and Bennett 2005, chap. 5). Regardless of whether one would 
like to distinguish more or fewer types of sources, it is important to be 
aware of what has become known as the source coverage problem and the 
source coverage bias. The goal of empirical research must be to acquire an 
empirical picture of the process and phenomenon of theoretical interest 
that is as complete as possible. The collection and evaluation of sources 
is the means of putting the picture together. The fundamental problem 
that one confronts in achieving this goal is that every source covers only 
a certain fraction of the relevant empirical evidence. Thus, reliance on a 
single source leaves one with an incomplete picture of what occurred in the 
case of interest. 

 Let us suppose that you are interested in the explanation of trade liberali-
zation and hypothesize that the lobbying of exporters plays a crucial role 
(see Dür 2010). One such case is the US Reciprocal Trade Agreements Act 
(RTAA) of 1934, which marked the beginning of the United States’ turn 
to liberal trade (Haggard 1988). The political process that resulted in the 
RTAA continued for over a year and offered exporters many opportunities 
to lobby for liberalization vis-à-vis the government. Now imagine that you 
gain access to numerous primary documents from the second half of the 
process and that you do not find any evidence of exporter lobbying. Would 
you reject the hypothesis that the lobbying of exporters is not relevant for 
making sense of the RTAA? This may be the correct conclusion, but it may 
also be that exporters lobbied successfully very early in the political process. 
Once they put US trade policy on the track of liberalization, there was no 
further need to lobby, which accounts for the absence of evidence in the 
part of the process that is covered by your sources. This example points to 
the central question that one needs to carefully consider in the evaluation of 
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sources: when can I take the absence of evidence as the evidence of absence 
of a cause (Sober 2009)? 

 In the given example, one may sense that there is a problem with the avail-
able primary sources because it is easy to determine that they do not cover 
the first half of the process at all. However, a more balanced coverage of 
the process does not guarantee that you get a better understanding of what 
happened as long as parts of it are not covered by your sources. Let’s assume 
that you have access to the protocols of every second meeting at which 
members of the US administration discussed the RTAA, which would be a 
quite voluminous body of documents. In this example, the overall coverage 
of the process would be good. But how do you know that the other half of 
the protocols includes information that would lead you to making the same 
inferences as for the half that you can access? This example shows that a 
sampling of sources is fraught with severe inferential problems regardless of 
what sampling rule you use. 

 Besides the fact that every source yields only a small share of all rele-
vant information, it is likely that the information that it offers is  biased , 
thereby introducing a source coverage bias into the analysis (Lustick 1996, 
606). Continuing with the example of the RTAA, suppose that you rely on a 
historical book concerned with the link between a country’s security policy 
and its trade policy. Since the secondary source is about the impact of secu-
rity policy, it should come as no surprise that it deals barely, if at all, with 
organized interest groups as another potentially relevant factor that drives 
trade policy making. Even if the secondary source is a piece of high-quality 
empirical research, it is a biased source  with respect to the hypothesis of interest  
because its own research focus is at least partially different. This means that 
the source coverage problem is not one of low-quality sources (though this 
may be the case). The bias is simply due to the fact that both studies are 
motivated by different research interests. 

 This insight can be generalized to other types of sources by stating that 
each source must be put into context. A primary source such as a protocol of a 
meeting is not a neutral documentation of the meeting but may deliberately 
include some information while leaving out other, sensitive information. 
Similarly, interview partners may have be prepared to share some pieces of 
information while not reporting others. Therefore, an assessment of the inter-
ests and involvement of the interview partner in the phenomenon of interest 
is important in order to evaluate the quality of the interviewee’s statements. 

 The fact that the source coverage problem and bias pertain to all types of 
sources underscores that no one source is superior to another one. Because 
of this and the fact that the empirical picture becomes clearer the more 
observations one gathers from disparate sources, it is a common recommen-
dation to  triangulate  sources (Lustick 1996; Thies 2002). Instead of relying on 
a small number of sources that probably are all of the same type, one trian-
gulates the information that one derives from a diverse set of independent 
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sources. For example, this means that one cross-validates the statements of 
an interviewee with information derived from primary sources, and vice 
versa. Similarly, one can use secondary sources and newspapers for the 
contextualization of the process of interest. In an analysis of trade policy 
making, these two types of sources may allow one to determine the specific 
period during which the government actually decided to liberalize trade. 
Such information then permits one to narrow down the time frame and 
the number of primary sources that must be read. Although triangula-
tion is clearly superior to the reliance on a single type of source, one must 
clearly acknowledge that some uncertainty about the presence and extent 
of a source coverage problem and bias will always remain. This uncertainty 
should be taken into account in the context of deriving causal inferences 
because they cannot be more certain than the confidence in the accuracy of 
the underlying evidence.  

  7.2 Causal process observations and the 
indeterminacy problem 

 The collection of multiple causal process observations from a broad range 
of diverse sources plays a central role in the debate about indeterminacy in 
case studies (Bennett and Elman 2006, 459). When the within-case analysis, 
serves only as a means to measure the score of a cause on the cross-case 
level (see Chapter 1 and Mahoney 2010), the indeterminacy-related issues 
discussed in Chapter 4 and 5 apply because then the cross-case level is the 
theoretical end. The situation is different when process tracing (also) aims at 
the collection of causal process observations in order to distinguish between 
competing hypotheses on the within-case level. This difference is rooted in 
the distinction between CPOs and DSOs (see Chapter 2 and Collier et al. 
2004b). The number of DSOs is small in qualitative case studies because they 
are tied to the cross-case level, but the number of CPOs can be very large 
because they are located on the within-case level (Campbell 1975).  1   Since 
the indeterminacy problem is in essence one having few DSOs and many 
potential causes, the collection of multiple CPOs seems to offer the leverage 
for diminishing if not eliminating this problem (Bennett 2005, 29). 

 In case study research, the importance of the distinction between different 
types of observations cannot be overestimated (Mahoney and Goertz 2006, 
241–2). At the same time, however, one should be careful not to make too 
much of the fact that one can gather a large number of CPOs via process 
tracing. The elaboration of this admonition demands a reflection on how 
process tracing is performed in practice. Three steps can be distinguished, 
steps that reflect the nature of all theory-centered empirical research (Brady 
et al. 2004; George and Bennett 2005, chap. 10; Lave and March 1975). First, 
one formulates hypotheses and derives multiple observable implications 
from each hypotheses in order to increase the inferential leverage of the 
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analysis (King et al. 1994, chap. 1). Second, one collects causal process obser-
vations via process tracing. Third, one subsumes the observations under the 
previously formulated observable implications and evaluates the fit between 
expectations and evidence (see Chapter 8 and Adcock and Collier 2001). 
Evidently, the first step does not apply to hypothesis-building and hypoth-
esis-modifying case studies because they do not start with the formulation 
of a hypothesis, but the second and third steps apply to exploratory case 
studies as well. For purposes of illustration, however, the focus is on hypoth-
esis-testing case studies in the following. 

 The second and third steps of the three-step procedure particularly show 
that observations do not speak for themselves but that they must be tied to 
observable implications and are instrumental for making inferences. More 
precisely, the purpose of a within-case analysis and the collection of CPOs 
is to infer that there  is   or is not  a causal mechanism operative between a 
specific cause and the effect of interest. Process tracing therefore comes 
down to making a single inference in the end about the presence or absence 
of a mechanism (Gerring 2007a, 173; Munck 2005, 4). 

 The fact that CPOs serve to make a single inference on a causal mech-
anism can be exemplified with a modification of the tax competition 
example introduced in Chapter 6.  2   In addition to the tax reduction of a 
foreign country, one develops the hypothesis that the diffusion of liberal 
economic ideas causes the domestic tax reduction. The stylized process by 
which diffusion causes domestic tax reduction is the adoption of liberal 
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 Figur e 7.1   Illustration of process tracing and indeterminacy     
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economic thinking by the domestic government. Figure 7.1 visualizes both 
a hypothesis and a very simple causal process connecting the respective 
causes to the outcome (The respective intervening steps are all located on 
the within-case level. For simplicity of presentation, they are not horizon-
tally aligned.)      

 Imagine now that one examines a single country on the cross-case level 
and that both a foreign tax cut and diffusion of liberal ideas are observable. 
Furthermore, process tracing then shows that the hypothesized process 
between a foreign tax reduction and a domestic tax reduction is in place. 
Ceteris paribus, the more supportive CPOs one can collect for each of the 
hypotheses, the more credible the inference becomes, but it nevertheless 
remains a single inference (see Chapter 8). What do we make of the insight 
that a causal mechanism (however defined) underlies each of the two cross-
case relationships? This is a valuable finding, but that’s exactly where we 
started; on the cross-case level, two causes qualified as causal before process 
tracing, and a foreign tax cut and liberal economic thinking still count as 
causal after the within-case analysis that discerned the respective causal 
mechanisms. Regardless of how convincing the within-case analysis is 
and how numerous the CPOs (see also Chapter 8), process tracing does not 
diminish indeterminacy in this instance. This would be different if one 
were unable to gather CPOs supporting the tax hypothesis or the diffusion 
hypothesis because then one could infer that only one of the two causes is 
connected to the outcome. 

 This example shows that it is an  empirical  question as to whether process 
tracing can diminish or even eliminate indeterminacy. When one collects 
evidence that multiple causes are connected to the outcome via a causal 
mechanism, that’s simply the way it is. Indeterminacy continues to be a 
problem because the cases at hand do not allow one to discriminate between 
the mechanisms. On the other hand, if one is lucky enough to infer that 
there is no causal mechanism operative between one potential cause and 
an effect, the extent of indeterminacy declines because one hypothesis fails 
to receive support on the within-case level. Since the link between process 
tracing and the reduction of indeterminacy is an empirical one, there is not 
much logic in getting involved in principled arguments about the value of 
process tracing simply because the answer is ‘It depends’. 

 So far, the discussion has focused on what was called effect-related inde-
terminacy in Chapter 4, meaning that the cross-case pattern is compat-
ible with two different inferences on what the causes of an effect are and 
what the nature of their effect is. The previous arguments fully extend to 
 mechanism-related  indeterminacy. To review, mechanism-related indeter-
minacy denotes a situation where we make valid inferences about causal 
effects, but the cause in question can bring about the outcome via multiple 
causal mechanisms. A case in point for mechanism-related indeterminacy 
is the democratic peace phenomenon because peace could be attributable to 
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the fact that the political elite is committed to democratic norms or that the 
political actors are constrained by a public opposing war, just to mention 
two viable explanations (Rosato 2003). In principle, process tracing can shed 
light on this because it may hint at a single element of democracy and corre-
sponding mechanism that bring about peace. This is not necessarily the 
case, however. In a comparative test of different causal mechanisms related 
to democratic norms, institutional constraints, and so on, one may find 
confirming evidence only for one mechanism. However, the mechanisms 
are not mutually exclusive: democratic norms may prompt peace much as 
an institutional constraint on the executive might. Thus, process tracing 
could also deliver supportive evidence for two or more causal mechanisms. 
In total, these examples show that effect-related and mechanism-related 
indeterminacy might disappear in the light of causal process observations 
but not necessarily because this is an empirical question. 

 The claim that process tracing results in a single inference as to whether 
or not a mechanism is operative also has important implications for the 
debate about Mill’s methods and cross-case comparisons more generally. In 
Chapter 4, it has been explained that case studies have been long criticized for 
suffering from indeterminacy in the generation of cross-case inferences. In 
addition to the argument that process tracing can diminish  indeterminacy, 
one finds the claim that case study researchers do not generate cross-case 
inferences at all but are interested in and concerned with process tracing 
and inferences on mechanisms and processes (Goldstone 1997). The focus 
on the within-case level certainly is a feature of process tracing, but in 
producing an inference on a mechanism connecting cause to outcome, one 
cannot but infer that this cause has an effect on the outcome. This close 
link is due to the fact that a causal mechanism underpins a causal effect (see 
Section 2.2), which implies that the inference on a causal mechanism and 
a basic inference on an effect cannot be disentangled. The argument that 
causal inference via process tracing allows one to ignore the problems of 
cross-case inferences therefore is an illusion. 

 The tax example presented above illustrates this claim. Before process 
tracing has been done, one is uncertain about whether a foreign tax cut 
and the diffusion of liberal ideas have an effect on a domestic tax cut. The 
collection of causal process observations via process tracing then permits it 
to explain how each of the factors brings about the come (presuming we find 
supportive evidence). At the same time, the evidence is taken to infer that a 
mechanism is in place and, consequently, that each of the causes seems to 
have an effect on domestic tax policy. The inference on the causal mecha-
nisms is therefore automatically linked to an at least very basic inference 
as to whether an effect is in place or not. As elaborated above, it  seems  as if 
they have an effect because the single-case study does not allow discrimina-
tion between the two determinants of a domestic tax cut. This in turn has 
implications for the within-case inferences because a mechanism is causal 
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only when it underlies a causal effect (much as the other way round). The 
inability to make an unambiguous inference about causal effects thus feeds 
back on the within-case level and translates itself into indeterminacy as 
regards the underlying causal mechanisms. 

 In conclusion, I note that the discussion of causal process observations 
and indeterminacy is often tied to the idea of Bayesian causal inference. In 
this view, the potential of process tracing to overcome the indeterminacy 
problem specifically hinges on the opportunity to gather confirming causal 
process observations that were unlikely to be collected because the discovery 
of surprising supportive evidence is more valuable than confirming expected 
evidence. As explained previously, systematic reasons account for reserving 
a discussion of Bayesianism for the following chapter. Besides the fact that 
Bayesian causal inference is limited to hypothesis-testing case studies, one 
can and, in fact, should initially rely on counterfactual reasoning in order to 
diminish indeterminacy. Even if one is concerned with hypothesis-testing, 
it is recommended that one first engage in counterfactual analysis because 
frequentist and Bayesian causal inference becomes easier the more causal infer-
ences can be rejected beforehand via counterfactual thinking (see Chapter 8).  

  7.3 Counterfactual reasoning 

 Counterfactual analysis addresses the indeterminacy problem, meaning 
a lack of appropriate evidence, by adding hypothetical cases to the anal-
ysis of observed cases, also referred to as factual cases in the following 
(see Northcott 2010). A counterfactual case is obtained by manipulating 
a factual case in a specific way (following the guidelines described below) 
in order to assess whether the manipulation would have made a differ-
ence. If one phrases it as a question, a counterfactual asks, what would the 
outcome have been if the factual case were different in a certain respect? 
Counterfactuals are common in everyday reasoning – if I would not have 
been in a hurry, I would not have had a car accident – and the social sciences 
alike. In the social sciences and history, as well (Bunzl 2004, 845), counter-
factual reasoning is not without its critics because one relies on fictional 
cases instead of observed ones. 

 While one may be skeptical about incorporating unobserved cases into 
the analysis, the literature on counterfactuals has developed criteria that 
distinguish good counterfactuals from bad ones (Lebow 2010). Five criteria 
are distinguished in particular in the following paragraphs. The first one 
concerns the  transparency  of what the relevant counterfactual state of interest 
is and what the consequence is. The second and third principles deal with 
the quality of the manipulation of the cause and cover the  minimum rewriting 
rul e and  empirical plausibility of the manipulation . The remaining two guide-
lines pertain to the consequences that one derives from manipulation. They 
call for the  use of theoretical and empirical knowledge  for the substantiation of 
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the consequences and for the  empirical plausibility of the consequences  that 
follow from the manipulation. 

 First of all, there is a twofold need for clarity in counterfactuals. It is evident 
that one should specify in what way the observed case is manipulated in 
order to obtain a counterfactual case. Imagine that you are interested in the 
decision-making capacity of federal and unitary countries. The hypothesis 
is that unitary countries have a greater capacity than do federal countries 
because decision making is hampered in federal states owing to the involve-
ment of more actors. In the empirical analysis, you observe a federal country 
and its decision-making capacity (measured, for example, in terms of the 
time it takes to enact counterterrorist measures in response to a terrorist 
attack). In the absence of an observed unitary country, you must construct a 
counterfactual unitary state for an assessment of the hypothesis under scru-
tiny. This is achieved by manipulating the score on the variable ‘territorial 
organization of the state’ and changing it from ‘federal’ to ‘unitary’. 

 On the basis of the manipulation, the second element of clarity pertains 
to the goal of the counterfactual analysis (Lebow 2000, 583). Two different 
goals are on offer in theory-centered case studies; one can try to discern 
if the manipulation of a cause leads to a different outcome or the same 
outcome (probably at a different point in time). In the former instance, one 
wants to show that the manipulated cause qualifies as a cause indeed, while, 
in the latter scenario, it is the goal to demonstrate that the outcome would 
have occurred anyway.  3   

 The second criterion of good counterfactuals concerns the  minimum 
rewriting rule , which states that one should change as little as possible about 
the factual case. In other words, the counterfactual case should be as close as 
possible to the observed case and differ in one respect only (Hawthorn 1991, 
chap. 1). The relevance of this criterion is evident in light of the discussion of 
causal inference in Chapter 4 and Section 7.2. The more we alter the factual 
case, the more difficult it becomes to assess what the outcome would be in 
the counterfactual case and the harder the causal inference is to defend. 
With an eye to what was discussed in Chapter 4, the minimum rewriting 
rule avoids the introduction of indeterminacy into a counterfactual analysis 
deriving from a suboptimal comparison. When one asks what the decision-
making capacity would be in a unitary country, one effectively creates the 
method of difference with respect to the causes because the observed and 
counterfactual cases differ only in respect to the form of territorial organi-
zation. If we now additionally consider what the decision-making capacity 
would be if the federal country has a low GDP as opposed to a high one, 
we are comparing a rich federal state with a poor unitary country. This 
is a suboptimal comparison when the method of difference and minimal 
rewriting are the goal. Theoretically, it may be that one is interested in the 
joint effects of unitarism and low GDP on decision making and that the 
minimum number of causes to be manipulated is two. However, it should be 
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clear that the counterfactual analysis of a poor unitary country implies two 
further counterfactuals: one involves a poor federal country and the other 
a rich unitary state. These two counterfactuals adhere to a strict minimum 
rewriting rule and should augment the counterfactual case of key interest, 
which differs on two variables from the observed case. 

 The third criterion asks for the feasibility of an isolated manipulation and 
concerns the plausibility of the manipulation in light of the broader empirical 
context in which the factual case is embedded. In the leading example, the 
isolated manipulation of the territorial organization of a country from federal 
to unitary may be hard to maintain. The country once installed federalism 
for a specific reason that may have driven the choice of other institutions as 
well. Indeed, federalism often coincides with second chambers, corporatism, 
and a powerful central bank (Lijphart 1999). These institutions constrain 
the government and force it to engage in consensual policy making, which 
could be the reason that constraining institutions often occur together. 
In this perspective, a counterfactual that seeks only the consequences of 
unitarism lacks plausibility because it is unlikely that this country could be 
unitary while still having a corporatist system of interest mediation, a second 
chamber, and so on. A counterfactual of the decision-making capacity in 
unitary countries would therefore require the manipulation of more institu-
tional characteristics than would federalism alone (Lebow 2000, 584). 

 It is apparent that this principle is in conflict with the minimum rewriting 
rule (Lebow 2000, 582). The rule stipulates that there should be as little 
change as possible, whereas a plausible counterfactual may  call for exten-
sive differences between the observed and counterfactual case. If one takes 
a broader definition of what the ‘minimum’ is that one rewrites, the two 
rules become less contradictory because the plausibility of the manipulation 
determines what the minimum is that must be changed. In any instance, 
the tension between the minimum rewriting rule and the feasibility prin-
ciple needs to be handled transparently by a case study researcher. 

 The final two criteria of good counterfactuals relate to the quality of the 
consequences that one derives from the manipulation of the observed case. 
The fourth guideline requires using theoretical and empirical knowledge 
so as to lend credence to the counterfactual inference (Lebow 2000, 583). 
Admittedly, there is little established knowledge in the social sciences. 
Nevertheless, this should not excuse one from augmenting one’s conclu-
sions, to the extent that it is possible, with supplementary evidence. For 
instance, one could use insights from research on group decision making 
in order to determine if the involvement of fewer actors in public policy 
making is likely to enhance or impede its progress. 

 The fifth and final criterion broadly refers to the empirical consistency 
of the consequences that one derives from the manipulation. Lebow (2000, 
584) specifically draws attention to the co-tenability of the counterfactual 
inference, the interconnectedness of causes and outcomes, and second-order 
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counterfactuals. Co-tenability demands that attention be paid to the possi-
bility of equifinality in counterfactual analysis. As regards the empirical 
example, at first glance, it seems plausible that a country could produce poli-
cies more quickly when it is unitary. However, one could argue that those 
actors with stakes in public policy making – political parties, lobby groups, 
trade unions, and so on – would try to access the policy-making process 
at some other point. Unitarism would deprive these actors of one point of 
access, but they would adapt, and the country’s policy-making capacity 
would remain unchanged. 

 Lebow (2000, 584) gives an illuminating example of what he calls the 
interconnectedness of causes and outcomes. The question is whether the 
Cuban missile crisis would have resulted in war between the United States 
and the Soviet Union if Richard Nixon had been president instead of John 
Kennedy. In this example, the cause is the incumbent president – Kennedy 
or Nixon – and the outcome is the consequence of the missile crisis – war 
or peace. One could argue that Nixon would have taken a more aggressive 
stance and war would have resulted. However, the Bay of Pigs invasion 
took place in 1961, that is, in the interim between Nixon (counterfactually) 
assuming the presidency and the missile crisis. The invasion failed under 
Kennedy, but Nixon may have taken a more determined stand in 1961 and 
overthrown Castro. The deployment of Soviet missiles from Cuba would 
have become impossible, thereby demonstrating that the manipulation of 
a cause may lead to consequences in the counterfactual causal chain that 
make it impossible for the actual outcome to occur. 

 At the same time, one should consider second-order counterfactuals. This 
term denotes that the manipulation of a cause may put the counterfactual 
on a different track at first but ultimately return it to the original path. In 
the Nixon example, a successful Bay of Pigs invasion would have made the 
Cuban missile crisis untenable. But if Khrushchev had been determined in 
his actions, he may have found another way to threaten the United States. 
At that point, Nixon would have taken a forceful stand in this conflict, and 
war would have resulted from an incident other than the Cuban missile 
crisis. 

 This discussion shows that counterfactual reasoning is not simply an act 
of imagination but a technique for disciplined thinking about alternative 
ways in which events in the past could have transpired. Under the premise 
that one follows the existing guidelines and makes the manner in which 
one arrived at counterfactual conclusions sufficiently transparent, a coun-
terfactual is a valuable tool in the hands of case study researchers.  

  7.4 Conclusion 

 The road leading from the collection of evidence to the generation of causal 
inferences is a long and winding one. The basis for sound causal inference is 
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always the amount and quality of the evidence collected via process tracing 
(see also Chapter 8). It is for a good reason that social scientists should follow 
the standards of historical research in the data-gathering part of the case 
study because high-quality process tracing is necessary though not suffi-
cient for the generation of valid causal inferences. 

 If one is still confronted with indeterminacy following process tracing, 
counterfactual reasoning can prove valuable to diminish that indeter-
minacy if it is done in a disciplined way. Given the relative weakness of 
theory in the social sciences, counterfactual analysis is likely to be the rule 
in empirical small-n research. When the process tracing evidence is suffi-
ciently strong and counterfactual analysis can reduce the number of viable 
causal inferences to a single one, a case study researcher is in the lucky posi-
tion of avoiding indeterminacy. As has been shown in this chapter, it is an 
empirical question and a matter of whether an outcome can be ascribed to 
one or multiple causes. 

 Regardless of whether one or multiple causal inferences can be read into 
the evidence, counterfactual thinking is not the end point of producing 
causal inferences. The collection of evidence and counterfactual analysis 
allows one to infer that a causal mechanism is or is not operative in the 
cases under analysis and what the nature of the causal effect is. The impli-
cations of such an assertion for causal inference depends on whether one 
follows the frequentist or Bayesian modes of causal inference, which is the 
subject of the next chapter.  
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     8 
 Frequentist and Bayesian Causal 
Inference in Tests of Hypotheses    

   The previous chapter dealt with challenges that one confronts in collecting 
and using evidence for the generation of causal inferences. The challenges 
and means to address them pertain to case studies that build hypothesis, test 
them, or seek to modify them in order to make sense of puzzling cases. A 
separate and important topic reserved for this chapter concerns frequentist 
and Bayesian causal inference as two ways of producing inferences in tests of 
cross-case and within-case hypotheses. Frequentist causal inference is based 
on the number of observations and the premise that the more supportive or 
disconfirming observations one collects, the stronger causal inferences are. 
Bayesianism emphasizes the theoretical impact and likelihood of collecting 
individual observations as opposed to their number. Among other things, 
a discussion of these two modes of causal inferences closes the circle with 
respect to Chapter 3. As is detailed below, distribution-based case selection 
is integral to frequentist causal inference, whereas Bayesianismrelies on the 
theory-based choice of cases. 

 The chapter starts with a brief review of two prominent arguments on 
causal inference and the use of process tracing for the evaluation of hypoth-
eses. The review first focuses on the role of frequentism and Bayesianism. 
Bayesianism also plays an important role in the second argument that 
builds on van Evera’s typology of four types of hypotheses tests (1997, 31), 
a typology recently rediscovered by the case study literature (Bennett 2008, 
2010; Collier 2010, 2011). One dimension of this typology captures whether 
the certainty of a prediction is high or low, which is the Bayesian element, 
and whether a certain prediction is or is not unique to one hypothesis. 
Section 8.2 starts with a critical appraisal of the dimension of uniqueness. 

 In Sections 8.3 to 8.5, I reconsider the existing claims on Bayesianism v. 
frequentism and deliver an in-depth discussion of formalized Bayesian 
causal inference. The common basis for these sections is the reconstruc-
tion of the research process with a special emphasis on the formulation of 
hypotheses, their operationalization, the collection and use of observations, 
and the reconsideration of those hypotheses in light of evidence. In Section 
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8.3, I introduce this scheme and apply it to an empirical example to high-
light the differences and similarities between frequentism and Bayesianism. 
The two subsequent sections, which are specifically concerned with the 
dimension of certainty and (moderately) formalized Bayesian causal infer-
ence, use Bayes’ theorem and Bayes factor for causal inference .  

  8.1 Frequentism, Bayesianism, and hypothesis testing: a review 

 After having collected a broad range of evidence and, probably, invoked 
counterfactuals, the foundation is laid for the generation of frequentist and 
Bayesian causal inferences. For some time, the debate about causal inference 
has been primarily concerned with the cross-case level under the rubric of 
a many-causes-few-cases problem (see Chapter 4). On the other hand, the 
recent literature on causal inference in case studies is deeply concerned with 
mechanisms and process tracing.  1   Beyond the arguments made in Chapters 
6 and 7, the debate focuses on two interrelated aspects. The first one builds 
on the distinction between a  frequentist  and a  Bayesian  logic of causal infer-
ence. The second line draws on the difference between the  uniqueness  of a 
prediction derived from a hypothesis and its  certainty . In the present section, 
I review both arguments in the order in which I just presented them because 
the second point partially draws on the first. 

  Frequentism v. Bayesianism 

 In the debate about causal inference in small-n research, two counterargu-
ments have been made against the charge of being liable to the generation of 
indeterminate conclusions. The first counterclaim, which has been critically 
discussed in detail in Section 7.2, is that process tracing and the collection 
of multiple causal process observations (CPOs) mitigate this problem. The 
second refutation, which has been reserved for this chapter, is that the critics 
of case studies take a frequentist perspective on causal inference (Bennett 
2008, 708; George and Bennett 2005, chap. 1; McKeown 1999; Rogowski 
1995). Frequentism means that the quality of causal inferences hinges on 
the  number  of observable implications and observations that receive empir-
ical confirmation. A frequentist perspective, it is argued, is deficient because 
it ignores the conditional likelihood of gathering an observation and its 
bearing on our confidence in a hypothesis (see Chapter 3 and Bennett 2006, 
341). A Bayesian perspective on causal inference is considered to be more 
appropriate because it emphasizes the probative value of a CPO. An isolated 
piece of within-case evidence that discriminates between competing expla-
nations is said to boost confidence in one hypothesis and strongly discredit 
its rivals (Beach and Pedersen, 2012; Bennett 2008, 711; Van Evera 1997, 
30–2). A single, unexpected CPO that can be linked to only one hypothesis 
can therefore be more valuable than a large number of CPOs that offered 
few surprises to collect in the first place.  
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  Four types of tests 

 The emphasis of a Bayesian logic of causal inference is linked with another 
central argument that builds on a two-by-two typology of hypotheses tests 
(Bennett 2010; Collier 2010; Van Evera 1997, 30–2). The first dimension is 
called  certitude  or  certainty , which is equivalent to the conditional likelihood 
of finding a proposition confirmed (see Chapter 3). The more likely it is to 
gather a specific observation in the selected case, the higher is the certainty 
of the prediction. The second dimension is labeled  uniqueness  and captures 
whether a prediction is made by one or multiple hypotheses. 

 To exemplify the meaning of the dimensions, consider two well-known 
hypotheses from the field of welfare state research. The compensation 
hypothesis predicts that spending increases with an increasing degree of 
economic openness. On the other hand, the efficiency hypothesis claims 
that spending decreases with increasing openness (Obinger et al. 2010, 
chap. 1). It follows that both hypotheses make unique predictions about 
the way in which globalization affects spending. The constellation is 
different when one tests the compensation hypothesis against the prop-
osition that left-wing governments are more frequently associated with 
higher levels of spending than are right-wing governments. If one were to 
compare two cases, one with a closed economy and a right-wing cabinet 
and one with an open economy and a left-wing government, the compen-
sation hypothesis and government ideology hypothesis lack uniqueness 
because both predict low spending in the first case and high spending in 
the second. 

 If one treats the criteria of certainty and uniqueness as dichotomous, one 
obtains the four types of tests that are presented in Table 8.1.  2   Each test 
has different implications for the hypothesis under scrutiny, depending on 
whether it passes or fails the test. In relation to this point, the typology 
was recently amended by specifying whether a criterion is necessary or 
sufficient for inferring causation after a test has been successful (Bennett 
2010, 210–11). Certainty is related to necessary criteria for causal inference, 
while uniqueness is tied to sufficient criteria. High certainty is argued to 
be necessary, while low certainty is nonnecessary for inferring causation. 
Correspondingly, high uniqueness is sufficient and low uniqueness insuffi-
cient for causal inference. The four types of tests and the criteria of necessity 
and sufficiency are now clarified step by step.      

 The weakest of all tests is the  straw-in-the-wind test  because it is marked by 
low uniqueness and low certainty. A passed test is not sufficient for infer-
ring causation because at least one other proposition is confirmed as well 
because of low uniqueness. Similarly, a successful test is not necessary for 
inferring that the hypothesis could be correct because certainty was low 
and failure to be expected. If a proposition fails a  hoop test , the information 
gained is of particular value because it provides an unexpected outcome 
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equivalent to a failed most-likely test. Since it is necessary for a hypothesis  
to master a test with high certainty, failure allows it to infer with a high 
degree of confidence that the hypothesis is incorrect. On the other hand, 
passing the test is not sufficient for inferring causation because, again, at 
least one other proposition receives empirical support as well. 

  Smoking gun   tests  have high inferential value if the hypothesis can be 
confirmed because this is equivalent to a passed least-likely test. Moreover, 
the discriminatory power of this test is high because of its high uniqueness, 
which is equivalent to a sufficient criterion for causal inference. On the 
other hand, a negative test constitutes a failed least-likely test and offers 
few interesting insights, which is the reason that passing a smoking gun 
test is not necessary for inferring causation. Tests of the doubly decisive 
type are deemed to be the most powerful ones (Bennett 2010, 210–11; Van 
Evera 1997, 31–2). They combine the beneficial features of a hoop test and a 
smoking gun test and have relatively strong theoretical implications in the 
face of a failed and passed most-likely test alike. For this reason, passing a 
doubly decisive test is necessary and sufficient for inferring that a hypoth-
esis is correct. 

 The four types of tests are mostly discussed in the context of process 
tracing and hypotheses tests (Bennett 2008, 2010; Collier 2010). This is a 
legitimate level of analysis for the tests but unnecessarily limits the value 
of the typology. There is nothing that speaks against its extension to the 
cross-case level because one can equally well determine the certainty and 
uniqueness of cross-case and within-case hypotheses.  3   For this reason, the 
subsequent discussion of frequentist and Bayesian causal inference is not 
specifically limited to process tracing and the within-case level. 

 In the next sections, I take an integrated perspective on causal inference 
and reconsider the two major lines of reasoning reviewed in this section. 
First, I deal with the implications of the confirmation of a unique prediction 
and then turn to the criterion of certainty in the context of a more general 
discussion of Bayesian causal inference.   

 Table 8.1     Types of hypothesis tests and causal inference 

 Certainty  
(necessary for inferring causation)

 High (Yes)  Low (No) 

  Uniqueness  
(sufficient for inferring 
causation)  
 

  High  
(Yes) 

Doubly decisive 
test

Smoking gun test

  Low  
(No)  

Hoop test 
Straw-in-the-wind 
test 
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  8.2 Uniqueness v. contradiction 

 Supposedly, a doubly decisive test has the highest inferential leverage of 
all four types. Failure disconfirms a hypothesis, whereas a successful test 
confirms this proposition and disconfirms all others (Bennett 2008, 711; 
Van Evera 1997, 30–2). In this section, it is maintained that this holds 
true only if two hypotheses make exactly the opposite prediction, which 
is fundamentally different from making two unique but complementary 
predictions. For instance, when two hypotheses center on the same outcome, 
contradictory predictions imply that the outcome of interest is attributable 
to  monocausation  because there is only one case related to the outcome (for 
a more detailed discussion, Rohlfing 2012). When two hypotheses make 
unique predictions on Y that are not contradictory, the could be character-
ized by  equifinality  in most fields of the social sciences, this is a much more 
defendable assumption than monocausation (Bennett and Elman 2006, 
457; Mahoney 2007b, 135). 

 This line of reasoning can best be illustrated with an example. Imagine 
that you are interested in the determinants of high welfare state spending 
and test the compensation hypothesis against a left-wing government 
hypothesis.  4   The former predicts that high openness produces high spending 
because the government aims to compensate the losers from globalization, 
whereas the latter stipulates that left-wing governments use ideological 
reasons to account for high spending. You choose a country that is a most-
likely case for both propositions, that is, one that has an open economy and 
a left-wing government and is characterized by other factors rendering the 
outcome most likely to occur. 

 For purposes of illustration and without loss of generality, I focus on only 
one observable within-case implication of each hypothesis in the following. 
The implication of the compensation hypothesis is that members of the 
cabinet justify the high level of spending with the need to do something for 
those constituents who suffer as a result of globalization. In respect to the 
left-wing government hypothesis, you expect statements from the members 
of the cabinet that emphasize the benefits of big government on the basis 
of ideological principles. Both predictions are unique in that the selected 
country constitutes a doubly decisive test for both hypotheses owing to 
high uniqueness and high certainty. In the empirical analysis, you begin 
with the collection of multiple, unambiguous CPOs from internal docu-
ments, secondary sources, interviews, and newspapers, all of which turn out 
to be in line with the compensation hypothesis. 

 What can we now infer from the collected CPOs? Evidently, it is justi-
fied to conclude that the compensation hypothesis is found confirmed. In 
light of the current interpretation of the doubly decisive test, it is possible 
to infer something about the left-wing government hypothesis as well. 
The doubly decisive test implies that one observation is doubly decisive 
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because it confirms one hypothesis while, at the same time, it disconfirms 
another. As regards the example, the confirmation of the compensation 
hypothesis allows one to disconfirm the left-wing proposition  without  
having analyzed it empirically. Certainly, there are good reasons that one 
might be reluctant to drop a hypothesis without an empirical analysis. 
However, it should be noted that this is a direct consequence of the claim 
that one piece of evidence simultaneously entails implications for two 
hypotheses. 

 Reluctance to dismiss a hypothesis on the basis of evidence tied to another 
hypothesis is well founded because the confirmation of a unique prediction 
is not automatically the same as disconfirming competing propositions. 
This argument can be illustrated with the empirical example at hand. The 
hypothesis that economic openness produces high spending as a means of 
compensating employees does not deny that other conditions, such as a left-
wing government, bring about the same outcome for different reasons. The 
compensation hypothesis makes a specific prediction about why spending 
increases in response to globalization and, at the same time, allows for the 
presence of other causes, that is, equifinality is possible. 

 At this point, it is useful to return to the exposition of causation in Chapter 
2. The compensation hypothesis assigns the government’s aim to compen-
sate employees the status of a sufficient condition. Sufficiency hypotheses 
are concerned only with the consequences of the hypothesized condition 
and do not rule out that other conditions or conjunctions can produce the 
same outcome. If the compensation hypothesis were to make an exclusive 
causal claim, it would have to read ‘countries have high spending  if and only 
if  they aim to compensate employees for the pressure from globalization’. 
This proposition would claim that compensatory aims are a necessary and 
sufficient condition for high spending, which means assuming monocau-
sation.  5   The compensation hypothesis and, in fact, most hypotheses do not 
make exclusive causal claims. One therefore does harm a hypothesis if one 
takes confirming evidence for this proposition as contradictory evidence for 
others (see Rohlfing 2012). 

 The fallacy of the doubly decisive test becomes further apparent when 
taking into account the left-wing government hypothesis. In the empir-
ical example, I assumed that one first collected evidence for the compen-
sation hypothesis, with the consequence that the left-wing government 
proposition was rejected without having been examined at all. Imagine 
now that you first test the government hypothesis and that all collected 
causal process observations clearly confirm it. In the conventional reading 
of the doubly decisive test, a successful test now prompts one to reject 
the compensation hypothesis. Evidently, the conclusions that one draws 
should not depend on the order in which one examines hypotheses, 
thereby demonstrating that the doubly decisive is not doubly decisive. In 
the first place, the confirmation of a unique prediction is neither more nor 
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less than a confirmation of a unique prediction and thus does not entail 
consequences for other hypotheses. 

 While the doubly decisive test does not actually capture what it is purported 
to capture, the idea of disconfirming one hypothesis by confirming another 
is appealing and, in fact, can be incorporated in the typology presented 
above. In order to do so, it is necessary to add a third dimension called 
 'contradiction'  or 'mutual exclusiveness' to the typology. The  dimension 
contradiction captures whether the implication of one hypothesis is 
directly contradicted by another proposition. A straightforward cross-case 
example for a contradiction can be found in the efficiency and compensa-
tion hypotheses because they predict exactly the opposite development of 
welfare state spending as a consequence of globalization. According to the 
efficiency hypothesis, spending should decrease, whereas the compensation 
hypothesis predicts that it increases.  6   In this instance, finding confirma-
tory evidence for one hypothesis automatically refutes the other because 
only one can be accurate. This differs from the previous example, in which 
the compensation hypothesis and left-wing hypothesis predicted the same 
outcome but for different, nonexclusive reasons. 

 If one expands the typology by adding the dimension contradiction, 
one obtains a typology with three dimensions, each of which is binary – 
certainty is high or low, uniqueness is high or low, and contradictions are 
either present or absent. There are various ways to rank the eight types of 
tests that result from the intersection of the three dimensions, depending 
on the weight that one attaches to each of the three criteria. I refrain from 
discussing possible rankings here and leave it to the reader to identify the 
type of test that fits the respective research interest most. 

 In concluding the discussion of uniqueness, one may wonder whether it 
is really necessary to make the neat two-by-two typology more complex by 
doubling the number of possible types. The previous discussion should have 
demonstrated that it is highly recommended. One could leave the typology 
as it stands and interpret the criterion of uniqueness properly, namely that 
evidence in line with a unique implication confirms one and only one 
hypothesis. Yet it was demonstrated that unique implications cover two 
subtypes: unique and contradicted implications and unique and noncontra-
dicted ones. Since contradictions have important consequences for causal 
inference, they are better brought to the forefront by creating a dimension 
of their own and increasing the number of possible tests to eight.  

  8.3 Frequentism and Bayesianism: friends or foes? 

 The discussion of Bayesian causal inference requires an initial considera-
tion of the relation between frequentism and Bayesianism.  7   The common 
ground for this is provided by Figure 8.1. It provides a stylized presenta-
tion of the research process differing from that in Chapter 1. Figure 8.1 
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emphasizes those aspects of a case study that are more closely related to 
causal inference and notes for each step of the process whether the relevant 
criterion is frequentist or Bayesian. 

 The process starts with the formulation of a working hypothesis, that is, a 
hypothesis one wants to examine empirically. A hypothesis (represented by 
 H  in the following) can cover predictions on correlational and set-relational 
cross-case patterns and/or on causal mechanisms and causal processes that 
one expects to observe in a single case study or in a comparative case study 
(see Western 2001). Altogether, this means that Bayesian causal inference 
does not face any constraint in qualitative case studies. 

 A Bayesian perspective on case studies additionally mandates it to deter-
mine the  prior probability  that the hypothesis is true (step 1.a in Figure 8.1). 
The probability is abbreviated  p(H)  and is in the following also referred to 
as the  ex ante  likelihood or simply the  prior . The likelihood must be derived 
from the existing state of theory and empirical research, which is not always 
an easy endeavor. As regards the democratic peace hypothesis, for example, 
the specification of the prior is not so difficult because one can be rather 
confident that two democracies do not fight each other. The corresponding 
 ex ante  likelihood thus can be fixed at, say, 0.95. The probability that the 
working hypothesis is wrong is captured by the null hypothesis. It is referred 
to as  ~H  (~ denoting ‘not’) and is linked to a probability of  p(~H) , which 
simply is 1− p(H) . 

 In the second step, one specifies as many observable implications as 
possible that should be found confirmed if the working hypothesis is true 
(George and Bennett 2005, chap. 10; King et al. 1994, chap. 1; Lave and March 
1975). This criterion is good practice in empirical research and a frequentist 
one because the more observable implications one can specify, the higher 
the leverage of the hypothesis is and the easier it is to find disconfirming 
evidence. In general, an observable implication can refer to the predicted 
cross-case score of the outcome or cause of interest or to auxiliary implica-
tions that are located on either the cross-case or the within-case level (see 
below and Mahoney 2010).      

 The third step involves case selection, which is distribution based in 
frequentist case studies and theory based in Bayesian research. As regards 
the latter, I explained in Chapter 3 that the choice of a case influences the 
conditional likelihood of finding evidence (abbreviated  E ) that confirms 
an observable implication. This element was formally captured by  p(  E|H &  
 case) , where ‘case’ emphasizes the salience of the selected case for Bayesian 
causal inference and represents case-specific features that are relevant 
against the backdrop of the working hypothesis. The evidence  E  does not 
refer to any kind of empirical insight, but specifically means evidence that 
confirms the working hypothesis. As a consequence, it is also possible to 
gather evidence that is in discord with the working hypothesis, denoted by 
 ~E  in the following. Step four comprises the collection of as many CPOs as 
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possible. The rationale for this frequentist criterion is that causal inferences 
are the more compelling the larger the number of CPOs on which they rest 
(Thies 2002). 

 From stage five onward, one is working backward from the gathered 
evidence to the hypothesis of interest. In step five, one subsumes the 
individual CPOs under the previously specified observable implications 
or, if this is not possible for all CPOs, relates them to constructs one has 
not considered prior to the empirical analysis (Adcock and Collier 2001). 
Again, the criterion for this step is frequentist, as it is more compelling to 
argue that an observable implication is found confirmed the more CPOs it 
subsumes. The sixth stage captures the generation of the inference that the 
hypothesis has empirical resonance or not.  8   It follows from the previous 
step that the guideline here is frequentist; the more observable implications 
that are found confirmed and the more CPOs previously subsumed under 
each implication, the more solid the inference. 

 Figure 8.1 shows that frequentist case studies are complete after the sixth 
step. On the basis of the evidence, one infers whether the hypothesis is true 
or not and concludes the case study. In contrast, Bayesian case studies call 
for two additional steps. In step seven, one calculates the  posterior probability  
that the hypothesis is true, conditional on the collected empirical evidence 
that was previously subsumed under observable implications. This is also 

1a. Specify priors that working
hypothesis is true and wrong

2. Specify as many observable
implications as possible

7. Derive posterior that the working
hypothesis is (not) true

Bayesian

3. Distribution-based
case  selection

5. Infer that observable implications
are (not) confirmed

4. Collect as many CPOs as possible for each observable implication

6. Infer that the hypothesis is
(not) confirmed

8. Derive ratio of posteriors of null
and working hypotheses1. Formulate working hypothesis

Frequentist

Frequentist

Frequentist

3. Theory-based
case  selection

Bayesian

Frequentist

Frequentist

Frequentist

Frequentist

Bayesian

Bayesian

 Figure 8.1      Th e research process and frequentist and Bayesian causal inference  
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called the  posterior  or  ex post  likelihood, formally denoted by  p(  H|E)  and 
calculated with Bayes’ theorem in ways elaborated below in the context of 
an example. The formal representation of the posterior, which is standard 
Bayesian notation, directly relates the evidence to the Bayesian updating of 
confidence in a hypothesis. However, steps five and six show that it is not 
possible to move directly from the collection of observations to Bayesian 
causal inference. Observations do not speak for themselves (Bartelborth 
2004) but make sense only when they are tied to observable implications, 
covered in step five in Figure 8.1. Observable implications are in turn closely 
related to a hypothesis that is evaluated in step six in light of what was 
produced in the fifth step. Only after this has been done is it possible to 
update confidence in the working hypothesis by determining its posterior 
likelihood. One can therefore focus on the posterior  p(  H|E)  only after estab-
lishing that the collected observations confirm or do not confirm an observ-
able implication. In looking at a piece of evidence, the question one needs to 
answer is if this observation is, formally seen, of type  E  or  ~E . If this is not 
done prior to the actual generation of causal inferences, we simply would 
not know whether the relevant posterior is  p(  H|E)  or  p(  H|~E) . 

 Finally, step eight concerns the calculation of the posterior probability 
that the null hypothesis is true  relative  to the posterior probability that the 
working hypothesis is true. This final step is important because, as is illus-
trated below, the mere change of confidence as it is expressed in the differ-
ence between the prior and the posterior might give misleading impressions 
about how much trust we should, in fact, have in the hypothesis. 

 With respect to the topic of this section, the relation between frequentism 
and Bayesianism, the previous discussion yields two insights. First, it is 
possible to run a self-contained frequentist case study void of any elements of 
Bayesianism allowing one to communicate levels of confidence in a hypoth-
esis. Second, Bayesian case studies do involve elements of frequentism. A 
good Bayesian case study takes full recognition of its frequentist elements 
in order to strengthen causal inference and to avoid falling prey to pitfalls 
that exist if one pits frequentism and Bayesianism against each other and 
treats them as mutually exclusive. In this sense, the Bayesian and frequentist 
logic of causal inference are more friends than foes. In order to highlight 
potentials pitfalls and flesh out the scheme in Figure 8.1, I will now use 
the compensation hypothesis of welfare state research as an example in the 
context of a general exposition of Bayesian causal inference.  

  8.4 Bayes’ theorem: from prior to posterior confidence 

  Bayesian case studies: an example 

 The compensation hypothesis predicts that the government opts for a high 
level of spending in order to compensate those who have suffered losses 
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owing to globalization and to reassure those employees that feel economi-
cally insecure (Walter 2010).  9   Political actors opt for high welfare spending 
in order to secure the political support of workers and labor unions and 
other interest groups as they will benefit from a large welfare state. In the 
following, the compensation hypothesis is specifically referred to as  C . In 
this example, I assume that the state of theory justifies the attachment of a 
prior probability –  p(C)  – of 0.5 to the compensation hypothesis. This auto-
matically implies that the null hypothesis –  p(~C) –  has a probability of 0.5 
as well. Substantively, this means that one is uncertain about the veracity 
of the compensation hypothesis because one considers it as likely to be true 
as it is to be untrue. 

 In the second step, one derives as many observable implications as 
possible that lend credence to the claim that compensatory aims drive high 
spending. Since this example is illustrative, I limit this step to the specifica-
tion of two observable implications. The first implication is that representa-
tives of the government meet regularly with labor unions as the unions 
represent the employees that are harmed or fear harm from globalization. 
The labor unions can signal to the government what their members expect 
from the government, while the government can in turn communicate vis-
à-vis the labor unions what it intends to do and try to gain union support 
for its policy-making activities. The second observable implication is related 
to the government’s rhetoric. If the government perceives that economic 
openness contributes to actual and perceived economic insecurity, it can 
try to gain credit among the electorate by making clear that it cares about 
the concerns of employees and intends to guarantee a high level of welfare 
provision. 

 In step three, one selects a least-likely case for the compensation hypoth-
esis. With respect to the implications, a least-likely case would be a country 
with a right-wing government. Right-wing governments, it can be argued, 
are least likely to cooperate with labor unions and least likely to adopt a 
rhetoric that endorses high welfare state spending. The choice of a least-
likely case makes it possible to specify the conditional prior likelihood of 
finding both observable implications confirmed, given the theory-related 
features of the selected case and the prior probability that the compensation 
hypothesis is true (see Chapter 3). For purposes of presentation, I simply 
assume that the conditional likelihood  p(  E|C &   case)  can be set at 0.3. This 
implies that the likelihood p(~E|C & case) is 0.7. 

 The empirical analysis in step four then serves to collect CPOs for each of 
the observable implications. As regards the expectation that the government 
meets with labor unions, possible CPOs are newspaper articles reporting that 
meetings took place; protocols from multiple meetings demonstrating that 
the government and the unions talked about the proper response to globali-
zation pressures; protocols revealing that the government would appreciate 
the support of labor unions at the next election; and so on. Concerning the 
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government’s rhetoric, CPOs consist of the analysis of multiple statements 
addressed to different audiences. If one would only examine a campaign 
speech of a party’s leading candidate, one could dismiss the rhetoric as 
strategic and lip service. However, the claim that the candidate is indeed 
in favor of high spending in order to gather support of workers and labor 
unions gains credibility if he or she makes similar statements in closed-door 
meetings with other members of the party elite, vis-à-vis party delegates at 
a convention, and so on. 

 After having collected the CPOs, step five requires one to assign each 
observation to one of the two observable implications. The more CPOs 
belong to one of the implications, the easier it is to claim that one has gath-
ered predicted evidence of the type  E  and that the implication has empirical 
resonance. This argument runs counter to the assertion that a single obser-
vation may suffice to strongly confirm a hypothesis (Beach and Pedersen, 
2012; Bennett 2008, 711; 2010, 209). The rationale for the assertion that 
more CPOs are better than fewer is twofold. 

 The first is epistemological because reliance on just one or a few CPOs 
ignores the source coverage problem. For reasons detailed in Section 7.1, it is 
not appropriate to base causal inferences on a single causal process observa-
tion regardless of how theoretically improbable it is to make. Assume that 
you interview a leading conservative politician from a party that is not 
known for caring about those who incur loss from globalization. He gives 
you a statement: ‘ We keep   welfare state spending at high levels because   we want 
to compensate the losers from globalization and hope for their political support 
in the future ’ . Would you discontinue the empirical analysis after one inter-
view because this statement fully confirms your hypothesis? You should not 
because the politician may have cause to conceal the true reasons for high 
welfare state spending (Bennett 2010, 219), which is a threat to causal infer-
ence unrelated to the status of a case as a least-likely or most-likely case. 

 Second, the case study literature usually casts the importance of the 
probative value of CPOs by comparing one or a few unexpected CPOs with a 
large number of observations having a high certainty (Bennett 2008). If the 
contrast is like this (ignoring the source coverage problem for a moment), 
one can contend that the unlikely observations are more valuable. However, 
the picture changes when one compares a case study that is built on a small 
number of unexpected CPOs with an analysis that draws on the same CPOs 
 plus  additional ones. Regardless of the degree to which one expects to collect 
these observations, the second case study is more convincing than the first 
one because the empirical basis is more solid. For these reasons, one should 
not play the certainty of an observation off the number of predictions and 
should always try to find additional CPOs that all lend credence to the same 
prediction.  10   

 After having subsumed the collected CPOs under observable implications, 
step six involves their consideration in total so that one can infer whether 
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the working hypothesis is accurate or not. For the empirical example, this 
involves the determination of whether both observable implications have 
empirical resonance, highlighting that the relevant criterion is one of 
frequentism. The specification and confirmation of two predictions makes 
it easier to conclude that the compensation hypothesis is correct than does 
the analysis of only one of the two. While a purely frequentist case study 
would stop here, Bayesian research requires two additional steps. Because 
of their centrality for Bayesian causal inference, they are addressed in turn 
in two separate sections. The steps include the calculation of the posterior 
probability that the hypothesis is correct and the assessment of this prob-
ability in light of the posterior probability that the null hypothesis is true.  

  From prior to posterior confidence: invoking Bayes’ theorem 

 For a demonstration of Bayes’ theorem with the empirical example, assume 
one infers that the evidence supports the compensation hypothesis and that 
the relevant posterior is  p(  H|E) . This means we are interested in the poste-
rior probability that the compensation hypothesis is true on the basis of the 
gathered evidence. The question now is how can we use the information we 
have to determine the  ex post  confidence in the hypothesis? The answer to 
this question lies in Bayes’ theorem, which requires only three probabili-
ties as inputs, two of which have already been introduced above.  11   The first 
input is the prior probability  p(C)  that the compensation hypothesis is true. 
The second ingredient is the conditional likelihood  p(  E|H &   case)  of finding 
specific observable implications conditional on  p(C)  and the theory-specific 
features of the selected case. Third, one also needs an estimate for the condi-
tional likelihood of gathering observable implications if the working hypoth-
esis is wrong, captured by  p(  E|~C &   case) . The latter requirement is interesting 
because Bayesian case studies force one to generate expectations about the 
likelihood of collecting specific observations if the working hypothesis is 
incorrect (Howson and Urbach 2005, 20–1). These ingredients permit the 
calculation of the posterior likelihood  p(  C | E)  by the following formula:  12         

 Complicated as the theorem may seem at first glance, it is straightfor-
ward when presented in the form of 2 × 2 tables. Table 8.2 tabulates the 
compensation hypothesis and null hypothesis – captured by the two 
columns – against the possibility of gathering and not gathering supportive 
evidence – included by the two rows. The level of prior confidence in the 
compensation hypothesis is the marginal probability of the left column. 
The likelihood that the proposition is true and not true must add up to 1, 

   p(C|E) = p(E|C&case) * p(C)              (8.1)
p(E|C&case) * p(C) + p(E|~C&case) *p(~C)
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meaning that a prior  p(C)  of 0.5 implies a prior of 0.5 for the null hypoth-
esis –  p(~C)  – as well. In Table 8.2, this likelihood is the marginal probability 
of the right column. 

 The upper-left cell denotes the probability of confirming the observable 
implications if the compensation hypothesis is true and given the selected 
case. The probability  p(  E|C &   case)  is set to 0.3 for this example (see above). 
Consequently, the likelihood  p(  ~E|C &   case)  of not gathering the expected 
observations when the hypothesis is correct is 0.7, which is captured by the 
lower-left cell.  13        

 The probability of finding the observable implications confirmed if 
the null hypothesis is true is captured by the upper-right cell. This likeli-
hood is fixed at 0.2 for the empirical example. The reason that  p(  E|~C &  
 case)  is smaller than  p(  E|C &   case)  but larger than 0 is as follows. The prob-
ability of finding the expected implications confirmed if the compensa-
tion hypothesis is wrong is lower because political actors do not respond 
to demands for higher spending by globalization losers. A case with a 
conservative government in place has a small likelihood of supporting 
the observable implications because globalization losers do not tend to be 
among the constituency of conservative parties. Still, it holds that, when 
the compensation hypothesis is true, a conservative government should be 
more likely to conform to the theoretical expectations when it cares about 
globalization losers, compared with a situation in which it is indifferent to 
them (that is, the compensation hypothesis is wrong). At the same time, 
the probability  p(  E|~C &   case)  is not equal to zero because it is not entirely 
impossible that a conservative government uses welfare state policy for the 
compensation of globalization losers in some cases. For these two reasons, 
in this example, the likelihood of gathering expected evidence, even if 
the compensation hypothesis is wrong, lies between the other conditional 
probability and zero. 

 Table 8.2     Prior probabilities for empirical example 

 Compensation hypothesis 

 True  
(C)

 Not true  
(~C)

Collected 
evidence

  Supportive  
 (E) 

0.3 
p(E|C & case)

 0.2 
 p(E|~C & case) 

  Not supportive  
 (~E) 

 0.7 
 p(~E|C & case) 

 0.8 
 p(~E|~C & case) 

 0.5 
 p(C) 

 0.5 
 p(~C) 
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 The formula for Bayes’ theorem now permits us to estimate the posterior 
probability that the compensation hypothesis is true, given that there is 
supportive evidence for this proposition. Plugging the values from Table 
8.1 into the formula produces the posterior likelihoods in the upper row of 
Table 8.2. The posterior probability  p(  C|E)  that the compensation hypothesis 
is true is 0.6. In other words, the new empirical evidence leads us to have a 
confidence of 60 percent that the compensation hypothesis is true. On the 
other hand, we still attach a probability of 40 percent to the null hypothesis 
that the compensation hypothesis is wrong. Although we assume that the 
evidence is favorable and that the posteriors in the upper row matter, for 
reasons of comprehensiveness, the lower row of Table 8.3 also presents the 
posteriors for a case study where the working hypothesis was not confirmed 
by the evidence . If the collected CPOs had not supported the compensation 
hypothesis, the corresponding posteriors  p(  C|~E)  and  p(  ~C|~E)  would have 
been 0.47 and 0.53, respectively.      

 The illustrative application of Bayes’ theorem produces an interesting 
insight because the posterior probability that the compensation is true is 
only 0.6, that is, ten percentage points higher than the prior. This point is 
important to emphasize because the case study is a least-likely test with a 
conditional likelihood of just 0.3. According to our intuition and common 
arguments about least-likely tests, mastering a difficult empirical test should 
leave us with a higher posterior than 0.6. This finding casts doubt on the 
advice to choose least-likely cases for process tracing, as passed least-likely 
tests, it is argued, yield substantial inferential leverage (Levy 2008, 12). The 
modest increase in our confidence can be understood by taking a closer 
look at how Bayes’ theorem and Bayesian causal inference works, which, in 
particular, demands a discussion of the role played by the conditional likeli-
hood  p(  E|~C &   case)  in the next section.  

 Table 8.3     Posterior probabilities for empirical example 

 Compensation hypothesis 

 True  
(C)

 Not true  
(~C)

Collected evidence

  Supportive  
 (E) 

0.6
p(C|E)

 0.4 
 p(~C|E) 

  Not supportive  
 (~E) 

 0.47 
 p(C|~E) 

 0.53 
 p(~C|~E) 

 0.5 
 p(C) 

 0.5 
 p(~C) 
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  Priors, posteriors, and the likelihood ratio 

 The small increase in confidence after a passed least-likely test can be clari-
fied by a reconsideration of Bayes’ formula and the logic of Bayesian causal 
inference. The denominator includes probabilities related to the working 
hypothesis and the null hypothesis, suggesting that the key to the puzzle 
lies in the conditional likelihood  p(  E|~C &   case).  In the empirical example, 
the probability is set at 0.2 and is thus only slightly smaller than the corre-
sponding probability of the compensation hypothesis. Theoretically, if the 
compensation hypothesis is true, it would be deemed more likely, but not 
by much, that one will find supportive evidence than if it is false. Now that 
process tracing yields CPOs that are in line with the observable implica-
tions, the question is what to infer about the compensation hypothesis  and  
the null hypothesis in light of the collected evidence. 

 Given the parameters of the empirical example, it is natural that we would 
have more confidence in the hypothesis that was more likely to hold true 
 ex ante  and less trust in the proposition that was deemed to be less likely to 
be valid prior to the empirical analysis. However, there is no reason to be 
overly confident in the compensation hypothesis after the empirical anal-
ysis because it was only somewhat more likely to be true  ex ante  compared 
with the null hypothesis. It is then logical to attach a higher posterior confi-
dence to the compensation hypothesis than the null hypothesis but to keep 
the difference between the posteriors within limits. 

 This informal reasoning about the role of the conditional likelihoods 
 p(  E|C &   case)  and  p(  E|~C &   case)  can be underpinned with a formal treat-
ment of what is known as the likelihood ratio. The central idea behind the 
application of Bayes’ theorem is to know how likely it is that the working 
and the null hypothesis are correct. In the example, both probabilities 
add up to one because they are conditioned on the inference that one has 
gathered supporting evidence  E . It is thus possible to build the ratio of the 
posteriors of the null and of the working hypothesis in order to determine 
how likely the former is correct relative to the latter (Abell 2009a). When it 
is feasible to build the ratio of posteriors, it is equally possible to bring the 
two formulas for the respective posteriors into relation. Formally, it then 
holds:  14        

 The ratio of the prior conditional likelihoods –  p(  E|~C &   case)/  p(  E|C &   case)  – 
is known as the likelihood ratio.  15   The likelihood ratio expresses the change 

   p(~C|E)
 =

p(E|~C&case)
*

p(~C)                      (8.2)

   p(C|E) p(E|C&case) p(C)
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in the priors that is brought about by the confirming empirical evidence. If 
the priors are equal – that is, p(C) = p(~C) = 0.5 – our posterior confidence 
in the null and working hypotheses is therefore driven only by the likeli-
hood ratio.  16   The importance of the likelihood ratio is readily illustrated 
with the empirical example. In the above empirical example,  p(  E|C &   case)  
and  p(  E|~C &   case)  equal 0.3 and 0.2, respectively, and produce a likelihood 
ratio of about 0.67. This factor tells us  in advance  of the empirical analysis 
that the relative posterior confidence in the null and working hypotheses 
will be 0.67, as well, when we can find confirming evidence. In fact, the 
posterior is 0.4 for the null hypothesis and 0.66 for the working proposition, 
which yields a ratio of 0.67. 

 The illustration of the likelihood ratio points to one instrument with 
which one can influence the inferential leverage of a Bayesian case study. 
This instrument is related to case selection and qualifies the intuition and 
current recommendations that govern the choice of most-likely and least-
likely case in theory-based case selection (see above and Chapter 3). The 
previous discussion shows that the larger the conditional probability of the 
working hypothesis  relative  to the null hypothesis, the smaller the likeli-
hood ratio is and the greater the confidence in the working hypothesis 
following a successful test. 

 A least-likely case for the working hypothesis can meet this criterion but 
only if the conditional likelihood of the null hypothesis is much smaller. 
Similarly, a most-likely case for the working hypothesis offers consider-
able inferential leverage only when the conditional probability of the null 
proposition is smaller. Thus, the general guideline for Bayesian case studies 
and theory-based case selection is to  maximize  the difference between the 
conditional likelihood of the working proposition and the null hypothesis. 
A case study for which the conditional likelihoods are 0.9 and 0.5 entails 
more leverage than an analysis with probabilities of 0.3 and 0.1, respec-
tively, though the latter case study would be preferred if one were simply 
looking for a least-likely case. 

 The discussion of the likelihood ratio has two more implications for 
causal inference. First, there is no rationale for doing a case study in which 
the prior conditional likelihoods are both 0.5. The likelihood ratio is 1 
in this instance, and the ratio of the posteriors is equal to the ratio of 
priors. Such a case study therefore does not change anything about our 
confidence in the hypotheses. Second, the importance of the null hypoth-
esis puts into the perspective the claim that high certainty is sufficient 
for causal inference and that low certainty is insufficient (see above and 
Bennett 2010). This perspective is misleading because the conditional like-
lihood of the null hypothesis must be considered as well. Both high and 
low certainty can be sufficient for affirmative causal inference provided 
that the null hypothesis is much less likely to be found confirmed given 
the selected case. 
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 Having addressed the role of Bayes’ theorem and the likelihood ratio in 
determining the  ex post  confidence in hypotheses, the next question is: 
what to do with the posteriors of the working hypothesis and the null? 
Should we accept the working hypothesis as correct when the posterior is 
larger than the prior? Or should we consider a hypothesis to be correct only 
if the posterior reaches a certain threshold? In providing answers to these 
questions, the following section shows that it is again necessary to take an 
integrated perspective on the working proposition and the null.   

  8.5 Bayes factor: relative posterior confidence in hypotheses 

 In a Bayesian framework, the  ex post  assessment of the working hypothesis 
can be based on the ratio between the posterior likelihood that the null 
hypothesis is true and the posterior likelihood that the working hypothesis 
is true. This is known as Bayes factor and applied to the empirical example, 
the ratio reads:    

 As explained previously in the discussion of the likelihood ratio, the 
ratio for the empirical example is 0.67 (0.4/0.6). This means that, given the 
parameters of the case study and the collected evidence, our ex post confi-
dence in the working hypothesis is 1.5 (1/0.67) times greater than our trust 
in the null hypothesis. As is the case with many numeric criteria, there are 
no unequivocal guidelines for the interpretation of such figures and Bayes 
factor more generally. The literature on Bayesian causal inference  developed 
conventions about how to interpret the ratio (Jeffreys 1961). A scheme 
commonly used in Bayesian research is depicted in Table 8.4.  17        

 Table 8.4     Interpretation of ratio of posteriors 

Range of ratio of posteriors Interpretation

 > 100 
 100 – 30  
 30 – 10 
 10 – 3 
 3 – 1 
 1 
 1 – 1/3 
 1/3 − 1/10 
 1/10 − 1/30 
 1/30 − 1/100 
 < 1/100 

 Extreme evidence for null hypothesis 
 Very Strong evidence for null hypothesis 
 Strong evidence for null hypothesis 
 Substantial evidence for null hypothesis 
 Anecdotal evidence for null hypothesis 
 Inconclusive evidence 
 Anecdotal evidence for working hypothesis 
 Substantial evidence for working hypothesis 
 Strong evidence for working hypothesis 
 Very strong evidence for working hypothesis 
 Extreme evidence for working hypothesis 

      p(~C|E)

      p(C|E)
(8.3)
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 The table shows that inferences are based on ordinal categories and that 
the smaller the ratio, the more favorable the evidence is for the working 
hypothesis. The Bayes factor of our empirical example, 0.67, falls into the 
category of ‘anecdotal evidence for the working hypothesis’. Although the 
empirical insights favor the working proposition over the null, the scheme 
tells us that the difference in the posteriors is barely worth mentioning. This 
is different when the posterior of one hypothesis is 0.75 or larger, as the ratio 
then becomes larger than 3 or smaller than 1/3, depending on whether the 
posterior of 0.75 is attached to the null or to the working hypothesis. 

 On a more general level, the scheme emphasizes that information about 
the mere change in the confidence of a hypothesis conveys little relevant 
information. For example, confidence in the working hypothesis increases 
by 0.15 points and 150 percent if the prior is 0.1 and the posterior 0.25. 
Although impressive, one should not lose sight of the fact that the posterior 
confidence in the null is 0.75 in this hypothetical example. This means 
that the null is still three times more likely to be true after the empirical 
analysis and that the case study yields substantial evidence  in favor of the 
null hypothesis. 

 A final note on comparative hypothesis testing is in order, that is, case 
studies that test two substantive hypotheses, as was the case with the 
compensation and left-wing government hypothesis in the empirical 
example. When Bayes’ formula is invoked, as was done in this chapter, a 
working hypothesis is always tested against the null to determine whether 
the former is wrong. If two hypotheses make predictions that are not mutu-
ally exclusive, one has to apply Bayes’ theorem, as it was introduced above, 
to each proposition separately. The efficiency hypothesis and the compen-
sation hypothesis of welfare state research are examples of mutually exclu-
sive hypotheses. The latter predicts that high economic openness leads to a 
high level of welfare expenditure, while the former predicts that globaliza-
tion is a cause of low spending.  18   Only one of the hypotheses can be correct, 
which means that an increase in the confidence of one proposition auto-
matically comes at the expense of a decrease in confidence in the other 
hypothesis. This differs when two hypotheses do not make contradictory 
predictions because, as explained above, it is possible that both are correct 
at the same time. In order to allow for both propositions to be correct in 
Bayesian case studies, one should evaluate them and the corresponding 
posteriors separately.  

  8.6 Conclusion 

 The concluding section draws together insights from this chapter and argu-
ments about case selection, cross-case comparisons, and process tracing 
made in previous chapters. In a complete perspective, sound causal inference 
calls for the versatile juggling of multiple tasks. First, strong causal inference 
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begins with strong theory by deriving, in the ideal analysis, multiple contra-
dictory and unique hypotheses from a theory. This recommendation holds 
true regardless of whether one performs a frequentist or Bayesian case study. 
When one intends to invoke Bayes’ theorem, additional theoretical input is 
required as one needs to expend some thought on the null hypothesis, too. 
Second, a distribution-based choice of cases has to consider what the rele-
vant distribution is with respect to which cases qualify as typical, diverse, 
and deviant (depending on the research goal). Theory-based case selection 
should be performed with an eye on the priors and the conditional likeli-
hoods – the likelihood ratio in particular– as these drive the conclusions 
that one draws in light of the collected evidence. Third, the actual empirical 
analysis needs to master the source coverage problem via the careful collec-
tion, evaluation, and triangulation of a broad range of sources. Fourth, 
reflected counterfactual reasoning is in order when the empirical evidence 
is overdetermined and one is unable to discriminate between at least two 
causal inferences. 

 Fifth, one has to derive causal inferences from the evidence. On the with-
in-case level, one has to decide if one can reasonably infer that a mechanism 
is operative. On the cross-case level, causal inference means surmising that 
the observed pattern of scores conforms to a correlational pattern, probably 
involving an interaction effect or some sort of set relation. For frequen-
tist case studies, causal inference stops at this point by concluding that the 
hypothesis either received empirical confirmation or did not. Bayesian case 
studies involve additional steps that have been described in detail in this 
chapter. One central insight of Bayesian causal inference is the role of case 
selection and the need to maximize the difference between the conditional 
likelihood of the null and the working hypothesis in particular. This point 
exemplifies the close relationship between the various elements of a case 
studies and the importance of their interplay for causal inference.  
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     9 
 External Validity and Generalization: 
Challenges and Strategies   

   The final task of case study research interested in regularities involves the 
generalization of causal inferences from those cases that one did examine to 
those cases that are part of the population and have not been analyzed.  1   In 
qualitative case studies, one generalizes inferences about causal effects and 
causal mechanisms because a regularities perspective implies the assump-
tion that both are regular (Kühn and Rohlfing 2010). The small-n litera-
ture identifies generalization as a major problem for qualitative case studies 
(Rueschemeyer 2003) as it lacks tools, such as significance testing, for deter-
mining the likelihood that the generated results are due to chance or to 
systematic cause–effect relationships.  2   The lack of such an instrument gave 
rise to the assertion that case study researchers have to assume determin-
istic cause–effect relationships in order to generalize at all (Lieberson 1991; 
Munck 2005). Against this backdrop, the focus of this chapter is threefold. 
In Section 9.1, I establish a link between the types of case studies discussed 
in Chapter 3 and the generalizability of causal inferences. The implications 
of different types of case studies for generalization were implicitly dealt 
with in Chapter 3. It is useful to give a more explicit discussion of this topic 
here in order to highlight that the nature of generalization hinges on the 
selected type of case. 

 The other two sections of this chapter focus on scope conditions and 
their role in the generalization stage of a case study. Section 8.2 relates 
the multidimensional nature of cases and population to the possibility of 
reshaping populations in the light of empirical evidence gathered in the 
case study. It is shown how populations can be extended or reduced on 
one constitutive dimension while leaving other dimensions untouched. 
Section 8.3 builds on the idea of multidimensional populations and 
different types of scope conditions and ties them to the strategy of  layered  
 generalization . It is shown that layered generalization allows for the anal-
ysis of medium or large populations in an iterative procedure while at the 
same time allowing one to keep the uncertainty of generalization within 
limits.  
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  9.1 Types of case studies and generalization 

 The implications of different types of case studies for generalization were 
partially addressed in Chapter 3, largely by implication. This is not surprising 
as the rationale behind the choice of some types of cases is centered on 
the goal of generalizing causal inferences. This section puts to the forefront 
the scope of generalization that is attached to each of the types of cases 
introduced in Chapter 3. The discussion follows the distinction between 
distribution-based and theory-based case selection because the basis for 
generalization – distribution and theory – differs for the typical, deviant, and 
diverse case studies, on the one hand, and (failed) most-likely and (passed) 
least-likely case studies, on the other. As the two-case selection strategies are 
tied to frequentist and Bayesian case studies (see Chapter 7), the two modes 
of causal inference in hypothesis-testing case studies also imply different 
approaches to generalization. 

 In  distribution-based   case selection , the scope of generalization hinges on 
the location of a case in the population of interest. A  typical   case  is similar 
to a specific group of similar cases in the population, which means that 
generalization is limited to those cases that are identified as similar. This 
is a simple endeavor for case studies that rely on categorical measurement 
because all of the cases in the same category are qualitatively identical. As 
discussed in Chapter 3, matters tend to become more complicated when at 
least one cause or the outcome is measured continuously. Depending on 
how the cases are distributed, one may be lucky and two or a manageable 
number of typical cases will cover the entire population. However, this is 
an empirical matter, and it is more likely that parts of the population are 
not covered by the generalization of inferences derived from a typical case 
study. These uncovered cases can be made subject to a subsequent typical 
case study by choosing cases that are typical for those parts of the popula-
tion that were not included in the first typical case study. 

 A  diverse   case study  is built on the simple assumption that one can gener-
alize to all other cases in the population that are included in the selected 
diverse cases. If the independent variable is the gross domestic product (GDP) 
of a country and one selects the richest and poorest of all the countries in the 
population, the causal inferences are extended to all other cases because they 
are embraced by the diverse cases. This sweeping assumption may be right 
or wrong but is inherent to the notion of a diverse case study (Seawright and 
Gerring 2008, 297). If, for whatever reason, it is possible to examine only the 
richest country and the fifth-poorest country, the four countries with a lower 
GDP are not subject to the generalization of inferences. 

 The  deviant   case study  also entails a specific scope of generalization, 
though one probably less apparent than that made in typical and diverse 
case studies. After the analysis of a deviant case, the insights are general-
ized to all other deviant cases because the causal homogeneity assumption 
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implies that all anomalous cases are deviant for the same reason. Again, 
this assumption may prove to be incorrect, but this is not known until one 
performs another deviant case study. On a broader scale, the discussion 
of hypothesis-building comparisons in Chapter 5 shows that causal infer-
ences are extended to deviant and typical cases alike. If one adds a formerly 
excluded cause to the analysis in order to remove the anomalies, this cause 
must be assumed to be operative, in principle, in the deviant cases and the 
typical cases because both types of cases belong to the same population. 

 The types of case studies that are tied to  theory-based   case selection  follow a 
partially different logic of generalization. According to one line of reasoning, 
the likelihood of finding confirming evidence, given the selected case and 
the assumption that the hypothesis is correct, entails the scope of gener-
alization in hypothesis-testing research. The claim can be best illustrated 
with the least-likely case study, which is also known as the Sinatra case: if 
the hypothesis can make it there, it can make it anywhere. This seems to be 
straightforward because if a hypothesis passes a least-likely test, it is just as 
likely to have mastered the test had any other case been selected because all 
of them entailed a higher probability of success. Consequently, a successful 
hypothesis test based on a least-likely case allows for generalization of infer-
ences to the entire population (George and Bennett 2005, 121–2). 

 Though this reasoning is intuitively plausible, it is frequentist in nature 
and breaks with the logic of a Bayesian perspective on causal inference. In 
the conventional line of reasoning, a passed or failed most-likely or least-
likely case study entails the generalization of the inference that the evidence 
was either confirming or disconfirming. This is the simple binary infer-
ence generated in frequentist causal inference, where a test is either failed 
or passed and where this inference is extended to other cases (see above). 
However, in Chapter 8, it was shown that Bayesian causal inference goes 
one step further by calculating the posterior likelihood that a hypothesis 
is true given the new empirical evidence. Generalization in Bayesian case 
studies must involve the posterior likelihood and not a true/false inference. 
In this light, generalization in Bayesian analyses calls for the extension of 
the posterior likelihood to all other cases in the population. 

 Passed most-likely and failed least-likely tests that form the basis of hypoth-
esis-modifying case studies do not include a posterior likelihood because of 
their exploratory nature. As with most-likely and least-likely case studies 
and deviant cases, though, these types of exploratory case studies imply the 
generalization of inferences to the entire population of cases. The theory-
related reason for a passed least-likely and failed most-likely test is the omis-
sion of a case (see Section 4.3). A formerly omitted cause discerned in process 
tracing is added to a theory that extends to all cases in the population, which 
means that case studies centered on failed most-likely and passed least-likely 
cases generalize to all other cases of interest. The arguments on types of case 
studies and generalization are summarized in Table 9.1.       
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  9.2 Multidimensional populations, cases, and generalization 

 A case study starts with the specification of a population of cases for which 
a causal relationship is expected to hold and to which causal inferences 
are generalized after the empirical analysis. In addition to the generation 
of inferences, one can use empirical evidence for the reconsideration of 
the scope conditions that delineate the population. The multidimensional 
perspective on populations and cases allows one to engage in the disci-
plined evaluation of scope conditions on single dimensions and relax or 
tighten them, depending on the collected empirical evidence, while the 
scope conditions on the other dimensions remain untouched. 

 The opportunity for a reconsideration of the original population can 
be illustrated with an empirical example. Suppose that you are interested 
in an analysis of the hypothesis that strong public pressure accounts for 
high welfare state spending in OECD countries after World War II. The 
goal of the case study thus is to explain why some countries maintain high 
spending. The population of interest involves three dimensions: a territo-
rial dimension (OECD member states); a temporal dimension (the period 
after World War II until the present); and a substantive dimension (the 
welfare state). 

 Now, suppose that you find the hypothesis confirmed but that your case 
study also suggests that public demand drives welfare state spending regard-
less of a country’s wealth. As a consequence, one relaxes the scope condition 
‘OECD membership’, which served as a proxy for wealth, and extends the 
population to all countries in the world. At the same time, the substan-
tive and temporal boundary conditions remain: all cases of welfare state 
spending after World War II. 

 Another insight of a case study might be that a scope condition needs to 
be tightened. One may find that lobby groups are particularly well organ-
ized in the health care sector which was chosen as a policy field belonging 

 Table 9.1     Types of case studies and scope of generalization 

 Selection strategy  Type of   case study  Scope of   generalization 

Distribution based

Typical case Similar cases

Diverse case
All cases located between 
the diverse cases

Deviant case All other cases

Theory based 

Most-likely case

All other cases  
Least-likely case

Failed most-likely case

Passed least-likely case
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to the welfare domain. Since lobby groups are more powerful in the health 
care sector than in other policy fields belonging to the domain of the welfare 
state, one may decide to replace the substantive scope condition ‘welfare 
spending’ with ‘health care spending’ or, more generally, ‘spending in 
policy fields with well-organized stakeholders’. The tightening of the scope 
condition then eliminates other policy fields, such as child care policy, from 
the population because stakeholders usually are less well organized in this 
sector than in the health care sector. The consequence is that the popula-
tion shrinks on the substantive dimension but has the same scope on the 
territorial and temporal dimension. 

 These examples show that empirical evidence can prompt the recasting of 
the population, but not necessarily on all of the dimensions. The strategy 
of dimension-specific changes in the population is brought to fruition 
by tying the empirical insights to a specific type of scope condition and 
relaxing or tightening that condition. In the previous examples, evidence 
that wealth does not matter was connected to the territorial scope condition 
because the wealth of a country is best located on the territorial dimension. 
In contrast, the insight that well-organized actors matter is subsumed under 
the substantive dimension because the degree of organization is best related 
to features of specific policies and policy field. 

 In addition to its value for the reshaping of populations, the multidimen-
sional view on populations and cases can address the fundamental generali-
zation problem of case studies in ways described in the following section.  

  9.3 Enhancing external validity: layered generalization 

 A pertinent problem for case studies is the generalization of causal inferences 
from the few cases that one examined to cases that one did not examine 
(Munck 2005, 4). There are two obvious and complementary instruments 
for confronting this challenge. First, one examines more cases in a given 
case study. Within common resource constraints, however, there are tight 
limits on the maximum number of cases that one can choose for an empir-
ical analysis. This constraint undermines the value of this strategy because 
an increase in the number of cases from, say, two to four or five cases is 
beneficial only if the population is small. If it includes 25 cases or so, the 
share of unknown cases would be high even if one is able to study four or 
five of them instead of two. 

 Second, one can achieve a more favorable ratio of examined to nonexam-
ined cases by reducing the size of the population via the transformation of 
causes into scope conditions (see Chapter 5). The transformation of causes 
into scope conditions addresses the criticism that qualitative case studies 
cannot handle probabilism and must assume deterministic (i.e., invariant) 
cause–effect relationships for generalization (Lieberson 1997, 364–74; 1991, 
309–12). If the population comprises six cases and all five cases that one 
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examines support the hypothesis, one might assume generalizability without 
knowing whether the causal relationship holds in the sixth case as well. 
Imagine a scenario in which only four of the five examined cases support 
the hypothesis. If the unstudied case fails to corroborate the hypothesis, 
which may or may not be the case, the ratio of confirming cases would be 
four out of six. Some scholars might still deem this sufficiently large, while 
others might consider a success rate of two-thirds too low. The analysis of 
small populations does not help to determine the proper ratio of successful 
cases (see Kühn and Rohlfing 2010). But, in principle, it facilitates the gener-
alization of causal inferences in qualitative case studies. Moreover, it brings 
to the forefront that every case study has to specify the minimum ratio of 
confirming cases and make that benchmark transparent in order to allow 
for a debate about generalization. 

 An additional reason that speaks for initially small populations is 
the opportunity to gradually increase the scope of generalizations by 
lifting scope conditions step by step (Lieberson 1997, 376; Mahoney and 
Rueschemeyer 2003a; Walker and Cohen 1985, 293). If one postulates 
many scope conditions and finds a hypothesis confirmed, one can relax 
a boundary statement and examine in a follow-up case study whether the 
proposition also applies to those cases that are new to the population. With 
respect to the generalization of causal inferences, I refer to this research 
strategy as  layered   generalization.   3   The original population of cases is delin-
eated by the set of scope conditions that is postulated in advance of the 
empirical analysis. With each boundary condition that is relaxed, one adds 
a layer of cases to the original population. If the empirical analysis can 
confirm the hypothesis for cases that belong to the new layer, one can 
conclude that it is justified to drop the scope condition in question, and the 
size of the population increases. 

 In order to bring the strategy of layered generalization to full fruition, it 
is important that the new layer includes only a small number of cases. The 
rationale for this guideline is the same as for the recommendation to begin 
with a small population. If one cannot examine all cases that belong to the 
new layer, a case study on a sample of cases that are taken from this layer 
again confronts a generalization problem. Consequently, the more cases one 
can analyze empirically and the smaller the number of cases that remain 
unstudied, the more credible it is to proclaim external validity with respect 
to the new layer. Under the assumption that it is justified to relax some of 
the original scope conditions, the repeated application of the strategy of 
layered generalization makes it possible to generate causal inferences for a 
large number of cases within reasonable limits of uncertainty. In a repeated 
application of the strategy of layered generalization, case studies therefore 
can be used for the generation of causal inferences for large populations. Of 
course, this requires performing multiple case studies, each of which builds 
on the previous ones, in order to gradually expand the population (or not, 
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if it turns out that the original scope condition is warranted).  4   These are 
the costs one has to incur if one wants to get a hand on the generalization 
problem with case studies. 

 The above distinction between the dimensions that constitute cases 
and populations reenters the scenario here because it shows that layered 
generalization can be pursued in multiple, but complementary directions. 
When one aims to add a layer of cases to the existing population, one can 
do so by increasing the spatial coverage of a hypothesis, by extending the 
period of analysis, by applying a wider definition of institution, and so on. 
The distinction between types of scope conditions permits it to engage in 
layered generalization in a disciplined manner, for example by relaxing a 
spatial scope condition and leaving the temporal and the substantive scope 
of the population unaltered. 

 A simple empirical example from international political economy clari-
fies the idea of layered generalization and the opportunity to add a spatial, 
temporal, and substantive layer to a population (other types of scope condi-
tions are set aside here without loss of generality). Suppose that you test 
the hypothesis that lobbying by powerful exporters can cause the domestic 
government to negotiate liberalizing trade agreements that benefit the 
exporters (Dür 2010; Pahre 2008). On the spatial dimension, the analysis 
covers Belgium and the Netherlands, two small countries that are most 
likely to benefit from liberal trade. On the temporal dimension, the case 
study includes two periods: between the first oil crisis and the end of the 
Cold War, and between the latter event and the present, as these reflect 
two important events in the realm of international trade. Substantively, the 
study initially focuses on tariff reductions. 

 The resulting population comprising the four cases is visualized in 
Figure 9.1. The spatial dimension is captured by the x-axis and includes 
the two countries. The substantive dimension (y-axis) refers to the policy 
field. The z-dimension denotes the temporal dimension and includes the 
two periods. Each of the four cuboids constituted by the intersection of the 
three dimensions represents one of the four cases of interest. Assuming that 
the hypothesis is found confirmed in an analysis of three cases, it seems 
justified to demand external validity because one generalizes the insights 
derived from three cases to one additional case.      

 The strategy of layered generalization now offers a systematic way to 
discern whether the hypothesis holds beyond the original scope. Figure 
9.2 depicts three examples of how this tool can be put into practice. In 
spatial terms, one might add another country – in this case, Luxembourg – 
to the population (scenario 1). When the temporal and substantive scope 
conditions remain unaltered, one adds two more cases of tariff liberaliza-
tion (or negative cases of tariff nonliberalization) to the original popu-
lation of four cases. Presuming that the hypothesis receives empirical 
confirmation and that one can add the layer to the original population, 



External Validity and Generalization 207

the proposition on the effects of exporter lobbying on tariff liberalization 
now extends across six cases. 

 An alternative realization of layered generalization focuses on the same 
countries and substantive matter, but adds a subperiod to the period of 
analysis (scenario 2). One could add the period between the end of World 
War II and the first oil crisis so as to test whether the hypothesis applies 
to the entire post–World War II period, which includes subperiods with 
different macroeconomic environments. Again, the new layer would be of a 
manageable size because it would include two cases only. Finally, one could 
relax the substantive constraint and additionally study liberalization of 
import quotas. The fact that countries administer quotas and tariffs differ-
ently (Kono 2006) potentially has implications for the success of exporter 
lobbying and its effect on liberalization in this domain. In terms of popula-
tion size, four additional cases would be included because quota liberaliza-
tion is added for two periods in the Netherlands and Belgium (scenario 3).      

 All these examples ease one type of scope condition, probably multiple 
times (see below) and leave the other two untouched. If one adds one country 
after another to the original population and does not alter the temporal and 
substantive constraints, each of the new layers comprises only two cases. 
Repeated layered generalization gets more demanding if one expands the 
population in two or all three dimensions because the layers necessarily 
get larger and larger. Suppose that you start with tariff liberalization in 
Belgium and the Netherlands in two periods and first add Luxembourg to 
the population. In the next round of layered generalization, you further 
expand the population on the temporal dimension via the inclusion of the 
period between 1945 and the first oil crisis. The increased population now 
comprises three countries, meaning that the new layer includes three cases 
as well. Assuming that the population can be extended to all three periods 
for all three countries, the new population then includes nine cases: tariff 
liberalization of three countries is observed for three different periods. If 

1989 to present

First oil crisis to 1989

the Netherlands Belgium

Tariff

liberalization

 Figure 9.1      Population comprising four cases  
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one now aims to add another layer by the inclusion of quota liberalization, 
this layer necessarily includes nine cases. In order to keep the generaliz-
ability problem within limits and make a compelling claim for external 
validity, it would be required to examine about six cases or so from this 
layer. It therefore needs only two rounds of layered generalization to reach 
the limit of the number of cases that one can usually handle in qualitative 
case studies. 

1989 to present

first oil crisis to 1989

the 
Netherlands Belgium

Tariff 
liberalization

Luxembourg

(1) Spatial extension of population

1989 to present
First oil crisis to 1989

the Netherlands Belgium

Tariff liberalization
1945 to first oil crisis

(2) Temporal extension of population

1989 to present
First oil crisis to 1989

the Netherlands Belgium

Tariff 
liberalization

Quota 
liberalization

(3) Substantive extension of population

 Figure 9.2      Three strategies of layered generalization  
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 Does this mean that the strategy of layered generalization is of limited 
value, that case studies are condemned to make inferences for rather small 
populations? No, they are not. The distinction between different types 
of scope conditions shows the way out of this problem. In the previous 
example, it was implicitly assumed that layered generalization proceeds 
simultaneously in all three directions. Luxembourg is added to the popula-
tion for both periods, not only one. The new period added in the second 
step includes all three countries. Quota liberalization, when included, is 
done for all three countries and all three time periods. The generalizability 
problems that result from what can be now called  even  layered generaliza-
tion can be mitigated by the strategy of  uneven layered   generalization.  Uneven 
layered generalization means that a scope condition is relaxed for a subset of 
the population to which it is added with the goal of keeping the new layer 
of cases sufficiently small. 

 The rationale behind this can best be illustrated with a constellation 
wherein quota liberalization is introduced to a population of six cases: 
tariff liberalization of three countries – the Netherlands, Belgium, and 
Luxembourg – is examined for the period between the first oil crisis and 
1989 and 1990 until present. In combination with the easing of the substan-
tive scope condition, one can temporarily re-invoke spatial and/or temporal 
constraints in order to diminish the generalizability problem for the new 
layer of cases.  5   From a spatial point of view, one could test the expansion 
of the hypothesis to quota liberalization for the Netherlands and Belgium 
instead of all three countries. Compared with a strategy of even layered 
generalization, the effect of this step is a reduction of the new layer from 
six cases to four. This particular manifestation of uneven layered generali-
zation is depicted in Figure 9.3. As can be easily seen in comparison with 
Figure 9.2, uneven layered generalization produces a smaller layer of cases 
than one would achieve if one were only to ease to a scope condition. After 
the case study has scrutinized the link between exporter lobbying and quota 
liberalization for the Netherlands and Belgium, the layer can be completed 

the Netherlands Belgium

Tariff liberalization

Quota liberalization

1989 to present

First oil crisis to 1989

Luxembourg

 Figure 9.3      Uneven layered generalization  
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by a subsequent case study on quota liberalization in Luxembourg for the 
same two periods. The decomposition of a layer into multiple pieces allows 
one to perform in-depth case studies of manageable size while at the same 
time increasing the population step by step.      

 An alternative way to commit uneven layered generalization is to focus 
on all three countries and to limit the new layer to a single period. It is 
equally possible to proceed unevenly on the spatial and temporal dimen-
sion at the same time. This would be the case if one tests the hypothesis for 
quota liberalization on one or two countries for one or two periods. With 
respect to the advancement of knowledge, the strategy of uneven layered 
generalization entails an even slower speed of progress than layered general-
ization. As argued before, however, sweeping generalizations are not a value 
of their own. In case of doubt, the validity of generalizations should take 
precedence over their breadth. 

 The strategy of layered generalization as just described builds on and 
formalizes previous pleas for the need to lift scope conditions and test for 
the opportunity to expand a population (George and Bennett 2005, 25; 
Lieberson 1997, 376). The debate within the field of comparative historical 
analysis (CHA) particularly reflected on the importance of scope condi-
tions (Mahoney and Rueschemeyer 2003a). CHA assumes that the analysis 
of big phenomena calls for historical specificity, which in turn demands 
many scope conditions so as to achieve a (usually) small population of 
rather homogeneous cases (see also Ragin 1987, chap. 2).  6   CHA’s and my 
rationale for many scope conditions are similar, but they are motivated by 
slightly different reasons. In CHA, the baseline assumption is that cases  are 
not  comparable and that populations are too large if one stipulates too few 
scope conditions (Skocpol 2003). For the reasons detailed in this chapter, the 
concern with small populations keeps the generalization problem within 
limits.  7   Depending on the size of the population and available research 
resources, it might even be possible to examine all cases in the population, 
thereby eschewing generalization. 

 While CHA centers on the premise that historical specificity demands 
small populations, it is also acknowledged that it might be possible to lift 
scope conditions and broaden it. The strategy of layered generalization 
proposed in this chapter provides CHA with tools for testing the need of 
scope conditions. Equally important, the rationale for layered generaliza-
tion extends beyond CHA. Even if one believes that historical specificity is 
not warranted, one might not be able to construct an optimal comparison 
simply because nature does not provide one with the appropriate cases. The 
generation of causal inferences can be enhanced by temporarily downsizing 
the initial population via the transformation of causes into scope condi-
tions. In the previous trade example, layered generalization was illustrated 
with a population that started very small at the outset. Imagine now that one 
makes an argument about the influence of lobby groups that is not limited 
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to any specific period in time such as the post–Cold War period. Suppose it 
also turns out that an ideal comparison is not available because too many 
potential causes vary over time. The population of theoretical interest, 
which can be called the  target population , then can be cut down via the 
stipulation of a scope condition imposing a temporal constraint. The speci-
fication of a scope condition such as ‘post–Cold War period’ produces what 
can be coined the  working population . It is a working population because it is 
a subset of the target population and forms an intermediate step toward the 
analysis of the target population via the repeated application of the strategy 
of layered generalization. This example points to the difference between 
the strategy of layered generalization in CHA and case studies not rooted in 
CHA. In CHA, the target population is small at the beginning in order to 
do justice to historical specificity and is gradually increased afterwards. In 
non-CHA case studies, in contrast, the target population can be large and 
the small population that the case study starts with is a working population. 
While the perspectives on the size of populations differ in both instances, 
layered generalization is equally useful for testing the need of scope condi-
tions and assessing the opportunity to broaden the population.  

  9.4 Conclusion 

 The generalization of causal inferences has been identified as a significant 
problem in qualitative case studies. This chapter took a more nuanced 
perspective on generalization, shedding a less pessimistic light on the exten-
sion of causal inferences in small-n research. First, one should understand 
that different types of case studies imply different scopes of generalization. 
For instance, typical cases tend to make more limited generalizations than 
do most-likely case studies. Second, the empirical insights can be used to 
recast the size of the population by tightening or relaxing the scope condi-
tion that is affected by the evidence. Third, the diagnosis of a generaliza-
tion problem implicitly presumes that the population is much larger than 
the number of examined cases. This might be so, but it does not have to 
be; a case study researcher can manufacture the population via the speci-
fication of scope conditions. Tightly delineated populations might seem 
of little substantive relevance, but this is not a matter of the case study 
method. From the perspective of methods, though, the generation of valid 
causal inferences and their generalization is central, which can be best 
achieved if the population is small. Moreover, this chapter shows that case 
studies are not confined to the analysis of small populations. It is true that 
every small-n analysis must be confined to a small population or layer of 
cases in order to keep the generalization problem within limits. In an itera-
tive perspective, however, the disciplined and gradual relaxation of scope 
conditions can achieve the analysis of large populations via qualitative case 
studies.  
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     10 
 Conclusion: Guided by Theory, 
Moving Forward Step by Step   

   This book started with two main assertions. First, a case study crucially 
though not exclusively depends on the research goal, the level of anal-
ysis, the nature of the causal effect, and the mode of causal inference in 
 hypothesis-testing case studies. The chapters that followed confirmed this 
assertion and demonstrated that it is important to grasp the interplay of 
the dimensions in various parts of the research process. The second major 
argument was that case studies can be used for the building, testing, and 
modification of hypotheses on both the cross-case and the within-case 
level. The remainder of the chapter gives a broader evaluation of the degree 
to which case studies are suitable for the generation of causal inferences on 
regularities. 

 The previous chapters showed that I generally concur with what has been 
identified as the two major problems of case studies: an indeterminacy 
problem that bedevils internal validity and a problem of external validity 
deriving from the generalization of causal inferences from few cases to 
(probably) many. The problem of external validity directly follows from the 
adoption of a regularities framework. The assertion that case studies face 
a pertinent indeterminacy problem has been previously diagnosed for the 
cross-case level (Lieberson 1991; Zelditch 1971) and has been countered with 
the claim that process tracing can diminish or even eliminate it (Bennett 
2008; Goldstone 1997). In Chapters 6 to 8, I argued that the extent to which 
process tracing can reduce indeterminacy is an empirical question because it 
depends on whether an outcome is due to monocausation or to more elabo-
rate forms of causation. If one believes that phenomena are characterized by 
equifinality and interaction effects, a belief that reflects insights gained in 
many fields of research (Franzese 2008) and that is common in the small-n 
literature (Bennett and Elman 2006, 457; Checkel 2008, 126; Gerring 2007a, 
61; Mahoney 2007b, 135), one should be more skeptical about the value of 
process tracing for the reduction of indeterminacy. 

 The two challenges to internal and external validity hold regardless of the 
characteristics of a case study, that is, the research goal, the level of analysis, 
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and so on. This claim has an interesting implication because it qualifies 
the widely held view that case studies are highly suitable for exploratory 
purposes and far less useful for confirmatory analyses (Gerring 2004; Odell 
2004). The evaluation of hypotheses is more preliminary in case studies in 
which the goal is the formation and modification of propositions rather 
than the testing of hypotheses. Nevertheless, it was shown in Chapter 4 
that case studies are likely to confront the same problem of indeterminacy 
regardless of the underlying research goal. Exploratory small-n research 
allows one to generate hypotheses inductively, but they are likely to offer 
less specific guidance for subsequent hypothesis tests than is suggested by 
the literature that emphasizes the merits of exploratory case studies. 

 In this view, my perspective on the case study method seems to be 
rather pessimistic and a reinforcement of similar criticisms that have been 
raised before (Goldthorpe 1997a, 1997b; Lieberson 1998; Steinmetz 2004). 
However, the previous chapters highlight that this interpretation would be 
wrong. In particular, Chapters 5 and 9 showed that strong theory and the 
specification of scope conditions are two viable instruments with which one 
can enhance both internal and external validity. These two tools promote 
causal inference  within the context case studies interested in regularities   and with 
instruments that are readily available to   case study researchers.  This is important 
to underscore in light of two alternative conclusions that have been reached 
as a consequence of the indeterminacy and generalization problems. Both 
recommendations target the assumption of regular cause–effect relation-
ships but resolve it from fundamentally different angles. 

 The first position maintains that a regularities framework is not suitable 
for case studies and that it is more promising to follow a philosophy of 
science that does not share this premise (Chatterjee 2009). Technically, a 
change of the philosophical perspective eliminates the problems that derive 
from a regularities perspective. However, it is odd to make the philosophical 
premises dependent on the number of cases that one can examine. The 
recommendation to switch to another philosophy of science means, at least 
implicitly, that such a change is not needed when one has enough cases for 
the application of large-n techniques because they make it easier to generate 
inferences (at the cross-case level only, though). If one believes that the 
social world is governed by regularities, one should stay true to this premise 
regardless of how many cases are examined empirically. Unsatisfactory as 
it seems, the problems that result from a regularity perspective should be 
diminished as much as possible with the available instruments and clearly 
acknowledged when generating causal inferences. 

 The second line of reasoning evolved out of the recent debate about 
the pros and cons of small-n and large-n methods and recommends the 
pursuit of multimethod research (MMR) (Bäck and Dumont 2007; Brady 
et al. 2006; Lieberman 2005). Notwithstanding that MMR introduces new 
problems, many of which have not been fully resolved by now (Dunning 
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2007; Rohlfing 2008), MMR is valuable because it combines the strengths 
of a large-n method such as regression analysis or Qualitative Comparative 
Analysis (QCA) with process tracing. In short, the large-n method serves to 
discern the causal effect, which is correlational in regression analysis and 
set-relational in QCA, whereas process tracing is done so as to shed light on 
the underlying causal mechanism. In comparison with case studies, MMR 
has a more solid basis for the analysis of causal effects because it usually 
draws on more cases. However, MMR does not solve the problem of general-
izing insights on causal mechanisms because they are derived from a small 
number of in-depth case studies (Kühn and Rohlfing 2010). Besides this 
issue and notwithstanding that there are good reasons for performing MMR 
(Lieberman 2005), it accepts, at least implicitly, the downsides of case studies 
and therefore ties them to a large-n method. Although there is a huge differ-
ence between these two positions, they agree in their diagnosis that case 
studies find it difficult, if not impossible to overcome the two major chal-
lenges to internal and external validity. In contrast to this, I argued in the 
previous chapters that case study researchers can address both challenges 
via more elaborate theory and the transformation of potential causes into 
scope conditions. 

 To conclude this discussion and the book more generally, case studies 
are suitable for the building, testing, and modification of hypotheses on 
the cross-case and within-case level. However, case studies can fulfill this 
promise only if they are carefully crafted with an eye on their two most 
significant challenges. The strategy of layered generalization developed in 
Chapter 9 particularly calls for patience because the scope of generaliza-
tions can be increased only by doing one small and theory-guided step after 
another. However, the need for patience can hardly be invoked as a down-
side of case studies. Every method works better with a strong theory than a 
weak one (Achen 2002), and a sweeping generalization of causal inferences 
is not a virtue in itself. Most importantly, patience and a disciplined, gradual 
approach to causal inference and generalization are the prerequisites for 
bringing to fruition the case study method’s inferential potential.  
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       Notes   

  1 Introduction 

  1  .   The philosophies of social science that do not share the belief in the existence 
and detectability of regularities (see Jackson 2010, chap. 3) are largely ignored in 
this book. While some researchers argue that this view is doomed to fail or even 
that it has already been shown to have failed (Flyvbjerg 2001; Friedrichs and 
Kratochwil 2009), I regard this as an indeterminable ontological matter for which 
each researcher must make his or her own call (Hay 2006, 82). Ontologically, a 
regularities perspective is built on the belief in mind-world dualism and phenom-
enalism (Jackson 2010, 37).  

  2  .   Throughout the book, I do not make a sharp distinction between case studies 
and the case study method. The case study method is naturally tied to empirical 
small-n research, while the latter, in turn, must rely on the case study method 
for the generation of inferences.  

  3  .   This distinction generally mirrors the different views that (neopositivist) social scien-
tists and historians take on cases and case studies (see Elman and Elman 2001).  

  4  .   Generalization is committed unless one is able to study all cases in the 
population.  

  5  .   In the social sciences, the democratic peace phenomenon is arguably one of the 
most famous examples of a causal effect that lacks, at least at present, the under-
pinning of a well-understood causal mechanism. Although it is not entirely 
undisputed (Gowa 2011; Rosato 2003; Schneider and Gleditsch 2010), it is widely 
agreed that any two democracies – a democratic dyad – are almost always at 
peace with each other and that a democratic dyad is the cause of this peace. 
What is missing from a thorough explanation of democratic peace is the causal 
mechanism that elucidates why two democracies maintain peaceful relations 
(George and Bennett 2005, chap. 2).  

  6  .   It seems that the understanding of causal explanation that I present in the text 
represents an emerging consensus (Cartwright 2004; Johnson 2006; Runde and 
de Rond 2010, 432).  

  7  .   Multimethod research focuses on the causal effect and causal process as well, but 
through the integration of at least two methods such as case studies and regres-
sion analysis.  

  8  .   Concept formation (Goertz 2006; Sartori 1970), the specification of the popula-
tion (Mahoney and Goert 2004; Ragin 2000, chap. 2; Walker and Cohen 1985), 
and theory building (Geddes 2003; Rueschemeyer 2009) are equally important 
tasks. The implementation of these issues does not (at least should not) depend 
on the method that is applied. For this reason, they are not discussed in great 
detail or not at all.  

  9  .   Thomas (2011) proposes a typology of case studies that seems to bear resem-
blance to mine. However, it is less a typology, but a framework that brings 
together different elements of a case study such as the research purpose and the 
logic of comparison. Besides, it ignores important issues that are covered in this 
book.  
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  10  .   ‘Correlation’ and ‘covariation’ are used synonymously in the following, though 
the two terms are not identical. Correlation measures the strength of an asso-
ciation without an underlying metric. Covariation is a measure for the associa-
tion between two variables in terms of their respective units. The two concepts 
are closely related because one obtains the correlation between two variables 
by dividing their covariance with the product of their respective variances. In 
qualitative case studies, one cannot literally apply either of the two because 
the number of cases is too small. Heuristically, however, the terms have merit 
because they denote a specific conception of causal effects (see Section 2.4).  

  11  .   Gerring (2004, 343) contends that a single-case study is useless for causal infer-
ence because establishing a correlation between cause and effect requires two 
cases at minimum. However, single-case studies have merit if one believes in 
set-relational causation (see Section 2.4).  

  12  .   Necessary conditions come close to the idea of monocausation because the 
absence of a condition ensures the absence of the outcome. However, even here 
it is possible to have two (or more) necessary conditions that serve as functional 
equivalents (Ragin 2000), meaning that more than one condition qualifies as 
necessary.  

  13  .   The broadening of social science theory mirrors Sil and Katzenstein’s (2010a, 
2010b) plea for analytic eclecticism.  

  14  .   Some small-n studies may aim at the building, testing, or modification of an 
entire theory. However, most case studies pursue more modest goals and are only 
concerned with specific hypotheses. Hypotheses are necessary elements of a 
theory, but a theory entails more than a collection of propositions (Stinchcombe 
1968).  

  15  .   If no hypothesis exists for the phenomenon of interest, one can choose between 
a hypothesis-building and a hypothesis-testing case study. The decision 
between the two is a matter of personal preference as both have advantages and 
disadvantages.  

  16  .   Researchers who test a hypothesis and find it at least partially disconfirmed 
should also speculate about potential reasons for the failure and possible avenues 
for modifying the proposition. Genuine hypothesis-modifying research centers 
on this goal and strives to reformulate a proposition on the basis of an explora-
tory case study.  

  17  .   The research process is rarely as linear as it is described here but can be repre-
sented accordingly in a stylized perspective.  

  18  .   Gerring (2007a) distinguishes between within-case studies, case studies, and 
cross-case studies, the last term being reserved for large-n comparative research. 
It is not clear why a qualitative macro comparison of two cases should not count 
as a cross-case study (see, for example, Ragin 1997, 36). I distinguish between the 
cross-case and the within-case level of analysis and use the notion of a case study 
as a generic term for small-n research operating on one or both levels.  

  19  .   It might be tempting to equate the cross-case level with the macro level and the 
within-case level with the micro level. However, this is not always feasible as the 
substance of the cross-case and the within-case level depends on the case study 
at hand. If one wants to explain the ideological behavior of parties in party 
competition, the cross-case level would refer to organizations – the parties – and 
not to countries. Moreover, if partisan action could be explained by the behavior 
of factions as units within parties, the within-case level would not be about 
individuals.  
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  20  .   If the cross-case pattern is well-established, the case study also contributes to the 
establishment of a causal explanation because it helps to explain the cross-case 
pattern (Hedström and Ylikoski 2010).  

  21  .   This type might entail the semantic problem of talking of the cross-case level 
in the analysis of a single case. However, the more established notion of a 
single-case study is ambiguous because it does not say anything about the 
level of analysis that represents the theoretical end. Besides that, one can do 
a single cross-case study in a set-relational perspective on cross-case causation 
(see Section 2.4); it involves a cross-case element to the extent that the case 
belongs to a population of cases forming the background of the single-case 
study (Gerring 2007a, 22).  

  22  .   In the context of large-n research, the discussion takes place between advocates 
of regression analysis as a correlational method and proponents of Qualitative 
Comparative Analysis as a set-relational technique (Achen 2005; Grofman and 
Schneider 2009; Schneider and Wagemann 2012).  

  23  .   I think this qualifies the second point and a difference between ordinary frequen-
tist significance testing in quantitative research and frequentist qualitative 
research. In significance testing, one calculates the likelihood of obtaining the 
result from the sample at hand (a correlation coefficient, an estimated marginal 
effect, and so on) if there is no association in the population from which the 
sample was drawn. If the result is statistically significant at a given level of signifi-
cance, the hypothesis that there is no association in the population is rejected. 
What the association is in the population is still unknown because one only tests 
whether there is no association. In frequentist case studies, the basic reasoning 
is similar because one uses the evidence for judging how likely it is to obtain 
this evidence if the null hypothesis is wrong. When one concludes that it is too 
unlikely (an informal assessment of statistical significance), one can first reject the 
null hypothesis stating that there is no association in the population. The salient 
point now is that case studies pit a substantively meaningful hypothesis against 
the null hypothesis. In the transposition example, the proposition states that 
misfit and the ensuing adaptation costs account for delays. The corresponding 
null hypothesis stipulates that misfit and adaptation costs do not drive transposi-
tion failures. In this setting, the rejection of the null hypothesis on the basis of 
empirical evidence thus implies the confirmation of the misfit hypothesis.  

  24  .   The reverse is not true because frequentist case studies are void of any reference 
to the theoretical implications of observations.  

  25  .   There is no single best way to structure the discussion of the case study method. 
Among other things, this is due to the variety of means-ends relationships 
between the cross-case and the within-case level because they imply different 
orders in which the two levels come into play.  

   2  Case, Case Study, and Causation: Core Concepts and 
Fundamentals 

  1  .   Throughout the book, I use ‘causality’ and ‘causation’ synonymously.  
  2  .   The understanding of what the relevant case is may change over the course of 

the case study. Acknowledging this, at any given point of the case study, one 
should be able to state what the case of interest is.  

  3  .   See Mahoney and Goertz (2004) and Goertz (2006) for negative cases.  
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   4  .   At least unless one tests for the possibility of dropping a scope condition and 
expanding the population (Bennett 2005). In this instance, at least one of the 
selected cases should not be a member of the original population.  

   5  .   On the cross-case level, though, the quantitative case study would be similar to 
a qualitative case study (see Chapter 4) because one would simply link a specific 
type of classification strategy to the campaign outcome.  

   6  .   There is some debate about what causal inference requires in case studies and 
empirical research more generally (Goertz and Mahoney 2012). The debate follows 
the large-n versus small-n divide. Large-n researchers infer causation from a 
cross-case pattern. Small-n researchers raise the criticism that an association is 
not causation and thus generate inferences about causal mechanisms and causal 
processes from within-case analyses. Given my integrative perspective on causal 
relationships, causal inference is strongest when it builds on both levels of analysis 
and can make a credible claim for the presence of a causal effect and a causal 
mechanism. Consequently, causal inference is weaker if it is concerned with one 
level only. Since causal inferences are made on both levels, I use this general term 
in the context of cross-case and within-case analyses alike.  

   7  .   There is no clear-cut benchmark separating case studies from other types of 
designs, which is why I leave it open what ‘small’ means. Still, this view on the 
case study contradicts Tight’s (2010) assertion that the notion of ‘case study’ is 
superfluous because everything can be taken as a case study.  

   8  .   The term CPO is contested. Beck (2010, 2006) argues that it is an oxymoron 
because causal processes and causation more generally are unobservable. 
Brady, Collier, and Seawright (2006, 2010) concur with the claim that causa-
tion is unobservable. However, they also emphasize that they wanted to coin a 
label signifying the different types of observations that one uses in qualitative 
and quantitative research. The distinction between DSOs and CPOs certainly 
achieves this goal. However, some uneasiness remains and it extends to the term 
causal-process tracing (Blatter and Haverland 2012). Process tracing is about 
tracing an empirical process and causation can only be inferred on the basis of 
the gathered evidence.  

   9  .   The cross-case level refers to electoral districts and not to the national level, 
highlighting that the cross-case level is not necessarily the same as the macro 
level (i.e., country level).  

  10  .   It is also known as a  closed-systems perspective  (Kurki 2007, 47). Kemp and 
Holmwood (2003, 176–7) invoke the notion of a spontaneous regularity. I do 
not use this term because it strikes me as an oxymoron. ‘Spontaneous’ contains 
an element of chance and contradicts the notion of a regularity, which is not 
spontaneous but regularly occurs, on average, under certain conditions.  

  11  .   These are instances of type-level causation (also known as general causation), 
which is integral to some philosophical theories of causation (Hitchcock 1995). 
The first statement links two types, or classes, of phenomena to each other, 
namely, exporter lobby groups and a country’s trade policy. Type-level causa-
tion contrasts with token-level causation (also known as singular causation). An 
example of token-level causation is ‘In 1920, the United States pursued a protec-
tionist trade policy because exporters lobby groups in the USA were weak’. In 
contrast to the type-level statement, token-level claims refer to specific places 
and points in time, involve particular institutions, and so on. Case studies as I 
discuss them in my book look at instances of token-level causation in order to 
infer something about type-level causation.  
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  12  .   Although it is now of considerable age, Hempel’s (1965) covering law model of 
explanation still serves as a point of reference in the social sciences (for example, 
George and Bennett 2005, chap. 7). The covering law model also alludes to regu-
larities but is very different from the perspective underlying this book. In an 
analysis based on covering laws, individual cases are ‘explained’ by subsump-
tion under statements expressing a regular causal relationship. In this book, in 
contrast, cases are used to build, test, or modify general hypotheses and are not 
simply subsumed under them.  

  13  .   Hume argues that the effect should always follow the cause, which is equivalent 
to a deterministic causal relationship. Currently, this requirement can be and 
is relaxed by allowing for probabilistic causation; that is, the outcome mostly 
follows the cause (leaving open here how often ‘mostly’ is).  

  14  .   In contrast to this position, Gerring (2005) and Pierson (2004, chap. 3) make a 
case for distant causes because they are less obvious than proximate causes.  

  15  .   Probability-raising conceptions of causation are inherent in most quantitative 
research, which is often criticized because a cross-case association does not 
mirror causation (Abbott 1998). This criticism, which is justified, is a major argu-
ment for process tracing and the analysis of causal mechanisms (Dessler 1991; 
George and Bennett 2005, chap. 10). However, a change in the level of analysis is 
no reason to abandon a given conception of causation (Woodward 2011), as this 
is an epistemological decision that is independent of whether one is concerned 
with the cross-case or the within-case level. In addition, I do not claim that 
a probability-raising conception of causation is the best epistemological view 
on causation. However, all conceptions, including mechanismic accounts, have 
their share of problems (Waskan 2011). Finally, as many have noted before, a 
probability-raising conception of causation is not incompatible with the ontolog-
ical view that an empirical entity has the power to bring about another empirical 
phenomenon. But since this power is unobservable, one needs some epistemo-
logical criterion for causal inference.  

  16  .   If one does process tracing in a case without generalizing the insights, one is simply 
formulating an explanation invoking a mechanism. Strictly seen, neither the 
singular explanation nor a singular mechanism qualifies as causal when one is oper-
ating with a probabilty raising view on causation (Russo and Williamson 2007).  

  17  .   Some small-n researchers, who are in my view not anchored in scientific realism, 
borrow the idea of causal mechanisms from scientific realism (for scientific 
realism, see Bhaskar 1975; Demetriou 2009; Lane 1996; Manicas 2006; Sayer 
2010). Many scientific realists argue that one cannot detect empirical regularities 
in the social sciences (for a minority position, see Downward et al. 2002; Kemp 
and Holmwood 2003). A researcher interested in inferences about regularities 
should be careful about turning to scientific realism in order to avoid producing 
a philosophical hodgepodge.  

  18  .   The value of mechanism analyses is disputed. An archetypical case for a critical 
perspective can be found in Gerring’s discussion of mechanisms (2010). Gerring 
argues that mechanismic thinking is bedeviled with definitional ambiguities, 
that it is not new and not needed, and that process tracing is too demanding 
empirically. It’s true that the literature is conceptually ambiguous, but many 
definitions share an intelligible core meaning of causal mechanism that one 
can build on (Gerring 2008, 161). The fact that it is also true that mechanismic 
thinking is not new is unrelated to its relevance. On relevance, Gerring argues 
that one can infer causation in experiments without knowing why a causal 
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relationship is in place. But experiments are not always available and there are 
also threats to experimental causal inference (Morton and Williams 2010). In 
addition to his, consider an experiment in medicine demonstrating the success 
of a new drug against cancer. The problem is that it is not known why this drug 
works and it has severe side-effects. If one would know how the drug fights 
cancer, one could try to design a drug that is as effective but lacks the side-
effects. Finally, no serious proponent of process tracing would deny that it is 
demanding to implement. However, if this were the criterion for the appropriate-
ness of methods, social scientists could not apply any method at all because no 
method is foolproof.  

  19  .   Causal mechanisms are sometimes also referred to as social mechanisms 
(Hedström and Swedberg 1996), denoting mechanisms that are operative in the 
social world.  

  20  .   There is an inconsistency between Figure 2.2 (and 2.3 and 2.4) and Ziblatt’s 
cross-case hypothesis stipulating that greater landholding inequality leads to an 
increased likelihood of electoral fraud. The figures put landholding inequality, 
electoral fraud, and capture into relation without establishing a positive correla-
tion. Figures 2.2 to 2.4 therefore should not be mistaken as visualizations of the 
theoretical argument. However, the figures are correct insofar as the mechanism 
is ‘capture of the local administration’ and not higher levels of capture of the 
local administration (in response to higher levels of landholding inequality). 
At the same time, the expectation of a positive correlation and varying levels of 
capture, depending on the extent of landholding inequality, is compatible with 
the visualizations in Figures 2.2 and 2.4 because they are open to the imputation 
of any kind of causal effect.  

  21  .   Machamer, Darden, and Craver developed their conception of mechanism for 
the life sciences, in which it is appropriate to speak of molecules as entities, and 
these entities are described as engaging in activities, such as connecting to other 
molecules.  

  22  .   Waldner (2012) argues that the mechanism rests in the arrow connecting two 
intervening steps, which relates back to the question of whether mechanisms 
are observable or unobservable. This distinguishes Waldner’s take on mecha-
nisms from that of Machamer, Darden, and Craver (2000), who take the arrows 
as indications for an activity, and Mahoney and Goertz (2012) and George and 
Bennett (2005, chap. 10), who seem to consider intervening steps to be mani-
festations of a single mechanism. This aspect is discussed below in the main 
text.  

  23  .   The question of the detail of information is not related to the problem of infi-
nite regress in mechanismic reasoning. Skeptics of mechanismic explanation 
argue that one can always try to discern lower-level mechanisms (Gerring 2010). 
Instead of treating individual behavior as constitutive for a mechanismic expla-
nation, one could rely on neurological factors. Addressing this claim, Machamer, 
Darden, and Craver (2000) convincingly argue that theory determines the level 
at which a mechanismic explanation bottoms out. If we want to explain a cross-
case outcome via individual behavior (or the behavior of collective and corpo-
rate actors), it is perfectly legitimate not to delve deeper. In the Ziblatt example, 
the question of whether to specify one, three, or more mechanisms is therefore 
always answered on the individual level and does not imply that, for instance, 
a triple-mechanism explanation is located on a lower level of analysis than a 
single-mechanism account.  
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  24  .   Considering the plethora of definitions of mechanisms, the claim that my 
discussion of the case study method is compatible with all of them might be 
wrong. However, I have not encountered such a definition thus far. (The reader 
is invited to get in contact with me in order to discuss definitions invalidating 
my claim.)  

  25  .   What might strike one as conceptual imprecision mirrors admonitions from 
philosophers of science that a uniform definition of mechanism might not be 
appropriate across the disciplines of biology, physics, and the social sciences 
because these disciplines refer to different objects when talking about mecha-
nisms (Machamer et al. 2000; Woodward 2011). What holds across disciplines 
might also hold within a discipline because, as explained in the main text, 
different forms of mechanismic explanation put different aspects in the theoret-
ical forefront. The goal then would not be to find and impose a single conception 
of mechanism on every empirical analysis but to adopt (and make transparent) a 
definition of mechanism that meets the theoretical goal.  

  26  .   Kittel (2005), referring to Casti (1989), invokes the term operation science, which 
is similar to X-centered research.  

  27  .   In this sense, they are also Y-centered. Kittel (2005), referring to Casti (1989), 
additionally invokes the term ‘origin science’.  

  28  .   See Nassmacher (2010) for a general argument against the latter distinction.  
  29  .   Before the term CHA was coined, debates often took place under the rubric of 

macro-sociological research (see, for example, Goldstone 1998; Goldstone 1997; 
Kiser and Hechter 1991; Nichols 1986; Quadagno and Knapp 1992; Skocpol 1986; 
Skocpol and Somers 1980).  

  30  .   I would add that nothing speaks against the formulation of all-encompassing 
explanations in combination with the belief in correlational causal effects.  

  31  .   I ignore that there is another line of cleavage between frequentist and Bayesian 
quantitative researchers (Howson and Urbach 2005).  

  32  .   Correlational and set-relational cause–effect relationships can be deterministic 
and probabilistic (Mahoney 2004; Mahoney and Goertz 2006). I do not address 
this issue in more detail here.  

  33  .   For all examples that follow, I assume that the effect holds on average.  
  34  .   One can take any two cases with different values on a continuous variable to 

establish a correlation. However, it may be that the difference between two cases 
is not statistically significant. This would open the floor to the argument that 
one explains differences in degree that are likely to be the result of chance. This 
criticism can be prevented by picking cases that take scores where the differences 
are statistically significant.  

  35  .   This measurement strategy mirrors the calibration of variables in QCA (see Ragin 
2006b). Second-best alternatives to theory and concepts are conventions and 
simple statistical criteria, such as taking the mean of a variable as the threshold 
(Rihoux and De Meur 2008).  

  36  .   The opposite strategy of explaining differences in kind with differences in 
degree is not viable. If one observes that differences in degree produce a differ-
ence in kind, one has found evidence for a relationship between two differences 
in kind.  

  37  .   This discussion presumes  crisp sets ; that is, cases are a member of a set or not 
(Ragin 1987, chap. 6).  Fuzzy sets  additionally allow one to measure the degree to 
which a case is in or out of a set (Ragin 2000, chap. 6). For ease of presentation 
and without loss of generality, I limit the discussion to crisp sets.  



222 Notes

  38  .   Another logically equivalent definition of necessity states that the outcome is 
absent whenever the condition is absent. In formal terms, this reads ~X → ~Y, 
where the symbol ~ denotes the negation of a set. The understanding of neces-
sity that is presented in the main text is more widely used in the social science 
literature.  

  39  .   All other set relations derive from necessity and sufficiency. Consequently, 
asymmetry is a characteristic of all types of set relations and is not addressed 
any further in the following paragraphs.  

  40  .   It is possible to join two or more necessary conditions by the OR operator. This 
means that X1 + X2 ← Y and that whenever the outcome is present, one observes 
either X1 or X2 or both. The logical OR signals that the two necessary conditions 
are indicators of the same higher-order concept (Ragin 2000). If one refers to 
this higher-order concept as C, one can substitute X1 + X2 with C; the resulting 
formula then reads C ← Y.  

  41  .   Individually sufficient conditions can be simultaneously present. In this instance, 
the outcome is  overdetermined  because there are several sufficient conditions, 
each of which can produce an outcome of its own (Schaffer 2003).  

  42  .   This implies that the idea of a SUIN cause is not applicable to conditions defined 
by a single attribute. Furthermore, SUIN causes do not pertain to necessary/suffi-
cient concepts (see Goertz 2006, chap. 2).  

  43  .   I leave open here how ‘frequent’ is defined.  

    3 Types of Case Studies and Case Selection 

  1  .   See Eckstein (1975), George and Bennett (2005, chap. 5), Levy (2008), Lijphart 
(1971), Seawright and Gerring (2008), and Yin (2008) for discussions of various 
types of case studies.  

  2  .   See Klotz (2008) and Seawright and Gerring (2008) for other treatments of case 
selection.  

  3  .   Some types of case studies require the choice of two cases. Keeping this in mind, 
I use the singular when talking about types of case studies. This means, for 
example, that I speak of a typical case even if the correlational variant of the 
typical case study includes the comparison of two cases.  

  4  .   Chapter 2 dealt with additional variants of set relations. A detailed discussion of 
all forms of set relations is beyond the scope of this chapter.  

  5  .    Plausibility probes  are sometimes presented as a separate type of case study 
(Eckstein 1975, 108–13; George and Bennett 2005, 75; Levy 2008, 6–7). I decided 
against this type because plausibility probes do not yield added value when 
compared with the types of case studies presented in the main text (David Kühn 
eventually convinced me of this point). On the one hand, plausibility probes 
are presented as first tests of a hypothesis in order to see whether a more thor-
ough test is warranted. On the other hand, some argue that a plausibility probe 
should not have lower standards of collecting and interpreting evidence than 
genuine tests (George and Bennett 2005, 75). (This indicates that plausibility 
probes might be better conceived of as a fourth type of research goal rather 
than a type of case study, as they are located between exploratory and confirma-
tory research.) As regards the latter point, it is not obvious what the difference 
between a plausibility probe and a conventional hypothesis-testing case study is 
and why plausibility probes are needed. If one adopts lower standards, however, 
a plausibility probe is of very limited value because it is not too difficult to come 
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up with a case that lends superficial support to a given hypothesis (Fearon and 
Laitin 2008).  

  6  .   Since one selects cases with respect to their utility for the generation of causal 
inferences and their generalizability, there is some overlap between this chapter 
and the next chapters. In order to achieve a minimum of redundancies, I limit 
the arguments on causal inference to those points that are indispensable for an 
elaboration of case selection principles.  

  7  .   This problem qualifies the advice about relying on theoretical sampling in 
hypothesis-building research (Eisenhardt 1989, 537). Theoretical sampling 
is understood as using theory for the identification of cases that are expected 
to deliver the most promising insights. Theory is available when one intends 
to develop a within-case hypothesis but is necessarily weak for the cross-case 
level.  

    8  .   Invariant causes cannot be discarded as potential independent variables. Since 
they are invariant, it is neither possible to make a confirming causal inference 
nor to generate a disconfirming inference.  

    9  .   The reason for this lies in the definition of sufficiency. Assume you are interested 
in the occurrence of revolutions and select two countries that experienced a 
revolution. In country A, a famine preceded the revolution but not in country B. 
What does the no-variance-on-Y comparison tell us now? Nothing. If a famine is 
sufficient, country A is in line with this pattern while country B is irrelevant. If 
no famine is sufficient, country B is in accord with a pattern of sufficiency and 
country A is irrelevant. In practice, of course, the cross-case analysis is supple-
mented with process tracing that might indicate whether a famine or no famine 
is sufficient. Nevertheless, one can increase the inferential leverage on the cross-
case level by crafting a variance-on-Y design.  

  10  .   One issue to be taken into account is that an actually sufficient condition might 
be absent in all selected cases. Building on the example in the previous note, 
suppose a famine is sufficient for a revolution but that all selected cases are char-
acterized by the absence of a famine. The cases then fail to deliver any evidence 
for the sufficiency of a famine. For this reason, one should always be aware of 
the possibility that an exploratory comparison does not point to all sufficient 
conditions of an outcome (George and Bennett 2005, 27). Moreover, the problem 
is that the absence of a famine seems to be sufficient though it is not in fact.  

  11  .   A classic sampling bias is introduced if one selects only cases with scores above or 
below a specific threshold on the outcome and if this selection rule is correlated 
with an independent variable of interest (King et al. 1994, 128–49).  

  12  .   Collier and Mahoney (1996) correctly assert that the actual problem Geddes and 
King, Keohane, and Verba are referring to is one of having no variance on the 
outcome, which they term no-variance design. I go beyond this term and distin-
guish between no variance on the outcome and on a cause.  

  13  .   The reason that the correlational diverse case study is limited to continuous and 
multi-ordinal measures can be highlighted by considering the two remaining 
alternatives (for purposes of illustration, I assume that one selects cases on the 
outcome). First, the outcome can be binary. In this instance, a correlational case 
study is necessarily diverse because it covers both categories. Second, the outcome 
could be multinominal. Seawright and Gerring (2008) then recommend the 
selection of cases from each category (their advice extends to multicategorical 
measures in general). Cases could be selected accordingly, but this effectively 
means analyzing multiple typical cases because each selected case is typical for 
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all other cases from the same category. A diverse case study thus is the same as a 
comparative case study on typical cases belonging to different categories.  

  14  .   Intentional case selection on the cause and the outcome seems to be in discord 
with King, Keohane, and Verba’s admonition not to rely on this strategy. 
However, this contradiction can be easily resolved because King, Keohane, and 
Verba (1994) are exclusively concerned with hypothesis testing on the cross-case 
level.  

  15  .   When all other cases are closely located to one of the two extreme cases, the 
diverse case study is equivalent to the typical case study.  

  16  .   The set-relational diverse case study is equally applicable when one calibrates a 
multi-ordinal variable and the resulting set includes two or more categories. In 
this instance, one should pick one case from the highest-ranking category and 
one case from the lowest-ranking category belonging to the same set.  

  17  .   More precisely, one gathers evidence that the set does not include too many 
countries. Still, it could be that the set is too narrow and that countries with an 
even lower GDP display the outcome as well.  

  18  .   The argument could be that the negative effect of economic openness on 
spending levels decreases as the unemployment rate increases because more 
unemployment creates higher demand for social spending.  

  19  .   The choice of cases with similar levels of unemployment means that one is not 
performing a comparative test. Comparative testing quickly runs into inferential 
problems in correlational two-case comparisons (Tarrow 2010). In correlational 
case studies, the essence of comparative testing is  not  to try to test all hypotheses 
in one analysis (see Chapter 4). In set-relational case studies, parallel testing is 
possible in two-case comparisons when no conjunctural causation is involved. 
The two cases then should be selected accordingly.  

  20  .   This strategy reflects Lijphart’s (1971, 687) long-standing recommendation to 
maximize the variance on the variable of interest and to minimize the variance 
on control variables.  

  21  .   This case selection strategy is different from what is known as theoretical 
sampling in grounded theory (Wasserman et al. 2009).  

  22  .   A most-likely case is also referred to as an  easy   case  because it is easy for the 
hypothesis to pass the test. A least-likely case is also known as a  hard case  or a 
 Sinatra case : if the hypothesis can be confirmed with a hard case, it is likely to be 
confirmed by all other cases in the population as well.  

  23  .   Sometimes, the  extreme   case study  is proposed as a distinct distribution-based type 
(for example, Seawright and Gerring 2008, 301–2). A case is defined as extreme 
when it is distant from the bulk of other cases on one or more causes  or  on the 
outcome. An extreme case study is appraised as suitable for exploratory case studies 
in order to better understand the extreme case. The problem that I see is that a 
case that is extreme on an independent variable may be typical or deviant once we 
take the dependent variable into account. Since we do not know which of the two 
scenarios holds true unless we consider the independent and the dependent vari-
able, we do not know what case we are dealing with as regards the causal relation-
ship of interest. However, this is what matters above all. An alternative would be to 
perform a diverse case study wherein the extreme case constitutes one of the two 
diverse cases. But such a case study would resemble a least-likely case study because 
its extremeness causes us to assume that it is unlikely that the causal process is 
similar in an extreme and nonextreme case. For these reasons, I see little justifica-
tion for the extreme case study as a distinct type.  
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  24  .   If one deems it too demanding to give a point estimate, one can specify a range 
of probabilities (say, 70–90 percent instead of 80 percent) or a distribution of 
priors. For reasons of presentational convenience, I simply speak of probabilities 
in the following.  

  25  .   Sometimes, the literature only refers to the probability of  E  on the condition that 
 H   DP   is true as  p(  E  |H   DP   ) . In case study research, this likelihood is not as informa-
tive as it could and should be because the probability of observing the outcome 
can only be determined by additionally considering case selection in ways to be 
detailed below. (I owe this insight to Christina Zuber.) For instance, Dion (1998) 
uses the case-free conditional likelihood in his discussion of case studies for the 
assessment of necessary condition hypothesis. Implicitly, it is then argued that 
the hypothesis should be confirmed independently of what case is chosen. This 
assumption can be made (in particular when one is interested in single cases and 
singular causation (see Abell, 2009a), but it is a strong assumption because it is 
more compelling that different cases entail a different likelihood of confirming 
a hypothesis. Sometimes, one also finds the notation  p(  E|H & B) , where  B  repre-
sents background knowledge (Howson and Urbach, 2005). In short, background 
knowledge subsumes issues that, in principle influence the likelihood in ques-
tion (such as the quality of sources used in empirical research), but that are not 
explicitly considered in the formulation of the conditional probability. In order 
to keep the notation simple, I leave the parameter aside here.  

  26  .   Constantelos performs a quantitative analysis. This underscores Levy’s claim 
that the general idea behind most-likely and least-likely sampling extends to 
quantitative research (2007).  

  27  .   For the cross-case level, an additional type of case invented recently is the 
 pathway  case (Gerring 2007b). Because the pathway case is the same as a typical 
case when controlling for rival explanations (see Chapter 4), the pathway case is 
not introduced as a separate type here.  

  28  .   George and Bennett (2005, chap. 9) propose the  congruence   method  for qualitative 
case studies. In my view, it follows the logic of ordinary hypothesis-testing. In a 
case study on sufficiency, the congruence method involves the selection of cases 
on the cause and to test for the presence of the outcome (George and Bennett, 
2005, 181). They elaborate other aspects of the congruence method such as the 
search for spuriousness. These issues are important, but not special to the congru-
ence method because they reflect the good practice of multiplying the number of 
observable implications that are related to a hypothesis.  

  29  .   It is possible to examine the same case in the exploratory and confirmatory part. 
However, it is more likely that the focus will be on different observable implica-
tions, which usually implies different cases that belong to the same units (see 
Section 5.1). The arguments that are made in the main text extend to analyses 
centered on the same case or the same unit.  

  30  .   Chapter 4 elaborates additional sources of anomalies.  
  31  .   This can be framed as a sufficiency case study when the interest lies in the effects 

of a democratic dyad (failed most-likely case). If the case study is interested in 
the outcome war, it is about the presence of the outcome in the absence of the 
necessary condition (passed least-likely case).  

  32  .   Populations tend to be small in comparative historical analysis (CHA) because it 
relies on concepts with high intensions and many restrictive scope conditions 
(Skocpol 2003). Consequently, the number of cases one has to screen in CHA 
tends to be smaller than in ordinary case studies.  
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   4 Forms and Problems of Comparisons 

  1  .   Causal inferences can be confined to the statement that a cause matters, without 
an additional inference about the type of causal effect. This avoids engagement 
with the issues discussed in this and the next chapter, but there remain some 
pertinent problems that will be the subjects of Chapters 6, 7, and 8.  

  2  .   Since this chapter is concerned with theory and the accumulation of knowledge, 
I presume that all comparisons follow the idea of structured, focused compari-
sons (George 1979). A comparison is structured when one asks the same ques-
tions as regards all cases under scrutiny. A comparison is focused if the empirical 
analysis is guided by theory and concerned with particular aspects of a case 
(George and Bennett 2005, 67).  

  3  .   Sometimes this is not fully apparent because Mill’s methods may come in the 
guise of an experimental template (Gerring and McDermott 2007), the most-
similar design for the method of difference (Zangl 2008), or the most-dissimilar/
most-different design for the method of agreement (De Meur and Berg-Schlosser 
1996); in addition, the underlying logic of inference is implicitly used only in 
cross-case comparisons (Slater 2009).  

  4  .   I say ‘largely free of theory’ because experiments (and Mill’s methods) require 
theoretical input as well (Cohen and Nagel 1934, 252). But according to Mill, less 
theory is needed in experiments than in observational research. One might find 
it odd to speak of theory-free observations in empirical research, but that’s the 
context in which Mill discusses his methods.  

  5  .   As regards the method of difference, Mill (1874, 610–1) additionally argues that 
one will never find two cases that display the required cross-case scores (see 
below). This is an empirical matter and may or may not be the case. Moreover, 
social scientists rarely have the nice data that they need for their methods to 
work properly, and one can take this into account by framing causal inferences 
accordingly (King et al. 1994, 28).  

  6  .   Before a test is performed, one must decide between a correlational and set-rela-
tional perspective and formulate the hypotheses that are to be tested accord-
ingly. Unfortunately, empirical evidence can hardly be a guide in making this 
decision.  

  7  .   Set relations are about invariance, meaning that a single case would suffice for 
building a hypothesis from scratch. But set-relational designs can also benefit 
from comparisons in ways described in the following.  

  8  .   Zelditch (1971) and Collier, Brady, and Seawright (2004b, 238) prefer the term 
‘interpretable’ to ‘indeterminate’. With an eye on statistical analysis, they argue 
that a design can be determinate but that the results are not interpretable never-
theless. The notion of an interpretable design is valuable, but I prefer the term 
‘indeterminate’ (in philosophy of science, it is referred to as contrastive or empir-
ical underdetermination because theory is underdetermined by evidence (Park 
2009). Many issues have the potential to undermine the interpretability of an 
analysis. The inferential problem that is at the core of this chapter is one of inde-
terminacy and should be labeled as such instead of being obscured by the more 
general term ‘interpretability’.  

  9  .   Indeterminacy is sometimes also referred to as a  degrees-of-freedom problem  
(Campbell 1975). In quantitative research, one has insufficient degrees of freedom 
when the number of parameters one has to estimate is equal to or larger than 
the number of cases. The consequence is that the model perfectly fits the data at 
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hand or cannot be estimated at all. I prefer indeterminacy to degrees-of-freedom 
problems because the notion of degrees of freedom cannot be easily transferred 
to the realm of qualitative case studies and tends to be more confusing than 
illuminating (George and Bennett 2005, 28).  

  10  .   See Lazarsfeld (1937) and Barton (1955) for early discussions of the property 
space in social research. The idea of a property space is usually invoked in typo-
logical analysis and typological theory where one measures differences in kind 
(George and Bennett 2005, 234). However, it can be generalized to correlational 
qualitative case studies that rely on differences in degree. Imagine a case study 
that is interested in the effects of economic openness and labor union strength 
on welfare spending. This analysis involves four types: globalization and labor 
union strength can be equal in both countries, globalization can be higher in one 
country and union strength similar, globalization can be similar and labor union 
strength higher in one country, and both can be dissimilar in both countries.  

  11  .   In QCA, this problem is also known as one of  limited diversity  (Ragin 1987, 
104–5).  

  12  .   The role of case selection for cross-case inferences in hypotheses tests should be 
recalled. As explained in Chapter 3, a test of correlational propositions requires 
establishing variance on the outcome or the cause of interest. The distinction 
between differences in degree and differences in kind, which is salient for case 
selection, does not matter here. In set-relational research, causal inference 
should be limited to claims of necessity when the two cases are chosen with the 
outcome present and sufficiency when cases are selected on the conditions. This 
information cannot be communicated via the stylized visualizations of compari-
sons in this chapter. In the discussion of set-relational causal inferences, I there-
fore presume that the cases were chosen according to the principles laid down in 
Chapter 3.   

  13  .   The MoA is also referred to as the  most-dissimilar design  (Berg-Schlosser and 
De Meur 1994; Berg-Schlosser and Quenter 1996), which is attributable to 
Przeworski and Teune’s discussion of country comparisons (1970, chap. 3). They 
introduce their design as the most-dissimilar systems design (MDSD) because of 
their preoccupation with cross-national research. (The logic of inference does 
not mandate the analysis of nation states as long as one can distinguish a cross-
case and a within-case level.). Treating the MoA and the MDSD as synonymous 
is misleading because the MDSD follows a different logic of causal inference (see 
Przeworski and Teune 1970, 34–5).  

  14  .   Cohen and Nagel argue that Mill’s methods are useful only for elimination of 
causes, not for confirmatory causal inferences (e.g., 1934, 252–4). They make the 
principled claim that one can never be sure that there will be future cases that 
contradict the inferences derived from Mill’s methods. This is true, of course, but 
for the time being – that is, unless new cases enter the picture – Mill’s methods 
do permit the making of confirmatory inferences, not just the elimination of 
causes.  

  15  .   This reading of the MoA contrasts with DeFelice’s argument that the observation 
of an invariant factor in the MoA allows one to infer covariational causation 
(1986, 421). If covariation is the benchmark, the MoA does not allow one to make 
a hypothesis-confirming causal inference.  

  16  .   An additional problem occurs when a cross-case cause is a composite measure 
indicating that multiple constituent factors are jointly present. Savolainen 
(1994, 1221) argues that aggregate measures are a way to handle interactions 
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when using Mill’s methods. But the aggregation of multiple causes into one only 
conceals the problem of inferring an interaction effect and is not a solution to the 
actual problem (Nichols 1986). In the Hendriks and Michels example, nothing 
would be gained in inferential terms if the institutional variables were integrated 
in the composite causes ‘consensus democracy’ and ‘majoritarian democracy’. 
The problems can be avoided only if the theoretical interest lies in a composite 
measure such as consensus democracy and not in the constitutive dimensions.  

  17  .   If one takes into account that multiple necessary conditions can be connected 
via the logical OR operator (see Chapter 2), one cannot automatically discard 
these three conditions as necessary. While one could make a claim of substitut-
ability in this example, I do not address this issue in more detail here.  

  18  .   Typological theory takes a different set-relational perspective than the one 
adopted here (Elman 2005; George and Bennett 2005, chap. 11). In short, typo-
logical theory takes configurations of conditions as types. In this view, the United 
Kingdom and the Netherlands are two different types out of 16 possible types 
(four dichotomous conditions produce 16 logically possible types). All countries 
that display the same configuration of conditions as the United Kingdom and 
the Netherlands are of the same type. The default assumption is that the entire 
conjunction of conditions is sufficient for the outcome. There is no aim to single 
out one condition or a subset of conditions as sufficient. Typological theory and 
the set-relational interpretation adopted here therefore take exactly the opposite 
perspective; the standard view focuses on the sufficiency of a single condition, 
while typological theory presumes that the largest possible conjunction is suffi-
cient. As the discussion in the main text shows, both inferences can be made, but 
only in the presence of strong theory or demanding counterfactual assumptions 
about what the outcome is in cases described by configurations of conditions 
that do not exist empirically.  

  19  .   This aligns with Savolainen’s assertion that a comparison should be constructed 
according to what one aims to find out (1994, 1220–1).  

  20  .   Both inferences are made under the hypotheses that the presence of a debate, 
a majoritarian electoral system, a single-party government, and unitarism are 
individually sufficient.  

  21  .   The MoD is also referred to as the  most-  similar design  because the cases are very 
similar with respect to the causes. The notion of a most-similar comparison is 
related to Przeworski and Teune’s most-similar systems design (MSSD) (1970, 
chap. 3). The MoD and the MSSD can be considered equivalent.  

  22  .   The substance matter is treated as a shortcut for factors that are related to 
hormone-treated beef.  

  23  .   Gerring and McDermott (2007, 691) call this a spatial comparison. According to 
them, the comparison that mirrors an experiment most is a dynamic compar-
ison drawing on variation across cases and for the same case over time. The 
notion of a spatial comparison does not apply to Zangl’s study involving inter-
national institutions, but it can be more generally put as a post-treatment-only 
comparison of the treatment and control case.  

  24  .   This applies to all kinds of designs that mimic an experiment. For this reason, I 
see little ground for arguing that one form of observational comparison comes 
closer to the ideal of an experiment than another (Gerring 2007a, chap. 1; 
Gerring and McDermott 2007).  

  25  .   Tilly (1997) recommends not to implement small-n comparisons for theoretical 
reasons. He emphasizes that societies and nations are not necessarily useful 
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entities for comparisons (see also Ragin 1981). This point is correct to the extent 
that every researcher must ensure that the entities of interest are amenable to a 
comparison (Sartori 1991), which might or might not be the case for countries 
and societies.  

  26  .   I leave aside here that the cause–effect relationship could also be set-relational. 
Similar problems apply here.  

  27  .   Here, ‘probabilism’ means that causal relationships are inherently probabilistic 
and cannot be turned deterministically by reshaping a concept, acquiring better 
data, and so on (see Salmon 1998, chap. 2).  

  28  .   For purposes of illustration, I focus on puzzles including single causes.  
  29  .   In contrast to Lange, I use dichotomous measures for the outcome (see also 

Chapter 5).  
  30  .   Columns with entries in italics include causes that are added to the comparison 

after exploratory process tracing has been performed.  
  31  .   Left governments might prefer centralized solutions, while right-wing govern-

ments prefer a decentralized approach.  
  32  .   For example because left governments attach more salience to low levels of 

inequality than right-wing governments.  
  33  .   If early childhood education is not given, one again faces a puzzle that can be 

approached in the same manner.  
  34  .   Oliver is more specifically interested in the fact that inequality is rising in Sweden 

and declining in Italy. In the later 1990s, the levels of inequality reached similar 
low levels, and this is the point I am focusing on.  

   5 Enhancing Causal Inference in Comparisons 

  1  .   Elman’s (2005) formidable discussion of explanatory typologies, which 
underlies parts of the following paragraphs, includes five related strategies 
for diminishing the size of the property space. Some of the strategies do not 
extend to cross-case comparisons, where the notion of a ‘property space’ has 
a slightly different meaning because a logically possible combination of cross-
case scores does not automatically represent a type. Moreover, Elman does not 
relate the strategies for reducing the space to the viability of cross-case infer-
ences and indeterminacy because of his concern with typological theory.  

  2  .   Gerring addresses the two dimensions in the context of a covariational typology 
of research designs (2004, 343), yet without arguing that they are characterized 
by a trade-off. Moreover, the two dimensions can be at least partially extended 
to set-relational comparisons.  

  3  .   If the comparison of two sectors in the same country is a spatial within-unit 
analysis, it follows that a substantive within-unit comparison would involve the 
comparison of identical sectors.  

  4  .   Because of the preoccupation with experiments, discussions of this design always 
presume that one observes changes on a cause. In correlational and necessary 
condition case studies, it is equally possible to observe change of the outcome 
over time and to determine whether one cause changes, too.  

  5  .   Bartolini (1993) takes a more skeptical perspective in the context of a discussion 
of developmental theory.  

  6  .   See Lieberman (2001), Katznelson (2003), and Grzymala-Busse (2011) for a 
general discussion of periodization in Comparative Historical Analysis, that is, 
the delineation of the relevant period of analysis for case studies.  
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  7  .   One may dispute these qualifications because the literature on interrupted time-
series (ITS) designs, which is a template for longitudinal comparisons (Collier 
1993; George and Bennett 2005), recommends focusing on broad periods of time 
before and after the treatment (Cook and Wong 2008). However, the analogy is 
misleading because ITS designs include continuous outcomes, such as traffic fatali-
ties, that are subject to natural fluctuations (Campbell and Ross 1968). In order to 
focus on the effect of a treatment, it is necessary to extend the period of analysis as 
nonsystematic fluctuations can cancel each other out on average. This point does 
not extend to qualitative case studies that do not center on continuous outcomes 
and are interested in phenomena that rarely change. An additional reason that the 
ITS design might be appealing is that it is one legitimate variant of a quasi experi-
ment (Cook and Wong 2008). However, if one wants to transfer quasi-experimental 
designs to the field of case studies, one would better follow the idea of a differences-
in-differences design. Without going into the details here, that design mirrors the 
structure of a combined within-unit and cross-unit comparison – or a dynamic 
comparison in terms of Gerring and McDermott (2007).  

  8  .   I do not complicate the synthesis by additionally distinguishing between the 
two variants of cross-section comparisons. The differentiation between both 
cross-section comparisons would call for the splitting up of the upper row of 
Table 5.1.  

  9  .   Bartolini (1993) recommends a similar design in the course of his discussion of 
methods for the improvement of developmental theory.  

  10  .   Lijphart (1971) makes this recommendation by stating that one should increase 
the number of cases ‘as much as possible’.  

  11  .   The arguments that I make in this section extend to case studies that rely on 
fuzzy sets (see Ragin 2000).  

  12  .   Mahoney (1999, 2003a) gives one of the few laudable treatments of nonbinary 
causes and outcomes in comparative case studies. He refers to the two measure-
ment approaches as nominal and ordinal comparison, the former referring to 
binary causes and outcomes and the latter to multicategorical ones. This distinc-
tion is misleading because it mixes the measurement level – nominal, ordinal, 
interval, and metric – with the level of measurement aggregation. Note that 
Mahoney (2003a, 338) uses the term ‘level of aggregation’ for distinguishing 
between what I call the cross-case and within-case level of analysis.  

  13  .   Some phenomena (e.g., membership in an international organization) are inher-
ently binary. Other phenomena (e.g., marital status) are inherently multicate-
gorical. All other phenomena can be measured continuously, but not necessarily. 
One may prefer to calibrate continuous variables, such as growth, so as to obtain 
a binary or multicategorical cause.  

  14  .   Elman (2005, 302) refers to a change in the level of measurement aggregation as 
rescaling.  

  15  .   The variable ‘capitalist system’ can be considered ordinal, taking the degree of 
market orientation as the underlying criterion.  

  16  .   There are limits to this strategy because the more categories one distinguishes 
on the outcome (and the causes), the more cases one needs for a thorough assess-
ment of additive causation.  

  17  .   The insight that social science theory is weak is not new (Bohrnstedt 1980, 
785–6). See Leavitt, Mitchell, and Peterson (2010), Lieberson and Horwich 
(2008), and Achen (2002) for general pleas for better theory.  

  18  .   Elman (2005, 305–6) calls this logical compression.  
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  19  .   Hypothesis-building and hypothesis-modifying case studies do not draw on 
established bodies of research. Consequently, elaborated theory can come into 
play only after the empirical analysis if the case study is centered on one of the 
two research goals.  

  20  .   This example is taken from Dür (2007a, 191).  
  21  .   There is no need to explicitly think about equifinality. If one does not declare a 

cause to be necessary, one implicitly argues that multiple causes can influence the 
outcome.  

  22  .   All causes are of some interest because, were they not, they would not be included 
in the analysis. Because of the original logic of the MoA and MoD, however, one 
can say that the invariant cause (MoA) and varying cause (MoD) are at the focus 
of both comparisons.  

  23  .   Smelser (1973, 44–5) distinguishes between variables and parameters in his discus-
sion of cross-case comparisons (see also Lijphart 1971, 687). The variables vary and 
are at the heart of the empirical analysis, while parameters are held constant, the 
implication being that they are included in the comparison. In contrast to scope 
conditions, parameters thus are part of the inferential problem and not of the solu-
tion because they tend to increase the number of viable causal inferences.  

  24  .   This is the case unless one explicitly aims to test whether a scope condition can 
be relaxed (George and Bennett 2005, 25). In this instance, the boundary condi-
tion is treated as a necessary condition for a causal relationship to hold. In all 
other instances, one is not interested in what is going on outside of the popula-
tion (Walker and Cohen 1985).  

  25  .   A high trade volume could be a scope condition, as well, with different conse-
quences for the composition of the population.  

  26  .   This point relates to Caramani’s (2010) argument that one will not be able to 
establish variance on a cause when there is a uniform trend in the international 
system that affects all countries of interest (in the case of country research).  

  27  .   It is assumed that the presence of a debate, a majoritarian electoral system, a 
single-party government, and unitarism are hypothesized to be individually 
necessary.  

  28  .   It is assumed that the presence of a debate, a majoritarian electoral system, a 
single-party government, and unitarism are hypothesized to be individually 
sufficient.  

   6 Process Tracing: Theory, Temporality, and Method 

  1  .   See Hall (2003) for an intriguing discussion of problems in aligning theory and 
method.  

  2  .   Beach and Pedersen (2012) make such a claim in relation with causal mechanisms.  
  3  .   The distinction between a narrow and broad conception of pattern matching 

is tied to theorizing about causal mechanisms and processes. In the narrow 
perspective, a specific sequence of steps is closely linked to causal inference 
about a mechanism. When the process is not realized in the same way as it 
was theorized, the corresponding hypothesis about the mechanism is found 
disconfirmed (Beach and Pedersen, 2012; George and Bennett 2005, chap. 10). 
In the broad version of pattern matching, inferences about mechanisms are 
independent of the empirical sequence of steps. This shows that while the focus 
of this chapter is on processes, arguments about processes and mechanisms are 
intertwined if one adopts the narrow view on pattern matching.  
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  4  .   One could also look at noncrisis situations, but it is easier and more plausible to 
look at crises because the purported cause of democratic peace then becomes 
more visible.  

  5  .   I acknowledge that there is some reluctance to use causal vocabulary and to 
speak of patterns when talking about ideas, identities, and so on (Kurki 2007). 
But whether ideas can give rise to regular causal relationships or not is an onto-
logical assumption that is, as many others, unresolvable (Hay 2006).  

  6  .   Moreover, one should not derive the leader’s motivation for his or her decision 
from the subsequent empirical development. As has been aptly described else-
where, it is risky to assume revealed preferences (Frieden 1999; Pierson 2000); 
that is, that the empirical events that ensue from an actor’s choice fully reveal 
the reasons for making the decision.  

  7  .   This argument extends to case studies where the macro outcome is the result of 
aggregated micro behavior; for example, the vote share of a party is the conse-
quence of a multitude of individual voting decisions. Before casting a vote, each 
individual weighs the consequences of voting for a different party and makes a 
voting decision according to the expected consequences of the vote.  

  8  .   Decision-making processes are more complex, and one can think of more specific 
steps, such as ‘first meeting of government’, but complexity and specificity of 
steps is not the issue here.  

  9  .   If one wants to emphasize that the process is central for causal inference, one 
should speak of systematic process analysis (Hall 2008).  

  10  .   The example would also work when identity or ideas are the mechanism.  
  11  .   In the following chapter, I question the goal and possibility of singling out one 

explanation more generally.  
  12  .   Goertz (2003) brings up the possibility that a process includes intervening steps 

where each step is necessary for the following step. Although possible in prin-
ciple, it is demanding to specify a sequence where the absence of a single step 
could block the occurrence of the following steps.  

  13  .   The population additionally includes relevant negative cases.  
  14  .   One might argue that without the liberalization in the 1980s, there would not 

have been a financial crisis at all. Without going into the details of the crisis, it is 
important to note that multiple factors worked together to produce the mortgage 
crisis that preceded the financial crisis, including a low-interest rate policy of the 
US Federal Reserve and a US federal government that encouraged banks to give 
credits to home buyers. It is not easy to say whether without liberalization there 
would have been no crisis. Besides, less liberalization might have led to a crisis 
as well and also to less influential lobbying actors, therefore paving the way for 
large-scale change in the finance sector.  

   7  From Evidence to Inference: Use of Sources and 
Counterfactuals 

  1  .   Campbell (1975) makes this argument without invoking the terminology of 
CPOs and DPOs as these terms were invented 30 years later.  

  2  .   Whether one is theorizing realized or anticipated processes does not matter.  
  3  .   If it is argued that the outcome occurs in the observed and counterfactual case, 

the inferences that follow depend on the design at hand. The occurrences could 
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indicate that the outcome is due to equifinality, the implication being either 
that the manipulated cause is relevant or that the cause is truly irrelevant.  

   8  Frequentist and Bayesian Causal Inference in Tests of 
Hypotheses 

  1  .   See, for example, Bennett (2010), Checkel (2008), Mahoney (2003a, 2007), 
McAdam et al. (2008), Falleti (2009), and Tilly (2001, 2004).  

  2  .   One could also think of the two dimensions as continuous, though it is not 
immediately apparent what a continuous measure for uniqueness could be. In 
any case, this point is unrelated to the arguments that follow.  

  3  .   Van Evera (1997, 30–2) introduces the tests without reference to a particular level 
of analysis.  

  4  .   The hypothesis is of the cross-case type. As noted before, all arguments easily 
extend to within-case hypotheses on mechanisms and processes.  

  5  .   The argument extends to correlational hypotheses because they can be formu-
lated as ‘Only X correlates with Y’.  

  6  .   I presume that spending either decreases or increases and does not remain at 
exactly the same level.  

  7  .   Abell (2009a, 2009b, 2004) relies on Bayesian tools in his elaboration of Bayesian 
narratives. Simplifying somewhat, Bayesian narratives are presented as an alter-
native to causal inference with the ‘orthodox statistical model’ (Abell 2009b, 
561) and as a tool for generating causal inferences in the analysis of unique 
phenomena. This means that Bayesian narratives are explicitly separated from 
an interest in general causation, which is possible because Bayesian tools can be 
applied to single cases.  

  8  .   One aspect I do not focus on here is that one needs to determine for each observ-
able implication a prior and the likelihood of finding it confirmed. On the cross-
case level, this is not a problem because one hypothesis entails only one prediction 
(a democratic dyad coincides with peace; a low parliamentary seat share coincides 
with a low cabinet share, and so on). Matters become more complicated for two 
reasons. First, the observable implications are located on the within-case level 
and need to be aggregated to make a single inference as to whether a mechanism 
or process is in place. Second, one can theorize auxiliary outcomes that should be 
found confirmed if the hypothesis of main interest is correct. In either scenario, 
this can be done by dealing with each implication singly or all at the same time. 
Since this is an issue that requires some technical elaboration, I leave it aside here 
in order to concentrate on the distinction between frequentism and Bayesianism. 
The arguments made in the main text also apply when one allows multiple 
observable implications to have different conditional likelihoods of being found 
confirmed.  

  9  .   Without loss of generality, I limit the discussion to a within-case hypothesis that 
underpins a pattern of sufficiency.  

  10  .   At the margin, additional CPOs lose value, and there is little to gain from gath-
ering more. If 200 politicians confirm that spending is high in order to compen-
sate the losers from globalization, an additional interview is of little value. If 
only two politicians were interviewed, one more interview has more to offer and 
should be done.  
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  11  .   Bayes has formulated multiple theorems. A general reference to Bayes’ theorem 
usually refers to the formula presented in this text.  

  12  .   Bayes’ theorem can be written in different ways (Howson and Urbach 2005, 
20–2). This one is most appropriate for the arguments I make in the following. As 
explained in Chapter 3, one can take background knowledge –  B  – into the formula 
by writing, for example,  p(  E|C & B & case)  instead of  p(  E|C) . What background 
knowledge is depends on the research question and hypothesis under scrutiny. For 
instance, background knowledge could be that the availability of sources is good 
so that the source coverage problem and source coverage bias should be small.  

  13  .   The conditional probabilities  p(  E|C)  and  p(  ~E|C) , and  p(  E|~C)  and  p(  ~E|~C)  should 
add up to one per column, implying that the specification of three param-
eters – one marginal probability of a column and one conditional probability 
per column – allows it to complete the table and invoke Bayes theorem. Three 
parameters therefore also permit it to determine all four possible posteriors.  

  14  .   The denominator of Bayes’ theorem is the same for the working hypothesis and 
the null hypothesis and drops out of the equation.  

  15  .   The relation between the likelihood ratio and Bayes factor is discussed below.  
  16  .   If the conditional likelihoods are not identical, the ratio of posteriors depends on 

the likelihood ratio weighted by the ratio of the prior probabilities.   
  17  .   The table is adopted from Wagenmakers et al. (2011). Their labels differ slightly 

from the original ones proposed by Jeffreys (1961). Wagenmakers refer to a ratio 
of one as ‘no evidence’. I prefer inconclusive evidence because one has gathered 
evidence, but it equally supports the working and the null hypothesis.  

  18  .   Again, I assume that constant levels of spending are not a third option.  

   9  External Validity and Generalization: Challenges and 
Strategies 

  1  .   Blatter and Blume (2010, 336) distinguish statistical generalization, contin-
gent generalization, and abstraction. They prefer abstraction to the two 
other modes of generalization. In my reading, however, abstraction it is not 
about external validity but internal validity. Abstraction is characterized by 
subsuming observations under theories and evaluating the latter in light 
of the ‘likeliness’ of the observations. This is what I discussed in Chapter 8 
under the rubric of Bayesian case studies. Moreover, Blatter and Blume (2010, 
341–8) distinguish between horizontal generalization, subsuming contingent 
and statistical generalization, and vertical generalization (which is equiva-
lent to abstraction). The notion of contingent generalization, which means 
to generalize insights from cases to configurations of conditions, seems to 
ignore the relationship between the intension of a concept and its extension 
(Sartori 1970). By making inferences about configurations of conditions, each 
of which is a manifestation of a properly specified concept, one implicitly 
commits (horizontal) generalization because the concept has a certain exten-
sion and encompasses more cases than those one did examine (unless the 
entire population is analyzed empirically). Statistical generalization is the 
mode of generalization that is discussed in this section although I do not use 
this term. As will become clear in this chapter, there is nothing in the gener-
alization of causal inferences that would qualify as ‘statistical’, rendering this 
term more confusing than illuminating.  
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  2  .   There are tools for estimating the statistical significance for a small number of 
cases (Mahoney 2003a, 350–1). However, these are techniques for estimating the 
likelihood that the causal relationship is systematic for the cases under analysis 
(which is disputed if the cases constitute a population; see Berk et al. 1995) . 
This is different from significance testing for generalization from a sample to a 
population. Furthermore, it is sometimes argued that cross-case determinism is 
compatible with the notion of a probabilistic world. The claim is that one can 
have invariant patterns on the cross-case level, while the behavior of individuals 
that produce the cross-case relationship is probabilistic. Suppose that you are 
interested in the occurrence of famines and the outbreak of revolutions. The 
simple line of reasoning goes that a famine makes people desperate and that 
desperation leads to an individual decision to revolt against the political elite. In 
order for a famine to result in a revolution, it is not necessary that every citizen 
in a country be desperate and that every desperate person rebels against the elite. 
The outbreak of a revolution requires only a critical mass of people to behave 
as theorized. We thus have a stable cross-case pattern, although the effects are 
probabilistic on the within-case level. Though appealing, this line of reasoning 
does not seem to be promising at second glance. The point is that,  ex post , we 
can always say that the critical mass was reached when we observe the outcome 
and not reached when we do not observe it. But then we are engaging in circular 
reasoning and inferring the causal mechanism from the outcome in order to 
explain the outcome. Unless one has a very strong theory that predicts specific 
probabilities and thresholds for every intervening step – how many people are 
needed for a revolt, how many people become desperate in response to a famine, 
etc. – cross-case determinism cannot be credibly explained with within-case 
probabilism.  

  3  .   Testing the need for specific scope conditions is sometimes presented as an 
advantage of case studies (George and Bennett 2005, 27). However, this strategy 
has not been elaborated in detail so far. In terms of the three research goals 
discussed in Chapter 1, this is a hypothesis-testing case study because one tests 
the hypothesis that a scope condition can be skipped.  

  4  .   Layered generalization is different from the building-block approach proposed 
by George and Bennett (2005, 78). Their building-block procedure is specifically 
tied to the idea of typological theory (chap. 11) and denotes the analysis of a 
single type (block) one after another. The cumulative analysis of types is not 
related to generalization because causal inferences are not extended from one 
type to another (112).  

  5  .   I say ‘temporarily’ because until the entire layer of new cases has been examined, 
the strategy of uneven layered generalization produces only intermediate steps 
toward the analysis of an entire layer. If it turns out that only some of the cases 
in the new layer confirm a hypothesis, one has to make theoretical sense of these 
results and try to formulate theoretically intelligible scope conditions instead of 
creating an oddly shaped population in an ad-hoc fashion.  

  6  .   In their comparison of a quantitative and qualitative research culture, 
Mahoney and Goertz (2006, 237–8) make this argument for case studies 
in general, that is, regardless of whether they are anchored in CHA or not. 
Pending a review of published case studies that shows how scope conditions 
are handled in practice, I share Levy’s (2007, 203–4) skepticism that,  in general,  
qualitative researchers are more attentive to scope conditions than are quanti-
tative researchers.  



236 Notes

  7  .   Goldstone (2003) argues that one should not make any homogeneity assumption 
at all. Instead, the comparability of cases should be made subject to an empirical 
analysis. In practice, this might not always be feasible and essentially eliminates 
any problem of generalization by refusing to generalize inferences in the first 
place.  
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