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Preface

The essential and determining feature of an industrial bioprocess is the culturing of
cells that yield a desired product. Mammalian, microbial, and plant cells are traditionally
used for the manufacture of products derived directly or semisynthetically from cellular
metabolites. These cells are increasingly used as the cellular machinery to express recom-
binant proteins of considerable economic and therapeutic value. The choice of cell cul-
ture type determines the degree of success in obtaining a clinically useful product, as well
as in achieving an economical process, by facilitating acceptable yield and purity. Each
of the major classes of industrially relevant cultures is manipulated by a variety of means,
selected for desired phenotypes, and is exploited either in bioreactors or in the field by
functionally similar approaches.

The knowledge of how best to achieve this utility has its roots in empirical learning that
reaches back many thousands of years. Much later, Pasteur, Koch, and others dramati-
cally advanced our knowledge of the underlying cellular nature of bioprocesses during
classical studies in the 19th century using modern scientific methods. Following World
War II, the advent of modern industrial production methods, inspired by the discovery
and isolation of penicillin, brought the first boom in natural product biotechnology. More
recently, the dramatic acceleration in identifying protein biopharmaceutical candidates,
as well as the current rebirth in natural product discovery, have been driven by molecular
genetics. Likewise, plant cell culture and engineered crops have already impacted agri-
culture and are poised to revolutionize biotechnology.

The progression of transgenic animal and plant methodologies from laboratory to
industrial scale production has resulted in the most recent, and perhaps most dramatic,
step in using cells to make products. Supporting the production of novel therapeutics in
mammalian, microbial, and plant cells is an impressive array of new methodologies from
the fields of molecular genetics, proteomics, genomics, analytical biochemistry, and
screening. For an industrial bioprocess, manipulation and propagation of cells in order
to elicit expression of a product is followed by the recovery, analysis, and identification
of these products. The methodology for successfully developing a commercial process
is functionally similar across the spectrum of cell types.

Handbook of Industrial Cell Culture: Mammalian, Microbial, and Plant Cells attempts
to link these common approaches, while also delineating those specific aspects of cell
types, to give the reader not only an overview of the best current practices, but also of
today’s evolving technologies, with examples of both their practical applications and their
future potential. Many scientists currently in the field find their careers transitioning across
work with mammalian, microbial, and plant bioprocesses; thus they are very much in need
of a book linking these disciplines in a single format. Moreover, the next generation of
scientists and engineers will interface across these disciplines and likely see even more
dramatic enhancements in technology. Our hope is that this Handbook will prove espe-
cially useful not only to those involved in biotechnology as a broad discipline, but also
assist experienced practitioners in perfecting the special art of industrial cell culture.

Victor A. Vinci
Sarad R. Parekh
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From: Handbook of Industrial Cell Culture: Mammalian, Microbial, and Plant Cells
Edited by: V. A. Vinci and S. R. Parekh  © Humana Press Inc., Totowa, NJ

1
Analysis and Manipulation of Recombinant
Glycoproteins Manufactured in Mammalian Cell Culture

Nigel Jenkins

1. Introduction

Mammalian cell culture has progressed in recent years from a lab-scale enterprise,
mainly used for in vitro testing of chemical agents, to a major source of therapeutic and
prophylactic agents. Industrial-scale cell culture had its origins in vaccine production
from adherent fibroblasts in roller bottles; however, the dominant technology employed
today uses suspension-adapted Chinese Hamster ovary (CHO) or hybridoma cells in
large-scale (up to 12,000 L) tanks.

Since microbial cells are easier to manipulate and have lower production costs than
mammalian cells, they are the method of choice for peptides and simple proteins such
as insulin and growth hormone. However, many therapeutic proteins require complex
post-translational modifications such as glycosylation, gamma-carboxylation, and site-
specific proteolysis, and mammalian cells are uniquely equipped to perform these
operations.

This chapter explores the methods and interpretation used to optimize the most
extensive post-translational protein modification: glycosylation.

Many animal-cell proteins are modified by the covalent additions of oligosaccha-
rides. These additions often result in significant mass increases and can cover a large
portion of their surfaces. There are two common classes of oligosaccharides: N- and O-
linked (Fig. 1). The oligosaccharides (also called glycans) usually contain high levels
of sialic acids, mannose, galactose, N-acetylglucosamine (GalNAc) and fucose resi-
dues. N-linked oligosaccharides are linked through an N-glycosidic bond between a
GlcNAc residue and an asparagine residue (1), and fall into two broad categories: high
mannose and complex types. In most cases, the core unit is composed of a pentasaccharide
core consisting of three branched mannose residues sequentially attached to two
GlcNAc residues via an amide linkage to asparagine. This common core structure is
formed from the same precursor (dolichol-linked oligosaccharide), which is respon-
sible for the glycan transfer to nascent peptides, and is then further processed to form a
wide variety of structures. In high and oligo-mannose glycans found in yeast and insect
cells no further glycan processing is observed. In proteins containing and the complex
glycans typically found in mammals and higher plants, further processing takes place
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in cis, medial, and trans components of the Golgi apparatus. This processing adds
GlcNAc, fucose, galactose, and sialic acids to the core structure.

In addition to the bi-antennary structures containing two arms for each glycan, com-
plex triantennary and tetra-antennary structures are also found on some glycoproteins
such as erythropoetin (EPO) and blood-clotting factors. The O-linked oligosaccharide
is linked through an O-glycosidic bond between the GlcNAc residue and either serine
or threonine, and is not processed by the same enzymes as N-glycans. Multiple O-
glycosylation sites are found in mucin-type proteins. Individual glycosylation sites may
contain a mixture of oligosaccharides (microheterogeneity). This is believed to be
caused by competition between glycosyltransferase enzymes that add nucleotide-
monosaccharide units to the glycoprotein as it travels through the Golgi compartments.

Translation of both cytoplasmic and membrane proteins is initiated on the processed
mRNA in the cytoplasm. During and following protein translation in the endoplasmic
reticulum (ER), a number of modifications can occur such as proteolytic cleavage,
protein folding, and glycosylation. There is evidence that certain chaperone proteins
recognize different glycosylation modifications and act as a quality-control mecha-
nism for ER-Golgi and intra-Golgi translocations (2). The presence of cellular pro-
teases and exoglycosidases in the culture media—particularly those released by dead
and dying cells—can often result in product degradation toward the end of culture.

Glycosylation is believed to have several biological roles, including protein stability
(resistance to proteolysis and aggregation, improved protein folding), clearance in vivo,
antigenicity, and in some cases, biological activity. Both mannose and asialoglycoprotein
(ASG) receptors in the liver remove glycoproteins with terminal mannose or galactose
residues from the bloodstream (3) and influence the plasma half-life of a glycoprotein
in vivo. In the case of immunoglobulins, effector functions such as Fc-receptor binding and
complement activation can be influenced by the glycosylation state of the Fc region (4).

2. Glycoprotein Analysis

Increased availability and reliability of carbohydrate isolation and detection meth-
ods have led to major advances in our understanding of protein glycosylation and how

Fig. 1. Carbohydrate structures associated with N- and O-glycosylation.
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it is controlled. In general, the level of carbohydrate analysis expected by the regula-
tory authorities increases as the glycoprotein drug passes from early- (IND) to late-
phase (BLA) clinical trials. A common theme is a requirement to demonstrate the
influences of oligosaccharide content on the glycoprotein’s biological efficacy in humans.

Basic information on the presence or absence of oligosaccharide (macroheterogeneity)
can be obtained by using polyacrylamide gel electrophoresis (PAGE), Western blotting
using carbohydrate-specific lectins, or fluorophore-labeled carbohydrates (5). Another
technique used for the rapid analysis of glycoproteins is capillary electrophoresis (CE),
involving the separation of glycoforms by electrophoretic flow through a narrow bore
capillary based on net charge, mol wt, and micellar association. Recent improvements on
the basic CE technique include microbore capillary isoelectric focusing (cIEF).

Common methods for the analysis of microheterogeneity include lectin-affinity chro-
matography, exoglycosidase digestion, mass spectrometry (MS), high-performance
anion-exchange chromatography, and nuclear magnetic resonance (NMR). Lectins are
carbohydrate-binding proteins, which are specific for oligosaccharide structures, and
when these are covalently immobilized in silica, individual oligosaccharides or glyco-
peptides can be separated from a heterogeneous population. Lectin-affinity HPLC
analysis can provide a basic fingerprint for most glycoproteins, although several lectin
columns would be needed to complete the structural analysis (6).

The availability of larger quantities (>1 g) of biopharmaceuticals allows analytical
methods to reach higher accuracy but with low sensitivity. NMR is a powerful tech-
nique that allows complete structural information to be recovered with the disadvan-
tage of requiring large amounts of protein. The interpretation of 1H NMR spectra
requires knowledge of uniquely known structures such as the H-2 and H-3 of mannose,
H-3 of sialic acid, the methyl protons of N-acetyl groups and specific glycan linkages.
In contrast, the most sensitive approach to glycosylation analysis involves various
forms of mass spectrometry. Fast-atom bombardment (FAB-MS) has the highest mass
accuracy of the spectrometric methods, yet it is also expensive and requires a large
amount of sample. Two other recently developed methods of ionization are particu-
larly suitable for glycoprotein and glycan analysis: matrix-assisted laser desorption/
ionization (MALDI-MS) and electrospray ionization (ES-MS). Both are relatively rapid
techniques used to study both the primary (peptide) structure and post-translation modi-
fications of recombinant proteins. For MALDI-MS, the sample is mixed with excess
matrix that strongly absorbs the laser light (e.g., sinapinic acid). When the mixture is
subjected to laser light, it is vaporized into ions which can be measured by a time-of-
flight (TOF) analyzer, with an effective mass range of approx 0.5–200 kDa. Several
laboratories have successfully used this technique to elucidate mol wt and structural
details of oligosaccharides in combination with an exoglycosidase array sequencing
(7,8). ES-MS detectors are often coupled to high-performance liquid chromatography
(HPLC), allowing in-line analysis of glycopeptides generated by the controlled digest
of glycoproteins. This method allows complete structural analysis of glycoproteins with
a very high mass accuracy.

3. Cell Type, Metabolism, and Environment

The cell line or tissue in which a glycoprotein is produced has dramatic effects on
the oligosaccharide attached to the glycoprotein. This is caused by the differences in
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relative activities and groups of glycosyltransferases and nucleotide-sugar donors that
differ between species and tissue type. The N-linked carbohydrate populations associ-
ated with both Asn25 and Asn97 glycosylation sites of interferon IFN- have been
characterized by MALDI-MS in combination with exoglycosidase array sequencing
(9–11). Recombinant IFN-  produced by CHO cells showed that N-glycans were pre-
dominantly of the complex bi- and triantennary type at both N-glycosylation sites. In
the same recombinant glycoprotein produced by baculovirus-infected Sf9 insect cells,
glycans were mainly tri-mannosyl core structures, with no direct evidence of post-ER
glycan-processing events other than core fucosylation and de-mannosylation. Transgenic
mouse-derived IFN-  exhibited considerable site-specific variation in N-glycan struc-
tures with Asn25-linked carbohydrates of the complex, core fucosylated type and
Asn97-linked carbohydrates were mainly of the oligomannose type, with smaller pro-
portions of hybrid and complex N-glycans (12). These data indicate that ER to cis-
Golgi transport is a predominant rate-limiting step in both expression systems.
However, both sialyltransferase activity and CMP-NeuAc substrate were found to be
absent in uninfected or baculovirus-infected Sf9, Sf21, and Ea4 insect cells. These data
demonstrate the profound influence of host-cell type and protein structure on the
N-glycosylation of recombinant proteins, and the considerable challenges faced in
re-engineering nonvertebrate cells to reproduce mammalian-type glycosylation.

4. Effects of Chemical Supplements on Protein Glycosylation

Changes in the cell culture environment can also lead to changes in the oligosaccha-
ride structures observed (13). Some of the conditions studied include the age of the
batch culture, glucose limitation (14), oxygen starvation (15), intracellular ammonium
ion accumulation (16), and pH excursions (17). In general, these batch and fed-batch
conditions have led to poorer glycosylation profiles of recombinant glycoproteins com-
pared to those produced in perfusion or chemostat cultures (18). This is most probably
caused by a combination of nutrient depletion and waste metabolite accumulation in
batch and fed-batch systems.

The control of protein glycosylation is a major goal of the biotechnology industry,
since glycosylation is the most extensive post-translation modification made by ani-
mal cells. Protein structure, cell type, and cell-culture environment all affect the
N-glycosylation machinery and contribute to glycoprotein heterogeneity. Exogenous
chemicals that are not essential to maintain cell growth in defined media are some-
times added to improve recombinant protein production. Sodium butyrate has been
shown to unbind the chromatin structure, thus making it more accessible to RNA
polymerase and promoting mRNA replication (19). As transfected genetic material
will integrate at the most accessible loci, it has been shown that these genes are most
likely to be transcribed during sodium butyrate treatment. It has also been shown that
sodium butyrate can increase the expression of certain chaperone-like proteins (i.e.,
GRP78 and 94) by preventing histone phosphorylation and increasing hyperacetylation.
Sodium butyrate can also cause a dilation of the ER and influence cell-cycle kinetics
by stabilizing a population in the G1 phase. Lamotte et al. (20) also studied the effects
of butyrate on the glycosylation pathway of CHO cells, and found a positive correla-
tion between both IFN- production and N-glycan complexity with increasing doses
of sodium butyrate.
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Dichloroacetate (DCA) is known to inhibit cell growth, glutamine catabolism, and
the production of pyruvate and alanine. Little is known about the effect of this chemi-
cal on glycosylation, but the literature shows that recombinant antibody yields can be
increased by up to 60% (21). N-acetyl mannosamine, a sialic acid precursor capable of
entering the cell, has been shown to be effective in increasing the intracellular sialic
acid pool and sialic acid content of recombinant glycoproteins produced by CHO cells,
but its high cost may prohibit its utility in large-scale (22).

Lipids play an essential role in the glycosylation of many proteins. They act as sugar
carriers, and the dolichol donor is used for the block transfer of oligosaccharide units
from the cytosol to the ER. Both complex lipid supplements and dolichol derivatives
have been shown to improve glycosylation at Asn 97 of -IFN (13,23). Cholesterol can
also be an important growth supplement for CHO cells, and is required for optimal
NS0 cell growth. Thus, cholesterol, phospholipids (i.e., phosphatidyl choline), and fatty
acids (linoleic and oleic acids) are usually included in serum-free formulations.

The following section provides a detailed description of two examples from our
laboratories using transfection of the 2,6-sialyltransferase (2,6-ST) gene to correct an
inherent defect in CHO cells and produce recombinant glycoproteins with modified
properties.

5. Transfection of 2,6-ST to Produce a Universal Host CHO Line
and its Effects on Recombinant IFN-

CHO are widely used to produce glycosylated recombinant proteins, and are
equipped with a glycosylation machinery very similar to the human equivalent (24). A
notable difference concerns sialylation: N-linked glycans of human origin carry termi-
nal sialic acid residues in both 2,3- and 2,6-linkages, whereas only 2,3-terminal
sialic acids are found in glycoproteins from CHO and baby hamster kidney (BHK)
cells. Indeed, these cell lines lack a functional copy of the gene that codes for 2,6-ST
(EC 2. 4. 99. 1). Sialic acid residues confer important properties to glycoproteins because
of their negative charge and the terminal position. Specific receptors, such as the ASG
receptor, have evolved in the liver and in macrophages to bind and internalize glyco-
proteins devoid of terminal sialic acid molecules (4,25,26). Moreover, the binding of
various members of the sialoadhesin family (27) and CD22 ligand (28) to terminal
sialic acid residues is specific for either the 2,3 or 2,6 linkage.

Our group and others have demonstrated that the sialylation defect of CHO cells can
be corrected by transfecting the 2,6-ST cDNA. Glycoproteins produced by such CHO
cells display both 2,6- and 2,3-linked terminal sialic acid residues, similar to human
glycoproteins. Here, we have established a CHO cell line that stably expresses 2,6-
ST, providing a universal host (UH) for further transfections of human genes. Several
relevant parameters of the UH cell line were studied, demonstrating that the 2,6-ST
transgene was stably integrated into the CHO cell genome, that transgene expression
was stable in the absence of selective pressure, that the recombinant sialyltransferase
was correctly localized in the Golgi, and finally, that the bioreactor growth parameters
of the UH were comparable to those of the parental cell line. A second step consisted in
the stable transfection into the UH of cDNAs for human glycoproteins of therapeutic
interest such as IFN- (29).
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5.1. Materials and Methods

The availability of DNA sequences that code for glycosyltransferases (30) has raised
the possibility to genetically alter the glycosylation capabilities of a cell line. In par-
ticular, the cDNA for the rat liver 2,6-ST has been transiently or stably transfected
into BHK (18) or CHO cells (30,24), and the sialylation of a target recombinant protein
has been confirmed to be in both 2,3- and 2,6-linkages. The plasmids pSfiSV-2,6-
ST, pSfiSVneo, pSfiSVdhfr and pCISfiT: a new vector for in vitro amplification (24)
carrying the human CMV promoter were built from plasmid pCI (Promega, Madison,
WI). First, one SfiI site was inserted into the unique NotI site and the resulting plasmid
(pCISfi) was further modified by introduction into the filled-in BamHI site of the oli-
gonucleotides containing the 41-basepair (bp) stretch corresponding to nucleotides
+189 to +229 of the human gastrin gene, reported to act as a transcription terminator
(29). The resulting vector was named pCISfiT, and contained the SfiI site necessary for
multimerization at the end of the multiple cloning site, plus a transcription terminator
sequence downstream of the polyadenylation signal, to improve transcription efficiency
from multimerized transcription units. Plasmid pCISfiT-IFN- contained the 1-kb open
reading frame (ORF) coding for human IFN- , excised from plasmid pSVL-IFN-
(obtained from Glaxo Smith-Kline) by cleavage with BamHI, filling in with the Klenow
fragment of T4-DNA polymerase and cleavage with XhoI.

The fragment was inserted between the XhoI and SmaI sites of the vector pCISfiT.
DNA concatenamers for stable transfections were prepared according to the in vitro
amplification method (31) by mixing the SfiI-flanked expression units and the select-
able marker unit at the following ratios: 2,6-ST transfection into CHO Dux B11 cells:
pSfiSV-2,6-ST / pSfiSVneo = 10:1; and IFN- into the UH: pCISfiT-IFN- / pSfiSVdhfr
= 20:1. Ligation products were confirmed to extend between 50 and at least 200 kb by
pulsed-field electrophoresis extracted sequentially with phenol/chloroform, according
to standard procedures and used for lipofection-mediated transfections.

For Southern blot analysis, CHO genomic DNA was extracted from cells by a salt-
ing-out procedure, and completely digested with SfiI. 10 µg of digested DNA were
separated on a 0.8% DNA gel, and adequate amounts of the SfiI-cleaved plasmids
pSfiSV-2,6-ST and pCISfiT-IFN-  were loaded along with the samples, to allow esti-
mation of band intensities. DNA was then blotted onto a HybondN+ nylon membrane
(Amersham Pharmacia Biotech, Uppsala, Sweden) and hybridized to the 32P-labeled,
607-bp BglII fragment of the rat 2,6-ST cDNA, according to standard techniques.
The filter was then stripped and re-hybridized to the 32P-labeled, 411-bp SspI fragment
of the human IFN- cDNA. Adjacent cassettes of the 2,6-ST cDNA integrated in
tandem into the genome were revealed as a single 3.5-kb band.

5.2. Results

Approximately ten copies of the 2,6-ST expression unit were detected in both in the
UH and clone 54 (IFN- producing) cell lines, and were also maintained in clone 54
cells grown in 2 µM methotrexate (MTX). A similar analysis was performed on UH
cells grown without G418 for 2 mo, and a comparable number of integrated copies was
obtained indicating the stability of 2,6-ST expression in the absence of selection agent.
Conversely, less than 10 copies of the IFN-  cassette were integrated into the genome
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of clone 54, and as expected a dramatic increase in IFN- copy number was observed in
clone 54 cells grown in 2 µM MTX amplification agent.

For transfection, 5 × 105 CHO-DxB11 cells were plated onto 60-mm dishes and
10 µg of DNA concatenamers, were mixed with 2 mM ethanolic solution of DOGS
(Transfectam®, Gibco-LTI). Two days after transfection, cells were exposed to selective
medium: either complete medium supplemented with 900 µg/mL G418 for neomycin
resistance, or MEM alpha medium without nucleosides and deoxynucleosides for dhfr
selection. Resistant colonies were obtained and individually grown in 96-well plates.

Amplification in MTX was performed by exposing individual clones to increasing
concentrations ranging from 10 nM to 2 µM. Cells were exposed to each MTX concen-
tration for at least 3 wk; resistant cells were pooled and expanded. Control UH cells
were maintained in the above medium, but containing 500 µg/mL G418 for neomycin
selection. Clone 54 cells, deriving from the stable transfection of the UH with IFN-
cDNA, and CHO clone 43 cells, stably producing IFN- were grown in MEM alpha
medium without nucleosides and deoxynucleosides, and 2 µM MTX, the medium for
clone 54 only also contained 500 µg/mL G418.

Flow cytometry using fluorescently labeled probes is a powerful method of search-
ing for rare clones expressing a particular phenotype from a mixed population of cells.
We used fluorescein-5-isothiocyanate (FITC)-labeled lectin from Sambucus nigra
(SNA) that recognizes the Gal- 2,6-sialic acid epitope to isolate cells expressing the
recombinant 2,6-ST enzyme transfected into CHO cells. The technique can be used in
two modes, either to correct the sialylation defect in cells that are already making a
recombinant protein of interest (in this case IFN- ) or to correct the defect in the parental
cell line, which can subsequently be used as a “universal host” for expressing recombi-
nant glycoproteins with both 2,3- and 2,6-sialylation. It could also be used to pick
clones that produce large amounts of the recombinant protein of interest (using a fluo-
rescent antibody) and simultaneously check for authentic product quality (sialylated
species using a different fluorophore covalently linked to SNA lectin).

In this experiment, the presence of 2,6-sialic acid linkages was examined in iso-
lated clones by flow cytometry analysis of cells incubated with fluorescein-5-
isothiocyante (FITC)-labeled SNA lectin (24,29). 2,6-ST enzyme activity was again
assayed in cell lysates from each clone by a lectin-based microtiter plate assay (32).

CHO Dux B11 cells were stably transfected with DNA concatenamers composed of an
average of 10 expression units of rat 2,6-ST per neomycin resistance expression unit, using
the in vitro amplification method. Twenty-seven G418-resistant colonies were screened by
exploiting the specific binding of 2,6-sialic acid residues on plasma-membrane glycopro-
teins to SNA lectin, using flow cytometry analysis. Fourteen (52%) colonies displayed a
positive binding of between 75 and 100% of each cell population. 2,6-ST enzyme activity
was assayed on these colonies by the specific solid-phase assay (32), and ranged between
12 and 68 IU of 2,6-ST/mg protein. Figure 2 shows the correlation between flow cytometry
positivity and 2,6-ST activity, and the clone that displays the highest indices of both
parameters was chosen for further characterization and named the UH. The stability of
expression of 2,6-ST in the UH was tested by growing the cells in the presence or in the
absence of G418 selective pressure for 2 mo, and binding to SNA lectin was again analyzed
by flow cytometry. Identical flow cytometry profiles were obtained in both cases, indicat-
ing a stable expression of the 2,6-ST enzyme in the UH.
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In order to demonstrate that the 2,6-ST introduced into UH cells can act on the
glycans of recombinant glycoproteins, the cDNA for human IFN- (placed under
the hCMV promoter) was transfected into the UH, using dhfr as the second select-
able marker. Conditioned media from 200 individual clones were analyzed by an IFN- -
specific enzyme-linked immunosorbent assay (ELISA), and displayed up to 1 pg IFN- /
cell.d. To reach higher production levels, five of these clones were exposed to gradu-
ally increasing MTX concentrations, up to 2 µM. A steady increase in IFN- levels was
observed, reaching a maximum of 37 pg/cell (18 mg/L) per 24 h in clone 54. To test for
expression stability, clone 54 cells were grown in the presence or in the absence of
MTX for 2 mo and assayed for IFN- production and for 2,6-ST activity. IFN- levels
were completely abolished following removal of MTX, and full 2,6-ST activity was
maintained as determined by flow cytometry analysis, demonstrating that 2,6-ST
expression was not affected by MTX treatment. The fact that no variation in copy
number was observed after 2 mo in culture without selective pressure indicates that the
2,6-ST concatenamer was stably integrated into the UH genome, and that no signifi-
cant recombination events occurred during the observed time span. The copy number
of the ST transgene did not change even after transfection with IFN-  and MTX treat-
ment, indicating that the two transgenes had integrated independently.

Naturally occurring sialyltransferases have been localized to the Golgi by immun-
ofluorescence (33) and immunoelectron microscopy (34). We utilized a rabbit anti-
serum to rat 2,6-ST (a gift from Prof. E. Berger, Zurich) and tetramethylrhodamine B
isothiocyanate (TRITC)-conjugated polyclonal secondary antibody against rabbit Ig

Fig. 2. �2,6-ST expression in individual CHO Dux B11 clones. Correlation between posi-
tive FITC-SNA-lectin binding by flow cytometry analysis and �2,6-ST enzyme activity in
clones of CHO Dux B11 cells stably transfected with �2,6-ST cDNA. The arrow indicates the
clone chosen as universal host (UH).
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from DAKO to localize this enzyme. A trans-Golgi marker, NBD-C6-ceramide from
Molecular Probes, was used to confirm the organelle location of 2,6-ST. Cells were
grown for 2 d on glass cover slips, fixed in 2% paraformaldehyde, washed in phos-
phate-buffered saline (PBS), saline, and fatty acid-free bovine serum albumin (BSA).
For 2,6-ST detection, cells were permeabilized with 0.1% Triton X-100 for 10 min
and incubated with the rat 2,6-ST antiserum for 1 h followed by the secondary anti-
body for 30 min. Negative control experiments were also performed, in which the pri-
mary antibody was omitted. For Golgi staining, the permeabilization step was omitted
and cells were incubated with 5 µM NBD-C6-ceramide for 60 h. Cover slips were
mounted with a phenylenediamine-mounting medium and analyzed by the fluorescence
photomicroscope. The 2,6-ST antiserum strongly labeled vesicles in limited areas of
the cytoplasm near the nucleus, consistent with a localization in the trans-Golgi appa-
ratus, as demonstrated by the identical distribution of NBD-C6-ceramide. The intracel-
lular distribution of the recombinant 2,6-ST in the UH line was similar to the one
observed for the natural enzyme in the human HepG2 cell line, known to express 2,6-ST.

The UH cell line was grown in a stirred-tank bioreactor to verify that the integration
of the exogenous gene coding for the 2,6-ST enzyme did not compromise the growth
and metabolism of the cell line in suspension culture. The culture conditions have been
described elsewhere (35), but medium was supplemented here with adenosine, cyti-
dine, guanosine, uridine, 2'-deoxyadenosine, 2'-deoxycytidine, 2'-deoxyguanosine, and
2'-deoxyuridine to achieve a final concentration of 1 mg/L. The cell-growth phase took
place over a period of 50 h, and cell viability remained higher than 95% during this
period, with a maximal viable cell concentration of 1. 2 3 106 cells/mL. The maximal
cell-specific growth rate (0. 04 h-1) was high as compared with other CHO cell lines,
but the uptake of nutrients (glucose and glutamine) and the production of toxic sub-
stances (lactate and ammonium) were similar to those observed with the parental cell line.

For IFN- purification, an IFN- affinity column was generated by coupling 20B8
monoclonal anti-IFN- antibody (Lonza Biologics) to CNBr-activated Sepharose. The
conformation of sialic acids in IFN- purified from either UH cells (clone 54) or CHO
Dux B11 cells (clone 43) was determined in duplicate by reverse-phase HPLC utilizing
2,3-sialic acid specific sialidase from Newcastle Disease Virus and the non-discrimi-
nating sialidase from Arthrobacter ureafaciens. The total amount of sialic acid was
determined spectrophotometrically, following acid-catalyzed hydrolysis of duplicate
samples (36). The sialic acid conformation on IFN-  purified from clone 54 (2,6-ST+)
was 40.4% sialic acid in 2,6-linkage and 59.6% in 2,3-linkage. Conversely, IFN-
from clone 43 (control, nontransfected) exclusively displayed 2,3-linkages, as
expected. The sialic acid content was similar in both IFN- preparations (1.16 and 1.12
moles sialic acid per mole of protein, respectively). The two IFN- preparations were
therefore comparable in the of extent of sialylation, and differ only in the presence of

-2,6-linked sialic acids in the protein produced in 2,6-ST+ (clone 54) cells. This indi-
cates that the stable expression of 2,6-ST did not hamper the sialylation capability of
the cells, and that the added sialyltransferase competes with the endogenous one for the
pool of donor CMP-sialic acid under these culture conditions.

In a pharmacokinetic study, female Sprague-Dawley rats (160–270 g) were anesthe-
tized with Hypnorn, and IFN- was administered by intravenous (iv) infusion (0.3 mg/
kg). The tail was clipped, and blood (100 µL) was then collected via the tail vein at 3,
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5, 7, 10, 15, 20, 25, 30, and 35 min post-administration. Blood samples were centri-
fuged, plasma IFN- levels were determined by ELISA, and data was processed using
the S-Plus statistical package from MathSoft Inc. (Fig. 3). The difference of log-AUC
(Area Under Concentration curve) between the two groups was statistically significant
(p = 0.013), and indicates that the recombinant IFN- from UH cells persists longer in the
blood compartment as compared to the same protein made in control cells. The clearance
values obtained for the two groups were highly statistically significant (p < 0. 001).

To test whether the IFN- produced in the UH line as well as in normal CHO cells
was biologically active, upregulation of the endogenous expression of major histocom-
patibility complex (MHC) class II (37) in human colon carcinoma LoVo cells was
assessed by flow cytometry analysis. 100 ng/mL each of IFN- purified from either
clone 54 or clone 43 elicited an upregulation in MHC class II of 3.00 ± 0.61-fold and
3.52 ± 0.52-fold, respectively. In comparison, 100 ng/mL of purified, standard human
IFN-  at 10 IU/ng produced a 4.50 ± 0.49-fold increase in MHC class II expression in
the same cell line (means ± SE for two measurements, run in quadruplicate). The
observed differences between the two samples and between each sample and the stan-
dard were not statistically significant, as determined by analysis of variance (ANOVA)
analysis, indicating that the biological activity of all three IFN-  preparations was similar.

5.3. Conclusion

Our group and several others have successfully transfected mammalian cells with
the genes for various glycosyltransferases. Here, we have established and fully charac-
terized a CHO universal host line with improved glycosylation capabilities, thus pro-
viding a relevant tool for the production of recombinant proteins for human therapy.
Such a cell line is able to produce glycoproteins carrying both 2,6- and 2,3-linked
terminal sialic acids, as found in human glycoproteins but not in products from normal
CHO cells. The in vitro amplification transfection method (31) was used. In keeping

Fig. 3. Clearance of IFN-� glycoforms in rats. IFN- from the universal host (�) and from
parental CHO (�) cell lines were injected into rats and serum concentration was determined at
the defined times.
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with our previous results (24), a high proportion (52%) of positive clones was obtained.
The average number of expression cassettes per DNA concatenamer was increased in
the present work from 5 to 10, in an attempt to enhance the expression of 2,6-ST, and
clones with high 2,6-ST activity were obtained. The best of these clones, named “uni-
versal host,” was studied to determine its suitability as a cellular host for the produc-
tion of recombinant proteins.

In theory, an alternative strategy to the two-step process requiring preparation of the
UH line first, followed by transfection of the target glycoprotein, could consist of the
co-expression of both the 2,6-ST and IFN- in one step, by transfection of DNA
concatenamers, including both expression cassettes and the selectable marker gene.
However, preliminary transfections of CHO Dux B11 cells with IFN- DNA concatenamers,
including the neomycin resistance gene as a selectable marker, had failed to yield stable
clones displaying satisfactory production levels. The use of the dhfr selectable marker
gene coupled to MTX treatment was therefore determined by the mandatory. The two-
step strategy discussed here was eventually selected, to allow more flexibility in indi-
vidually modulating the expression levels of the two genes. Indeed, continued selective
pressure was not needed to maintain satisfactory 2,6-ST activity in the UH cell line.
Conversely, high-level production of IFN- in MTX-amplified cells proved unstable,
as is often the case in the CHO/dhfr expression system (38).

Recently, TNK-tPA, a variant of wild-type tissue plasminogen activator, was pro-
duced in CHO cells that over-expressed -2,3-ST (39). The purified glycoprotein dis-
played increased sialylation levels, as compared to the control protein produced in
wild-type CHO cells; this imparted improved pharmacokinetic properties to the pro-
tein following iv injection into rabbits. The prolonged permanence of TNK-tPA in
circulation was attributed to decreased recognition of the highly sialylated product by
the ASG receptor. The differences in pharmacokinetics observed for IFN- are caused
by subtle changes in the stereochemistry of the glycan structure. Although further work
is required to investigate other possible alterations in biological activity resulting from
the presence of 2,6-sialic acid residues, this is already a positive indication of the
effects of the linkage alteration we have introduced in the glycosylation properties of
CHO cells.

In conclusion, we have established a CHO UH cell line with improved sialylation
capabilities. The UH line can be further engineered to produce therapeutically relevant
glycoproteins, whose sialylation more closely resembles the pattern found in human
products. Correctly sialylated and biologically active IFN- was produced by the UH
line, and displayed prolonged pharmacokinetics.

6. Sialylation of Human IgG-Fc Carbohydrate
by Transfecting Rat 2,6-sialyltransferase

The IgG molecule is composed of four structural and functional regions: two identi-
cal antigen-binding Fab regions linked through a flexible hinge to an Fc region that has
binding/activation sites for effector ligands, e.g., C1q and Fc receptors (40,41). The
Fc region is comprised of part of the hinge with inter-heavy-chain disulfide bridges,
two unpaired glycosylated CH2 domains, and two noncovalently paired CH3 domains.
Glycosylation of the CH2 domain at Asn-297 is essential to activation of effector func-
tions (4), and together with structure at or proximal to the N-terminus of the CH2 domain,
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generates recognition sites for leukocyte Fc receptors and complement (25). Secreted
IgG is a heterogeneous mixture of glycoforms that exhibit variable addition of the
sugar residues fucose, galactose, sialic acid, and bisecting N-acetylglucosamine. The
efficiency of effector function activation can vary between the glycoforms—e.g.,
galactosylation enhances recognition of IgG by complement or by human Fc receptors.

6.1. Materials and Methods

In an initial study, a recombinant IgG3 immunoglobulin against the hapten
nitroiodophenacetyl (NIP) with Phe-243 replaced by Ala (FA243) was expressed in a
CHO-K1 parental cell line. The resulting IgG-Fc-linked carbohydrate was significantly

2,3-sialylated (53% of glycans), as indicated by normal and reverse-phase HPLC
analyses (42) in contrast to wild-type immunoglobulins, which are poorly (<5%)
sialylated. We transfected the rat 2,6-ST gene into this FA243 cell line, to investigate
the biological properties of this new IgG3 (43).

The vector used, pCISfiT containing an insert encoding for the rat 2,6-ST gene, was
a gift from Dr. Monaco. A Kpn1/Xho1 digested fragment of pCISfiT containing the
gene (1.7 Kb) was ligated into the single Kpn1/Xho1 digested site of the pBK-CMV
expression vector (Stratagene, UK) and transformed into E. coli (TG1) competent cells
by calcium shock. Plasmid DNA (pBK-CMV- 2,6-ST) was isolated from a number of
individual kanamycin-resistant colonies, and shown by restriction with KpnI/XhoI to
contain the expression vector and the 1.7-Kb insert encoding the 2,6-ST gene. The
CHO-K1 cell line FA243 was transfected with pBK-CMV-2,6-ST by spheroplast
fusion. This cell line had previously been transfected with the genes encoding for
FA243 IgG3 and was selected on the basis of its resistance to mycophenolic acid (42).
A 24-well plate was seeded with the transfected cells and left for 48 h prior to selection
with the antibiotic G418. The adherent cell lines were incubated in RPMI-1640 medium
containing G418 (0.6 mM). After 2 wk in selection medium, transfected colonies were
visible in all the wells when limiting dilution was used to clone the transfectants. FA243
CHO-K1 cells that had not been transfected with the pBK-CMV- 2,6-ST vector con-
struct did not form colonies. Once the cloned cells reached confluence, they were
checked for maintained IgG3 production by ELISA.

Clones that maintained levels of IgG production were assayed for 2,6-ST activity
using the SNA-ELISA method (32). The final FA243-ST clone was selected on the
basis of optimal 2,6-ST activity (60.8 ± 6.6 mU/mg [n = 4]) relative to the FA243 cell
line (14.1 ± 2.9 mU/mg [n = 4]), and amplified in roller-bottle culture in order to pro-
duce IgG3 antibody. Cells were grown to a final cell density of 2.5 3 106 cells/mL in 2-L
roller bottles. The supernatant was collected, and IgG3 antibodies were purified from
cell supernatant on a column of NIP-Sepharose 4B and eluted with 0.5 mM NIP. Sodium
dodecyl sulfate (SDS) PAGE was used to check the purity of the IgG3 proteins.

To release oligosaccharides from IgG3 antibodies, 3 nmoles of purified antibody was
incubated with protoeglycanase F and the reducing ends of the released N-linked oligosac-
charides were reductively aminated with the fluorophore 2-aminoacridone using sodium
cyanoborohydride. Labeled glycans were analyzed by normal-phase HPLC using a
GlycoSep N column (Oxford Glycosciences), and detected fluorescence using excitation
and emission wavelengths of 428 and 525 nm. The sialic acid content and the nature of its
linkage to the oligosaccharide were evaluated as described previously in this chapter.
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6.2. Results

All samples displayed a heterogeneous range of complex biantennary oligosaccha-
ride structures with a single N-glycosylation site on each heavy chain at Asn-297 within
the CH2 domain of IgG, but the oligosaccharide profiles varied between the IgG3
antibodies. The glycans released from the wild-type IgG3 showed low levels of galacto-
sylation as compared to those observed for the FA243 and FA243-ST IgG3 antibodies.
Similarly, there was a much higher degree of sialylation (mono-sialyl + di-sialyl) for
glycans from FA243 IgG3 and FA243-ST IgG3 than for the wild-type, which had mini-
mal levels of sialylation. Thus, galactosylation and sialylation are inhibited for the
nascent oligosaccharide chains of the wild-type IgG relative to its FA243 replacement.
IgG-Fc-linked glycans were sialylated (60% of glycans) such that the ratio of 2,6-

2,3-linked sialic acids was almost equal (Table 1).
The FA243 replacement in IgG3 permits significant 2,6-sialylation, comparable to

the physiological level found for human polyclonal IgG, which has 27% ± 7% of oli-
gosaccharide moieties that are 2,6 sialylated. One explanation for these findings is
that sialylation is inhibited by virtue of extensive noncovalent interactions of the CH2
domain with the nascent oligosaccharide chain (44) interactions, which are reduced
in the case of the replacement FA243. We suggest that for wild-type IgG3 expressed
in CHO-K1 cells the extensive noncovalent interactions strongly inhibit galacto-
sylation and sialylation, which is overcome to some extent in the case of the FA243
replacement, but still sufficient to exert the predominant limiting influence on the extent
of sialylation. Thus, sialylation is controlled primarily by the protein structure local to
the carbohydrate, and the two sialyltransferases compete to sialylate the nascent oli-
gosaccharide.

Glycoproteins other than IgG have only minimal noncovalent interactions between
the carbohydrate and the protein. An increased level of total sialylation (95%) has been
reported (45) for recombinant human trace -protein expressed by BHK cells relative
to the native protein (60%) isolated from human cerebrospinal fluid (CSF). Thus, it is
reasonable to conclude that various factors can limit 2,3-ST and 2,6-ST activity
associated with these different glycoprotein substrates.

It has previously been shown that outer-arm galactosylation enhances recognition of
IgG by Fc RI, C1q, and complement (46). We hypothesized that remodeling the gly-

Table 1
Sialic Acid Composition and Linkage of Oligosaccharides Derived
from Anti-NIP IgG3 Wild-Type and Mutant Antibodies

Sialic Acid Wild- Std. Std. Std.
Linkage type Dev. FA243 Dev. FA243-ST+ Dev.

% �2,3 2.4 0.1 56.7 0.4 35.4 3.5
% �2,6 0.0 0.0 1.9 0.6 30.1 3.0
Total 2.4 0.1 58.6 0.4 65.5 0.4

The nmoles sialic acid per nmole of IgG were determined in each case from 3 nmoles IgG, so that a
theoretical yield of 100% corresponds to 6 nmoles sialic acid. Data are presented for three replicate deter-
minations. The �2,3 and total sialic acids were determined following release with sialidase from Newcastle
disease virus and A. ureafaciens, respectively, and the �2,6 values determined by subtraction of �2,3 from
the total value.
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cans on the IgG3 would modulate its biological activities. The ability of the wild-type,
NA297, FA243, and FA243-ST IgG3 antibodies to trigger lysis mediated through
human complement was determined. Sheep red blood cells (RBC) were NIP-derivatized
and tested with various antibody preparations, followed by either Guinea pig or human
serum to quantify complement-mediated cell lysis. The FA243 IgG3 required a 1.8-
fold increased antibody concentration to yield 50% lysis compared to the wild-type
IgG3. However, FA243-ST+ IgG3 demonstrated a capacity to trigger complement-
mediated cell lysis similar to that of wild-type IgG3, indicating that the presence of the

2,6 sialylation linkage compensates for the effect of the replacement FA243. A simi-
lar trend was obtained using guinea pig complement, so that FA243-ST required only a
1.4-fold increased IgG concentration to yield 50% lysis relative to the wild-type IgG3,
compared to 1.9-fold for the FA243 and sevenfold for NA297 IgG3.

Superoxide anion was measured as lucigenin-enhanced chemiluminescence, using
U937 cells treated with IFN- , and IgG3-sensitized NIP-derivatized human RBC in the
presence of 0.25 mM lucigenin. This assay measures the ability to trigger a respiratory
burst mounted through Fc RI expressed on IFN- stimulated U937 cells. FA243 IgG3
exhibited a reduced ability to trigger superoxide relative to the wild-type IgG3 (~ 70%
of the maximal response). However, the FA243-ST IgG3 triggered a maximal response
that was 1.3-fold greater than that observed for the wild-type protein. Thus, 2,6
sialylation contributes to recognition of IgG by human Fc RI.

Binding of antigen-complexed IgG3 to K562 cells via Fc RII receptors was deter-
mined by rosette formation (47) using human red cells were derivatized with NIP and
sensitized with anti-NIP IgG3. The aglycosylated IgG3 antibody NA297 showed a
greatly reduced capacity to rosette, confirming the requirement for carbohydrate to
support recognition of IgG by human Fc RII. FA243 IgG3 exhibited a twofold reduced
capacity to rosette, relative to the wild-type IgG3. However, FA243-ST IgG3 showed a
capacity to rosette that was similar to the wild-type IgG3, indicating that 2,6
sialylation contributes to recognition of IgG by human Fc RII.

6.3. Conclusions

These results suggest that the nature of the sialylation linkage can influence recogni-
tion by C1q/complement, Fc RI and Fc RII. A plausible explanation is that the 2,6-
sialic acid linkage can affect the structural dynamics of the oligosaccharide moiety,
particularly the primary and secondary GlcNAc residues, which have a predominant
influence on the recognition of IgG by its effector ligands (48). The oligosaccharide
moieties may additionally affect the conformation of the lower hinge-binding site for
effector ligands on the IgG protein, stabilizing conformations that are more tightly
bound by the effector ligands.

7. Conclusion

This chapter review detailed examines the multiple sources of glycan heterogeneity
that can be found in both natural and recombinant glycoproteins. Advances in carbohy-
drate analysis have facilitated detailed, site-specific determinations of each glycoform,
and have paved the way to find methods by which glycans can be controlled and
manipulated. We have reviewed several chemical approaches used to improve protein
glycosylation, and have detailed two of our own case studies (using recombinant IFN-
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and IgG3), in which genetic manipulation of sialyltransferase in the host CHO cell
line resulted in significant changes to the properties of each molecule. A similar
genetic strategy has also been used to incorporate bisecting GlcNAc residues into recom-
binant antibodies, which proved useful for enhancing antibody-dependent cytotoxicity
(49) using the enzyme Glycosyltransferase III.

In the future, these chemical and genetic methods will also be assessed against the
recently introduced technique of post-fermentation manipulation of recombinant gly-
coproteins—using cheap, microbial-derived sialyltransferases and sugar-nucleotide
precursors invented by J.C. Paulsen and commercialized by Neose Technologies.
Although these alternatives pose their own challenges in scale ability and enzyme elimi-
nation in the final product, time will reveal whether they provide more cost-effective
methods of manipulating recombinant glycoproteins.
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Genetic Approaches to Recombinant Protein Production
in Mammalian Cells

Peter P. Mueller, Dagmar Wirth, Jacqueline Unsinger, and Hansjörg Hauser

1. Control of Gene Expression

Genetically engineered mammalian cells play an essential role in many processes,
from basic research to high-throughput screening and pharmaceutical protein produc-
tion. In basic research, mammalian cells serve to study gene function and mechanisms
of regulation. Important health-related applications include drug screening and pro-
duction of secreted, pharmaceutically active proteins. The reason that mammalian cells
are preferred is the close relationship to cells and their products in the human body. In
particular, mammalian cells have the unique capability to authentically process, fold,
and modify secreted human proteins. The resulting products are free of microbial
contaminants, thereby minimizing the risk of immunogenic and inflammatory responses,
respectively. In addition, human-like modifications extend the in vivo lifetime of thera-
peutic proteins. This translates into therapeutic products that are safe and highly active.

However, compared to the alternative cell-culture systems, protein production in
mammalian cells is time-consuming and expensive. Multiple factors affect recombi-
nant protein production in mammalian cells, such as the specific cell line used and the
expression vector, chromosomal integration site, and copy number of the integrated
recombinant gene, selection procedures, cell-culture conditions, and medium employed (1).

A standard recombinant protein production strategy is to first choose a suitable pro-
ducer-cell line. Then, the DNA carrying the gene of interest and a selection marker
gene are transfected into the host cells. Only a small minority of the transfected cells
will integrate the recombinant DNA into the genome. Cells that express the selection
marker grow and form clones under appropriate conditions, whereas untransfected cells
are eliminated. However, there is little correlation between selection-marker gene
expression and the expression level of the gene of interest. The productivity of newly
isolated clones is unpredictable, variable, and usually modest. Since the optimal pro-
ducer clones are generally not those with the highest initial productivity, a large num-
ber of clones must be screened and characterized further. Limitations may occur at
various levels within a producer-cell clone, including transcriptional silencing, ineffi-
cient or aberrant mRNA processing, instability of the recombinant mRNA, low transla-
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tional efficiency, and bottlenecks in post-translational modifications and in secretion.
In addition, mammalian cells are fragile, they grow slowly, and require complex media
and sophisticated fermentation setups for the production process. Because of the lim-
ited maximal cell densities achieved, the overall production is one or more orders of
magnitude below values achieved with bacterial, fungal, or insect cell systems. For
these reasons, sophisticated vector design and elaborate producer-cell adaptation and
optimization procedures are used to improve process productivity.

Interestingly, in their native environment highly specialized cells represent the most
efficient mammalian expression systems known in the body, such as ß-globin synthe-
sis in erythroblasts or immunoglobulin secretion by B-cells. Understanding the prin-
ciples of gene expression in such cells could lead to recombinant cell lines with superior
production properties.

1.1. Vector Design

Generally, mammalian expression vectors are circular shuttle plasmid vectors (Fig. 1).
Such plasmids usually carry a mammalian gene-expression cassette and an optional
mammalian selection-marker gene. Alternatively, a mammalian selection marker can
be provided on a second plasmid that is co-transfected with the expression construct.
Since standard transfection protocols result in the integration of multiple copies of the
transfected DNA into the mammalian genome, the frequent co-integration of the
expression construct and at least one copy of a drug-resistant gene results in the selec-
tion of mostly producer cells in the presence of the drug. To facilitate vector DNA
preparation, an origin of replication and a bacterial selection marker gene allow for the
propagation and selection of these plasmids in E. coli.

In most cases, the expression of the gene of interest is driven by strong constitu-
tive viral or cellular promoters, such as the cytomegalovirus (CMV) promoter or the
translation elongation factor EF2� gene promoter. Mammalian promoters are gener-
ally extremely complex, but contain two basic parts, enhancer sequences and a mini-
mal promoter sequence (Fig. 1). Enhancers often contain repeated sequences that are
binding sites for transcriptional activators, whose position relative to the transcrip-
tion start site can be surprisingly variable, and can even function downstream of the
transcribed region. The minimal promoter sequence binds factors of the basic RNA
polymerase II-dependent transcriptional machinery and determines the transcrip-
tional start site. In practice, natural promoters are much more complex, and the inter-
actions and contributions of the various transcriptional elements have rarely been
investigated in detail. However, the composite nature of mammalian promoters
allows construction or adaptation for special purposes. In particular, for regulated
gene expression, enhancer elements of the CMV promoter can be replaced by bind-
ing sites for recombinant or regulated transcription activators such as binding sites
for the tetracycline-regulated transactivator. In addition, cell-specific enhancers can
even be added downstream of the transcription unit to increase expression in the cell
line of interest. Immediately downstream of the promoter, multiple unique restric-
tion endonuclease recognition sequences (multiple cloning site) allow the insertion
of the reading frame of interest.

Most mammalian genes contain introns. For recombinant gene expression, the much
shorter minimal protein coding sequences that are derived from reverse transcription of
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mature intronless mRNA (cDNA) are often used. However, introns and splice sites are
also recognition sites for proteins that facilitate the mRNA export from the nucleus.
Therefore, some expression constructs that contain a natural or artificial intron are
more efficiently expressed than an intronless version of the same gene. Further
improvement of gene expression can sometimes be achieved by replacing unfavorable
secondary RNA structures and upstream initiation codons in the 5' noncoding region
with a favorable unstructured 5' mRNA with an optimal consensus initiation sequence
(2), or by removing mRNA destabilizing sequences downstream of the protein coding
region that are present in many relevant cytokine mRNAs. To avoid the generation of
unstable transcripts, the protein-coding region must be followed by a cleavage and
poly(A) tail addition site. This appears to be a somewhat less critical choice than pro-
moter selection, and there are various efficient poly(A) addition sites available that are
currently used.

1.2. Regulated Gene Expression

Regulated promoters can be used to restrict recombinant gene expression of toxic or
growth-inhibitory products to the final production phase, in which further cell growth
is no longer essential. Many such regulatory systems are available that respond to spe-

Fig. 1. Typical components of a basic expression vector. An enhancer (E) consisting of
multiple transcriptional activator binding sites is a major determinant of the transcriptional
activity. The minimal promoter element (P) frequently contains a conserved sequence element
(TATA box) that constitutes a binding site for the RNA polymerase II transcription factor TBP
and determines the transcription initiation site (arrow). Transcription of the reading frame of
the gene of interest (GOI) is terminated by an mRNA precursor cleavage site and poly(A)
addition signal (T) that defines the 3' end of the mRNA. Optionally, the vector may carry a
second transcription unit encoding a mammalian selection gene. A bacterial origin of replica-
tion and an antibiotic resistance selection gene facilitate DNA manipulations, cloning, and
plasmid DNA preparation in E. coli.
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cific medium additives or to growth conditions. One major goal is to achieve efficient
expression under inducing conditions while keeping basal expression low in the
noninduced state. Presently, the most popular system for this purpose consists of two
elements, a chimeric transactivator protein and a DNA construct containing an induc-
ible promoter with multiple transactivator binding sites (3). The transactivator tTA
comprises the DNA-binding domain of the prokaryotic tetracycline repressor protein
fused to a eukaryotic transcriptional-activating domain. In the original construct, DNA-
binding of the tTA transactivator is prevented in the presence of tetracycline. When
tetracycline is omitted, the tTA protein binds to the cognate promoter and efficiently
activates transcription. The system has been developed to such a high degree of sophis-
tication that it is the method of choice for regulated expression. In some cell lines, very
high transcription rates have been achieved, as well as ranges of expression spanning
five orders of magnitude (3). In addition to the tetracycline-repressed transactivator, an
inverse system that is tetracycline-inducible has been developed (4). The level of the
transactivator protein present in the cell plays a major role in the transcriptional activ-
ity of the tetracycline-dependent promoter. A number of such cell lines expressing
tetracycline-regulated transactivators as well as the tTA-dependent promoter system
are commercially available (Tet-On™/Tet-Off™; Clontech).

Another development of the tTA system are autoregulatory expression systems in
which both, the gene of interest and the transactivator are expressed from the tTA-
dependent promoter. Low basal levels of transactivator gene expression allow self-
amplified activation upon withdrawal of tetracycline. In addition, tTA overexpression
can negatively affect the cell growth rate or even reduce cell viability. An advantage of
autoregulation is that tTA-expression and its potentially toxic side effects are restricted
to the time of induction. Furthermore, the autoregulatory cassettes can be expressed in
a tissue-independent manner (5). Because of the necessary minimal basal expression
level in the repressed state, autoregulatory expression units cannot be applied for
expression of highly toxic proteins, which are lethal even if expressed in minimal
amounts. Autoregulatory expression cassettes based on modified bidirectional tTA-
dependent promoters have been established (6–8).

A related streptogramin-regulated system is available, which can be used as an
alternative to the tetracycline system or in tandem with the same cells to regulate
the expression of two different products independently (9). Another type of regu-
lated expression system that is widely used is steroid hormone-receptor-responsive
transactivators. Hormone-dependent transcription activators have been constructed
by fusing hormone-binding domains of steroid receptors to DNA-binding domains
of unrelated heterologous proteins (10). DNA-binding domains from the yeast Sac-
charomyces cerevisiae Gal4 protein have been used in combination with the hor-
mone-binding domain of the mammalian estrogen receptor, which can be induced
by estradiol (11). Analogously, a progesterone-receptor fusion protein that can be
activated by RU 486 at concentrations much lower than those required for
antiprogesterone activity (12,13) and a system based on the heterodimeric insect
ecdyson receptor can be induced by the synthetic ecdysteroid compound known as
ponasterone A (14). In the absence of hormone, the receptors form an inactive com-
plex with heat-shock proteins. Ligand addition induces DNA-binding and transcrip-
tional activation of the target promoters.
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2. Dominant Role of the Chromosomal State in Gene Expression

2.1. Influence of Position and Gene Copy Number
on Number on Transcription Levels

Transcription is the first step of recombinant gene expression, and has remained a
focal point of interest. Most current applications make use of cell lines with recombi-
nant genes stably integrated into the genome of a host cell under the control of a strong
cellular or viral promoter (15). Some of these viral promoters, including the CMV
promoter (16), can be used in different cell lines for high-level protein expression, but
their transcriptional activity varies depending on the cellular levels of the relevant
transcription factors, on the copy number of the integrated DNA, and on the integration site.

DNA in the cell nucleus is organized in chromatin that determines the transcrip-
tional capacity of a particular chromosomal region to a large degree. Chromatin con-
sists of DNA that is wrapped around histones, forming the so-called nucleosomes.
Chromatin can condense into higher-order structures, resulting in tightly packed DNA-
histone complexes that prevent access to transcription factors, producing inactive genes.
The accessibility of chromatin to transcription factors is determined to a large degree
by its acetylation status. Histone acetylation leads to a net increase in negative charges
and is believed to loosen the histone-DNA interactions, thereby facilitating access to
activating transcription factors. The acetylation status is determined by the antago-
nistic activities of histone acetyltransferases (acetylases) and histone deacetylases.
Sequence-specific DNA-binding transcriptional activating proteins frequently recruit
histone acetylases, whereas transcriptional repressors and silencers recruit histone
deacetylases. The effects of these enzymes can be localized to a few nucleosomes, and
can be specific for a given promoter. However, the acetylation status can spread from
so-called locus control regions (LCR) over an entire chromatin domain and can affect
multiple genes simultaneously. Further spreading is believed to be prevented by spe-
cialized DNA regions, such as insulator sequences (17) or AT-rich nuclear scaffold/
matrix attachment regions, (S/MAR) elements (18) (compare Table 1).

Several strategies to maximize gene expression at the transcriptional level aim to
increase histone acetylation. Expression vectors have been constructed that carry S/MAR
elements to specifically protect the insert from negative influences of the surrounding
chromatin at the integration site (18). Alternatively, cell-culture medium additions of
deacetylase inhibitors such as butyrate can increase recombinant gene expression by
enhancing the overall level of histone acetylation (24).

Aside from the chromosomal integration site, the copy number of the inserted gene
can have a significant influence on the expression characteristics. On average, higher
gene copy numbers correlate with higher expression levels. However, when individual
clones are compared, this correlation breaks down, because of the drastic differences in
the expression level of individual clones. Also, there appear to be cellular mechanisms
that recognize repeated sequences and preferentially inactivate them transcriptionally
in the absence of selection pressure, resulting in a gradual decrease in specific produc-
tivity. Thus, in some applications, stable expression from single or low gene copy num-
bers is preferred. Alternatively, recombinant protein overexpression in the most widely
used Chinese Hamster Ovary cells (CHO) is achieved by gene amplification. To obtain
such cell lines, an amplification marker—usually the dihydrofolate reductase gene
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(DHFR)—is cotransfected together with the gene of interest. Resistant cell clones that
first have low expression levels of both the gene of interest and DHFR are successively
selected for increasing resistance to the amplification drug (methotrexate). This is often
caused by an increase in the copy number (amplification) of a chromosomal domain
containing the amplification marker gene and the gene of interest (25,26). The expres-
sion level of both heterologous genes increases with the domain copy number present
in the genome. This procedure to isolate high copy number clones is extremely time-
consuming. The initial expression level is not meaningful, and amplifiable clones can-
not be identified in any other way. Therefore, a large number of clones must be handled
initially, and the entire procedure to obtain a final producer strain may involve a period
of several months to years. Because of the unstable expression characteristics, the cells
must be cultivated under constant selection pressure. However, the presence of toxic
substances in the final production process is generally omitted because of difficulties
with the disposal of large volumes of toxic waste. Therefore, gene amplification using
methotrexate is preferentially used in limited batch processes. Selection marker genes
such as glutamine synthetase are used for continuous production processes by using
nontoxic glutamine-free selection medium instead of methionine sulphoximine-con-
taining medium. Depending on the particular product, final expression levels in CHO
cells in the range of 10–100 pg/cell/d are generally considered satisfactory, although
higher titers have been reported (27).

A major drawback of isolating stable, inducible, or constitutive high-level producer-
cell lines is usually a time-consuming selection procedure. In order to facilitate isola-
tion of high-producing cell clones with desirable characteristics, a number of alternative
techniques have been developed.

2.2. Controlled and Targeted Chromosomal
Integration Expression Strategies

Although producer cells with multiple copies of the transgene often yield large
amounts of the protein, the genetic instability of these multimeric cassettes requires
continuous growth in the presence of the respective selection drug. Selected cell clones
carrying a single copy of the transgene can overcome the problem of instability without
a loss in productivity. However, high screening efforts usually must be made in order

Table 1
DNA Elements That Can Affect Promoter Activity

Epigenetic
element Description Reference

Enhancer Increases transcription of nearby promoters (19)
Silencer Reduces transcription of nearby promoters (20)
Scaffold/matrix Anchoring of DNA to the nuclear scaffold; structural (18,21)

attached region boundaries of chromatin
Insulator Boundary element, blocks enhancer and silencer action (17, 22)
Locus control Dominant activating sequence that confers position (23)

region (LCR) and copy number-dependent expression on a
linked gene
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to isolate appropriate clones. The novel strategies discussed in the following section
provide a means to overcome this problem.

Generally, transgenes expressed from ectopic chromosomal sites are subjected to
position-dependent expression phenomena. Such epigenetic features usually arise
through local modifications by chromatin structure that generally result from interac-
tions between the transgene and chromatin at the site of integration. In some circum-
stances, this process can be bidirectional, so that the transgene changes expression
from the endogenous gene at the site of integration. Numerous experiments using
transgenic animals have confirmed the complexity of this epigenetic influence on gene
expression, and have shown that some genomic sites develop very complex interac-
tions and others are essentially neutral, allowing a transgene to be expressed according
to patterns seen at the natural chromosomal locus. In recent years, a number of chro-
mosomal elements have been identified that are capable of influencing the expression
of a transduced gene (Table 1). However, currently no efficient protocols exist to use
these elements for efficient protection of a transduced gene from influences mediated
by the nature of the integration site.

Nevertheless, many examples from practical applications show that single-copy
integration of a transgene can lead to high and stable expression. This proves that
favorable chromosomal sites exist in the genome of currently used production cell lines.
However, to identify such high-expressing cell clones, a substantial effort is required.
The major recurring task for every gene of interest is the time-consuming screening for
appropriate levels of expression and stability followed by validation procedures.

Consequently, in recent years, efforts have been made in order to reuse one of the
rare sites on the chromosome that allow high and stable gene expression from a single
integrated gene copy. Classically, the specific targeting of a transgene to a predeter-
mined chromosomal site can be achieved by homologous recombination. However,
this method requires a detailed characterization of the bordering fragments and long
stretches (~5 kb) of flanking DNA must be available to construct the recombination
vector. In addition, the frequency of recombination also varies with the accessibility of
the integration site, and appropriate selection strategies are required. Although this
technique is routinely applied in murine ES cells for the establishment of transgenic
mice, the method is hardly feasible for transformed cell lines used for biotechnological
purposes. This is because in the latter cells, homologous recombination is masked by
the more frequently occurring illegitimate recombination events that result in a random
integration of the respective transgene (28).

New perspectives have been reached by application of the sequence-specific
recombinases Cre or Flp in mammalian cell lines (29,30). These enzymes are derived
from bacteriophage P1 and yeast, respectively, and mediate site-specific recombina-
tion between short recombination targets, so-called loxP (for Cre) and FRT sites (for
Flp). These recombination targets consist of two inverted 13-basepair (bp) repeats
flanking an 8-bp spacer element. In the FRT sites, a third inverted repeat is present.
The recombinases bind to the inverted repeat elements and perform cleavage and
religation of the spacer region. Elements flanked by two correspondingly orientated
loxP or FRT sites are efficiently excised by the respective recombinase (Fig. 2A). Gen-
erally, these enzymes are also capable of catalyzing the backward reaction, which cor-
responds to a site-specific integration into a loxP or FRT tagged chromosomal
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Fig. 2. Strategies for targeted integration. (A) Principle of Flp- or Cre-mediated integration. A donor plasmid tagged with a recombinase
recognition target sequence can be specifically integrated into a correspondingly tagged chromosomal target site. However, the backward reac-
tion is much more efficient. (B) Preventing excision by use of non-interacting recombination sites. A chromosomal locus is tagged with an
expression cassette flanked by a set of non-interacting FRT sites (as symbolized by the black-and-white triangle). Transfection of a plasmid with
corresponding FRT sites in presence of Flp recombinase results in the exchange of the intervening sequence. Excision is circumvented (35,37). (C)
Advanced targeted integration strategy. The efficiency can be further improved by combining the double FRT principle as shown in (B), with the
recombination-mediated activation of a selection marker (see refs. 39,41).
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integration site. However, in this simple design, this method has not found a broad
application. This is because the excision reaction is much more favored over specific
integration both for thermodynamic and kinetic reasons: as soon as the integrated state
is formed, it will be readily excised again in the presence of residual amounts of the
recombinase. As a result, the intermediate integrated state cannot be fixed. Certain
strategies restrict the action of the recombinase, either by expressing it in a timely
restricted fashion (31,32) and/or by using (hormone-) activatable fusions (33,34), yet
could not significantly improve this application.

To overcome these limitations, a sophisticated version of this site-specific recombi-
nation strategy has been developed. This advanced strategy is based on sets of two
heterospecific recombination target sites (spacer mutants). These target sites can recom-
bine efficiently with homologous counterparts, but do not recombine heterospecifically.
Such mutants have been developed for the Flp/FRT system (35). Corresponding mutants
for loxP have been developed, yet have not been shown to provide similar specificity
(36). Thus, an expression cassette flanked with a set of heterospecific mutants cannot
be excised, and is stable even in the presence of the recombinase (Fig. 2B). However,
such a cassette can be precisely exchanged for a novel cassette flanked with corre-
sponding recombination target sites. Through application of a negative selection strategy
(e.g., thymidine kinase) to eliminate cells which have not undergone recombination,
cells with successful targeted exchange can be isolated (37,38).

The efficiency of this approach can be further improved by combining the
heterospecific FRT sites with a highly effective selection procedure for correct cassette
replacement (39). Thereby, the efficiency of targeted exchange is 90–100%, which
reduces screening to a minimum. This strategy is based on an initiation codon-deficient
drug-resistance marker, which can only be complemented by site-specific in-frame inte-
gration of the initiator codon (Fig. 2C). Only cells that have recombined precisely
become drug-resistant. Most importantly, this technique has shown that the prediction
of expression levels of a targeted transgene is feasible as long as the basic structure of
the expression cassette is maintained (40,41).

In summary, these advanced recombination-based techniques should now allow for
a more rapid production of a new product. Integration sites with the desired expression
properties are first screened using a reporter cassette flanked by heterospecific recom-
bination target sites. Selected integration sites of choice are then efficiently targeted
with the expression cassette of choice through a standardized process. The cultivation
procedures developed for one such cell line could be applied to diverse products. Since
all parameters except for the product gene are conserved, this would also greatly facili-
tate the approval of novel producer-cell lines by the regulatory authorities.

3. Co-Expression of Multiple Genes

Current applications in mammalian cell culture increasingly require the defined
co-expression of different genes (42). Four typical applications are described here:
(i) Co-expression of a selectable marker together with the protein of interest, which is
routinely used to establish stable cell lines. For industrial applications, overexpression
of a recombinant protein in Chinese Hamster Ovary (CHO) cells is achieved by gene
amplification (see Subheading 2.1.). (ii) Defined but unequal expression. Some appli-
cations require that the protein of interest is expressed at a much higher level than the
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selectable marker. If a defined relationship of co-expression of both genes can be
adjusted, cells that are resistant to the respective selective drug will produce the protein
of interest at levels which cannot be below a critical threshold required for survival in
the presence of the respective drug concentrations. (iii) Equivalent expression: expres-
sion of genes at a one-to-one ratio. Subunits of heteromultimeric protein complexes
need to be synthesized in equal amounts. Examples are cytokine receptors, antibodies,
or other di- or trimeric proteins. An additional application involves the co-expression
at similar amounts of several enzymes that  form a metabolic pathway. (iv) Quantitation
of a protein for which no satisfactory assay method is available. If a strict coupling of
expression of a reporter gene and the gene of interest is achieved [compare (ii)], a
calibration for reporter and product level can indirectly determine the quantity of the
protein of interest.

In nature, multiple levels of regulatory mechanisms ensure stoichiometric expres-
sion of genes in mammalian cells. Transcription, post-transcriptional processing,
mRNA transport, stability, and translational efficiency adjust the correct levels of the
synthesized proteins. A simulation of these events for genetic manipulation of cells
would imply coordinated engineering efforts of all crucial steps. With the current tech-
niques, this type of co-expression is nearly impossible to achieve. The currently
applied methods for co-expression are summarized in Fig. 3.

3.1. IRES-Mediated Initiation of Translation

Although reinitiation of ribosomes is generally inefficient, internal ribosomal entry
sites (IRES)-mediated internal initiation can be as efficient, or in rare cases even more
efficient than cap-dependent initiation. Therefore, IRES elements are the method of
choice to co-express multiple reading frames (43).

IRES have been identified in viral and cellular eukaryotic mRNAs. Most currently
well defined IRES elements are present in the 5' untranslated regions (5' UTR) of
mRNAs and range from about 200–1300 nucleotides.

The type of IRES element used and its efficiency are of major importance for appli-
cations in expression vectors. The currently used classification of IRES elements is
based on the picornaviral IRES classification (44,45), which relies on the position of
the initiation codon relative to the IRES element and additional downstream sequence
requirements. Type I IRES elements include the Polio virus IRES element (46) and all
cellular IRES elements characterized thus far. Type I IRES elements can be located at
a variable distance from the downstream reading frame, and can be as far as 50–100
nucleotides upstream of the initiation codon. Type II IRES elements are characterized
by the strict position requirements for the initiation codon at the 3' boundary of the
IRES (47). Encephalomyocarditis virus (EMCV) (48) is regarded as a prototype for
class II elements. In type III IRES elements, the initiation codon position requirements
are similar to type II IRES. However, additional sequences that are important for IRES
function are located in the downstream coding sequence. The prototype of type III
IRES is represented by the Hepatitis C virus (HCV) IRES.

A highly efficient cellular type I IRES element has been identified that shows a
higher relative activity in various cell lines than picornaviral IRES elements (49). Cel-
lular elements were discovered much later than the viral IRES, and presumably for this
reason they are currently not used in such a broad range of applications as the viral
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ones. The use of various IRES elements facilitates the construction of multicistronic
vectors with more than two reading frames by avoiding the potential for genetically
unstable repeated insertion of identical IRES sequences.

Artificial IRES elements have been developed. A 9-nt segment of a cellular mRNA
functions as an IRES, and when present in linked multiple copies, efficiently directs
internal initiation (50).

3.2. Polycistronic Vectors

Many commercially available dicistronic expression cassettes harbor a selectable
marker or a reporter gene 3' of an IRES element and a multiple cloning site (MCS) for
the insertion of the gene of interest. These cassettes are transcriptionally initiated by a
promoter/enhancer for cap-dependent expression of the first cistron, followed by an

Fig. 3. Strategies for construction of polyvalent vectors (adapted from ref. 42). Cassettes for
the expression of two different genes (open and black boxes) under the control of unidirectional
or bidirectional promoters (striped boxes) are shown. Arrows symbolize transcription starts,
and filled circles depict polyadenylation sites. The filled oval symbolizes an IRES element.
Vector sequences are drawn as black lines. A simple way to obtain co-expression of two pro-
teins is to transfect cells with two independent constructs (A) or by introducing a single vector
harboring two discrete expression cassettes (B). The first approach is often limited by the inef-
ficiency and unpredictability of cotransfection. Another method relies on bidirectional promot-
ers (C). Although this method is currently not in common use, it opens a new level of
co-expression technology. The methods depicted from A to C suffer from the fact that even
if the same promoter strength is given, the two transcripts may significantly differ because of
variations in processing, half-life time, and translational efficiency of the mRNA. Di- and poly-
cistronic mRNAs can be constructed by using internal ribosomal entry sites (IRES) that allow
the co-expression from a single mRNA (D). In this way, variable expression ratios resulting
from unpredictable transcription efficiencies of separate expression cassettes are circumvented.
Finally, for special applications, fusion proteins provide the strictest coupling of two protein
functions (E). However, for various reasons, this is often not possible.
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IRES element to permit translation of the second cistron and also provide a polyadenylation
site at the 3' end. The insertion of genes into such vectors is straightforward but it is
difficult to replace the second cistron by other genes needed.

Vectors or vector systems that allow the construction of di-, tri-, or multicistronic
expression cassettes have been developed. Translation of mRNA that encodes the read-
ing frames occurs upon cap-dependent initiation for the first cistron, and translation
reinitiation of the second and all other downstream cistrons mediated by IRES ele-
ments. In most cases, IRES elements from Polio virus or EMCV are used (51–57).

Compared to monocistronic mRNAs, dicistronic mRNAs are considerably longer
and more complex. To achieve optimal expression, care must be taken to avoid the
unintentional inclusion of special regulatory sequences such as polyadenylation sig-
nals or mRNA destabilizing elements. The expression level depends not only on the
particular IRES element used, but also on both the sequence and on the order of the
reading frames.

IRES-mediated translation efficiency is highly context-dependent, requiring experi-
mental confirmation of the expression characteristics of each individual vector con-
struct (58). A systematic study of dicistronic vectors expressing two unrelated luciferase
genes from Renilla and firefly, respectively, showed that the presence of the firefly
luciferase in the first cistron has a surprisingly drastic inhibitory effect on internal
initiation. This effect is independent of the promoter and IRES element used, and is ob-
served in several cell lines (59). Therefore the nature of the cistrons and their position-
ing is of key importance for their expression.

Overall, the efficiency of IRES elements can vary considerably, depending on the
particular construct, on the experimental setup, or on the host cell used, and in some cases
is even dependent on the physiological status of the cells. Despite the unquestionable
advantages of multicistronic expression vectors, each individual construct must be tested,
and if necessary, expression levels must be optimized to achieve satisfactory results.

3.3. Bidirectional Promoters

Coordinate expression of two transcription units can be obtained by using bidirec-
tional promoters. Although for viral bidirectional promoters (e.g., SV40 and adenovi-
rus) expression of the divergent transcription units is temporarily controlled in the
course of infection mammalian bidirectional promoters allow simultaneous transcrip-
tion in both directions. Most of the known mammalian bidirectional promoters are
TATA box-deficient, and mediate low-level transcription of housekeeping genes. Gen-
erally, they are asymmetric, and one direction is preferentially transcribed.

The general potential of artificial bidirectional promoters for simultaneous expres-
sion of two genes has been recently shown for the artificial promoter Pbi-1 (60). This
promoter is derived from a unidirectional tetracycline promoter (3). The promoter is
regulated by a tetracycline-dependent transactivator (see Subheading 1.2.).

The potential of the bidirectional promoter can be substantially extended if it is
combined with polycistronic expression cassettes. Although simple cloning vectors
are not yet available, the advantages of such a vector design are obvious: two coordi-
nately transcribed mRNAs encoding several cistrons can be achieved. Thereby, cer-
tain problems or limitations arising from IRES-mediated translation of certain genes
can be bypassed.
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Applications of IRES elements and bidirectional promoters as outlined here are not
restricted to DNA vectors. The expression cassettes described may be used to construct
viral vectors and by this method, gene-transfer recombinant cells or organisms can be
obtained with much higher efficiency.

4. Viral Vectors

One alternative to the transfection of DNA is the use of viral vector systems. Apart
from an efficient transduction of different cell lines, viral systems offer high-level tran-
sient or stable gene expression, respectively.

A wide variety of viral vectors are used to deliver recombinant genes into mamma-
lian cells, either in vitro (in established immortalized cell culture) for basic and applied
research and particularly in vivo (in animals) and ex vivo (in primary cell cultures) for
gene-therapy purposes. Viruses have developed highly efficient strategies to enter host
cells and to alter the physiology of the host in order to achieve optimal conditions for
viral gene expression.

In general, these viral properties can be used for the expression of a desired recom-
binant gene. For this purpose, certain viral sequences are replaced by the gene of inter-
est. To allow packaging, the deleted viral proteins are offered in trans. Therefore,
so-called packaging or helper cell lines have been constructed that express the missing
viral proteins. The transfer of the recombinant viral vector into a helper-cell line results
in the packaging of the vector into infectious viral particles. The particles are released
from the cell, and can be used for infection. This strategy restricts the amplification of
the virus to the packaging cells. Once the virus has entered the target cell, viral ampli-
fication is not possible because of the lack of viral proteins.

Since the virus species differ within their specific properties, the selection of the
viral system depends on the experimental requirements. One of the major selection
criteria is the requirement of transient or stable expression of the transgene.

4.1. Viral Vectors for Transient Expression

Viral vectors are used for transient gene expression in mammalian cells as an alter-
native to the cumbersome and time-consuming selection procedure of stable cell lines,
because they are more efficient than nonviral transfection strategies for rapid and effi-
cient but limited production of small quantities of recombinant product protein.
Alphaviruses and adenoviruses, the most commonly used systems for transient protein
production, will be discussed in the following section.

4.1.1. Alphaviruses

Alphavirus-derived vectors have been developed for protein production (61), since
they have a broad host range and can even efficiently infect nondividing cells. Semliki
Forest virus (SFV), Sindbis virus (SIN), and several pathogenic encephalitis-produc-
ing viruses are all members of the alpha virus genus (62), which replicates in a large
number of animal hosts ranging from mosquitoes to avian and mammalian species (63).

The typical alphavirus consists of an enveloped nucleocapsid containing a single-
stranded, positive-polarity RNA genome of approx 12,000 nucleotides that is capped at
the 5' end and polyadenylated at the 3' end. The RNA consists of two expression units
with an internal promoter that mediates transcription of a subgenomic mRNA. The
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viral structural genes encoded by the subgenomic transcription unit can be replaced by
the gene of interest. The alphaviral genomic mRNA encodes its own replicase. The
replicase mediates the replication of the plus-strand genome into full-length minus
strands, which efficiently produce both new genomic and subgenomic RNAs that
encode for viral proteins. Natural alphavirus gene expression and replication results in
cell lysis caused by the avalanche-like amplification of the genomic mRNA. Replica-
tion of alphavirus-based systems is extremely efficient, leading to approx 105 new viri-
ons per cell. In this manner, the host’s own translational machinery is used.

This replication efficiency has been utilized for the development of RNA- and DNA-
based expression systems for the production of recombinant proteins in eukaryotic cells.
(61,62,64–68).

Expression vectors have been developed from SFV, SIN, and Venezuelan Equine
Encephalitis virus (VEE). Since the alphaviral genome consists of a positive single-
stranded RNA, the alphaviral RNA vector can be delivered directly either as naked
RNA, as naked DNA, or as viral particles (Fig. 4). In all cases, high-level expression of
the heterologous proteins is obtained. For virus production, the alphaviral recombinant
RNA is cotransfected with a helper vector. High viral titers of approx 109–1010 per mL
can be produced.

Since the large-scale production of RNA in vitro is expensive, a strategy where DNA
as vector is used have been developed (Fig. 4c) (69–71). In this system, the full-length
recombinant alphaviral cDNA under control of an eukaryotic promoter is delivered
directly to the cell by conventional DNA transfection. In the cell nucleus, the complete
transferred unit is transcribed into RNA and transported to the cytoplasm. Translation
of the RNA results in the production of the viral replicase, which initiates the replica-
tion of the entire molecule (see ref. 65).

Alphavirus vectors have been used to express proteins for many different purposes,
including large-scale production, protein characterization, and functional studies. In
addition, alphavirus vectors can also be used for gene delivery in vivo with potential
applications in vaccination and gene therapy (72). One disadvantage is that for every
production cycle of the gene of interest, DNA or viruses must be newly transferred.

4.1.2. Adenoviruses

Adenoviral transfer systems allow easy production and concentration to high viral
titers (up to 1012 colony-forming units [CFU]/mL), a high level of transgene expres-
sion and a broad host range. Various cell types, including nondividing cells, can be
infected. However, because of the lack of stable integration of the DNA, expression is
only transient in proliferating cells, whereas in nonproliferating cells the genome per-
sists as an episome and continues to express for a longer period of time.

Adenoviruses are nonenveloped viruses with a double-stranded DNA genome of
36 kb. Viral replication occurs within the nucleus of the cell, without integration into
the host DNA. Immediately after infection, the early viral genes (E1 to E4) are
expressed, producing polypeptides that are important for regulation of gene expres-
sion, replication, and the inhibition of cellular apoptosis. Activation of the late genes
results in expression of polypeptides required for encapsidation of the virus. At the end
of the replication cycle, viruses are released by cell lysis (see ref. 73).

Of many strains of adenoviruses, only strains 5 and 2 from the subgroup C (74) have
been predominantly used to make vectors.
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Within the first-generation adenoviral vector, the E1 and E3 genes important for
the activation of the viral early genes and for modulation of the immune response are
replaced by the gene of interest. This leads to an insertion capacity of up to 8 kb. The
E1/E3 replication-defective virus can be propagated in a cell line that complements E1,
such as the human embryonic kidney-cell line 293 (Fig. 5). The transgene can be cloned
into an adenoviral vector by recombination of a shuttle plasmid that contains the gene
of interest and a second plasmid containing essentially the entire adenoviral genome in
a circular form (75), or by using a cosmid system.

More recently, defective adenovirus vectors were constructed in which all viral cod-
ing regions were removed, leaving only the inverted terminal repeats (ITR), the

Fig. 4. Strategies of recombinant protein production using alphaviral vectors (adapted from
ref. 72). (A) Recombinant gene transferred by infection. The virus infects the cell by receptor-
mediated endocytosis and the recombinant RNA that serves as mRNA is released and trans-
lated into the viral replicase. The replicase produces new full-length RNAs via a negative-strand
template, which in turn serves as a template for the translation of the recombinant gene. (B)
Plasmid DNA can be used for in vitro transcription of the viral mRNA, which is then trans-
ported directly to the cells. (C) An alternative is the transduction of a plasmid vector containing
the viral replicase (REP) and the gene of interest. After transcription, recombinant viral RNA is
transferred to the cytoplasm and amplified by the viral replicase and the gene product is translated.
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transgene and the psi packaging sequences in these “gutless” vectors. Approximately
28 kb can be inserted. Such adenoviral vectors were successfully utilized for the expres-
sion of full-length genes such as the dystrophin gene and the cystic fibrosis transmem-
brane conductance regulator (CFTR) gene (76,77). Since the production of gutless
vectors depends on the co-expression of a helpervirus, strategies must be employed to
separate both the helper and the recombinant virus carrying the transgene.

4.2. Viral Vectors for Stable Expression

A cell line that stably expresses a particular protein of interest is required in order to
study the function of a given gene product or to continuously produce huge amounts of
a biologically active protein. For this purpose, the retroviral transfer is a powerful tool.

Fig. 5. Recombinant adenoviral vector production. The recombinant adenoviral vector is
transferred to the complementing helper cell by conventional DNA transfection. In the course
of viral amplification, the helper cells (often human embryonic kidney cell line 293) are lysed
and the recombinant virus is harvested. After infection of a specific target cell, the linear DNA
is transported to the nucleus and associated with the nuclear matrix. Because of the lack of
chromosomal integration, expression of the transgene is only transient and decreases with the
proliferation of the target cells.
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4.2.1. Retroviruses

Retroviral vectors are effective transfer systems whenever stable introduction of
foreign genes into target cells is needed. Recombinant retroviruses are efficiently used
for the analysis of cDNA libraries (78). Expression cloning is a powerful tool to isolate
a cDNA of interest. Alternative techniques are based on transient expression of cDNA
libraries in CHO cells which has obvious limitation in searches for proteins with vari-
ous functions in specialized cell types, since the function of some proteins only become
obvious during long-term expression. In contrast, retroviral gene transfer offers long
term expression in a wide range of target cells, since the delivered transgene stably
integrates into the host genome. This characteristic is also useful for fast and efficient
establishment of target cells for high-throughput screening, and for validation of spe-
cific protein functions.

Retroviruses are RNA viruses that reverse-transcribe their diploid positive-stranded
RNA genome into a double-stranded viral DNA, which is then stably inserted into the
host DNA. Members of this class of RNA viruses are the murine leukemia viruses
(MuLV) and the lentiviruses, which are extensively used for virus vector engineering.
The advantage of the retroviral transfer system is its property of stable integration into
the host genome, which leads to a stable expression of the gene of interest. Addition-
ally, retroviruses possess the ability to infect a broad range of different cell types.
Viral titers of up to 107 infectious particle per mL can be produced for efficient in
vitro gene transfer. Moreover, single integration events can be easily established by
using an appropriate ratio of virus particles and cells to be infected—multiplicity of
infection (MOI). However, MLV-based vectors can only infect proliferating cells,
because they need the breakdown of the nuclear membrane to deliver the preintegra-
tion complex into the cell nucleus.

The retroviral vectors currently mostly used for gene transfer are derived from the
Moloney murine leukemia virus (MoMulV) (see ref. 79). These viruses possess a rela-
tively simple genome consisting of three structural genes—gag, pol, and env—respon-
sible for replication, encapsidation, and infection. They are flanked by the viral
long-terminal repeats (LTR), which are responsible for expression of the viral genome.
By deleting the structural genes, but maintaining the cis-acting elements (LTR and
packaging signal Psi) a space of 8 kb can be replaced by the gene of interest. For the
production of virus, the recombinant vector is transduced into a packaging cell line that
provides the viral proteins in trans. The recombinant viral RNA is packaged into viral
particles and released from the helper cell. Packaging cell lines that yield titers of
greater than 107 infectious viral particles per mL have been developed (80) (Fig. 6).

Because of the design of retroviral vectors and packaging cell lines, the formation of
replication-competent retroviruses (RCRs) is avoided, thereby making this transfer
applicable for various purposes including gene therapy (81,82).

Typically, a selectable marker is co-inserted to isolate stably infected cells. A wide
variety of vector constructions have been described that differ in size, orientation of the
gene, and in the promoters used. In many retroviral vectors, the gene of interest is
controlled by the viral LTR (LTR-based vectors). Additional internal promoters are
used to express a second gene (internal promoter vectors). However, these vectors often
suffer from reduced expression levels as a consequence of promoter interference (83).
An alternative to internal promoters offer the IRES leading to the co-expression of two
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genes from the LTR (see Chapter 3). A second possibility to circumvent promoter
interferences is the use of retroviral self-inactivating vectors (SIN-vectors). In these
vectors, the viral enhancer elements of the LTRs are deleted in infected cells (84). SIN
vectors are often used for transduction of regulated expression cassettes in order to
reduce activating influences on the regulation properties of the transgene.

4.2.2. Stable Expression from Episomal Vectors

Some efforts have been made to construct vectors that replicate episomally in higher
eukaryotic cells concomitant with the cell cycle. Although the expression of a stable
integrated gene of interest is always influenced by the site of chromosomal integration,
episomal expression offers a more predictable expression behavior (85). A number of
DNA viruses, such as SV40, BPV, or Epstein-Barr virus (EBV) replicate episomally in
mammalian cells. This process depends on both viral transacting factors and accessory

Fig. 6. Recombinant retroviral vector production. The recombinant retroviral DNA vector
carrying the gene of interest is transferred into a helper cell that stably expresses the viral
proteins. The transcribed genomic viral RNA is packaged into viral particles, which are released
from the cell by a budding mechanism. After infection of the target cells the viral RNA genome
is reverse-transcribed into DNA and integrated into the genome of the cell, leading to a stable
expression of the protein.
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activities recruited from the host-cell replication machinery. The viruses acquire
centromer function by associating with the host chromosomes. Responsible for the
episomal maintenance is a viral protein (EBNA-1 for EBV; large T-antigen for SV-40)
that serves as replication and transcriptional enhancer.

EBV, as a herpesvirus with a double-stranded DNA genome (165 kb) is engineered
to express large DNA fragments or entire authentic genes, including the native regula-
tory sequences of these genes for efficient gene expression in target cells (86). The
properties of EBNA-1 and oriP were successfully combined with the high and efficient
adenoviral transfer system in order to extend the stability of expression of adenovirally
transduced DNA. Therefore, the efficient adenoviral transfer system is used to deliver
an EBV-based episome. After transduction, the episome is excised, circularized and
thereby activated by the sequence-specific recombinase system Cre-loxP (87). This
technique extends expression time in proliferating cells; a loss of 2–5 % of vector
copies occurs per cell division (88,89)

Another approach to achieve stable expression upon adenoviral gene transfer is the
construction of chimeric adeno-retroviral vectors. The adenoviral part enables the effi-
cient infection of proliferating and nonproliferating cells, whereas the retroviral part
enhances the integration frequency of recombinant chimeric vectors into the genome
of the target cells (90,91). The adenoviral transfer of both the retroviral helper genes
and a recombinant retroviral vector allows effective establishment of virus producers
in situ. Recent developments could show that efficient integration does not require the
retroviral helper genes (91). Adeno-retroviral vectors free of any retroviral helper func-
tion are potent vectors for transduction and integration of regulatable expression cas-
settes (Unsinger, J., unpublished).

5. Metabolic Engineering of Mammalian Cells

The currently available cell lines for biotechnological use do not meet all criteria for
optimal production of the protein of interest. The limitations may be essential for the
quality of the protein or for the production process, yet the latter in turn often influ-
ences product quality. For this chapter, we have selected examples of metabolic engi-
neering to demonstrate the problems and the principles of the current approaches.

5.1. Glycosylation Engineering

Post-translational processes were recognized as metabolic bottlenecks and potential
targets to improve the quality of the products. This modification of a product protein
includes various potentially rate-limiting interactions with proteins in the cytoplasm,
the endoplasmatic reticulum (ER), and in the compartments of the Golgi apparatus. In
many studies of mammalian cells the protein productivity and quality were improved
by augmenting the post-translational capabilities. The major reason for using mamma-
lian cell cultures for pharmaceutical protein production is the human-like
post-translational modifications. Aside from protein processing, protein glycosylation
is of central importance. Complex oligosaccharide side chains are covalently attached
to newly synthesized peptide chains. The majority of secreted protein is glycosylated.
Glycosylation can affect protein solubility, activity, and in vivo lifetime. The immune
system recognizes nonhuman oligosaccharides as foreign, causing inflammatory
and immune responses. For biopharmaceutical manufacture, the absence of sialic
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(neuraminic) acid on the termini of complex carbohydrate structures—which results in
more rapid clearance, as does the presence of high-mannose oligosaccharides—is of
key importance.

N-linked oligosaccharides are transferred initially as a preformed core oligosaccha-
ride from a dolichol lipid to the amide nitrogen of asparagine. In contrast, O-linked
oligosaccharides are built starting with the attachment of N-acetylgalactosamine to the
hydroxyl side chain of a serine or threonine residue. These initial steps are followed by
a series of trimming or addition reactions in the ER and in the Golgi compartments.
Glycoproteins are built up in a complex cascade of sequential, enzyme-catalyzed reac-
tions and intracompartmental transport processes, often with multiple enzymes acting
on common substrates to yield alternative oligosaccharide products (92). The resulting
glycosylation pattern of a protein is heterogeneous, and is highly dependent on mul-
tiple parameters such as primary amino acid sequence and protein conformation.

The glycosylation pattern can be partially altered by changing the culture medium
composition, or by adding precursors, intermediates, or inhibitors of glycosylation
(93). Many of these reagents are toxic, and some alter glycosylation patterns ineffi-
ciently. For optimal glycosylation of therapeutic proteins, the choice of cell line plays
a key role (94). The human cell lines such as the 293 HEK line may be preferred, but
may not be ideal. Producer-cell lines most widely used for pharmaceutical protein
production, e.g., CHO and BHK cells, glycosylate recombinant proteins in a
human-compatible way.

Recombinant-DNA technology for the metabolic engineering of glycosylation of
mammalian cells aims to extend the host’s oligosaccharide-biosynthesis capabilities
by introducing genes that encode heterologous carbohydrate-synthesis enzymes.
Glycosylation engineering strategies predominantly consider enzymes to be respon-
sible for the terminal steps of complex oligosaccharide biosynthesis (95–98). The fol-
lowing strategies are followed for this type of engineering: (i) glycosylation activities
can be increased based either on gene activation or by expression of recombinant
glycosylation genes; (ii) conversely, anti-sense RNA, ribozymes, or and other methods
can be used to block undesirable glycosylation. Several glycosylation enzymes have
been cloned and are available for metabolic engineering. Apart from analytical
approaches, genetic engineering of cell lines aim to achieve more human-like
glycosylation patterns and to improve the degree of terminal sialylation. Thus, CHO
cells do not express �2,6-sialyltransferase (2,6 ST) (99). Recombinant expression of a
2,6-ST gene results in a more human-like glycosylation profile, including both, �2,3-
and �2,6-linked sialic acids (96). Similarly, the glycosylation pattern in BHK cells has
been successfully rendered more human-like by expression of �2,6-sialyltransferase
and 1,3-fucosyltransferase-III genes.

Our understanding of the potential of glycosylation is incomplete. Although some
general concepts have been clarified, important questions remain concerning activity
and other relevant in vivo characteristics of individual glycoforms of a particular pro-
tein. Secreted protein products are a mixture of a number of different yet related
isoforms. For clarification, these are purified and analyzed separately. These data serve
as a basis for a rational engineering approach. Genes for enzymes involved in the
important steps were identified, and are used for directed cell engineering. This pro-
cess is intended to achieve pharmaceutical products with optimal in vivo characteris-
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tics and to understand the involvement of glycoslyation in protein secretion and in the
function of certain glycosylated forms of proteins.

5.2. Controlled Proliferation Technology

The control of cell growth and division is of fundamental importance for multicellu-
lar organisms. In the first developmental phase, cell proliferation is essential for growth
of the organism. After terminal differentiation, the major growth phase is completed.
Then, control of proliferation becomes the dominant aspect of the genetic stability of
higher organisms. Nevertheless, the growth-arrested cells produce and secrete proteins
continuously during their lifetime. This type of regulation is preferable in standard
biotechnological production processes. However, for transformation of these processes,
permanently proliferating animal cells are used. An ideal production process would
include proliferation control to first allow cells to rapidly grow to high cell densities,
followed by a proliferation-inhibited production phase in which the cells devote their
metabolic capability to the formation of a product. Higher productivity of
proliferation-inhibited cells was indeed observed with antibody-producing hybri-
doma cells (100–102).

The first attempt to control cell proliferation by genetic engineering of the BHK cell
line was based on an estrogen-regulated interferon-responsive factor 1 (IRF-1)-estrogen-
receptor fusion (103–107). IRF-1 is a DNA-binding transcription activator that accumu-
lates in cells in response to interferons and has antiviral, antiproliferative, and anti-tumor
activities (108–112). Its function as a proliferation inhibitor relies on the induction of
downstream genes (104,109). Recombinant protein production can be strongly
enhanced in IRF-1-arrested cells, by placing the transcription of the corresponding
gene under the control of an IRF-1-responsive promoter (113). In addition, expression
of estrogen-responsive IRF-1 in a dicistronic configuration concomitant with the selec-
tion marker stabilizes the growth control in a way that allows several cycles of growth
and growth-arrested states to be performed with the same culture (107,114). Condi-
tions to control cell growth and improve recombinant gene expression were exten-
sively studied in BHK cells (115,117). It was shown that the glycoslyation properties
of the cells are not altered during the growth-inhibition phase (118).

This genetic growth-control system can be used to facilitate the handling of helper
cell lines in co-culture for cell and tissue engineering.To demonstrate this, the growth-
control system was established in a human stroma feeder cell line. Transient estrogen
exposure was sufficient to reduce cell growth for more than 1 wk. The proliferation-
controlled cells could therefore be co-cultured with hematopoietic stem cells under
conditions that are identical to those used with conventionally irradiation-arrested
stroma cells. Analysis of the proliferation-controlled stroma cells revealed that the rel-
evant characteristics of the parental L88/5 cells have been preserved in the regulated
cell clone (119).

The cyclin-dependent-kinase (cdk) inhibitors p21 and p27, and the tumor-suppressor
gene p53 were used to reversibly arrest CHO cells at the G1-phase of the cell cycle
(120). Overexpression of these genes leads to a prevention of S-phase entry (120). In
the G1-phase of the cell cycle, cells check their physiological state and can arrest to
repair genetic defects. In CHO cells p21, p27, and p53 were expressed under tetracy-
cline control. Transient expression of p27 leads to growth arrest and gives rise to higher
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specific protein productivity (120). In contrast, continuous overexpression of p53 leads
to rapid cell death. Because the permanent expression of p21 is not possible,
tetracycline-regulated expression technology, in which the reporter SEAP and p21 are
co-expressed, was used. With this construct, growth arrest for several weeks and a
significantly higher specific productivity was achieved when compared to control cells
(120). In other examples for controlled proliferation technology based on a p27-encoded
expression unit, CHO cells were blocked in proliferation and reporter-gene expression
was stimulated (121).

5.3. Apoptosis Engineering

Apoptosis plays a fundamental role in multicellular life. In biotechnological produc-
tion processes, apoptosis is an undesirable phenomenon, Processes are often limited by
rapid cell death in the decline phase of a culture. Some commercially important pro-
duction cell lines are sensitive to apoptosis, particularly hybridoma and myeloma cell
lines (122,123). In other cell lines, proliferation in response to nutrient limitations or
genotoxic stress is blocked and no apoptosis is found. This allows the cells to replenish
their metabolic precursors or repair DNA damage (124).

Apart from the elimination of nutrient deprivation by feeding strategies, chemical-
medium additives are used to block apoptosis pathways. Suppression of apoptosis in
cell-culture processes is applied to engineer the cells using antiapoptotic genes. Mam-
malian cells were shown to be successfully protected against stress-induced apoptosis
by overexpression survival genes from the bcl-2 (125).

The level of protection varies between different cell types and cell lines and, in most
cases, Bcl-2 overexpression cannot prevent cell death, but it can extend cellular life-
time and lead to increased production (102,125–127). Attempts to complement the
action of Bcl-2 using concomitant overexpression of the anti-apoptotic genes bag-1,
bcl-xL or the adenoviral E1B-19K gene were encouraging and showed that the protec-
tive effects of individual genes were equal or even additive when, for example, Bag-1
and Bcl-2 were co-expressed (128–131). More recent strategies to prevent apoptosis
concern the inhibition of caspases. These are downstream actors of the programmed
cell death cascade. Using peptide inhibitors and the expression of genes encoding domi-
nant negative caspases, effective inhibition of apoptosis could be observed (132).

References

1. Hauser, H. and Wagner, R., eds. (1997) Mammalian Cell Biotechnology in Protein Produc-
tion, W. DeGruyter, New York, pp. 1–190.

2. Kozak M. (1999) Initiation of translation in prokaryotes and eukaryotes. Gene 234, 187–208.
3. Gossen, M. and Bujard, H. (1992) Tight control of gene expression in mammalian cells by

tetracycline-responsive promoters. Proc. Natl. Acad. Sci. USA 89, 5547–5551.
4. Gossen, M., Freundlieb, S., Bender, G., Müller, G., Hillen, W., and Bujard, H. (1995) Tran-

scriptional activation by tetracyclines in mammalian cells. Science 268, 1766–1769.
5. Shockett, P. E., Difilippantonio, M., Hellman, N., and Schatz, D. G. (1995) A modified tetra-

cycline-regulated system provides autoregulatory, inducible gene expression in cultured cells
and transgenic mice. Proc. Natl. Acad. Sci. USA 92, 6522–6526.

6. A-Mohammadi, S. and Hawkins, R. E. (1998) Efficient transgene regulation from a single
tetracycline-controlled positive feedback regulatory system. Gene Ther. 5, 76–84.



Recombinant Protein Production 43

7. Strathdee, C. A., McLeod, M. R., and Hall, J. R. (1999) Efficient control of tetracycline-respon-
sive gene expression from an autoregulated bi-directional expression vector. Gene 229, 21–29.

8. Unsinger, J., Kröger, A., Hauser, H., and Wirth, D. (2001) Retroviral vectors for transduction
of an autoregulated bidirectional expression cassette. Mol. Ther. 4, 484–489.

9. Fussenegger, M., Morris, R. P., Fux, C., Rimann, M., von Stockar, B., Thompson, C. J., et al.
(2000) Streptogramin-based gene regulation systems for mammalian cells. Nat. Biotechnol.
18, 1203–1208.

10. Eilers, M., Picard, D., Yamamoto, K. R., and Bishop, J. (1989) Chimaeras of myc oncoprotein
and steroid receptors cause hormone-dependent transformation of cells. Nature 340, 66–68.

11. Braselmann, S., Graninger, P., and Busslinger, M. (1993) A selective transcriptional induc-
tion system for mammalian cells based on Gal4-estrogen receptor fusion proteins. Proc. Natl.
Acad. Sci. USA 90, 1657–1661.

12. Wang, Y., O’Malley, Jr., B. W., Tsai, S. Y., and O’Malley, B. W. (1994) Proc. Natl. Acad.
Sci. USA 91, 8180–1884.

13. Burcin, M. M., O’Malley, B. W., and Tsai, S. Y. (1998) A regulatory system for target gene
expression. Front. Biosci. 3, 1–7.

14. No, D. Yao, T. P., and Evans, R. M. (1996) Ecdysone-inducible gene expression in mamma-
lian cells and transgenic mice. Proc. Natl. Acad. Sci. USA 93, 3346–3351.

15. Kaufman, R. (1990) Vectors used for expression in mammalian cells. Methods Enzymol. 185,
487–512.

16. Boshart, M., Weber, F., Jahn, G., Dorsch-Häsler, K., Fleckenstein, B., and Schaffner, W.
(1985) A very strong enhancer is located upstream of an immediate early gene of human
cytomegalovirus. Cell 41, 521–530.

17. Bell, A. C. and Felsenfeld, G. (2001) Gene regulation: insulators and boundaries: versatile
regulatory elements in the eukaryotic genome. Science 291, 447–450.

18. Bode, J., Benham, C., Knopp, A., and Mielke, C. (2000) Transcriptional augmentation: modu-
lation of gene expression by Scaffold/matrix attached regions (S/MAR elements). Crit. Rev.
Eukaryot. Gene Expr. 10, 73–90.

19. Fiering, S., Whitelaw, E., and Martin, D. I. K. (2000) To be or not to be active: the stochastic
nature of enhancer action. Bioessays 22, 381–387.

20. Ogbourne, S. and Antalis, T. M. (1998) Transcriptional control and the role of silencers in
transcriptional regulation in eukaryotes. Biochem. J. 331, 1–14.

21. Bode, J., Schlake, M., Ríos-Ramírez, M., Mielke, C., Stengert, M., Kay, V., et al. (1995)
Scaffold/matrix-attached regions: structural properties creating transcriptioally active loci, in
Structural and Functional Organization of the Nuclear Matrix (International Review of
Cytology). (Berezney, R. and Jeon, K. W., eds.), Academic Press, San Diego, CA, pp. 389–453.

22. Bell, A. C. and Felsenfeld, G. (1999) Stopped at the border: boundaries and insulators. Curr.
Opin. Genet. Dev. 9, 191–198.

23. Li, Q. L., Harju, S., and Peterson, K. R. (1999) Locus control regions – coming of age at a
decade plus. Trends Genet. 15, 403–408.

24. Dorner, A. J., Wasley, L. C., and Kaufman, R. J. (1989) Increased synthesis of secreted pro-
teins induces expression of glucose- regulated proteins in butyrate-treated Chinese hamster
ovary cells. J. Biol. Chem. 264, 20,602–20,607.

25. Kaufman, R. J., Wasley, L. C., Spiliotes, A. J., Gossels, S. D., Latt, S. A., Larsen, G. R., et al.
(1985) Coamplification and coexpression of human tissue-type plasminogen activator and
murine dihydrofolate reductase sequences in Chinese hamster ovary cells. Mol. Cell. Biol. 5,
1750–1759.

26. Looney, J. E. and Hamlin, J. L. (1987) Isolation of the amplified dihydrofolate reductase
domain from methotrexate-resistant Chinese hamster ovary cells. Mol. Cell. Biol. 7, 569–577.



44 Mueller et al.

27. Brown, M, E., Renner, G., Field R, P., and Hassell, T. (1992) Process development for the
production of recombinant antibodies using the glutamine-synthetase (GS) system. Cytotech-
nology 9, 231–236.

28. Cappechi, M. R. (1990) Gene targeting: how efficient can you get? Nature 348, 109.
29. Kilby, N. J., Snaith, M. R., and Murray, J. A. H. (1993) Site-specific recombinases: tools for

genome engineering. Trends Genet. 9, 413–421.
30. Baer, A. and Bode, J. (2001) Coping with kinetic and thermodynamic barriers: RMCE, an

efficient strategy for the targeted integration of transgenes. Curr. Opin. Biotechnol. 12, 473–480.
31. Klehr-Wirth, D., Kuhnert, F., and Hauser, H. (1997) Generation of mammalian cells with

conditional expression of cre recombinase. Technical Tips online, T40067., URL: http://
tto.trends.com.

32. Kühn, R., Rajewski, K., and Müller, W. (1995) Inducible gene targeting in mice. Science 269, 1427.
33. Metzger, D., Clifford, J., Chiba, H., and Chambon, P. (1995) Conditonal site-specific recom-

bination in mamalian cells using a ligand-dependent chimeric Cre recombinase. Proc. Natl.
Acad. Sci. USA 92, 6991–6995.

34. Kellendonk, D., Tronche, F., Monaghan, A. P., Angrand, P. O., Stewart, F., and Schütz, G.
(1996) Regulation of cre recombinase activity by the synthetic steroid RU486. Nucleic Acids
Res. 24, 1404–1411.

35. Schlake, T. and Bode, J. (1994) Use of mutated Flp recognition target (FRT) sites for the
exchange of expression cassettes at defined chromosomal loci. Biochemistry 33, 12,746–12,751.

36. Lee, G., Kim, S., Lee, G. K. M., and Park, J. (2000) An engineered lox sequence containing
part of a long terminal repeat of HIV-1 permits cre recombinase-mediated excision. Biochem.
Cell Biol. 78, 653–658.

37. Seibler, J. and Bode, J. (1997) Double-reciprocal crossover mediated by Flp recombinase. A
concept and an assay. Biochemistry 36, 1740–1747.

38. Seibler, J., Schübeler, D., Fiering, S., Groudine, M., and Bode, J. (1998) DNA cassette
exchange in ES cells mediated by Flp recombinase: an efficient strategy for repeated modifi-
cation of tagged loci by marker-free constructs. Biochemistry 37, 6229–6234.

39. Verhoeyen, E., Hauser, H., and Wirth, D. (1998) Efficient targeting of retrovirally FRT-tagged
chromosomal loci. Techn. Tips online T01515 URL: http://tto.trends.com.

40. Schübeler, D., Maass, K., and Bode, J. (1998) Retargeting of retroviral integration sites for
the pedictable expression of transgenes and the analysis of cis-acting sequences. Biochemis-
try 37, 11,907–11,914.

41. Verhoeyen, E., Hauser, H., and Wirth, D. (2001) Evaluation of retroviral vector design in
defined chromosomal loci by Flp-mediated cassette replacement. Hum. Gene Ther. 12, 933–944.

42. Müller, P., Oumard, A., Wirth, D., Kröger, A., and Hauser, H. (2001) Polyvalent vectors for
coexpression of multiple genes, in Plasmids for Therapy and Vaccination (Schleef, M., ed.),
Wiley-VCH, Weinheim, pp. 119–136.

43. Martinez-Salas, E. (1999) Internal ribosome entry site biology and its use in expression vec-
tors. Curr. Opin. Biotechnol. 10, 458–464.

44. Jackson, R. J. and Kaminski, A. (1995) Internal initiation of translation in eukaryotes: the
picornavirus paradigm and beyond. RNA 1, 985–1000.

45. Sachs, A. B., Sarnow, P., and Hentze, M. W. (1997) Starting at the beginning, middle, and
end: translation initiation in eukaryotes. Cell 89, 831–838.

46. Pelletier, J. and Sonenberg, N. (1988) Internal initiation of translation of eukaryotic mRNA
directed by a sequence derived from poliovirus RNA. Nature 334, 320–325.

47. Pestova, T. V., Hellen, C. U. T., and Shatsky, I. N. (1996) Canonical eukaryotic initiation factors
determine initiation of translation by internal ribosome entry. Mol. Cell. Biol. 16, 6859–6869.



Recombinant Protein Production 45

48. Jang, S. K., Krausslich, H. G., Nicklin, M. J., Duke, G. M., Palmenberg, A. C., and Wimmer,
E. (1988) A segment of the 5' nontranslated region of encephalomyocarditis virus RNA directs
internal entry of ribosomes during in vitro translation. J. Virol. 62, 2636–2643.

49. Oumard, A., Hennecke, M., Hauser, H., and Nourbakhsh, M. (2000) Translation of NRF
mRNA is mediated by highly efficient internal ribosome entry. Mol. Cell. Biol. 20, 2755–2759.

50. Chappell, S. A., Edelman, G. M., and Mauro, V. P. (2000) A 9-nt segment of a cellular mRNA
can function as an internal ribosome entry site (IRES) and when present in linked multiple
copies greatly enhances IRES activity. Proc. Natl. Acad. Sci. USA 97, 1536–1541.

51. Dirks, W., Schaper, F., Kirchhoff, S., Morelle, C., and Hauser, H. (1994) A multifunctional
vector family for gene expression in mammalian cells. Gene 149, 387–388.

52. Dirks, W., Wirth, M., and Hauser, H. (1993) Dicistronic units for gene expression in mamma-
lian cells. Gene 128, 247–249.

53. Zitvogel, L., Tahara, H., Cai, Q., Storkus, W. J., Muller, G., Wolf, S. F., et al. (1994) Con-
struction and Characterization of retroviral vectors expressing biologically active human
interleukin-12. Human Gene Ther. 5, 1493–1506.

54. Fussenegger, M., Mazur, X., and Bailey J. E. (1998) pTRIDENT, a novel vector family for
tricistronic gene expression in mammalian cells. Biotechnol. Bioeng. 51, 1–10.

55. Schirmbeck, R., von Kampen, J., Metzger, K., Wild, J., Grüner, B., Schleef, M., et al. (1999)
DNA-based vaccination with polycistronic expression plasmids. Methods in Molecular Medi-
cine 29, 313–322.

56. Kwissa, M., Unsinger, J., Schirmbeck, R., Hauser, H., and Reimann, J. (2000) Polyvalent
DNA vaccines with bidirectional promoters. J. Mol. Med. 78, 495–506.

57. Mielke, C., Tümmler, M, Schübeler, D., von Hoegen, I., and Hauser, H, (2000) Stabilized,
long-term expression of heteromeric proteins from tricistronic mRNA. Gene 254, 1–8.

58. Attal, J., Theron, M. C., and Houdebine, L. M. (1999) The optimal use of IRES (internal
ribosome entry site) in expression vectors, Genet. Anal. 15, 161–165.

59. Hennecke, M., van Kampen, J., Metzger, K., Schirmbeck, R., Reimann, J., and Hauser, H.
(2001) The strength of IRES-driven translation of bicistronic expression vectors depends on
the composition of the mRNA. Nucleic Acids Res. 29, 3327–3334.

60. Baron, U., Freundlieb, S., Gossen, M., and Bujard, H. (1995) Co-regulation of two gene
activities by tetracycline via a bidirectional promoter. Nucleic Acids Res. 23, 3605–3606.

61. Liljestrom, P. (1994) Alphavirus expression systems. Curr. Opin. Biotechnol. 5, 495–500.
62. Johnston, R. E. and Peters, C. J. (1996) Alphaviruses, in Fields Virology (Fields B. N., Knipe

D. M., Howley P. M., eds.), Lippincott-Raven: Philadelphia, PA, pp. 842–898.
63. Strauss, J. H. and Strauss, E. G. (1994) The alphavirus: gene expression, replication and evo-

lution. Microbiol. Rev. 58, 491–562.
64. Pushko, P., Parker, M., Ludwig, G. V., Davis, N. L., Johnston, R. E., and Smith, J. L. (1997)

Replicon helper systems from attenuated Venezuelan equine encephalitis virus: expression of
heterologous genes in vitro and immunization against heterologous heterologous genes in
vitro and immunization against heterologous pathogens in vivo. Virology 39, 389–401.

65. Berglund, P. M., Sjoberg, M., Garoff, H., Atkins, G. J., Sheahan, B. J., and Liljestrom, P.
(1993) Semiliki Forest virus expression systems: production of conditionally infectious
recombinant particles. Bio-technology 11, 916–920.

66. Schlesinger, S. (1993) Alphaviruses-vectors for the expression of heterologous genes. Trends
Biotechnol. 11, 18–22.

67. Schlesinger, S. (1995) RNA viruses as vectors for the expression of heterologous proteins.
Mol. Biotechnol. 3, 155–165.

68. Wahlfors, J. J., Zullo, S. A., Nelson, D. M., and Morgan, R. A. (2000) Evaluation of recombi-
nant alphaviruses as vectors in gene therapy. Gene Ther. 7, 472–480.



46 Mueller et al.

69. Herweijer, H., Latendresse, J. S., Williams, P., Zhang, G., Danko, J., Schlesinger, S., et al.
(1995) A plasmid-based self amplifying [Sindbis] virus vector. Hum. Gene Ther. 6, 1161–1167.

70. Dubensky, T.W., Driver, D. A., Polo, J. M., Belli, B. A., Latham, E. M., Ibnaez, C. E., et al.
(1996) Sindbis virus DNA-based expression vectors: utility for in vitro and in vivo gene trans-
fer. J. Virol. 70, 508–519.

71. Perri, S., Driver, D. A., Gardner, J. P., Sherrill, S., Belli, B. A., Dubensky, T. W., et al. (2000)
Replicon vectors derived from Sindbis Virus and Semliki forest virus that establish persistent
replication in host cells. J. Virol. 74, 9802–9807.

72. Tubulekas, I., Berglund, P., Fleeton, M., and Liljeström, P. (1997) Alphavirus expression
vectors and their use as recombinant vaccines: a minireview. Gene 190, 191–195.

73. Horwitz, M. S. (1996) Adenoviruses, in Fields Virology (Fields, B. N., Knipe, D. M., and
Howley, P. M., eds.), Lippincott-Raven: Philadelphia, PA, pp. 2149–2171

74. Romano, G., Micheli, P., Pacilio, C., and Giordano, A. (2000) Latest developments in gene
transfer technology: achievments, perspectives, and controversies over therapeutic applica-
tions. Stem Cells 18, 19–39.

75. Hitt, M., Bett, A. J., Prevec, L., and Graham, F. L. (1994) Construction and propagation of
human adenovirus vectors, in Cell Biology: A Laboratory Handbook. Academic Press, San
Diego, CA, pp. 479–490.

76. Kochanek, S., Clemens, P. R., Mitani, K., Chen, H. H., Chan, S., and Caskey, C. T. (1996) A
new adenoviral vector: replacement of all viral coding sequences with 28 kb of DNA indepen-
dently expression both full length dystrophin and ß-galactosidase. Proc. Natl. Acad. Sci. USA
93, 5731–5736.

77. Fisher, K. J., Choi, H., Burda, J., Chen, S. J., and Wilson, J. M. (1996) Recombinant adenovi-
rus deleted of all viral genes for gene therapy of cystic fibrosis. J. Virol. 217, 11–22.

78. Kitamura, T., Onishi, M., Kinoshita, S., Shibuya, A., Miyajima, A., and Nolan, G. P. (1995)
Efficient screening of retroviral cDNA expression libraries. Proc. Natl. Acad. Sci. USA 92,
9146–9150.

79. Walther, W. and Stein, U. (2000) Viral vectors for gene transfer: a review of their use in the
treatment of human diseases. Drugs 60, 249–271.

80. Cosset, F. L., Takeuchi, Y., Battini, J. L., Weiss, R. A., and Collins, M. K. (1995) High titer
packaging cells producing recombinant retroviruses resistant to human serum. J. Virol. 69,
7430–7436.

81. Chong, H. and Vile, R. C. (1996) Replication-competent retrovirus produced by a “split-
function” third generation amphotropic packaging cell line. Gene Ther. 3, 624–629.

82. Palù, G., Parolin, C., Takeuchi, Y., and Pizzato, M. (2000) Progress with retroviral gene vec-
tors. Rev. Med. Virol. 10, 185–202.

83. Emerman, M., and Temin, H. M. (1986) Comparison of a promoter suppression in avian and
murine retrovirus vectors. Nucleic Acids Res. 14, 9381–9396.

84. Yu, S. F., von Ruden, T., Kantoff, P. W., Garber, C., Seiberg, M., Ruther, U., et al. (1995)
Self-inactivating retroviral vectors designed for transfer of whole genes into mammalian cells.
Bio-technology 13, 389–392.

85. Bode, J., Fetzer, C. P., Nehlsen, K., Scinteie, M., Hinrichsen, B., Baiker, A., et al. (2001) The
hitchhiking principle: Optimization episomal vectors for the use in gene therapy and biotech-
nology. Gene Ther. Mol. Biol. 6, 33–46.

86. Van Craenenbroeck, K., Vanhoenacker, P., Duchau, H., and Haegeman, G. (2000) Molecular
integrity and usefulness of episomal expression vectors derived form BK and Epstein-Barr
virus. Gene 253, 293–301.

87. Tan, B. T., Wu, L., and Berk, A. (1999) An Adenovirus–Epstein–Barr virus hybrid vector that
stably transforms cultured cells with high efficiency. J. Virol. 73, 7582–7589.



Recombinant Protein Production 47

88. Leblois, H., Roche, C., Falco, D., Orsini, P., Yeh, P., and Perricaudet, M. (2000) Stable trans-
duction of actively dividing cells via a novel adenoviral/episomal vector. Molecular Therapy
1, 314–322.

89. Krougliak, V. A., Krougliak, N., and Eisensmith, R. C. (2000) Stabilization of transgenes
delivered by recombinant adenovirus vectors through extrachromosomal replication. J. Gene.
Med. 3, 51–58.

90. Feng, M., Jackson, W. H., Goldman, C. K., Rancourt, C., Wang, M., Dusing, S. K., et al.
(1997) Stable in vivo gene transduction via a novel adenoviral/retroviral chimeric vector. Nat.
Biotechnol. 15, 866–870.

91. Zheng, C., Baum, B. J., Iadarola, M. J., and O’Connell, B. C. (2000) Genomic integration and
gene expression by a modified adenoviral vector. Nat. Biotechnol. 18, 176–180.

92. Umaña, P. and Bailey, J. E. (1997) A mathematical model of N–linked glycoform biosynthe-
sis. Biotechnol. Bioeng. 55, 890–908.

93. Minch, S. L., Kallio, P. T., and Bailey, J. E. (1995) Tissue plasminogen activator coexpressed
in Chinese hamster ovary cells with alpha(2,6)–sialyltransferase contains NeuAc alpha(2,6)
Gal beta(1,4)Glc–N–AcR linkages. Biotechnol. Prog. 11, 348–351.

94. Elbein, A. (1991) Glycosidase inhibitors: inhibitors of N–linked oligosaccharide processing.
FASEB J. 5, 3055–3063.

95. Grabenhorst, E., Costa, J., and Conradt, H. S. (1997) in Animal Cell Technology (Carrondo,
M. J. T., Griffiths, B., and Moreira, J. L. P., eds.), Kluwer Academic Publishers, Dordrecht,
The Netherlands, pp. 481–487.

96. Grabenhorst, E., Hoffmann, A., Nimtz, M., Zettlmeissl, G., and Conradt, H. S. (1994) Con-
struction of stable BHK-21 cells coexpressing human secretory glycoproteins and human
Gal(beta 1-4)GlcNAc–R alpha 2,6-sialyltransferase alpha 2,6-linked NeuAc is preferentially
attached to the Gal(beta 1-4)GlcNAc(beta 1-2)Man(alpha 1-3)–branch of diantennary oli-
gosaccharides from secreted recombinant beta–trace protein. Eur. J. Biochem. 232, 718–725.

97. Sburlati, A., Umaña, P., Prati, E. G. P., and Bailey, J. E. (1998) Synthesis of bisected
glycoforms of recombinant IFN–beta by overexpression of beta-1,4-N-acetylglucosaminyl-
transferase III in Chinese hamster ovary cells. Biotechnol. Prog. 14, 189–192.

98. Li, E., Gibson, R., and Kornfeld, S. (1980) Structure of an unusual complex-type oligosaccha-
ride isolated from Chinese hamster ovary cells. Arch. Biochem. Biophys. 199, 393–399.

99. Costa, J., Grabenhorst, E., Nimtz, M., and Conradt, H. S. (1996) Stable expression of the
Golgi form and secretory variants of human fucosyltransferase III from BHK-21 cells. Purifi-
cation and characterization of an engineered truncated form from the culture medium. J. Biol.
Chem. 272, 11,613–11,621.

100. Suzuki, E. and Ollis, D. F. (1990) Enhanced antibody production at slowed growth rates:
experimental demonstration and a simple structured model. Biotechnol. Prog. 6, 231–236.

101. Franek, F. and Dolnikova, J. (1991) Hybridoma growth and monoclonal antibody production
in iron-rich protein-free medium: effect of nutrient concentration. Cytotechnology 7, 33–38.

102. Al-Rubeai, M., Emery, A. N., Chalder, S., and Jan, D. C. (1992) Specific monoclonal anti-
body productivity and the cell cycle–comparisons of batch, continuous and perfusion cul-
tures. Cytotechnology 9, 85–97.

103. Kirchhoff, S., Schaper, F., and Hauser, H. (1993) Interferon regulatory factor 1 (IRF-1) medi-
ates cell growth inhibition by transactivation of downstream target genes. Nucl. Acids Res.
21, 2881–2889.

104. Kirchhoff, S., Koromilas, A., Schaper, F., Grashoff, M., Sonenberg, N., and Hauser, H. (1995)
IRF-1 induced cell growth inhibition and interferon induction requires the activity of the pro-
tein kinase PKR. Oncogene 11, 439–445.

105. Köster, M., Kirchhoff, S., Schaper, F., and Hauser, H. (1995) Proliferation control of mam-
malian cells by the tumor suppressor IRF–1. Cytotechnology 18, 67–75.



48 Mueller et al.

106. Köster, M., Kirchhoff, S., Schaper, F., and Hauser, H. (1995) Proliferation control of mam-
malian cells by the tumor suppressor IRF-1, in Animal Cell Technology: Developments
Towards the 21st Century (Beuvery, C., Griffiths, B., and Zeijlemaker, W. P., eds.) Kluwer
Academic Publishers, Dordrecht, The Netherlands, pp. 33–44

107. Carvalhal, A. V., Moreira, J. L., Müller, P. P., Hauser, H., and Carrondo, M. J. T. (1998) Cell
growth inhibition by the IRF-1 system, in New Developments and New Applications in Ani-
mal Cell Technology (Merten, O.-W., Perrin, P, and Griffiths, B., eds.), Kluwer Academic
Publishers, pp. 215–217.

108. Schaper, F., Kirchhoff, S., Posern, G., Köster, M. Oumard, A., Sharf, R., et al. (1998) Func-
tional domains of Interferon Regulatory Factor 1 (IRF-1). Biochemical J. 335, 147–157.

109. Kirchhoff, S., Wilhelm, D., Angel, P., and Hauser, H. (1999) NF B activation is required for
IRF-1 mediated IFN- . Eur. J. Biochem. 261, 546–554.

110. Kirchhoff, S., Oumard, A., Nourbakhsh, M., Levi, B.-Z., and Hauser, H. (2000) Interplay
between repressing and activating domains defines the transcriptional activity of IRF–1. Eur.
J. Biochem. 267, 6753–6761.

111. Müller, P. P., Carvalhal, A. V., Moreira, J. L., Geserick, C., Schroeder, K., Carrondo, M. J. T.,
et al. (1999) Development of an IRF-1-based proliferation control system, in Cell Engineer-
ing 1 (Al-Rubeai, M., Betenbaugh, M., Hauser, H., Jenkins, N., MacDonald, C., Merten, A.-W.,
eds.), Kluwer Academic Publishers, Dordrecht, The Netherlands, pp. 220–238.

112. Kröger, A., Köster, M., Schroeder, K., Hauser, H., and Mueller, P. P. (2002) Activities of
IRF-1. J. Interferon and Cytokine Res. 22, 5–14.

113. Geserick, C., Bonarius, H. P. J., Kongerslev, L., Hauser, H., and Müller, P. P. (2000) Enhanced
productivity during controlled proliferation of BHK cells in continuously perfused bioreactors.
Biotech. Bioeng. 69, 266–274.

114. Müller, P. P., Kirchhoff, S., and Hauser, H. (1998) Sustained expression in proliferation con-
trolled BHK–21 cells, in New developments and new applications in animal cell technology
(Merten, O.-W., Perrin, P, and Griffiths, B., eds.), Kluwer Academic Publishers, Dordrecht,
The Netherlands, pp. 209–214.

115. Kirchhoff, S., Kröger, A., Cruz, H., Tümmler, M., Schaper, F., Köster, M., et al. (1996) Regu-
lation of cell growth by IRF-1 in BHK-21 cells. Cytotechnology 22, 147–156.

116. Geserick, C., Schroeder, K., Bonarius, H., Kongerslev, L., Schlenke, P., Hauser, H., et al.
(1999) Recombinant pharmaceutical protein overexpression in an IRF-1 proliferation con-
trolled production system, in Animal Cell Technology: Products from Cells, Cells as Prod-
ucts (Bernard, A., Griffiths, B., Noé, W., and Wurm, F. eds.), Kluwer Academic Publishers,
The Netherlands, pp. 3–10.

117. Carvalhal, A. V., Moreira, J. L., Cruz, H., Mueller, P. P., Hauser, H., and Carrondo, M. J. T.
(2000) Manipulation of culture conditions for BHK cell growth inhibition by IRF-1 activa-
tion. Cytotechnology 32, 135–145.

118. Müller, P. P., Grabenhorst, E., Conradt, H. S., and Hauser, H. (1999) Recombinant glyco-
protein product quality in proliferation controlled BHK-21 cells. Biotechnol. Bioeng. 65,
529–536.

119. Schroeder, K., Koschmieder, S., Ottmann, O. G., Hoelzer, D., Hauser, H., and Mueller, P. P.
(2002) Genetic proliferation control facilitates the handling of a human stromal feeder cell line
during coccultivation with hematopoietic progenitor cells. Biotechnol. Bioeng. 78, 346–352.

120. Fussenegger, M., Schlatter, S., Dätwyler, D., Mazur, X., and Bailey, J. E. (1998) Controlled
proliferation by multigene metabolic engineering enhances the productivity of Chinese ham-
ster ovary cells. Nat. Biotechnol. 16, 468–472.

121. Fussenegger, M. and Bailey, J. E. (1998) Molecular regulation of cell-cycle progression and
apoptosis in mammalian cells: implication for biotechnology. Biotechnol. Prog. 14, 807–833.



Recombinant Protein Production 49

122. Mercille, S. and Massie, B. (1999) Apoptosis-resistant E1B-19K-expressing NS/0 myeloma
cells exhibit increased viability and chimeric antibody productivity under perfusion culture
conditions. Biotechnol. Bioeng. 63, 529–543.

123. Cotter, T. G. and Al-Rubeai, M (1995) Cell death (apoptosis) in cell culture systems. Trends
Biotechnol. 13, 150–155.

124. Perreault, J. and Lemieux, R. (1993) Essential role of optimal protein synthesis in preventing
the apoptotic death of cultured B cell hybridomas. Cytotechnology 13, 99–105.

125. Singh, R. P., Emery, A. N., and Al-Rubeai, M. (1996) Enhancement of survivability of mam-
malian cells by overexpression of the apoptosis-suppressor gene bcl-2. Biotechnol. Bioeng.
52, 166–175.

126. Chung, J. D., Sinskey, A. J., and Stephanopoulos, G. (1998) Growth factor and bcl-2 medi-
ated survival during abortive proliferation of hybridoma cell line. Biotechnol. Bioeng. 57,
164–171.

127. Simpson, N. H., Milner, A. E., and Al-Rubeai, M. (1997) Prevention of hybridoma cell death
by bcl-2 during suboptimal culture conditions. Biotechnol. Bioeng. 54, 1–16.

128. Huang, D. C. S., Cory, S., and Strasser, A. (1997) Bcl-2, Bcl-XL and adenovirus protein
E1B19kD are functionally equivalent in their ability to inhibit cell death. Oncogene 14, 405–414.

129. Terada, S., et al. (1997) Anti-apoptotic genes, bag-1 and bcl-2, enabled hybridoma cells to
survive under treatment for arresting cell cycle. Cytotechnology 25, 17–23.

130. Zanghi, J. A., Fussenegger, M., and Bailey, J. E. (1999) Serum protects protein–free compe-
tent Chinese hanster ovary cells against apoptosis induced by nutrient deprivation in batch
culture. Biotechnol. Bioeng. 5, 573–582.

131. Mastrangelo, A. J., Hardwick, M. J. Zou, S., and Betenbaugh, M. J. (2000) Part 2.
Overexpression of bcl-2 family members enhances survival of mammalian cells in response
to various culture insults. Biotechnol. Bioeng. 67, 555–564.

132. Vives, J., Juanola, S., Gabernet, C., Prats, E., Cairó, J. J., Cornudella, L., et al. (2001) Genetic
strategies for apoptosis protection and hybridoma cells based on overexpression of cellular
and viral proteins, in Animal Cell Technology: From Target to Market (Lindner-Olsson, E.,
et al., eds.), Kluwer Academic Publishers, Dordrecht, The Netherlands, pp. 230–233.



50 Mueller et al.



Transgenic Animals as Bioreactors 51

51

From: Handbook of Industrial Cell Culture: Mammalian, Microbial, and Plant Cells
Edited by: V. A. Vinci and S. R. Parekh  © Humana Press Inc., Totowa, NJ

3
Protein Expression Using Transgenic Animals

William H. Velander and Kevin E. van Cott

1. Introduction

In general, the need for more economical, abundant, safe, and efficacious supplies
of therapeutic proteins has motivated research and development into the use of
transgenic animals as bioreactors since about 1987. These proteins have traditionally
been derived from human plasma where supply and safety issues have inspired the
development of recombinant versions from mammalian cells. However, a lack of
development and production capacity for recombinant mammalian cell culture has pro-
vided added impetus to use transgenic livestock as sources of these proteins (1). The
use of transgenic animals as bioreactors for human wild-type or genetically engineered
variants of human proteins is one of the most advanced examples of recombinant biol-
ogy because it must achieve the biosynthesis of a protein both in a temporal and tissue-
specific manner without harming the host animal. The preferred tissue for expression
of the recombinant protein is one that naturally produces and exports high concentra-
tions of protein to enable easy harvesting. In particular, the expression of recombinant
proteins into the milk of transgenic rabbits and livestock has been a central focus of the
transgenic animal bioreactor theme, although expression in urine and blood has been
also studied (2a,b).

Research experience from the last decade has helped to delineate the molecular biol-
ogy needed to obtain tissue-specific and temporal control of expression as well as con-
trol over the level of expression. Progress also has been made toward understanding
the species and tissue-specific limitations of producing biologically active, complex
mammalian proteins at the highest rates of biosynthesis possible in transgenic animals.
As a result of this progress, in 1997 the United States Food and Drug Administration
(USFDA) established a Points to Consider document for production of therapeutics by
transgenic animals (3). These guidelines parallel those concerning safety and efficacy
associated with therapeutics produced from cultured mammalian cells. These issues
revolve around the maintenance of genotypic and phenotypic stability as well as the
specific pathogen-free pedigree of the transgenic animal lineages used for production.
Cell storage banks for semen, embryos, and other tissues that can regenerate a per-
petual supply of the production animals are also addressed. Although no therapeutic
products made by transgenic livestock have yet been approved by the USFDA, several
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products made in the milk of sheep (4), goats (5), and rabbits (6) have advanced to a
phase III stage of human clinical trials. Thus, the initial issues of safety and dose-
dependent response have been favorably established for these particular examples.

The combination of high expression levels that are naturally exported in volumes
that are easily harvested gives milk the potential for dramatically better balance of
economics and abundance than production from mammalian cell culture. This is largely
because of the fact that process purification costs are logarithmically decreased as the
concentration of the target protein is increased. Transgenic livestock can typically make
complex mammalian proteins at over 200-fold higher concentration per time in milk
because of the high epithelial-cell density of the mammary gland, at a rate of synthesis
that is similar to the higher-producing cell types used in recombinant mammalian cell
culture. In addition, the ability to rapidly and cost-effectively add more animals to an
already established milking herd circumvents scale-up lag times associated with add-
ing new mammalian cell-culture production facilities. Although the initial production
of founder transgenic animals can be limiting and expensive, a combination of tech-
niques used for gene delivery in vitro with embryonic-cell cloning has been developed
for livestock to improve the efficiency of making founder transgenic animal lineages.

Post-translational processing leads to the biochemical alteration of a specific amino
acid within the polypeptide backbone, and this intracellular derivatization is termed a
post-translational modification (PTM) (7). Examples of these PTMs include -carboxy-
lation of glutamic acid, N-linked glycosylation at asparagines (Asn), O-linked
glycosylation at serine or threonine (Ser, Thr), sulfation of tyrosine, phosphorylation
of serine, and proteolytic processing. Many of these modifications are required for
secretion and biological activity of human proteins. Most human therapeutic proteins
have complex PTMs, and therefore cannot be made in genetically engineered bacteria
or yeast because of the primitive post-translational (PT) processing that is present in
these microorganisms (8). More advanced cells types, such as those found in plants and
insects, are also unable to make fully functional recombinant forms of many human
proteins because they lack the appropriate enzymes to make the necessary PTMs of the
recombinant protein (9). Even mammalian cells can vary in their capability to post-
translationally process proteins (10). Therefore, the choice of a particular animal for
protein production at large scale is then typically evaluated on the optimal combination
of volume needed to satisfy clinical demand and also on the PT processing capability
of the host animal for that protein.

2. Techniques for the Production of Transgenic Animals

Transgenic animals can be made using several different techniques that introduce
the foreign gene (here termed “transgene”) into cells at an early embryonic stage. The
transgene that dictates the primary structure of protein can consist of cDNA, genomic,
or hybrid combinations of cDNA, and genomic sequences called minigenes. In gen-
eral, these DNA constructions can be made using classical gene-cloning techniques,
and are usually excised from the cloning vector, purified, reconstituted in low ionic-
strength buffers, and introduced as linearized instead of circular DNA sequences. The
natural biochemistry of chromosomal maintenance is believed to be the key mecha-
nism for the insertion of foreign DNA. The goal of most DNA delivery techniques is to
be compatible or to encourage chromosomal integration events that produce animals
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with the properties of Mendelian inheritance with respect to the transgene. Outbreed-
ing with nontransgenic animals enables genotypic stability to be more easily studied,
such as detecting transgene insertions on multiple chromosomes as well as unstable
insertions that result in whole or partial transgene deletion from generation to generation.

2.1. Microinjection as a Technique for Producing Transgenic Animals

There are several techniques designed to deliver the transgene and ultimately pro-
duce a viable transgenic embryo. The simplest technique is the introduction of DNA
into the nucleus of a one- or two-celled embryo by microinjection, and then surgically
transfer the embryos to a hormonally synchronized recipient surrogate mother (11).
Microinjection into the pronucleus of a newly fertilized embryo is most often used in
mice, rabbits, pigs, goats, and sheep. The pregnancy frequency resulting from surgi-
cally transferred, microinjected embryos is typically less than 50%, and about 10–30%
of the animals born in mice, rabbits, and pigs are transgenic. Pronuclear microinjection
is most efficient in mice, rabbits and pigs, which have short gestation periods and five
or more offspring per pregnancy. For example, the pig has a gestation of less than 4 mo
and typically has up to12 piglets in a litter. Thus, there is a good chance of making
transgenic piglets in every litter. In contrast to the pig, microinjection is very ineffi-
cient for species such as the cow, which typically have only one healthy offspring per
pregnancy and have gestation periods of 10 mo (12).

Common to all gene delivery techniques is the need to have an ample source of
embryos and then to identify the most viable transgenic embryos after gene delivery.
The greatest inefficiency of gene transfer is related to physical damage as well as
developmental asynchrony and retardation that are created from manipulation in vitro.
After gene delivery, the embryo is cultured for a short time to determine viability from
the physical damage caused by the injection needle. For example, about 50% of the
embryos survive microinjection until the two-cell stage (13). However, at this stage it
is not possible to reliably detect which embryos are transgenic without destroying the
embryo (14). Further culture to past the morula stage of development (about 8 cells)
decreases embryonic viability. Therefore, one- to four-cell-stage embryos are most
often transferred into a recipient surrogate mother that is hormonally synchronized to
become pregnant without knowledge of which embryos are transgenic. Because the
viability of manipulated embryos is lower than that of unmanipulated embryos, about
threefold more embryos are transferred into the reproductive tract than the number that
would normally occur in vivo during the natural fertilization and uterine impregnation
process. The chief inefficiency of microinjection and other embryonic gene transfer
techniques is the number of viable embryos that must be surgically harvested from
synchronized, and naturally or artificially inseminated donor animals. In addition, it is
estimated that the transgene integration event occurs at a two-cell or later stage in
about 30–60% of all embryos (14). This results in a nonuniform distribution between
cells of the integrated transgene known as mosaicism. Mosaicism can mask the true
potential expression-level of the transgene and decrease the chance of Mendelian trans-
mission of the transgene to offspring. For example, if only half of the mammary cells
have the integrated transgene, then the expression level will be lower than if the mam-
mary gland were totally uniform in its transgene distribution.
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2.2. Animal Cloning Techniques Used to Produce Transgenic Animals

With respect to the production of transgenic animals for use as bioreactors, the
development of animal cloning techniques has been partly inspired by the low
transgenesis efficiencies (11). This is further exacerbated in animals such as cows and
sheep that have a small number of offspring per pregnancy. In addition, the desire to
knock-out genes that code for certain endogenous enzymes associated with post-trans-
lational processing and then replace them with genes that code for enzymes that would
exact a more efficient and perhaps more humanized PTM upon the target recombinant
protein. The applications for animal cloning also extend to general livestock improve-
ment (15) and to humanizing the tissue of pigs for xenograft transplantation (16). Examples
of replacement genes include those that code for propeptide cleavage enzymes and
certain glycan processing enzymes.

All cloning methods used to achieve transgenesis rely on the establishment of pri-
mary cell lines from embryos, fetal, or somatic tissue with nuclei that have retained the
potential for subsequent progeneration of an animal (17). Most cloning methods first
screen for transgenesis from tens of thousands of primary cell lineages derived from
embryonic or fetal cells that have been transfected in culture. These primary culture
methods typically yield cell passages of about thirty to forty generations before senes-
cence occurs. Secondary cloning is frequently done from transgenic fetuses to estab-
lish a developmental synchrony, and thus more viable fetuses and born animals as well
as a more stable transgenic genotype from the first clonal lineage. This second-pass
transgenic progenitor cell line is then expanded to provide multiple clones that can be
stored frozen. Electroporation and/or calcium phosphate precipitation is most often
used to introduce DNA into the primary embryonic cell lines used in cloning. How-
ever, a transgenic primary cell line can be established from an existing transgenic ani-
mal made first by microinjection (18a,b). Retroviral transfection can also be achieved
with reasonable efficiency on cultured cells, but it poses a potential risk because of the
incorporation of viral DNA elements (11). This method involves limitations in the size
of the transgene that can be packaged into virion particles. Once the transgenic primary
cell lineage is established, the detection and characterization of the transgene can be
easily done in vitro from a sample of the cultured lineage.

Nuclear transfer from genetically stable and outgrown transgenic cells into enucleated
oocytes is then performed to establish a transgenic embryo (17). Thus, the transfer of
nuclei taken from these established transgenic cell lineages into enucleated oocytes results
in 100% transgenic frequency at the embryonic level. The abundance of recipient oocytes
harvested from slaughterhouse cattle or pigs makes cloning efficient from a donor-cell
perspective. Viable embryos are then selected after further culture, and are usually trans-
ferred at the morula to blastocyst stage into a hormonally synchronized, recipient surro-
gate mother. It is important to note that the animals produced by cloning will be uniformly
transgenic, and the resulting genotype will not be complicated by transgene mosaicism.
In summary, cloning strategies have been combined with DNA delivery techniques so
that virtually 100% of all born animals are stable transgenic lineages.

2.3. Disease Transmission Issues
In an analogous manner to that of classical mammalian cell-culture methods,

transgenic livestock represent a mammalian cell source that can be maintained with a
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specific pathogen-free (SPF) pedigree in the same context as any other mammalian-
cell source for therapeutic proteins. A summary criterion for maintaining any mamma-
lian-cell source with a SPF-pedigree is that the source must be both reliable and safe
from known zoonotically transmissible diseases. In the case of transgenic livestock, a
SPF-pedigree can be maintained by simple restricted access procedures already used in
many high-volume commercial swine facilities. The main concern is contamination of
the SPF herd and facilities with animal diseases carried by visitors who have recently
visited ordinary farms. Thus, a post-farm-visitor quarantine, shower-in only facilities,
and post-shower uniformed employees are recommended operating procedures for
maintaining indoor SPF-conditions. In the case of sheep and cattle, an immunologi-
cally stronger and disease resistant animal may result from outside pasturing, and pigs
have been domesticated for continuous indoor housing. An indefinitely stable and renew-
able supply of these SPF-animals can be insured by frozen storage of embryo and semen.
Embryos and semen provide additional barriers to the transmission of disease, as low
levels of infectivity of most pathogens occur in these cell types.

The presence of pathogens that integrate into the genome of the host mammalian
cell is also of concern in transgenic animals as in cultured mammalian cells (3,19). For
example, the presence of endogenous retroviruses that have integrated into chromo-
somes of the host cell is a risk in the context of all mammalian cells, whether in culture
or in the transgenic tissue of an animal. In particular, porcine retroviruses have been
zoonotically transmitted to cultured human cells (20). However, there are no docu-
mented cases of zoonosis from therapeutics procured from slaughterhouse livestock
such as insulin from bovine or porcine pancreas, Factor VIII from porcine plasma, or
porcine cells and tissues (21). The threat of zoonosis of pathogens with unknown etiol-
ogy—such as with spongiform encephalopathies—has gained worldwide attention, and
some strains of Creutzfeldt-Jakob disease are believed to be closely related and trans-
mitted from eating infected animal tissue (22). This appears to be a species-specific
pathogen, and pigs have been shown to be resistant to infection through dietary chal-
lenge (23). Although the risk of zoonosis is a serious concern for xenograft transplan-
tation of live cells and tissue, there are multiple pathogen inactivation barriers that can
be installed into purification processing, which can yield acceptable pathogen reduc-
tion and inactivation for therapeutic protein products (24).

The effects of expression of recombinant proteins on the health of the host animal
have also been detailed, and in some cases these effects can be adverse. For example,
the expression of high levels of human growth hormone in the mammary gland and
promiscuous expression in other tissues has been shown to cause sterility in females
(25). However, in most cases, expression of recombinant protein has produced no sig-
nificant physiologically adverse effects, even at g/L levels that noticeably change the
composition of milk. The physiological effects of the expression of high levels of recom-
binant protein are usually studied in transgenic mice before moving on to larger ani-
mals such as livestock.

2.4. Bioreactor Efficiency

Analysis of the main throughput issues of classical mammalian cell-culture
bioreactors reveals that cell densities are too low and there are rate limitations in post-
translational processing and secretory pathways in most cell types. The productivity of



56 Velander and van Cott

transgenic livestock bioreactors lies in the secretion of protein by cells at a high density
in the mammary gland tissue into the harvested milk. Annual milk volume that can be
harvested from the pig, sheep, goat, and cow are approx 300, 500, 800, and 8000 L/yr,
respectively (26). The mammary epithelia are at about 109 cells/mL, whereas most
large-scale mammalian cell reactors are about 106 to 107 cells/L. By design, the mam-
mary gland is a tissue that has less restrictive limitations in intracellular secretory path-
ways in terms of proteins secreted into milk. For example, caseins constitute as much
as 30–40 g/L and are the major milk proteins. Most mammalian cell lines secrete com-
plex proteins such as -carboxylated vitamin K-dependent proteins at less than 1 pg/
cell/d (27). Complex proteins such as recombinant human protein C and fibrinogen
have been made in the 1–5 g/L range, which translates to greater than 10 pg/cell/d (28).
Thus, the mammary gland is also frequently higher in its rate of synthesis on a per-cell
basis than most secretory cells grown in culture.

3. Post-Translational Processing of Complex Proteins
in Transgenic Animals

Transgenic animals can provide a unique source of recombinant proteins with the
equivalent or improved bioactivities relative to native proteins in either replacement or
other therapeutic applications. As is the case for synthesis recombinant proteins in cell
culture, the bioactivities and also in vivo half-life can be highly dependent upon the PT
signature left by the host livestock cell. The heterogeneity of recombinant proteins
produced in transgenic animal bioreactors can be the result of species-specific differ-
ences between the animal’s endogenous PT processing enzymes and the exogenous
human protein substrate, and rate limitations in PTMs as protein secretion rates over-
whelm the cellular PT processing capabilities in the endoplasmic reticulum (ER) and
Golgi. The resultant isoforms may have bioactivities that are equally diverse. Optimi-
zation of any bioreactor requires a thorough knowledge of rate-limiting steps and, in
the case of the transgenic bioreactor, species-specific differences in PT processing in
the mammary gland. Improving the efficiency of PTMs made in the transgenic animal
bioreactors must be accomplished before their potential can be fully realized. By
improving the efficiency of upstream biosynthesis, downstream purification and pro-
cessing will also be greatly facilitated because isoforms may have very different physi-
cal-chemical characteristics that complicate product recovery, and inactive or harmful
(e.g., immunogenic) isoforms will not have to be removed.

The majority of efforts in the field of transgenic animal bioreactors have been dedi-
cated to understanding the molecular biology of inducing high protein-expression lev-
els. Relatively little effort has been dedicated to understanding how the biochemistry
of the mammary epithelial cells impacts PTM processing of an exogenous protein, or
what animal species has the best ability for performing particular PTMs. Here we review
the production of several recombinant proteins in different transgenic animal species,
and comment on two important PTMs—glycosylation and -carboxylation—which can
dramatically affect biological activity and pharmacokinetics.

3.1. Glycosylation of Recombinant Proteins

Glycosylation affects three-dimensional protein structure, solubility, biological
activity, and circulation half-life (29). The complexity of oligosaccharide composition
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and structure is evident even in native plasma proteins made by the liver that circulate
as a collection of subpopulations of several glycoforms (30). Two glycan linkages
occur: N-linked and O-linked. The consensus peptide sequence for the attachment of
N-linked oligosaccharides is Asn-X-Ser/Thr. There is no consensus sequence for the
attachment of O-linked oligosaccharides at Ser or Thr residues. The formation of
glycosylated structures results from a complex sequence of enzymatic steps in the ER
and Golgi. Briefly, N-linked glycans are generated by initial transfer of a lipid-linked
oligosaccharide (Glc3Man9GlcNAc2-P-P-Doli) in the ER (31). The oligosaccharides
are trimmed by exoglycosidases in the ER, and further modified in the Golgi by
exoglycosidases and glycosyltransferases. N-linked oligosaccharides are classified as
(i) high mannose; (ii) complex; and (iii) hybrid (Fig. 1). O-linked glycans are generated
by the initial attachment of Gal-NAc to a Ser or Thr residue. Nucleotide sugars are the
substrates for stepwise addition to O-linked glycans. However, unlike the human liver,
recombinant cells such as human kidney 293 cells and mammary epithelial cells tend
to substitute GalNAc for Gal (10).

Proteins with high mannose glycans or with desialylated glycans with terminal Gal
or GalNAc moieties are rapidly cleared from circulation by hepatic cells (31), and so
the presence of desialylated or high-mannose glycans will result in much higher doses
needed to achieve a therapeutic affect. Thus the biochemistry of PTMs in the mam-
mary epithelial cells can play an equally important role as the overall expression level
in determining the productivity of the transgenic animal. Complicating factors in the
glycosylation of recombinant proteins made in transgenic animals are (i) the species-
specific glycosylation pattern inherent to the animal (31); (ii) the tissue-specific
glycosylation pattern in the mammary epithelial cells, which may differ from hepatic
cells (31); (iii) the potential rate limitations in either the transfer of the core oligosac-
charide in the ER or modifications of the core oligosaccharide made in the ER and
Golgi; and (iv) the potential for changing glycosylation patterns as lactation progresses (32).

There is growing evidence that the species-specific nature of the glycosylation pat-
tern made by mammary epithelial cells on endogenous milk proteins is also imparted
on recombinant proteins. Unfortunately, published reports with detailed glycan struc-
ture and composition data of either recombinant or endogenous milk proteins from
transgenic livestock animal species are still sparse. However, lactoferrin (LF) is an
endogenous milk protein that ubiquitous to the goat, cow, and pig, and its glycosylation
pattern has been characterized across these species (Table 1). The number of potential
glycosylation sites and structures in LF has been shown to be species-specific. The
human contains two sites, the pig contains one site, the cow contains five, and the goat
contains four (33,34). Both goat and bovine LF contained two sites with high-mannose
oligosaccharides only. Human and porcine LF did not contain high-mannose glycans.
Evidence thus far indicates that the mammary epithelial cells of ruminants tend to
incorporate more high mannose glycans on recombinant proteins than the pig. For
example, recombinant protein C made in the milk of transgenic pigs contained only
low-mannose stuctures that were similar to the human plasma-derived protein C
(35a,b). More work is needed to establish whether or not species-specific differences
in glycosylation are significant issues in determining which animal would be the best
bioreactor for a given protein. Thus, the challenge in producing a recombinant glyco-
protein in transgenic animals is to determine whether or not the glycan heterogeneity is
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within satisfactory limits that ensure overall product consistency, safety, and efficacy.
We now present two case studies in which recombinant human plasma glycoproteins
have undergone human clinical trials. These proteins were produced in the milk of
transgenic ruminants (goat and sheep), and we will comment on the glycosylation sig-
nature reported.

3.2. Antithrombin III
Antithrombin III (ATIII) is a 58-kDa serine protease inhibitor that is synthesized in

the liver and circulates in plasma at a concentration of 170–290 µg/mL (36). ATIII acts

Fig. 1. Three classes of N-linked oligosaccharides: (a) high-mannose, (b) complex, (c) hybrid.

Table 1
Summary of Published Glycan Structure and Composition for Recombinant
and Endogenous Milk Proteins from Transgenic Livestock Animals

Source Protein Glycan structure Glycan composition information

Goat Recombinant
ATIII

Asn 96 Complex Fucosylation, monosialylated,
NGNA substitution for NANA

Asn 192 Complex Fucosylation, monosialylated,
NGNA substitution for NANA

Asn 155 High mannose
Recombinant Low NANA, low Gal, GalNAc

LATPA present
Human Endogenous 2 Complex �-1,6 and �-1,3 fucosylation

lactoferrin (no high mannose) no GalNAc
Cow Endogenous 2 High mannose �-1,6 fucosylation

lactoferrin 3 Complex GalNAc substitution for Gal
Pig Endogenous Complex �-1,6 fucosylation

lactoferrin (no high mannose) GalNAc substitution for Gal
Goat Endogenous 2 High-mannose �-1,6 fucosylation

lactoferrin 2 Complex no GalNAc
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as an anticoagulant by inhibiting the proteolytic activities of thrombin and Factor Xa.
The activation of ATIII requires interaction with heparin, which causes a conforma-
tional change in ATIII and increases the binding affinity with thrombin. ATIII replace-
ment therapy is indicated for patients with congenital deficiency or transient deficiencies
such as during cardiopulmonary bypass (CPB) surgery (37a,b). Recent reports have
also studied rATIII as an anti-sepsis therapeutic (38). The estimated clinical demand
for ATIII is 75 kg/yr (26). PTMs made to ATIII include three disulfide bridges and the
attachment of four N-linked glycans.

GTC Biotherapeutics is producing rATIII in the milk of transgenic goats using a -
casein promoter system. The rATIII expression levels achieved in goats and used for
producing material for clinical trials range between 1.5 and 3.5 g/L over a 300-d lacta-
tion. With an average milk yield of about 2 L/d, and a reported purification yield of
~50%, a single goat can produce about 1.2 kg rATIII/yr. GTC was granted orphan drug
status for using rATIII, and it was the first transgenic animal-derived therapeutic that
successfully entered and completed a Phase III clinical trial study (for treating heparin
resistance during CPB surgery). However, before a second Phase III study was com-
pletely finished, GTC decided to stop further rATIII development for economic rea-
sons, and is now pursuing the production of monoclonal antibodies (MAbs) and fusion
proteins (39). Although rATIII may never come to market, one of the most important
results from these trials is that a transgenic animal-derived protein was determined to
be safe and efficacious (40). These results should pave the way for future approval of
therapeutics with larger market demands, such as MAbs.

Edmunds et al. have characterized the glycosylation of rATIII produced in goat milk
(41). ATIII is glycosylated at four Asn residues: Asn-96, Asn-135, Asn 155, and Asn
192. In human plasma-derived ATIII (pd-ATIII), the glycans are all complex, and
biantennary, contain no fucoseor GalNAc, and are disialylated (42). Edmunds et al.
found that rATIII produced in goats had a higher level of heterogeneity in glycan struc-
ture than plasma-derived ATIII (Table 1). The major glycans at Asn-96 and Asn-192
were fucosylated, biantennary, and monosialylated. Minor glycans at Asn-96 and Asn-
192 were found to be disialylated, and have NGNA substitution for NANA and GalNAc
substitution for Gal. Glycans at Asn-155 were high mannose, and glycans at Asn-135
could not be characterized. For comparison, monosaccharide composition was reported
for recombinant long-acting tissue plasminogen activator made in goat milk (43).
GalNAc was found in rLA-TPA from goat milk, and NANA content was lower than
expected. Several studies have indicated that ATIII Asn-155 glycan composition and
structure determine heparin affinity (44a,b). The rATIII had a fourfold higher affinity
for heparin than pd-ATIII, which was attributed to lower sialic acid content, especially
at Asn-155. The pharmacokinetics of rATIII was acceptable, with a half-life of about
43 h, which was comparable to some formulations of pd-ATIII (45).

3.3. Alpha-1-Antitrypsin

Alpha-1-antitrypsin (AAT) is a serine protease inhibitor (52 kDa) synthesized in the
liver, which circulates in plasma at a concentration of 1–2.5 mg/mL. The primary tar-
get of AAT is neutrophil elastase, a serine protease stored in neutrophils. Deficiencies
in functional AAT result in liver disease in children and emphysema in adults (46).
Estimated clinical demand for AAT is 5000 kg/yr (26). Plasma-derived AAT (pd-AAT)
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has three N-linked glycans at Asn-46, Asn-83, and Asn-247 (47). Six major glycoforms
of pd-AAT have been recently identified, all containing a heterogeneous mixture of
complex sialylated bi- and tri-antennary sialylated oligosaccharides with varying
degree of fucosylation. Native glycosylation of AAT is required for an adequate circu-
lation half-life (48), but does not appear to affect its anti-elastase activity. Ungly-
cosylated rAAT produced in prokaryotes and hypermannosylated rAAT produced in
yeast retain anti-elastase activity (49a,b).

PPL Therapeutics has generated lines of transgenic sheep that secrete high levels
(up to 35 g/L) of rAAT in milk (50a,b). PPL completed phase II clinical trials for
transgenic-derived rAAT as a treatment for cystic fibrosis (51). The safety of rAAT
was established, and PPL and Bayer have now joined to enter into Phase III clinical
trials with an aerosol formulation of rAAT. The published data on biochemical char-
acterization of rAAT produced in sheep milk are not as detailed as data for rATIII.
Details on glycan structure are not reported—only results that demonstrate that all three
N-linked sites are occupied, are removed by treatment with PNGase F (indicating com-
plex glycan structure), and probably have lower sialic acid content than pd-AAT (as
deduced from isoelectric focusing experiments) (52). Carver et al. did report that
approx 10% of rAAT had a post-translational proteolytic cleavage of the first five
amino acids, similar to minor subpopulations of pd-AAT (53).

3.4. Production of Recombinant VKD Proteins in Transgenic Animals

The Vitamin K-dependent (VKD) family of proteins made by the human liver are
important members of the coagulation cascade. VKD proteins are distinguished by
-carboxylation of glutamate to -carboxyglutamate (Gla), an enzymatic process

that requires vitamin K as a cofactor (54). Vitamin K-dependent proteins in plasma
include Protein C (PC), Factor IX (FIX), Factor X (FX), Factor VII (FVII), prothrombin
(PT), and Protein S (PS). Protein C is a central anticoagulant, and its annual clinical
demand in the United States to treat sepsis and disseminated intravascular coagulation is
estimated at 100 kg/yr. Factor IX is an important procoagulant and its deficiency causes
Hemophilia B. The worldwide clinical demand for FIX is estimated at 1–2 kg/yr (35b).

A functional Gla domain is required for biological activity-binding of calcium ions
to the Gla domain results in a conformational change that facilitates the VKD protein’s
interaction with the phospholipid membrane of the endothelial cells and platelets (55).
The salient feature of the enzyme system that modifies Glu to Gla is its complex
sequence of redox reactions, which make it difficult to simply add the enzymes to
prokaryotic and lower-order eukaryotic cells. VKD carboxylase is an integral mem-
brane protein in the endoplasmic reticulum (ER) that adds CO2 to the -carbon of
glutamate to convert it to -carboxyglutamate. Oxygen and reduced vitamin K are
required cofactors for this process. Reduced vitamin K is oxidized to the alkoxide ion
form by the epoxidase domain of the carboxylase enzyme, which is a strong base that
extracts the hydrogen from the -carbon of glutamate (56). After carboxylation of the
glutamate, the vitamin K epoxide is subsequently reduced by the vitamin K epoxide
reductase system (VKOR) (57). The propeptide is required for -carboxylation of
plasma proteins, and functions as a binding domain to “dock” the VKD protein with
the carboxylase (58a,b). Subsequent removal of the propeptide is also required prior to
secretion for biological activity (59). The protease PACE/furin, which recognizes pairs
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of basic amino acids, can accomplish this proteolytic cleavage in recombinant produc-
tion systems (60a,b). Carboxylase is a processive enzyme, capable of modifying a num-
ber of glutamates in a single enzyme-substrate-binding event (61). The clinical demand
for PC and FIX has inspired extensive research into the production of these proteins in
transgenic animals. It appears that the pig is more efficient at -carboxylation than
other species.

3.5. Protein C and Factor IX—Rate Limitations in -Carboxylation

Although endogenous milk proteins do not require -carboxylation of Glu, endog-
enous -glutamyl carboxylase is expressed in the mammary epithelial cells during lac-
tation, and has avidity for the substrate. However, production of rFIX and rPC in
transgenic animals indicates the existence of rate limitations and species-specific dif-
ferences in -carboxylation capabilities. By using variations of the mouse WAP pro-
moter and the Protein C transgene (cDNA and genomic), we generated transgenic
mouse and pig lines with daily expression levels ranging from 1 µg/mL to 2 mg/mL
(62a,b,c). In both pigs and mice, the percentage of -carboxylated rPC was measured
as the percentage of protein that bound to a conformational metal-dependent MAb
directed against the Gla domain (7D7B10) (63). We found that the amount of -car-
boxylated rPC was inversely proportional to the expression level (Table 2).

Published data also indicate species-specific and substrate-specific differences in
the activity of the animal’s endogenous -glutamyl carboxylase system for recombi-
nant human VKD proteins. Approximately 44% of rFIX produced in transgenic mouse
milk was recoverable by purification using a Gla-domain specific MAb (Table 1) (64).
We have found that transgenic pigs appear to have greater -carboxylation efficiency
for rFIX at moderate expression levels (< 200 µg/mL) (65). Transgenic sheep produced
rFIX at very low levels (25 ng/mL), and only 2% of the rFIX was recovered by affinity
chromatography (66). Although the very small amounts of rFIX recovered were bio-
logically active, the overall efficiency of -carboxylation of sheep cannot be deter-
mined from these data. For comparison, CHO cells were reported to produce 1.5%
fully carboxylated rFIX (67), along with partially and un-carboxylated forms (68).
Thus, porcine mammary epithelial cells appear to have a higher carboxylase activity vs
murine and ovine epithelial cells, and rFIX may be a better substrate for porcine and
murine carboxylase than rPC.

4. Conclusion

Transgenic animal bioreactors have been used to produce many therapeutic recom-
binant proteins in the mammary epithelial cells and to secrete the product into milk.
Mammary epithelial cells are by nature designed for high protein synthesis rates during
lactation, and milk is easily harvested. The combination of efficient mammary-specific
transgene promoters and a high cell density in the mammary gland (~109 cells/mL)
results in high protein production rates, with g/L/h recombinant protein concentrations
now routine. Transgenic animal production also offers the advantage of safety when
compared with donor tissue- or plasma-derived sources. In addition, scale-up of pro-
duction is less expensive than for mammalian cell culture. These characteristics have
made transgenic animals a viable alternative to production of proteins, particularly
plasma proteins and humanized MAbs. Rate limitations and species-specific differ-
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ences in PTMs made to complex proteins point to the next level of engineering the
mammary gland for more efficient PT processing. Re-engineering the mammary gland
will require detailed knowledge of endogenous PT processing enzymes and their inter-
action with human protein substrates.
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Mammalian Cell Culture
Process Development Considerations

Steven Rose, Thomas Black, and Divakar Ramakrishnan

1. Introduction

As discussed in the previous chapters of this book, mammalian cell-culture technol-
ogy facilitates the production of complex therapeutic proteins (biopharmaceutical
drugs). The mammalian cell-culture process is performed with a host cell line that has
been transfected with DNA plasmids encoding for the protein of interest. The host cell
line is selected based on the post-translational modifications necessary for protein effi-
cacy. The most common production host-cell lines reported are Chinese hamster ovary
(CHO) cell lines or murine myeloma lines (SP2/0, NS0). The site and number of plas-
mids inserted into the host cell line during transfection is somewhat of a random event
and generates multiple variations in the initial population pool. Single-cell clones are
isolated from the initial population pool of transfected cells. A single-cell clone for
production is then selected based on performance in screening studies, and is expanded,
dispensed into 1–2-mL vials, and then stored in a quiescent state (generally frozen or
freeze dried). These vials are the master cell bank (MCB) that supplies the cells neces-
sary to produce the development, clinical, launch, and commercial supplies.

Figure 1 shows a schematic diagram of a typical mammalian cell culture process to
produce a protein such as a monoclonal antibody (MAb). The manufacturing process
begins with a vial from the MCB. To extend the life of the MCB, a vial from the MCB
is expanded, dispensed into 1–2-mL vials, and then stored in a quiescent state (gener-
ally frozen or freeze-dried) as the manufacturer’s working cell bank (MWCB). MWCB
are created as needed from the MCB. For each production lot, a MWCB vial is broken
out and expanded in shaker flasks and/ or spinners and then in controlled bioreactors to
provide sufficient inoculum or seed culture for the production-scale bioreactor step.
The production-scale bioreactor can range from 1000–20,000 L in volume and may be
operated as batch, fed-batch, or continuous perfusion mode. The protein is harvested
from the production reactor either continuously (perfusion mode), semi-continuously,
or at the end of the production run. At the time of harvest, the cells are removed from
the culture broth, and the clarified and conditioned broth is then purified through a
series of two to four chromatography steps along with unit operations to inactivate/
remove potential viral contaminants, host-cell protein, and DNA. The purified product
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is then typically formulated into vials containing the final product. Final formulation is
impacted by many factors associated with the pharmaceutical delivery method (i.e.,
injectable vs inhaled) and anticipated storage and use conditions.

For each process step described here, there are validated operating ranges and crite-
ria that need to be met for succession to the proceeding step. This is to ensure consis-
tency in Safety, Identity, Strength, Purity and Quality (SISPQ) of the product. Failure
to maintain the process within the specified operating ranges or failure to pass criteria
prompts an investigation to evaluate the impact that the deviation has on the SISPQ of
the product and to determine whether the relevant lot is suitable for release. The task of
the process developer is to determine the appropriate operating conditions that produce
a robust, cost-effective process without impacting the safety, identity, strength, purity,
or quality of the protein product.

This chapter also provides an industrial perspective on some commonly discussed
but important topics that impact mammalian cell-culture process development strategy
and methodology (which have not been discussed in the previous three chapters on
mammalian cell-culture technology). These topics include:

• Business Drivers and Process Development Strategy
• Science and Techniques of Cell-Culture Process Development
• Choice of Bioreactor Processes and Engineering/Scale-Up Considerations
• Cell Removal and Downstream Issues

2. Business Drivers and Process Development Strategy

The development of biopharmaceutical products is an expensive process, which can
easily take about 6 yr (1) from preclinical process development work to product launch
for a typical protein therapeutic, with a significant risk that the product will not be
shown to be efficacious in clinical studies. For instance, it has been reported (2) that
average success values for new biopharmaceutical drug products range as follows:

Clinic Phase I ~ 15%
Clinic Phase II ~ 40%
Clinic Phase III ~ 80%
Considering these success rates and timelines, it should not be surprising that the

cost of developing a new drug can be quite high. In fact, a recent press report (Nov
30th, 2001) by the Tufts Center for the Study of Drug Development (http://

Fig. 1. Schematic of a typical cell culture based protein-manufacturing process.
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www.tufts.edu/med/csdd) estimates the average development cost of a new drug to be
as high as $802 million. This is an increase from $231 million in 1987 (equivalent to
$318 million in 2000 dollars). The increased cost is attributed primarily to higher clini-
cal trial and associated R&D costs. In addition, an outpacing of development costs
compared to the growth in sales (3) has resulted in pressure to reduce cycle times and
development costs for drugs in general. Of the total drug development costs, (1) up to
40–60 % of costs are associated with Process Development and clinical manufacturing
costs for biopharmaceuticals (such as those produced using mammalian cell-culture
technology). Contrary to popular belief, process development and clinical manufactur-
ing costs can equal or exceed the costs of clinical trials. Moreover, process develop-
ment and clinical manufacturing costs increase as a drug advances through clinical
development, where it is estimated that up to 50–60% of costs are incurred during
Phase III. More recently, the demands on mammalian cell-culture-based biopharmaceutical
manufacturing have increased thanks in part to the “tsunami” wave of potential thera-
peutics arising from the likes of the Human Genome project and also in part because of
improved safety and efficacy through protein engineering and expression technologies (4).

As a result of these trends in R&D costs and the probability of success of drug
candidates in the different stages of drug development, process development efforts in
the early stages of drug development, such as Phase I trials, have primarily focused on
the use of platform/“assembly line” type processes to minimize the timelines for devel-
opment and reduce development costs. When a drug moves from Phase I to Phase II
clinical trials and beyond, process development efforts then shift the focus to factors
such as yield improvement and process robustness and ability to meet estimated mar-
ket demand with existing/planned manufacturing capabilities and capacities (5).

3. Science and Techniques of Process Development

The challenge with process optimization is to achieve a robust process that meets
business needs in a timely fashion. The business needs are dependent on the stage that
the developing process is in relative to pre-clinical and clinical trials. For processes in
early phase development, it is more cost effective to produce material for testing as
quickly as possible, rather than to define the optimal process. For the later phase pro-
cesses, speed in producing material is less critical compared to defining a high-yield,
robust process.

Although not necessary, it is ideal for the early-phase process to represent the later-
phase process. This could be achieved by performing systematic screening studies of
the factors that tend to significantly affect cell-culture productivity. These studies will
identify critical factors and ranges that could improve process productivity, from which
designed studies could identify acceptable operating set points.

Cell-culture productivity is affected by the cell-specific productivity and the viable
cell concentration. In many cases, the cell-specific productivity is dependent on
the cell-specific growth rate (6). The optimal productivity may not exist at the-
operating conditions that maximize the specific productivity, the specific growth

rate, or the maximum cell concentration (or the time-integral area of the viable cell-
mass profile). However, an understanding of how process conditions affect the specific
growth rate or specific productivity may lead to improved performance. The variability
in characteristics between cell lines and between cell clones leads to unique optimal
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conditions that must be demonstrated by experimentation. The following subsections
provide an overview of how some of the key process parameters affect productivity
and culture growth. This is followed by an overview of experimental design methods
that could minimize the time and resources needed to successfully develop a process.

3.1. Science of Cell-Culture Media Design

Cell-culture medium contains glucose, amino acids, vitamins, trace metals, buffer,
inorganic salts, and proteins to meet the nutrient demands and process-control demands
of the mammalian cell culture. The composition of these components can affect cell
growth, protein production, protein quality, and downstream protein purification. Medium
formulations may be prone to depletion of critical nutrients that could lead to cell death,
reduced productivity, or reduced post-transcription protein processing. Alternatively,
the medium could contain too high a concentration of nutrients that could shift metabo-
lism, causing the toxic accumulation of byproducts such as lactate and ammonia. There-
fore, the cell-culture medium offers opportunities for optimization in commercial
cell-culture processes. The following sections provide a review of the major functions
of cell-culture medium with a focus on process optimization.

In 1955, Eagle characterized the basic nutrient requirements for mammalian cells.
Eagle showed that mammalian cells can survive on glucose, amino acids, vitamins, and
inorganic salts (7). To support cell proliferation, the defined medium required animal
serum or animal extract supplements. Variations of the serum-containing medium
(complex medium) have been developed. Typically for a new process, using one of
these complex media would require less development time for achieving adequate cell-
culture performance. However, removing the animal additives reduces the risk of viral
contamination, increases process robustness (by reducing exposure to lot-to-lot vari-
ability of animal-sourced ingredients), reduces medium costs, and simplifies down-
stream purification (8–10). Also, serum and/or animal source material (ASM) free
processes are becoming an expectation for new processes filed to the regulatory agen-
cies. Moreover, there are even examples of synthetic media (serum-free) demonstrat-
ing improved process performance compared to complex medium (11).

3.1.1. Serum Properties

Serum provides sterols, fatty acids, growth factors, protein stability, protein trans-
porters, trace metals, vitamins, and shear protection to mammalian cell cultures.
Removing serum without addressing these functions could result in poor cell growth
and performance. However, not all of these functions are critical for every cell line.
Successful serum replacements reported in the literature should be explored in statisti-
cally design experiments to determine the main or interacting factors that are required
for the process medium. Literature reports cite successful development of serum-free
medium by supplementing the medium with sterols and/or fatty acids. Cholesterol with
methyl �-cyclodextrin (11), cis-unsaturated fatty acids (12,13), ethanolamine and yeast
extracts (13) have been shown to result in increased growth and productivity in serum-
free medium. Another method to increase the fatty acids for cells in serum-free
medium is to supply insulin, which stimulates the biosynthesis of fatty acids (14).
Insulin also stimulates the biosynthesis of nucleic acids, the GLUT-4 glucose trans-
porter, and glucose metabolism (14). Serum may stimulate transporters other than the
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GLUT-4 glucose transporter; therefore, the removal of serum may reduce the cellular
uptake rate of these other nutrients. If these other nutrients are diffusion-limited (which
is known to happen mostly in aggregated and microcarrier-based systems), the uptake
rate can be improved by increasing the concentrations of these nutrients in the medium.
Diffusion-limited nutrients are those that cannot pass through the cell membrane as
quickly as the cell demands, and the diffusion rate limits the consumption rate of that
nutrient. The contributions of trace metals by serum (15) may also need to be supple-
mented to the serum-free medium. In addition to metabolic effects, serum is also known
to provide shear protection to the cells, thereby significantly reducing cell death in
sparged systems. However, the use of synthetic block copolymer surfactants such as
Pluronic F-68 is known to provide equivalent protection in serum-free systems (16,17).

3.1.2. TCA Cycle: Glucose, Glutamine, and Amino Acids

Glucose, glutamine, and amino acids are required for producing energy, cellular
proteins, and the protein product. Inefficient use of these nutrients leads to toxic accu-
mulation of byproducts such as lactate and ammonia. The consumption rates of these
nutrients and the formation rates of byproducts are interrelated through the TCA cycle
(Fig. 2). This section reviews the effect that the concentrations of glucose, glutamine,
and the amino acids have on the metabolic network to provide some insight into meth-
ods of optimizing the nutrient concentrations.

Glucose is the primary source of energy in mammalian cell-culture medium. It is
also used for the synthesis of nonessential amino acids (Table 1), nucleic acids, carbo-
hydrates, and fatty acids. Glucose is transported into the cell through five glucose trans-
porters: GLUT -1, 2, 3, 4, and 5 (18). The GLUT4 glucose transporter is stimulated by
insulin (19) to increase the transport of glucose into the cell.

Once in the cytoplasm, glucose is metabolized to generate two NADPH and pyru-
vate, or is used for the synthesis of nucleic acids, carbohydrates, or serine and glycine.
Pyruvate can enter the TCA cycle to generate more energy or generate nonessential
amino acids, synthesize fatty acids and sterols, or form lactate or alanine byproducts. A
significant amount of pyruvate is directed to fatty acids and sterols (20), or lactate and
alanine (21). Increased glucose concentrations lead to higher accumulations of lactate
(22) and alanine (meta-analysis from published data [23–26]). Lactate accumulation
has been shown to adversely affect cell-culture productivity when it exceeds 22–55
mM (27–32). Ammonia is concurrently produced with alanine. Ammonia inhibits cell
growth and productivity when it exceeds 1.8–33 mM (27–30,32–35). Reducing the
flux of glucose into the cells can reduce the lactate and alanine formulation. The flux
could be reduced by reducing the glucose concentration (36,37), reducing the medium
pH (38), substituting galactose for glucose (39), or reducing the insulin concentration.
For batch cultures, reducing the glucose concentration may make glucose the limiting
nutrient (40) to the point where glucose starvation may shorten the culture time before
lactate toxicity would occur. In fed-batch cultures, robust adaptive control strategies
must be implemented to maintain low glucose concentrations with minimal risk of
glucose depletion. Reducing the glucose concentration results in an increased glutamine
consumption (41), which could increase byproduct formation from glutaminolysis.

Glutamine is used to synthesize proteins, and can enter the TCA cycle to produce
energy (42) or nonessential amino acids (7). Glutamine affects the consumption rate of
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glucose (41). Higher glutamine concentrations reduce the glucose consumption rate.
However, the increased glutamine concentrations increase the production of proline,
alanine, and ammonium byproducts ([see ref. 40], and meta analysis from published
data [refs. 23–26]). The production of proline requires energy; therefore, the accumu-
lation of proline suggests inefficient glutamine metabolism (43). Alanine is produced
from the reaction with pyruvate and glutamate. An accumulation of alanine minimizes

Fig. 2. The TCA cycle.

Table 1
The Essential and Nonessential Amino Acids
for Mammalian Cell Systems

Essential amino acids Nonessential amino acids

glutamine alanine
isoleucine arginine
leuceine asparagine
lysine aspartic acid
methionine cystine
phenylalanine glutamic acid
threonine glycine
tryptophan histidine
valine proline

serine
tyrosine
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the amount of pyruvate directed to fatty acids and sterols synthesis, which is also
undesirable. Ammonia is produced concurrently with alanine, from the spontaneous
degradation of glutamine in the medium and from glutaminolysis as well. Accumula-
tion or build-up of ammonia inhibits cell growth and productivity at levels exceeding
1.8–33 mM (27–30,32–35). The byproducts from glutaminolysis can be minimized
by using a glutamate-based medium for cells containing glutamine synthetase
(39,44), using glutamine dipeptides (45), or by maintaining a low concentration of
glutamine. For batch cultures, reducing the glutamine concentration may make
glutamine the limiting nutrient (40) to the point where glutamine starvation may
shorten the culture time before ammonium toxicity would occur. In fed-batch cul-
tures, robust and adaptive control strategies must be implemented to maintain low
glutamine concentrations with minimal risk of glucose depletion. Reducing the
glutamine concentration can also result in an increased glucose consumption (41),
which could increase byproduct formation from glycolysis.

Aside from glucose and glutamine, amino acids also comprise a critical part of cell
culture media. There are 20 amino acids used for protein synthesis. Nine of these amino
acids are essential amino acids (Table 1). Depletion of any of essential amino acids
induces apoptosis of the culture. The other eleven amino acids (nonessential amino
acids) can be synthesized from glycolysis, glutaminolysis, or the TCA cycle (Fig. 2).
However, supplying the nonessential amino acids to the culture reduces the amount of
glucose and glutamine that needs to be supplied in the medium (46–51), and the lower
glucose and glutamine concentrations can lead to reduced byproduct formation
(36,37,52). Depletion of any of the nonessential amino acids results in a drop in the
cell-culture viability (53) possibly because of the increased burden on the glycolysis,
glutaminolysis, or the TCA cycle to produce the nonessential amino acid, resulting in
the depletion of any of the essential amino acids or glucose. Supplying the medium
with higher concentrations of amino acids improves culture performance (31,36,54,55).
However, the consumption or production rates of the amino acids are dependent on the
amino acid concentrations (24,56,57). Increasing or decreasing the concentration of
the amino acids independently can change the TCA cycle flux and may possibly cause
a depletion of an essential amino acid or accumulation of a metabolic byproduct. An
optimal amino acid concentration would maximize productivity and robustness, with
low medium costs.

3.1.3. Medium Osmolality

Medium osmolality significantly affects cell-culture productivity. Increased medium
osmolality has demonstrated decreased specific cell-growth rate and increased specific
production rate (31,38,58). The medium osmolality can be predicted from the medium
formulation. The amount of interaction between medium components typically does
not make the osmolality significantly different from the sum of each component’s con-
tribution. The osmotic contributions of selected medium components are tabulated here
(Table 2). Note that the effect of medium component(s) concentration and medium
osmolality can be decoupled in experimental studies by adjusting the potassium chlo-
ride and/or sodium chloride concentration(s) to achieve the desired medium osmolal-
ity. The shift in the metabolic rates in response to variations in osmolality may cause
some nutrients in the medium formulation to become limiting or overabundant. Ide-
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ally, the interaction between medium formulation, osmolality, pH, and temperature
should be incorporate in a statistically designed experiment.

3.2. Culture pH

The pH setpoint can significantly affect the cell-culture performance. Medium pH
affects the intracellular enzymes’ activities (59). Lowering the pH reduces the specific
glucose consumption rate and reduces the specific lactate production rate (29,38,60),
reducing the risk of glucose depletion or toxic levels of lactate. Medium pH also
affects the specific growth rate (38,60) and the specific production rate (60), which
ultimately affects the overall culture productivity. The pH can be optimized to mini-
mize lactate accumulation or maximum volumetric productivity. The shift in metabolic
rates in response to different pH set points may cause some nutrients in the medium
formulation to become limiting. Ideally, the interaction between medium formulation,
osmolality, pH, and temperature should be captured in a designed experiment.

3.3. Culture Temperature

Lower temperatures reduce metabolic demand, reduce culture growth and death
rates, and can result in an overall increase in culture productivity (61,62). In growth-
dependent producing systems, an optimal temperature modifies the specific growth
rate and specific production rate in such a way as to maximize volumetric productivity.

Table 2
Osmotic Contributions
of Medium Componentsa

Medium components mOsm/g/L

CaCl2 19.42
CuSo4·5H2O 7.23
KCl 25.15
MgCl 15.00
MgSO4 5.62
NaCl 34.74
NaH2PO4 18.23
NaHCO3 23.27
ZnS4-7H2 8.63

Glucose 6.49
L-glutamine 6.84

Amino acid pools 8.59
NaOH 50.00

Pluronic F-68 0.00
FBS 2.64

aNote that the amino acid pool is an estimate of
osmotic contribution from a typical amino acid compo-
sition and would differ depending on the composition of
the pool.
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The lower temperature probably affects the enzyme activities in the cell as modeled by
the Arrhenius equation (63) and as demonstrated in the oxygen uptake rate (64). In
growth-independent producing systems, a temperature-shift methodology is often
employed to maximize the culture productivity (65). This suggests that culture tem-
perature, pH, osmolality, and medium formulation will have high-order interacting
effects on the culture performance. Ideally, the interaction between medium formula-
tion, osmolality, pH, and temperature should be determined and described.

3.4. Process Operation Methods

There are four types of processes that can deliver the nutrient requirements to the
cell culture: batch, fed-batch, chemostat, and perfusion. The process methods are listed
in the order of operational complexity, with the batch process the simplest and the
perfusion process the most complex. The increased operational complexity enables
greater control of the nutrient and byproduct concentrations in the bioreactor, and
potentially results in improved productivity. The increased operational complexity usu-
ally requires a greater number of experiments to develop, and increases the complexity
of performing the experiments in scale-down models.

3.4.1. Batch

The batch process is the simplest to operate and develop in scale-down systems. In
the batch process, after the cells are inoculated into fresh medium, nothing is added or
removed from the culture except gasses and alkali (for pH control). The nutrient con-
centration in batch medium must be sufficiently high to extend culture life without
leading to the toxic accumulation of byproducts (see preceding sections) (40,54). At
the end of the run, the reactor is harvested for the protein of interest. The concentration
of nutrients, byproducts, cells, and product varies over time. Although the batch cul-
ture is simple to operate, there are limited opportunities (i.e., initial medium formula-
tion, operating temperature, and operating pH) to improve the metabolic rate through
rational medium design.

3.4.2. Fed Batch

The fed-batch process is more difficult to operate and scale-down than the batch
process. In the fed-batch process, once the cells are inoculated into fresh medium,
medium is added at defined intervals, or continuously to prevent nutrient depletion or
maintain a desired nutrient concentration (26). Nothing is removed from the batch-fed
culture. At the end of the run, the reactor is harvested for the protein of interest. The
concentration of byproducts, cells, and product, and possibly nutrients, varies over time.
The byproduct concentration tends to be significantly less than the batch culture
because the nutrients are delivered over time and do not need to be at high initial con-
centrations. This leads to increased cell mass and productivity.

The rate of medium feed can be determined empirically (31,36) or in proportion to
the oxygen uptake rate (66–68), cell density, or nutrient measurements (26,52,69,70).
The medium feed formulation can be determined empirically (31) or rationally, based
on stoichiometric balances (46–51,71,72), metabolic flux analysis (MFA) (20,21,23,56,73–
76), or cybernetic modeling (77–81). The models used for determining feed require-
ments in the fed-batch process use assumptions to reduce the rank of the mathematical
model (and thus the complexity of the calculations), an activity that may be inappropri-
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ate for some systems. Intermediate component concentrations are assumed to be con-
stant in the stoichiometric and MFA models. This may be an inappropriate assumption
in dynamic systems. Metabolic pathways are grouped together. The stoichiometric
requirements for some of the components are estimated. One study has demonstrated
that there was a depletion of phosphate because of incorrect assumptions in the phos-
phate requirements (68). The models improve as more metabolic intermediates and
pathways can be measured. However, empirical studies may need to be done to con-
firm or better define the current assumptions.

3.4.3. Chemostat

The chemostat process is more difficult to operate and scale-down than the fed-
batch process. In the chemostat process, once the cells are inoculated into fresh medium,
feed medium is continuously added, and spent medium containing cells is continu-
ously removed at the same rate as the feed. The concentration of nutrients, byproducts,
cells, and product remain constant over time and are dependent on the cell concentra-
tion and dilution rate. The chemostat is not a commercial process. However, the
chemostat is a valuable research tool because the steady-state system allows mass bal-
ance analysis of the metabolic fluxes. The metabolic-flux analysis can then be used to
define fed-batch or perfusion-feeding protocols.

3.4.4. Perfusion

The perfusion process is more sophisticated to operate and scale-down than the other
processes. However, it is used for industrial recombinant protein manufacture because
of the ability to achieve significantly high volumetric production rates compared to
other methods of culture. In the perfusion process, once the cells are inoculated into
fresh medium, feed medium is continuously added and spent medium is continuously
removed at the same rate as the feed. The cells are selectively retained in the perfusion
vessel by cell-retention devices. This system typically permits the accumulation of
higher biomass concentrations than fed-batch systems because of the ability to feed
nutrients and remove (potentially toxic) metabolites/by-products continuously (35,82).

3.5. Techniques for Process Optimization

The challenge with process optimization is in identifying the critical factors that
have an effect on the process outcome in the presence of complex factor interactions
and process noise (variance). A number of techniques have been developed to enable a
comparison of the measured effect to the system noise (83). From the numerous factors
that define an operating condition (i.e., medium formulation, temperature, pH, seeding
density, dissolved CO2 [pCO2], and dissolved oxygen [DO]), only the factors that have
measured effects that are significantly greater than the system noise are considered to
significantly affect the process outcome. The level of these significant factors is
adjusted to optimize the process outcome. The sensitivity of this test improves with the
number of replicate runs or measurements performed, or as the system noise is
decreased by reducing sources of variability within the studies.

The large number of factors that are involved in defining a cell-culture process and
the high level of interaction between these factors lead to an iterative procedure for
process development. There are several available process optimization strategies which
are described in Table 3. The strategies that tend to become overused—borrowing and
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Strategy

Borrowing

Component swapping

Biological mimicry

One at a time

Statistical Experimental Design
Full factorial

Partial factorial

Plackett-Burman

Central composite

Table 3
Process Optimization Strategies

Concept

Obtain process from literature

Swap one for another at same
usage level

Mass balance used to determine
composition of medium

Adjust one factor at a time,
maintaining the others

All interactions quantifiable

Subset of factorial design; some
interactions quantifiable

Design in measuring N-1 main
effects in N runs

Partial factorial of 3n used to
estimate 2nd order response
model

Advantages

– Simple and easy
– Good place to start

– Not limited to predefined
components

– Can try large numbers of
components easily

– Medium not short of any
ingredient

– Good check of composition

– Simple and easy to perform

– Best research space coverage

– Compromise in coverage to
reduce number of experiments

– Good first screening tool to
identify important factors

– Estimates curvature of effects
– Prediction anywhere in research

space

Disadvantages

– May not apply to your situation
– Many to choose from
– Lab media may not have

industrial rebalance
– Not necessarily good

performance process

– No study of concentration
effects

– No interactions

– Accurate composition data
needed

– Complex ingredients can vary in
batch-to-batch concentrations

– No interactions investigated
– Optimum can be missed
– Large number of experiments

required

– Large number of experiments

– Some interactions not
investigated

– No interactions

– Moderate number of
experiments

– Nonsequential experiment
– Less coverage than factorial

(continued)
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Adapted from Kennedy and Krouse (83).

Strategy

Box-Behnken

Optimization Techniques
Response surface methodology

Steepest ascent

Multiple linear regression

Computational Methods
Neural networks

Fuzzy logic

Genetic algorithms

Table 3 (continued)

Concept

Partial factorial of 3n used to
estimate 2nd order response
model

Systematic coverage to map
research space

Follow steepest gradient to find
maxima / minima

Making polynomial fit to data

Mimics the learning ability
of the brain

Series of “rules”

Uses evolutionary selection
process

Advantages

– Prediction anywhere
in research space

– Spherical construction

– Through 3D map of research
space

– Quick way to find local
max/min

– Widely used and available

– Handles large amounts of data
– Good at recognizing patterns
– No mechanistic knowledge

needed

– Tolerant of noisy or missing
data

– Process steadily improves
– Not biased by preconceived

notions

Disadvantages

– Nonsequential experiment
– Less coverage than central

composite

– Moderate number of
experiments

– Requires iterative
experimental approach

- Computational needs high
- Incomplete coverage of space
- Correlation between variables

(little interaction information)

– Requires computational
expertise

– Does not handle duplicate data
well

– Not tolerant of missing data

– Needs process experts to define
rules

– Requires computational
expertise

– No insight from process experts
used

– Improvement may be slightly
incremental
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“one factor at a time”—do not enable the process developer to characterize the interac-
tions that can exist between the cell-culture operating parameters. Statistically designed
experiments have a much greater utility for cell-culture process development. Its
sequential and predictive nature allows a process developer to identify and optimize
the factors that have the greatest impact on process performance with a minimal num-
ber of experiments (see Fig. 3).

3.5.1. Initial Process Development Platform

The first step in performing the process development is to identify an appropriate
medium platform that sustains growth and productivity. Several commercial or in-
house media may be available as an initial medium to use for process development.
Any of these media will be an acceptable starting point if they support growth and
productivity. An initial screening study of the available media (and possibly operating
parameters such as temperature or pH) is often performed to select the better medium
for growth and productivity. The medium and operating parameters that are identified
as having acceptable performance are selected as an initial starting point

3.5.2. Experimental Factors and Responses

Experimental factors are the process inputs, and the responses are the measured
outputs. There are two different strategies for selecting the factors that will be exam-
ined in the studies. The closed strategy examines factors in the initial process platform
(i.e., initial medium ingredients). The open strategy examines factors that are not included
in the initial process platform (i.e., additional medium ingredients). The advantage of
the closed strategy is that the optimization path is fairly straightforward, because the
possible factors are fixed. However, open strategies could identify cost-effective
medium formulations, simpler process operations, materials with improved lot-to-lot
consistencies, or more readily available materials.

The responses that can be optimized are any measurable process parameter, includ-
ing growth rate, titer, cell mass, specific productivity, protein quality, or operational
cost. Depending on the development stage, different responses may be optimized. For
early development processes, process yield and availability of resources for quick
implementation are important. For later development processes, the volumetric pro-
ductivity, process robustness, and product quality are more important.

3.5.3. Process Development Scale

The large number of factors that are involved in defining a cell-culture process and
the high level of interaction between these factors lead to an iterative procedure for
identifying critical factors and optimizing these factors to improve process perfor-
mance. Typically, the objective of the first few studies performed is to identify which
of the numerous factors can significantly affect the process outcome. This is normally
done by a series of main-effect screening studies performed at small-scale (i.e., flasks).
There is more value in identifying factors that have a greater impact on process perfor-
mance than having a complete data package on fewer factors. Therefore, only the most
critical responses should be measured (for example, final volumetric productivity).
More responses that characterize the process are measured when the number of factors
(and experimental runs) decreases. Once the number of factors being examined has
been reduced, studies are performed to characterize the response surface generated by
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Fig. 3. Flowchart for sequential experimentation (Source: personal and non-confidential communication, Gary Sullivan [Eli Lilly]).
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the significant factors and to locate operating ranges that improve process performance.
These studies are typically performed in flasks or small-scale reactors, depending on
the factors being examined (pH or DO is not controlled in flasks). The final step is to
identify the critical-process parameters that affect process robustness or product qual-
ity, and to specify ranges that will keep the process in control. These studies are typi-
cally performed in larger-scale or production-scale bioreactors.

The impact of process scale on the measured responses should be understood to
minimize scale effects. The scale effect is usually an offset in the measured responses.
In this case, the experimental outcome may demonstrate a rank order of the conditions
that impact the process outcome. In some cases, the relative differences in process
outcome scale well. However, it is important to consider the risk of the scale effect
interacting with factors in the experimental design that could lead to an inaccurate
estimate of the process outcome at scale. Because it is impractical to perform the screen-
ing studies at scale, these risks must be accepted, or the scale-down model would need
to be evaluated to minimize this risk.

3.5.4. Experimental Design and Analysis For Process Optimization

Process optimization strategies are numerous and varied (Table 3). They run the
gamut from the classical strategy of optimizing the level of one ingredient at a time to
the heavy use of computing power and mathematics to design and model complicated
searches such as genetic algorithms. A review of the various strategies can be found in
Kennedy and Krouse (83). A discussion of some of the methods currently explored in
the literature follows. For more depth and detail, see refs. 84,85,104.

3.5.4.1. ONE FACTOR AT A TIME

“One factor at a time” optimization is frequently used (86–91) and may be the most
common method used for process optimization (92). Using this method, the process
developer determines the optimal level of a single factor at a time by holding all others
constant and manipulating the level of that one factor (Fig. 4). Significant differences
are observed when changes in the factor level result in a difference in the response that
is significantly greater than the noise demonstrated in replicate runs. This is a straight-
forward, easy-to-design, and easy-to-interpret method. However, it provides no under-
standing of the possible effects that interactions may have on the process outcome, and
does not offer the most efficient use of resources.

3.5.4.2. STATISTICAL DESIGNS: ANALYSIS OF VARIANCE

Designed experiments for analysis of variance (ANOVA) provide a greater under-
standing of factor interactions and require fewer experiments to identify improved
operating conditions than the one factor at a time approach. The designed experiment
differs from the one factor at a time approach in that all the factors that are studied are
examined simultaneously by testing different combinations of high and low levels of
the factors. It is important to balance the design space so that for every factor there are
an equal number of conditions run at the low level and at the high level. It is also
important to randomize the runs, minimize random noise by closely controlling the
conditions under which the runs are performed, and avoid the introduction of con-
founding factors. For example, if all the low levels of factor A are run by one scientist
and all of the high levels of factor A are performed by another scientist, then the effect
that factor A has on the process outcome is confounded with scientist techniques. All
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possible sources of variance (analyst, time of day, equipment) must be identified and
minimized. To avoid a source of variance confounding with the effect a factor has on

Fig. 5. Outcome of a factorial (statistical) design. The investigator has used the same num-
ber of flasks, but has identified a higher-producing region (75) and has shown that “curvature”
exists in the research space (an example of the value and importance of the center point). This
suggests further experimentation.

Fig. 4. Outcome of the “One Factor at a Time” approach. With two experiments, the inves-
tigator has identified an ingredient combination that yields an outcome of 50, but several more
productive combinations still exist in the research space. The second contour area in this figure
shows that more than one “optimum” space can exist in a given process.
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the process outcome, the order in which the experiment is conducted should be ran-
domized. Examples of designed experiments can be found in the literature (13,93–
102). The two-level factorial design is the most commonly used designed experiment
(Fig. 5).

The minimum number of runs necessary to characterize all the main and interacting
effects within the design space of a two-level factorial study is 2n, where n is the num-
ber of factors to be tested. One advantage of the balanced arrangement of this experi-
mental design technique is that it is easy to add replicates to the design to further clarify
the measured effects (Fig. 6).

When evaluating a large number of factors, the minimum number of studies needed
to perform a full factorial design becomes overwhelming. Two techniques can be used
to manage the number of experiments in a study: fractional factorial designs and blocking.

3.5.4.3. FACTIONAL FACTORIAL SCREENING STUDIES

The first technique is to reduce the order of the factorial study to a fractional facto-
rial study. The number of studies for a fractional factorial study is 2n-m, where n is the
number of factors to be tested and 1/2m is the fraction applied. The benefit of a frac-
tional factorial study is the reduced number of runs needed to perform the analysis.
However, in a fractional factorial study, the higher-order interactions are confounded
with other interactions and possibly the main effects. Typically, the higher-order inter-
actions do not have as great an effect as the lower interactions, but this may not always
be the case. When planning fractional factorial designs, it is important to avoid con-
founding interactions that are suspected to have a great effect on the process outcome.
Most experimental design software will indicate which effects are directly confounded,
allowing the investigator to modify the design as necessary. Figure 7 shows the rela-

Fig. 6. Results of further statistical experimentation design. The investigator has added sev-
eral flasks to his previous design (replicating two of the previous flasks and adding those shown
in gray) and identified a “peak” in the research space. He has run two iterations of experiments,
using 10 flasks, and has doubled his productivity compared to the “one at a time” approach.
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tionship between a small factorial design and its half fraction. Additional flasks should
be run at the midpoint (center point) of those factors, which allows some estimate of
error and curvature. Once the fractional factorial is complete, it may be possible to
tease out significant interactions that were confounded in the design, depending on the
how many independent factors are found to be insignificant. Alternatively, additional
trials can be added to it to complete the factorial design for the significant factors.
There are many examples of fractional factorials in the literature (95,97).

3.5.4.4. PLACKETT-BURMAN SCREENING STUDIES

Another screening design used with regularity is the Plackett-Burman design (103)
(Table 4). Compared to the fractional factorial design, the Plackett-Burman design fur-
ther reduces the number of experimental runs that are needed to determine factors that
have a significant main effect on the process outcome. However, it is impossible to
determine the interacting effects from this design. Evaluation of the Plackett-Burman
design is straightforward, and a clue can be taken from the arrangement of the positive
and negative coding of the design. One can see that each factor is (+) in exactly half of
the flasks and (–) in the other half. Because all of the factors are treated similarly, one
can estimate the effect of going from the (–) level to the (+) level of any factor by
adding the experimental outcomes of the flasks with (+) level and subtracting the out-
comes of the flasks with (–) level. If the inclusion of the ingredient had no impact on
the outcome, then this estimate would be not significantly different from zero. If the
inclusion of the ingredient had a positive effect, this estimate would be positive and the
larger the effect, the larger the estimate would be. In contrast, a negative number indi-
cates a negative impact on the outcome by moving from the (–) level to the (+) level,
and the magnitude of the estimate is still indicative of the impact.

Fig. 7. Full factorial and Fractional Factorial design. The fractional factorial design (a half
factorial) is illustrated by the gray nodes. It allows the estimation of the main effects, but not
the two-factor interactions (the two-factor interactions are confounded with the main effects).
In practice, several center points should also be included into the full or fractional factorial
design to allow estimation of random error and curvature.
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3.5.4.5. BLOCKING

If the number of runs in an experiment cannot be run concurrently, or the inclusion
of a possible variation in the experimental design is inevitable (for example, potency
analysis must occur on two separate days), one can design the experiment so that the
experiment can be divided into manageable groups. This technique is known as block-
ing. Essentially, the block is included in the design as a factor. The estimation of the
effect of the block can then be calculated and modeled.

3.5.4.6. DEFINING THE DESIGN SPACE

Factor levels to be tested must be reasonably bold, in order to map the research
space in a realistic manner. An example of an overly conservative choice is seen in Fig. 8.
On the other hand, too broad a research space can limit the amount of useful data (Fig. 9).
The investigator must use process knowledge and expertise to determine reasonable lev-
els. In our experience, scientists must be encouraged to be bold in selecting appropriate
ranges. It is also recommended that several center points are included in this design to
estimate curvature and systematic error.

Once the functional factorial design has been completed, curvature is evaluated. If
the center point yields the most desirable outcome (i.e., maximum potency), then an
optimal region exists between the factor levels previously chosen; if not, factor levels
must be adjusted to find an optimal region. An example of curvature is provided in
Fig. 10. One method of determining how to find this optimal region is called the direc-
tion of steepest ascent. One moves the factor levels perpendicular to the contours
developed from the earlier model. A detailed example of use of the response surface
and steepest-ascent methodology can be found in Box et al. (104). Examples from the
primary literature include Sadhukhan et al. (96).

Table 4
Plackett–Burman Table for 12 Factorsa

Factor

Flask A B C D E F G H I J K

1 + – + – – – + + + – +
2 + + – + – – – + + + –
3 – + + – + – – – + + +
4 + – + + – + – – – + +
5 + + – + + – + – – – +
6 + + + – + + – + – – –
7 – + + + – + + – + – –
8 – – + + + – + + – + –
9 – – – + + + – + + – +

10 + – – – + + + – + + –
11 – + – – – + + + – + +
12 – – – – – – – – – – –
aEach flask has the same number of “+” and “–” levels; thus, the experiment is “balanced.” If a particu-

lar factor has an influence on the fermentation outcome, it can be quantified by looking at the difference of
the average “+” vs “–” outcomes. If one or more of the factors are left “unassigned,” they can be used to
quantify the random variation (“noise”) in the experiment. The design order should be randomized.
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Fig. 8. The results of selecting too small a research space to examine. The investigator inter-
prets this to mean that increasing levels of Ingredient #1 or Ingredient #2 do not affect to the
productivity of the system.

Fig. 9. Too broad a research space. The investigator has selected too broad a research space
in this example. Again, his interpretation is that changing levels of Ingredient #1 and Ingredient
#2 have no impact on the productivity of the system.

3.5.4.7. DATA ANALYSIS OF DESIGNED EXPERIMENTS AND FOLLOWUP

Once the design is created and the experiments are completed, the design must be
analyzed to determine significance. Box et al. (104) explains in great detail how the
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analysis is accomplished; however, several software packages (such as JMP® from
SAS Institute, Inc.) are commercially available and make the analysis reasonably
simple. These programs develop a model of the effects of the factors on the measured
response. If the model describes a large portion of the variation in the experimental
outcome, the factors are fairly important and can be further investigated. There are
several reasons why a model may not fit well. These include a large amount of variabil-
ity in the system—if the system is not very reproducible, the “noise” will mask impor-
tant effects. Also, the low and high levels for the factors may not be spaced widely
enough (not “bold” enough). In addition, the factors chosen for the design may have
very little impact on the measured response, in which case the investigator needs to
pick new factors and try again. Although unlikely, interactions could be more impor-
tant than some main effects, which are confounded and not easily analyzed.

If center points were included in a factorial or fractional factorial design, the model
would develop an idea of curvature. A response surface design can be completed by
adding axial points and additional center points to the design already completed. An
example can be seen in Fig. 11. With this technique, the performance boundaries—
those spaces where very small changes in ingredients can cause large changes in out-
come—can be identified. This can be used to develop an idea of the “robustness” of the
medium designed.

This is an important consideration in a production facility. For example, a common
industrial practice is to try to use ingredients in the amounts in which they typically are
packaged and shipped. The Plant Manager saves money on repackaging or an increased
packaging fee from the manufacturer when unusual quantities are not required to
be delivered to the plant. Inventory control is also much easier. Therefore, if the media
design calls for 24.5 kg of Ingredient #1 and this ingredient is packaged in 25-kg lots,
the Manufacturing group is likely to add the additional 0.5 kg to each fermentation
instead of removing 0.5 kg from each lot of Ingredient #1 and requiring storage for it.
A response surface map of the research space can predict whether this small difference
in concentration of Ingredient #1 is expected to affect productivity in a substantial way.

Fig. 10. An illustration of curvature. The data above are taken from the Ingredient #1 data in
Fig. 5. By including the center point, one can see that in between the low and high levels of
Ingredient #1 a maximum exists. If curvature did not exist, one would expect that the maximum
existed outside of the research space.



90 Rose, Black, and Ramakrishnan

Once the process optima has been found, the investigator can vary the levels in a
calculated manner to determine the exact process robustness. Through the process
knowledge gained during the optimization, the investigator can usually identify sev-
eral parameters of the fermentation that are critical to the success of the process. These
parameters are known as Critical Process Parameters (CPPs). It is often very useful to
know the impact of variation of the operating ranges of these CPPs on the performance
(both productivity and product quality) of the fermentation. Consideration should be
given to the most likely sources of variation or error that will occur in the manufactur-
ing setting. Then, a fractional factorial experiment can be designed and executed for
the capable or expected range. This experimentation will demonstrate the effect of the
probable operating range of this CPP on performance of the culture. In this way data
can be generated that identify Proven Acceptable Ranges (PARs) for the medium
ingredient concentrations and process operating conditions.

As stated previously, process development using this approach is an iterative pro-
cess. A flowchart illustrating this can be found in Fig. 3.

3.5.4.8. A MEDIUM DEVELOPMENT EXAMPLE

Figure 4 represents the outcome or coverage of this space by an investigator using
the one at a time approach. He ran two experiments, using a total of six flasks (with one
replicate), improved medium performance from 20 units to 50 units, and found three
different formulations that resulted in this improvement. However, this design gave
him no idea of which interactions exist between the media components. With a bal-
anced statistical design approach, the investigator does one experiment with six flasks,

Fig. 11. Converting a Full Factorial design into a Response Surface design. The points in
gray are the additional flasks run to convert the full factorial design into a response-surface
design. The “axial” points for a two-dimensional response surface design are 2 distance from
the center point (the vertices are the distance of 1 from the center point).



Mammalian Cell Culture 91

one each at the vertices, and two in the center (to determine error and curvature) and
improved the fermentation titer from 20 to 75 units (Fig. 5).

Also, in his analysis of the outcome, he saw that as the levels of Ingredient #1
decreased and Ingredient #2 increased, he achieved an increase of productivity up to a
point, followed by a marked drop of titer. This suggested that he more fully explore the
space around the center of the design along the arrow (Fig. 6). Because he had done his
previous experiments in a controlled fashion, he easily added to the original design the
four additional flasks marked in gray (including one of the previous conditions to
assess possible systematic error) and found the most productive region in his research
space (Fig. 6). In this contrived experiment, our investigator, using a “classical”
approach, improved his medium performance by 250%. Using a statistical design
approach with no additional resources, he improves it by 375%. With three (four) addi-
tional flasks in a subsequent experimental run, he raises the improvement to 500%. He
then more fully maps the research space using a response-surface design, which allows
him to make reasonable estimates of the PARs for these two medium ingredients (Fig. 11).

3.5.5. Computational Optimization Methods

Statistical optimization processes utilize linear estimation techniques (least squares
estimation) to produce models that describe the research space. The growth in speed
and power of computers in the last 30 years has allowed the development of computer
algorithms that use nonlinear optimization techniques to develop these models. Com-
putational optimization methods such as genetic algorithms, neural networks, and par-
ticle swarm optimization (PSO) have shown some promise in developing optimization
strategies. Their advantages include the ability to define hidden data patterns, work
well with large amounts of data, and they require no knowledge of the mechanisms
utilized by the end user. Their disadvantages include a reliance on high quality and
complete data, a certain degree of mathematical aptitude required to make full use of
these tools, and the fact that a process model may not be possible from the computation
optimization methods because of lack of orthogonality. Also, incremental progress can
be seen in statistical design methodology, a consideration that can convince investiga-
tors and management that progress is being made on the project. This is a luxury that
some of the computational optimization methods do not afford.

3.5.5.1. GENETIC ALGORITHMS

Use of a genetic algorithm is one method of performing process optimization. Optimi-
zation is performed by coding the ingredients as “genes” at a specific place on the “chro-
mosome” (the experiment) and measuring the response (fitness). The higher the fitness,
the more likely the chromosome is to be retained during subsequent experimentation
(selection). Variation is induced by allowing the successful chromosomes to exchange
genes (crossover), and genes are randomly changed (mutation). In this way, a new round
of experiments are obtained. Commercial software packages such as Genehunter (Ward
Systems Group, Inc.) are available, and universities such as MIT also make available
genetic algorithm software. Examples from the literature include Zuzek et al. (105),
Pinchuk et al. (106) with a review in Weuster-Botz (92) and Chatterjee et al. (107).

3.5.5.2. NEURAL NETWORKS

Neural networks again use a biologically based concept to design a computation
strategy. The software is “trained” on a sample data set, and builds a hidden nonlinear
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model of the connections or patterns hidden within the dataset. After the software is
trained and a hidden model is built, new medium combinations can be tried and their
response predicted. Examples in the literature include (108).

3.5.5.3. PARTICLE SWARM OPTIMIZATION

PSO is defined more in social terms rather than purely biological ones, but the con-
cept is the same. The population of member experiments are run, and the individuals
remember the good solutions as they explore the research space. After every iteration,
the best solutions are shared within the population, factors are updated, and another
round of experimentation is run. One advantage of this search algorithm is that it can
explore a large search area and not totally fixate on a local maximum, unlike response-
surface methodology. For example, a PSO is likely to find the second process optima
seen in Fig. 4. A direct comparison of PSO and statistical design can be found in the
literature (109,110). Both optimization techniques produced similar titer increases
after similar numbers of shake-flask experiments, but the statistical design allowed the
simplification of the medium (14 ingredients to 5). However, the PSO has defined
additional regions of the research space in which increased titer could be found at
marked differences of ingredient levels, an unexpected outcome.

4. Choice of Bioreactor Processes and Engineering Considerations

Cell-culture processes can be broadly divided into suspension systems and adher-
ence-dependent systems such as microcarriers (see ref. 111). Currently, a large major-
ity of industrial cell-culture processes comprise suspension cultures, and this chapter
limits its focus to suspension-culture systems (112).

4.1. Engineering Considerations for Stirred Tank Systems

Suspension systems are mostly grown in curved or domed-bottom stainless steel
vessels (up to about 20,000 L) with aspect ratios (tank height to diameter ratios) rang-
ing from 1 to 3 (113). While it can be demonstrated that the 20,000L scale does not
represent the upper limit of scale for cell-culture stirred-tank reactors, we believe that
business drivers and manufacturing strategy have played an important role in the deter-
mination of the current upper scale of operation. Adequate mixing in stirred-tank sys-
tems is provided mostly through the use of low-shear agitators such as marine impellers,
although there are published reports of novel impeller designs (114). Oxygen delivery
and carbon dioxide removal is typically facilitated by a gas sparge device (porous
micro-sparger or open pipe). During scale-up and scale-down of bioreactor processes,
the important engineering aspects that must be considered are: mixing times, mass
transfer (of oxygen and carbon dioxide), and shear effects.

Historically, shear was considered to be a significant challenge with mammalian
cell-culture systems; however, it is presently understood that mammalian cells can usu-
ally withstand relatively high levels of agitation (115). Shear-associated cell death is
caused by hydrodynamic shear sensitivity largely caused by bubbles, which can be
overcome with the use of surfactants (such as Pluronic F-68) (116,117). This concern
about hydrodynamic damage by large bubbles has resulted in the wide use of porous
microspargers to maximize oxygen gas-liquid mass-transfer efficiencies. Although this
solution was successful in maximizing oxygen mass transfer with minimal aeration,
it also caused difficulty in carbon dioxide (112). Of late, there have been reports to
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resolve this problem through either the use of supplemental gas sparging (118) or the
design of “gas-liquid mass transfer in-efficient” spargers to balance oxygen supply
with stripping of CO2 (82,119). Apart from carbon dioxide stripping, dissolved carbon
dioxide levels are also influenced by factors such as the total base addition (used for pH
control) in reactors (82); thus, there is scope for additional and more comprehensive
methods of addressing dissolved carbon dioxide control, if necessary. Aside from shear
and mass transfer considerations, the impact of scaling on mixing time has been iden-
tified as an equally important design parameter for large-scale reactors (115,120). This
parameter is particularly important for cell-culture reactors because of the potential for
pH gradients resulting from concentrated nutrient feed additions (especially in fed-
batch systems) and base feed utilized for pH control. Mixing-time issues can be
resolved by several methods (115): (a) using larger tanks with lower aspect ratios (not
recommended), (b) use of multipoint feed additions and optimal location of feed addi-
tions near impellers, and (c) scaling-up agitation rates based on mixing time harmoni-
zation (if multipoint feeding is not sufficient).

To summarize, the three major issues that affect scale-up are (a) shear, (b) mass
transfer, and (c) mixing time. Shear can be addressed through the use of surfactants
(such as Pluronics). Mass transfer can be addressed by using gas sparge systems that
balance oxygen mass-transfer efficiency with carbon dioxide stripping. Mixing time
can be addressed by optimal location and use of multipoint feed additions and suffi-
cient/adequate agitation rates. Although agitation rates in stirred-tank reactors can be
determined through scale-up based on different criteria such as impeller-tip speed,
power per unit volume or the specific pumping rate of the impeller (115,121), our
collective experience suggests that scale-up based on power per unit volume with geo-
metric similarity offers a reasonable compromise for cell-culture scale-up.

For perfusion stirred-tank systems, the choice and scale-up of the cell retention
device poses an additional technical challenge beyond the issues described here for
stirred-tank reactors (82,122). Although the topic of scalability and engineering exper-
tise for the design and implementation of cell-retention devices has been identified as
important, perfusion reactors are known (unconfirmed industry sources) to be opera-
tionally feasible at scales as high as 5,000 L, thus, indicating that engineering solutions
do exist for scale-up of perfusion technology.

4.2. Choice of Processes: Fed-Batch vs Perfusion

Currently, most commonly used large-scale cell-culture systems can be classified
either as fed-batch processes or continuous perfusion processes, depending on their
mode of operation. As described earlier, a batch culture is a closed system in which a
growth of culture comprises a lag phase (in some cases) followed by exponential, sta-
tionary, and decline phases. The productivity of such processes can be further increased
or optimized through the control feeding of key nutrients. According to a recent report
by J.P. Morgan securities, fed-batch systems comprise about 90% of commercial pro-
duction systems for biologics manufacturing (5). Perfusion culture systems, although
less reported, are equally viable commercial production systems. Asides from product
quality consistency considerations, perfusion reactors are particularly attractive
because they offer a productivity gain advantage (mg/L/d) of at least fourfold as
compared to a fed-batch operation in the same reactor volume, because of their ability
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to sustain biomass levels and run duration of at least 2x higher than fed-batch reactors.
These systems comprise a means of continuously perfusing cells with fresh culture
medium. In such systems, cell retention devices such as spin filters, ultrasonic separa-
tors, and gravity sedimentation devices are used (82,122–124). A comparison of the
pros and cons of each system is provided in Table 5.

Although both fed-batch and perfusion systems have pros and cons (Table 5), in
reality the choice of the cell-culture process is usually made by practical considerations
such as the installed capacity, in-house process expertise, and scale-up experience with
these technologies. In industrial environments that have expertise and experience with
both technologies, the decision between fed-batch and perfusion systems can be made
based from a decision tree (Fig. 12) that incorporates knowledge about product quality

Table 5
A Comparison of Batch/Fed Batch and Perfusion Cell Culture Systems

Fed-batch processes

Pros Cons

Low development costs because of short More prone to changing product quality
development cycle times and less because of proteolytic degradation,
labor-intensive aggregation and desialaytion

Well understood scale-up up to about Requires large capacity tanks for low-
15,000 L productivity cell lines; less efficient use

of fixed capital
Reduced operational failure rate relative Inefficient for growth rate-associated protein

to perfusion, because these symptoms production systems
require fewer interventions/manipulations
per reactor run and are less complicated
and thus more robust with respect to
process deviations

Better tolerance of unstable expression
systems because of fewer population
doublings or shorter-run duration.

Perfusion processes

Pros Cons

More efficient use of installed/fixed capital Higher development costs/time because of
because of higher productivity (mg/L/d) longer run durations

Better suited to products prone to post- Less scheduling flexibility in a multiproduct
secretion modifications (and will result manufacturing facility, because of longer
in less product-quality variability) run durations

Suitable for both growth and non-growth Requires higher level of operator training
rate-associated protein production systems because of complexity and intensity of the

process
Process economics better suited for Scale-up and engineering experience is limited

production of 100+ kg/yr ofproduct to a fewer companies as compared to fed-
batch processes
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and stability, growth-rate dependency on production, cell-line stability, and process
economics considerations (i.e., available manufacturing capacity, projected market
demand, and Cost Of Product Sold analyses).

5. Primary Clarification

The purification of the protein from the conditioned cell-culture broth is performed
in a series of chromatography columns as diagrammed in Fig. 1. The life and efficiency
of these columns are significantly reduced by cell debris present in the broth charged
on the columns. Therefore, primary clarification is typically performed to remove
whole cells and cellular debris from the harvested fermentation broth prior to loading
on a chromatography column. This section focuses on issues that should be addressed
during the selection and development of the primary clarification process. The objec-
tive of the primary clarification process is to prepare conditioned broth for downstream
purification. The downstream purification efficiencies decrease with increased con-
centrations of DNA, host-cell proteins, lipids, or cell debris in the conditioned broth.
The downstream purification efficiencies increase with increased titer in fermentation/
cell-culture broth. Both fermentation conditions and the primary clarification condi-
tions affect the concentrations of DNA, host-cell proteins, lipids, cell debris, or titer in
the conditioned broth. Ideally, the effect that fermentation conditions have on the pri-
mary clarification and purification processes should be examined during the fermenta-
tion process development to identify the most productive process. In general, the
cell-culture viability and titer should be used as criteria for harvest to achieve high
purification yields. For example, culture viability decreases with fermentation age. As

Fig 12. A Simplistic Decision Tree to Determine Choice of Cell-Culture Process (Source:
non-confidential discussions among R. Taticek [Genentech], D. Ramakrishnan [Eli Lilly]).
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the culture viability decreases, the amount of DNA, host-cell proteins, lipids, and cell
debris in the broth increases. The resulting decreased purification yields may over-
shadow the higher titers achieved in the extended fermenter run, reducing the overall
process productivity.

Four types of primary clarification processes are practiced in industry: dead-end
depth filtration, tangential flow filtration, continuous centrifugation, and expanded-
bed chromatography. The process types are listed in order of initial capital costs, with
dead-end depth filters having the lower initial capital costs and expanded bed chroma-
tography having the higher initial capital costs. Repeated operations tend to be more
expensive with the depth filters and less expensive with the expanded bed chromatog-
raphy. The type of process that is ideal for an application can be determined from a cost
analysis. The cost analysis should consider the initial capital costs, disposable goods,
utilities, manpower, process yield, and scalability of scale-down process development
models (development costs). For each of the different types of primary clarification
processes, the parameters that could be measured as responses in designed experiments
include the following (Table 6):

While the objective of this section is to highlight the importance of primary clarifi-
cation considerations, more design details about the different primary recovery pro-
cesses can be found elsewhere (depth filters [125] filter theory [126–129] tangential
flow filtration [130–138] centrifuge [139,140], expanded-bed adsorption [141–146]).

6. Conclusion

In summary, this chapter presents an overview of a typical mammalian cell-culture pro-
cess and provides an industrial perspective on frequently discussed and important topics
that impact the cell-culture bioreactor process development and manufacturing strategy.
These topics include discussions about (a) current business drivers and resultant process
development strategy, (b) science and techniques of process development, (c) choice of
bioreactor processes and engineering/scale-up considerations, and (d) cell removal and
downstream considerations during cell-culture bioreactor process development.

References

1. Rosenberg, M. (2000) Development costs and process economics of recombinant proteins pro-
duced in E. Coli, mammalian cell culture, and natural products derived products: A compara-

Table 6
Parameters to Consider for Optimization
During Development of the Primary Clarification Step

Response Objective = ratio of postclarification/preclarification

Relative particle size distribution Minimize
Relative turbidity Minimize
Relative residual DNA Minimize
Relative residual LDH Minimize
Residual host-cell protein Minimize
Cell viability Maximize
Titer Maximize



Mammalian Cell Culture 97

tive analysis, in Proceedings of the IBC Conference on the Economics of Biopharmaceuticals.
San Diego, CA.

2. Zabriskie, D. W. (2000) Regulatory trends related to process validation, in Biopharmaceutical
Process Validation (Sofer, G. and Zabriskie, D. W., eds.), Marcel Dekker, New York, NY
pp. 1–15.

3. Carey, J. and Barrett, A. Drug prices: What’s Fair?, in Business Week. Dec, 10, 2001, pp. 61–70.
4. Ezzell, C. (2001) Magic bullets fly again. Sci. Am. Oct 2001, pp. 35–41.
5. Moldowa, D. T., Shenouda, M. S., and Meyers, A. P. Industry analysis: the state of biologics

manufacturing, equity research, in J.P. Morgan Securities Inc. March 12, 2001.
6. Miller, W. M., Blanch, H. W., and Wilke, C. R. (1988) A kinetic analysis of hybridoma growth

and metabolism in batch and continuous suspension culture: effect of nutrient concentration,
dilution rate, and pH. Biotechnol. Bioeng. 32, 947–965.

7. Eagle, H. (1955) Nutrient needs of mammalian cells in tissue culture. Science 122(3168), 501–540.
8. Barnes, D. (1987) Serum–free animal cell culture. Biotechniques 5, 534–542.
9. Jayme, D. W., Epstein, D. A., and Conradt, D. R. (1988) Fetal bovine serum alternatives.

Nature 334(6182), 547–548.
10. McKeehan, W. L., et al. (1990) Frontiers in mammalian cell culture. In Vitro Cell. Dev. Biol.

26, 9–23.
11. Gorfien, S., et al. (2000) Growth of NS0 cells in protein-free, chemically defined medium.

Biotechnol. Prog. 16, 682–687.
12. Butler, M. and Huzel, N. (1995) The effect of fatty acids on hybridoma cell growth and anti-

body production in serum-free cultures. J. Biotechnol. 39, 165–173.
13. Liu, C. H., Chu, I. M., and Hwang, S. M. (2001) Factorial designs combined with the steepest

ascent method to optimize serum-free media for CHO cells. Enzyme Microb. Tech. 28, 314–321.
14. Komolov, I. S. and Fedotov, V. P. (1978) Influence of insulin on mitotic rate in cultivated

mammalian cells. Endocrinol. Exp. 12(1), 43–48.
15. Veillon. C., et al. (1985) Characterization of a bovine serum reference material for major,

minor, and trace elements. Anal. Chem. 57, 2106–2109.
16. Meier, S. J., Hatton, T. A., and Wang, D. I. C. (1999) Cell death from bursting bubbles: role of

cell attachment to rising bubbles in sparged reactors. Biotechnol. Bioeng. 62(4), 468–478.
17. Dey, D. and Emery, N. (1999) Problems predicting cell damage from bubble bursting.

Biotechnol. Bioeng. 65(2), 240–245.
18. Shepherd, P. R. and Kahn, B. B. (1999) Mechanisms of disease: glucose transporters and insu-

lin action—implications for insulin resistance and diabetes mellitus. New Engl. J. Med. 341(4),
248–257.

19. Gould, G. W. and Holman, G. D. (1993) The glucose transporter family: structure, function,
and tissue-specific expression. Biochem. J. 295, 329–341.

20. Bonarius, H. P. J., et al. (1996) Metabolic flux analysis of hybridoma cells in different culture
media using mass balances. Biotechnol. Bioeng. 50(3), 299–318.

21. Bonarius, H. P. J., et al. (2001) Metabolic-flux analysis of continuously cultured hybridoma
cells using 13CO2 mass spectrometry in combination with 13C–lactate nuclear magnetic reso-
nance spectroscopy and metabolic balancing. Biotechnol. Bioeng. 74(6), 528–538.

22. Zielke, H. R., et al. (1978) Reciprocal regulation of glucose and glutamine utilization by cul-
tured human diploid fibroblasts. J. Cell Physiol. 95, 41.

23. Follstad, B. D., et al. (1999) Metabolic flux analysis of hybridoma continuous culture steady
state multiplicity. Biotechnol. Bioeng. 63(6), 675–683.

24. Linz, M., et al. (1997) Stoichiometry, kinetics, and regulation of glucose and amino acid
metabolism of a recombinant BHK cell line in batch and continuous cultures. Biotechnol.
Prog. 13(4), 453–463.



98 Rose, Black, and Ramakrishnan

25. Cruz, H. J., et al. (2000) Metabolic shifts do not influence the glycosylation patterns of a
recombinant fusion protein expressed in BHK cells. Biotechnol. Bioeng. 69(2), 129–139.

26. Kurokawa, H., et al. (1994) Growth characteristics in fed–batch culture of hybridoma cells
with control glucose and glutamine concentrations. Biotechnol. Bioeng. 44, 95–103.

27. Glacken, M. W. (1987) Development of mathematical description of mammalian cell culture
kinetics for the optimization of fed-batch bioreactors, in Thesis. Massachusetts Institute of
Technology, Cambridge, MA.

28. Reuveny, S., et al. (1987) Factors affecting monoclonal antibody production in culture. Dev.
Biol. Stand. 66, 169–175.

29. Miller, W. M., Wilke, C. R., and Blanche, H. W. (1988) Transient responses of hybridoma cells
to lactate and ammonia pulse and step changes in continuous culture. Bioproc. Eng. 3, 113–122.

30. Ozturk, S. S. and Palsson, B. O. (1992) Effects of ammonia ion and extracellular pH on hybri-
doma growth, metabolism and antibody production. Biotechnol. Bioeng. 39, 418–431.

31. Bibila, T. A., et al. (1994) Monoclonal antibody process development using medium concen-
trates. Biotechnol. Prog. 10, 87–96.

32. Cruz, H. J., et al. (2000) Effects of ammonia and lactate on growth, metabolism, and produc-
tivity of BHK cells. Enzyme Microb. Tech. 27(1-2), 43–52.

33. MacQueen, A. and Bailey, J. E. (1990) Effect of ammonium ion and extracellular pH on hybri-
doma cell metabolism and antibody production. Biotechnol. Bioeng. 35, 1067–1077.

34. Truskey, G. A., et al. (1990) Kinetic studies and unstructured models of lymphocyte metabo-
lism in fed-batch culture. Biotechnol. Bioeng. 36, 797–807.

35. Yang, M. and Butler, M. (2000) Effects of ammonia on CHO cell growth, erythropoietin pro-
duction, and glycosylation. Biotechnol. Bioeng. 68(4), 370–380.

36. Zhou, W., Rehm, J., and H., W. S. (1995) High viable cell concentration fed-batch cultures of
hybridoma cells through on-line nutrient feeding. Biotechnol. Bioeng. 46, 579–587.

37. Gambhir, A., Europa, A. F., and and H. U., W. S., Alteration of cellular metabolism by con-
secutive fed-batch cultures of mammalian cells. J. Biosci. Bioeng. 87(6), 805–810.

38. DeJesus, M. J., et al. (2001) The influence of pH on cell growth and specific productivity of two
CHO cell lines producing human anti-RhD IgG, in 17th ESACT Meeting. Tylosand, Sweden.

39. Altamirano, C., et al. (2000) Improvement of CHO cell culture medium formulation: simulta-
neous substitution of glucose and glutamine. Biotechnol. Prog. 16, 69–75.

40. Sanfeliu, A., et al. (1996) Analysis of nutrient factors and physical conditions affecting growth
and monoclonal antibody production of the hybridoma KB–26.5 cell line. Biotechnol. Prog.
12, 209–216.

41. Hu, W. S., et al. (1987) Effect of glucose on the cultivation of mammalian cells. Devel. Biol.
Stand., 66, 155–160.

42. Zielke, H. R., et al. (1980) Lactate: a major product of glutamine metabolism by human dip-
loid fibroblasts. J. Cell Physiol. 104, 433–441.

43. Eigenbrodt, E., Fister, P., and Reinacher, M. (1985) New perspectives on carbohydrate
metabolism in tumor cells, in Regulation of Carbohydrate Metabolism (B. R., ed.), CRC Press,
Boca Raton, FL, pp. 141–169.

44. Altamirano, C., Cairó, J. J., and Gòdia, F. (2001) Decoupling cell growth and product formation
in Chinese hamster ovary cells through metabolic control. Biotechnol. Bioeng. 74(4), 351–360.

45. Christie, A. and Butler, M. (1999) The adaptation of BHK cells to a non-ammoniagenic
glutamate-based culture medium. Biotechnol. Bioeng. 64(3), 298–309.

46. Xie, L. and Wang, D. I. C. (1993) Stoichiometric analysis of animal cell growth and its appli-
cation in medium design. Biotechnol. Bioeng. 43, 1164–1174.

47. Xie, L. and Wang, D. I. C. (1994) Fed-batch cultivation of animal cells using different medium
design concepts and feeding strategies. Biotechnol. Bioeng. 43(11), 1175–1189.



Mammalian Cell Culture 99

48. Xie, L. and Wang, D. I. C. (1996) High cell density and high monoclonal antibody production
through medium design and rational control in a bioreactor. Biotechnol. Bioeng. 51(6), 725–729.

49. Xie, L. and Wang, D. I. C. (1996) Material balance studies on animal cell metabolism using a
stoichiometrically based reaction network. Biotechnol. Bioeng. 52(5), 579–590.

50. Xie, L. and Wang, D. I. C. (1996) Energy metabolism and ATP balance in animal cell cultiva-
tion using a stoichiometrically based reaction network. Biotechnol. Bioeng. 52(5), 591–601.

51. Xie, L. and Wang, D. I. C. (1997) Integrated approaches to the design of media and feeding
strategies for fed-batch cultures of animal cells. Trends Biotechnol. 15(3), 109–113.

52. Siegwart, P., et al. (1999) Adaptive control at low glucose concentration of HEK-293 cell
serum–free cultures. Biotechnol. Progr. 15, 608–616.

53. Simpson, N. H., et al. (1998) In hybridoma cultures, deprivation of any single amino acid leads
to apoptotic death, which is suppressed by the expression of the bcl–2 gene. Biotechnol. Bioeng.
59, 90–98.

54. Jo, E. C., Park, H. J., and Kim, K. H. (1990) Balance nutrient fortification enables high–den-
sity hybridoma cell culture in batch culture. Biotechnol. Bioeng. 36, 717–722.

55. Franek, F. (1995) Starvation-induced programmed death of hybridoma cells: prevention by
amino acid mixtures. Biotechnol. Bioeng. 45, 86–90.

56. Cruz, H. J., Moreira, J. L., and C., M. J. T. (1999) Metabolic shifts by nutrient manipulation in
continuous cultures of BHK cells. Biotechnol. Bioeng. 66(2), 104–113.

57. Dowd, J. E., Kwok, K. E., and Piret, J. M. (2000) Increased t-PA yields using ultrafiltration of
an inhibitory product from CHO fed-batch culture. Biotechnol. Prog. 16, 786–794.

58. Kimura, R. and Miller, W. M. (1996) Effects of elevated pCO2 and/or osmolality on the growth
and recombinant tPA production of CHO cells. Biotechnol. Bioeng. 52(1), 152–160.

59. Chen, G., Fournier, R. L., and Varanasi, S. (1997) Experimental demonstration of pH control
for a sequential two-step enzymatic reaction. Enzyme Microb. Tech. 21, 491–495.

60. Sauer, P. W., et al. (2000) A high-yielding generic fed–batch cell culture process for produc-
tion of recombinant antibodies. Biotechnol. Bioeng. 67(5), 585–597.

61. Chuppa, S., et al. (1997) Fermentor temperature as a tool for control of high–density perfusion
cultures of mammalian cells. Biotechnol. Bioeng. 55(2), 328–338.

62. Ducommun, P., et al. (2002) Monitoring of temperature effects on animal cell metabolism in a
packed bed process. Biotechnol. Bioeng. 77(7), 838–842.

63. Boon, M. A., Janssen, A. E. M., and van ‘t Riet, K. (2000) Effect of temperature and enzyme
orgin on the enzymatic synthesis of oligosacchrides. Enzyme Microb. Tech. 26, 271–281.

64. Jorjani, P. and Ozturk, S. S. (1999) Effects of cell density and temperature on oxygen con-
sumption rate for different mammalian cell lines. Biotechnol. Bioeng. 64(3), 349–356.

65. Horvath, B., Gu, X., and Rosenberg, M. (2001) Optimization of temperature shift to increase
fed–batch productivity of a CHO culture, in ACS Spring National Meeting. San Diego, CA.

66. Oeggerli, A., Eyer, K., and Heinzle, E. (1995) On-line gas analysis in animal cell cultivation:
I. control of dissolved oxygen and pH. Biotechnol. Bioeng. 45, 42–53.

67. Eyer, K., Oeggerli, A., and Heinzle, E. (1995) On-line gas analysis in animal cell cultivation:
II. methods for oxygen uptake rate estimation and its application to controlled feeding of
glutamine. Biotechnol. Bioeng. 45, 54–62.

68. deZengotita, V. M., et al. (2000) Phosphate feeding improves high-cell-concentration NSO
myeloma culture performance for monoclonal antibody production. Biotechnol. Bioeng. 69(5),
566–576.

69. Konstantinov, K., et al. (1996) Control long-term perfusion Chinese hamster ovary cell culture
by glucose auxostat. Biotechnol. Prog. 12, 100–109.

70. Sapre, A. G., et al. (2000) Analysis of micromolar concentrations of glucose by an interference
free flow injection based biosensor. Biotechnol. Lett. 22, 569–573.



100 Rose, Black, and Ramakrishnan

71. Herwig, C., Marison, I. W., and vonStockar, U. (2001) On-line stoichiometry and identification
of metabolic state under dynamic process conditions. Biotechnol. Bioeng. 75(3), 345–354.

72. Paredes, C., et al. (1998) Estimation of the intracellular fluxes for a hybridoma cell line by
material balances. Enzyme Microb. Tech. 23, 187–198.

73. Christensen, B., et al. (2001) Simple and robust method for estimation of the split between the
oxidative pentose phosphate pathway and the Ebden-Meyerhof-Parnas pathway in microor-
ganisms. Biotechnol. Bioeng. 74(6), 517–523.

74. Dauner, M., Bailey, J. E., and Sauer, U. (2001) Metabolic flux analysis with a comprehensive
isotopomer model in Bacillus subtilis. Biotechnol. Bioeng. 76(2), 144–156.

75. Europa, A. F., et al. (2000) Multiple steady states with distinct cellular metabolism in continu-
ous culture of mammalian cells. Biotechnol. Bioeng. 67(1), 25–34.

76. Forbes, N. S., Clark, D. S., and Blanch, H. W. (2001) Using isotopomer path tracing to quan-
tify metabolic fluxes in pathway models containing reversible reactions. Biotechnol. Bioeng.
74(3), 196–211.

77. Varner, J. and Ramkrishna, D. (1999) The non–linear analysis of cybernetic models. Guide-
lines for model formulation. J. Biotechnol. 71, 67–104.

78. Varner, J. and R., D. (1998) Application of cybernetic models to metabolic engineering:
investigation of storage pathways. Biotechnol. Bioeng. 58(2-3), 282–291.

79. Varner, J. and Ramkrishna, D. (1999) Mathematical model of metabolic pathways. Curr. Opin.
BioTechnol. 10, 146–150.

80. Varner, J. and Ramkrishna, D. (1999) Metabolic engineering from a cybernetic perspective. 1.
Theoretical preliminaries. Biotechnol. Prog. 15, 407–425.

81. Varner, J. and Ramkrishna, D. (1999) Metabolic engineering from a cybernetic perspective. 2.
Qualitative investigation of nodal architechtures and their response to genetic perturbation.
Biotechnol. Prog. 15, 426–438.

82. Ozturk, S. S. (1996) Engineering challenges in high density cell culture systems. Cytotechnol-
ogy 22, 3–16.

83. Kennedy, M. and Krouse, D. (1999) Strategies for improving fermentation medium perfor-
mance: a review. J. Ind. Microbiol. Biotechnol. 23, 456–475.

84. Myers, R. H. (1995). Response surface methodology : process and product optimization using
designed experiments. J. Wiley and Sons, Inc.. New York, NY.

85. Haaland, P. D. (1989). Experimental design in biotechnology. Marcel Dekker, New York, NY.
86. Schrader, K. K. and Blevins, W. T. (2001) Effects of carbon source, phosphorus concentra-

tion, and several micronutrients on biomass and geosmin production by Streptomyces halstedii.
J. Ind. Microbiol. Biotechnol. 26, 241–247.

87. Calvente, V., de Orellano, M. E., Sansone, G., Benuzzi, D., and de Tosetti, M. I. Sanz. (2001)
Effect of ntrogen source and pH on siderophore production by Rhodotorula strains and their appli-
cation to biocontrol of phytopathogenic moulds. J. Ind. Microbiol. Biotechnol. 26, 226–229.

88. Osek, et al. (1995) Improved medium for large-scale production of recombinant cholera toxin
B subunit for vaccine purposes. J. Microbiol Meth. 24(2), 117–123.

89. Peterson, L. A., et al. (2001) Effects of amino acid and trace element supplementation on
pneumocandidn production by Glarea lozoyensis: impact on titer, analogue levels, and the iden-
tification of new analogues of pneumocandin B0. J. Ind. Microbiol. Biotechnol. 26, 216–221.

90. Souza, M. F. V. Q., Lopes, C. E., and Pereira, N. Jr. (1997) Medium optimization for the production
of actinomycin-D by Streptomyces parvulus. Arq. Biol. Tecnol. (Curitiba). 40(2), 405–411.

91. Stiens, L. R., et al. (2000) Development of serum–free bioreactor production of recombinant
human thyroid stimulating hormone receptor. Biotechnol. Prog. 16(5), 703–709.

92. Weuster-Botz, D. (2000) Experimental design for fermentation media development: statistical
design or global random search? J. Biosci. Bioeng 90(5), 473–483.



Mammalian Cell Culture 101

93. Jacques, P., et al. (1999) Optimization of biosurfactant lipopeptide production from Bacillus
subtilis S499 by Plactett-Burman design. Appl. Biochem. Biotechnol. 77-79, 223–233.

94. Park, et al. (1996) Medium optimization for recombinant protein production by Bacillus
subtilis. Biotechnol. Lett. 18(6), 737–740.

95. Ooijkaas, L. P., et al. (1999) Medium optimization for spore production of Coniothyrium
minitans using statistically-based experimental designs. Biotechnol. Bioeng. 64(1), 92–100.

96. Sadhukhan, A. K., et al. (1999) Optimization of mycophenolic acid production in solid state
fermentation using response surface methodology. J. Ind. Microbiol. Biotechnol. 22, 33–38.

97. Gaertner, J. G. and Dhurjati, P. (1993) Fractional factorial study of hybridoma behavior: 2.
Kinetics of nutrient uptake and waste production. Biotechnol. Prog. 9(3), 309–316.

98. Lee, S. H. and Rho, Y. T. (1999) Improvement of tylosin fermentation by mutation and medium
optimization. Lett. Appl. Microbiol. 28(2), 142–144.

99. Kim, E. J., Kim, N. S., and Lee, G. M. (1999) Development of a serum–free medium for
dihydrofolate reductase-deficient Chinese hamster ovary cells (DG44) using a statistical
design: beneficial effect of weaning cells. In Vitro Cell. Dev. Biol. 35, 178–182.

100. Lee, G. M., et al. (1999) Development of a serum–free medium for the production of erythro-
poietin by suspension culture of recombinant Chinese hamster ovary cells using a statistical
design. J. Biotechnol. 69, 85–93.

101. El-Helow, E. R., Sabry, S. A., and Khattab, A. A. (1997) Reduction of beta-mannanase by
B. subtilis from agro-industrial by-products: Screening and optimization: Mannanase from
wastes. Antonie Leeuwenhoek 71(3), 189–193.

102. Castro, P. M. L., et al. (1992) Application of a statistical design to the optimization of culture
medium for recombinant interferon-gamma production by Chinese hamster ovary cells. Appl.
Microbiol. Biotechnol. 38(1), 84–90.

103. Plackett, R. L. and Burman, J. P. (1946) The design of optimum multifactorial experiments.
Biometrika 33, 305–325.

104. Box, G. E. P., Hunter, W. G., and Hunter, J. S. (1978) Statistics for experimenters. J. Wiley
and Sons, Inc., New York, NY, p. 653.

105. Zuzek,, M., Friedrich, J., Cestnik, B., Karalic, A., and Cimerman, A. (1996) Optimization of
fermentation medium by a modified method of genetic algorithms. Biotechnol. Tech. 10(12),
991–996.

106. Pinchuk, R. J., et al. (2000) Modeling of biological processes using self-cycling fermentation
and genetic algorithms. Biotechnol. Bioeng. 67(1), 19–24.

107. Chatterjee, S., Laudato, M., and Lynch, L. A. (1996) Genetic algorithms and their statistical
applications: an introduction. Computational Statistics and Data Analysis 22, 633–651.

108. Liu, C. H., Hwang, C. F., and Liao, C. C. (1999) Medium optimization for glutathione produc-
tion by Saccharomyces cerevisiae. Proc. Biochem. 34(1), 17–23.

109. Cockshott, A. R. and Hartman, B. E. (2001) Improving the fermentation medium for Echinocandin
B production part II: Particle swarm optimization. Proc. Biochem. 36(7), 661–669.

110. Cockshott, A. R. and Sullivan, G. R. (2001) Improving the fermentation medium for
Echinocandin-B production. Part I: sequential statistical experimental design. Proc. Biochem.
36(7), 647–660.

111. Reuveny, S. (1990) Microcarrier culture systems, in Large-Scale Mammalian Cell Culture
Technology (Lubiniecki, A. S., ed.), Marcel Dekker, New York, NY pp. 271– 341.

112. Chu, L. and Robinson, D. K. (2001) Industrial choices for protein production by large-scale
cell culture. Curr. Opin. Biotechnol. 12, 180–187.

113. Griffiths, B. (2001) Scale up of suspension and anchorage-dependent animal cells. Mol. Bio-
technol. 17(3), 225–238.

114. Tolbert, W. R. and Feder, J. (1983) Large scale cell culture technology. Annu. Rep. Ferment.
Proc. 6, 35–74.



102 Rose, Black, and Ramakrishnan

115. Varley, J. and Birch, J. (1999) Reactor design for large scale suspension animal cell culture.
Cytotechnology 29, 177–205.

116. Goochee, C. F. and Murhammer, D. W. (1990) Sparged animal cell bioreactors: mechanism of
cell damage and pluronic F-68 protection. Biotechnol. Prog. 6, 391–397.

117. Zhang, Z., Al-Rubai, M., and Thomas, C. R. (1992) Effect of pluronic F-68 on the mechanical
properties of mammalian cells; protection of hybridoma cell culture against shear. Enzyme
Microb. Technol. 14(12), 980–983.

118. Pattison, R. N., et al. (2000) Measurement and control of dissolved carbon dioxide in mamma-
lian cell culture processes using an in situ fiber optic chemical sensor. Biotechnol. Prog. 16,
769–774.

119. Zhou, W. C., et al. (1996) Large scale production of recombinant mouse and rat growth hor-
mone by fed-batch GS-NS0 cell cultures. Cytotechnology 22(1-3), 239–250.

120. Amanullah, A., et al. (2001) Scale-down model to simulate spatial pH variations in large-scale
bioreactors. Biotechnol. Bioeng. 73(5), 390–399.

121. Chisti, Y. (1993) Animal cell culture in stirred bioreactors: Observations on scale-up.
Bioprocess Eng. 9, 191–196.

122. Batt, B. C., Davis, R. H., and Kompala, D. (1990) Inclined sedimentation for selective retention
of viable hybridomas in a continuous suspension bioreactor. Biotechnol. Prod. 6(6), 458–64.

123. Ryll, T., et al. (2000) Performance of small-scale CHO perfusion cultures using an acoustic
cell filtration device for cell retention: characterization of separation efficiency and impact on
perfusion on product quality. Biotechnol. Bioeng. 69(4), 400–449.

124. Clayton, G. R., et al. (1997) Using an external vortex flow filtration device for perfusion cul-
ture. Pharm. Technol. 21, 10,116,188,122–123.

125. Cuno Co., E. P. F. (1992) Charge modified depth filter—technology and its evolution. Filtra-
tion & Separation 29(3), 221–226.

126. Brose, D. J., Cates, S., and Hutchison, F. A. (1994) Studies on the scale-up of microfiltration
membrane devices. PDA J. Pharm. Sci. Tech. 48(4), 184–188.

127. Badmington, F., et al. (1995 September) Vmax testing for practical microfiltration train scale-
up in biopharmaceutical processing. BioPharm 46–52.

128. Grace, H. P. (1956) Structure and performance of filter media. AIChE J. 2(3), 307–315.
129. Hermia, J. (1982) Constant pressure blocking filtration laws—application to power-law non-

newtonian fluids. Trans. IChemE 60, 183–187.
130. Bouchard, C. R., et al. (1994) Modeling of ultrafiltration: predictions of concentration polar-

ization effects. J. Membrane Sci. 97, 215–229.
131. Burns, D. B. and Zydney, A. (1995) Effect of solution pH on protein transport through ultrafil-

tration membranes. Biotechnol. Bioeng. 64(1), 27–37.
132. Foley, G., MacLoughlin, P. F., and Malone, D. M. (1995) Membrane fouling during constant

flux crossflow microfiltration of dilute suspensions of active dry yeast. Sep. Sci. Technol.
30(3), 383–398.

133. Levesley, J. A. and Hoare, M. (1999) The effect of high frequency backflushing on the
microfiltration of yeast homogenate suspensions for the recovery of soluble proteins. J. Mem-
brane Sci. 158, 29–39.

134. Liew, M. K. H., Fane, A. G., and Rogers, P, L. (1997) Fouling of microfiltration membranes
by broth-free antifoam agents. Biotechnol. Bioeng. 56, 89–98.

135. McCarthy, A., Walsh, P. K., and Foley, G. (1996) On the relation between filtrate flux and
particle concentration in batch crossflow microfiltration. Sep. Sci. Technol. 31(11), 1615–1627.

136. Maruyama, T., et al. (2001) Mechanism of bovine serum albumin aggregation during ultrafil-
tration. Biotechnol. Bioeng. 75(2), 233–238.



Mammalian Cell Culture 103

137. Meacle, F., et al. (1999) Optimization of the membrane purification of a polysaccharide-pro-
tein conjugate vaccine using backpulsing. J. Membrane Sci. 161, 171–184.

138. Vyas, H. K., Bennett, R. J., and Marshall, A. D. (2000) Influence of operating conditions on
membrane fouling in crossflow microfiltration of particulate suspensions. Int. Dairy J., 10,
477–487.

139. Kempken, R., Preissmann, A., and Berthold, W. (1995) Assessment of a disc stack centrifuge
for use in mammalian cell separation. Biotechnol. Bioeng. 46(2), 132–138.

140. Tebbe, H., et al. (1996) Gentle separation of hybridoma cells by continuous disc stack
cetrifugation. Cytotechnology 22(1-3), 119–127.

141. Dainiak, M. B., Galaev, I. Y., and Mattiasson, B. (2001) Direct capture of product from fermen-
tation broth using a cell-repelling ion exchange column. J. Chromatography A 942, 123–131.

142. Fahrner, R. L., Blank, G. S., and Zapata, G. A. (1999) Expanded bed protein A affinity chro-
matography of a recombinant humanized monoclonal antibody: process development, opera-
tion, and comparison with a packed bed method. J. Biotechnol. 75, 273–280.

143. Fernandez-Lahore, H. M., et al. (2000) The influence of cell adsorbent interactions on protein
adsorption in expanded beds. J. Chromatography A 873, 195–208.

144. Feuser, J., et al. (1999) Interaction of mammalian cell broth with adsorbents in expanded bed
adsorption of monocolonal antibodies. Proc. Biochem. 34, 159–165.

145. Hjorth, R. (1997) Expanded-bed adsorption in industrial bioprocessing: recent developments.
Trends Biotechnol. 15, 230–235.

146. Lutkemeyer, D., et al. (1999) Estimation of cell damage in bench- and pilot-scale affinity
expanded-bed chromatography for purification of monoclonal antibodies. Biotechnol. Bioeng.
65(1), 114–119.



104 Rose, Black, and Ramakrishnan



Natural Products 105

II
MICROBIAL CELL CULTURE



106 Hilton



Natural Products 107

5
Natural Products
Discovery and Screening

Matthew D. Hilton

1. Introduction

The discovery and development of penicillin for human medical treatment ushered
in an era of cultivating microbes for the discovery of natural products that continues
today. Although many technical details have changed during this era, the fundamental
potential remains: nature has developed valuable but yet-to-be-recognized drugs dur-
ing its 3 billion years of evolution. As long as humans believe this potential exists and
that it can be translated into commercial products, there will be a need for scientists and
engineers to cultivate microbes for natural products discovery.

Discovery of natural products is the human process of associating a secondary
metabolite from nature with a biological activity. Many methods have been used to
make these associations, beginning with the trial and error that led to the traditional
medical practices of many cultures; the methods evolved tremendously during the twen-
tieth century, with the many advances in basic and medicinal science. Yet even today,
natural products discovery is akin to discovery of a deposit of diamonds in the earth.
The deposit already exists, but someone must find it and recognize its value to humans
for that value to be manifested. Similarly, secondary metabolites and their biological
activities already exist; the discovery occurs when humans recognize those pre-exist-
ing relationships.

Secondary metabolites are the precious gems of our evolutionary heritage. Tradi-
tional medicines have focused on plants, probably because they were obvious and their
exploration as possible sources of food would have led to de facto safety and efficacy
trials. Awareness of microbes during the last century, along with the commercial suc-
cess of early antibiotics, has driven the expansion of discovery efforts to encompass
microbes and marine invertebrates in addition to continued evaluation of plants,
although in a more systematic and compound-oriented fashion. This chapter focuses
on cultivation of microbes, especially the filamentous microbes. However, many of the
concepts apply equally to plants, with the potential to cultivate plant cells in vitro for
the expression of secondary metabolites.

The term “secondary metabolite” stands in contrast to the primary metabolites. Pri-
mary metabolites are essential to growth of living cells and therefore are critically
important. Primary metabolites include the 20 conserved L-amino acids, the nucleo-
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sides, vitamins, and carbohydrates that provide for the structure and energy manage-
ment of life. Secondary metabolites have been described and defined in many ways.
The simplest and perhaps most accurate definition is that they are metabolites that are
not primary. As a group, secondary metabolites are abundant. They can be found in
most—probably all—species of microbes and multicellular organisms. As individual
chemical entities, there is tremendous variety among the secondary metabolites, with
more than 100,000 known today. With this diversity of chemical structures comes
diversity of biological activity. The “purpose” for secondary metabolites has been stud-
ied and subjected to extensive rationalization and speculation (for reviews, see refs.
1,2). In many instances, secondary metabolites appear to be involved in differentiation
(sporulation or fruiting) of certain bacteria and fungi. In other instances, a secondary
metabolite has been shown to “communicate” with another species of organism. Berdy,
a renowned natural products scientist, generalized secondary metabolites as the “the
chemical interface between microbes and the rest of the world” (3). Attempts to estab-
lish the function or benefit of a secondary metabolite to its producer are often rational-
izations to justify the energetic burden of the genes and gene products responsible for
synthesis of the secondary metabolites. These rationalizations are sometimes produc-
tive and sometimes futile. However, they have value in helping to reveal possible places
and ways to search for new secondary metabolites.

In major pharmaceutical companies, a common question is “why do natural prod-
ucts discovery?”, since synthetic chemistry methods have recently expanded dramati-
cally. Curiously, the public, at least in the United States, has simultaneously embraced
herbal or traditional natural remedies (presumably there are active secondary metabo-
lites in these herbals that are efficacious) to an extent not previously seen. Considering
the changeable nature of humanity, it is useful to review the basics of natural products
to keep expectations realistic and apply technologies with reasonable expectations. The
answer to the question of “why continue doing natural products discovery?” can be
reduced to two basic arguments. First, because they have proven incredibly valuable in
the past, so it is reasonable to continue searching for the undiscovered gems that remain.
The first beta-lactam antibiotic was discovered about a century ago, yet the market
today exceeds $11 billion per year. All commercial secondary metabolites sold for
their antibiotic activity combined constitute a $28 billion market worldwide (4). Other
natural-product-based drugs add up to another $10 billion per year. In addition, many
synthetic drugs had their structural roots in a natural product. The second argument for
continued searching is the preponderance of circumstantial evidence that would com-
pel most to believe there is a great deal more biodiversity yet to be discovered and that
their yet-to-be-discovered metabolites could point to activity motifs that cannot yet be
imagined by humans (5).

2. Overview of the Practice of Natural Products Discovery

As mentioned in the introduction, natural products discovery is the process of
associating secondary metabolites from natural sources with their intrinsic biological
activity. Thus, the process can be divided into two convergent paths. One path is the
biodiversity source and sample preparation, and the second is selection and develop-
ment of an assay or screen to distinguish biologically active samples. These are fol-
lowed by isolation and characterization of the active compound (Fig. 1).
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The first steps in both lines are analogous decisions. Specifically, a decision must be
made regarding which biodiversity sources are to be put into the screen and which
activity target will be used as the basis for the biological screen. A few years ago,
targets were relatively short in supply and a limited amount of the world’s biodiversity
was accessible, so both of these decisions were usually passive. Thus, essentially the
same targets and the same general biodiversity—primarily the cultivable filamentous
microbes—were accessed by most involved in drug discovery. However, genomics
and the recent application of molecular genetic techniques to biodiversity surveys have
changed the paradigm. Now we have evidence, in the form of DNA sequences, for far
more potential screening targets and biodiversity sources than can be prepared for
screens. Thus, the questions of which target, which screening samples and how many
samples, have become critical. These represent strategic questions that are likely to
determine the success or failure of individual screening programs, and possibly the
next cycle of natural products discovery by humans.

The next stage is the acquisition of the physical material required for screening. The
acquisition of targets is outside of the scope of this chapter, but today is often done by
cloning the DNA sequence or “phone-cloning” the gene that codes for the selected
target in an appropriate expression vector and its production in a surrogate host.
Depending on the specific protein target, the expression of recombinant proteins can
be relatively simple or extremely difficult. Those difficulties can be technical—such as
the expression of active integral membrane receptors—or can be a legal hurdle, as
when the gene of interest has been patented by someone else. The acquisition of
biodiversity has similar technical and nontechnical barriers. Traditionally, acquisition
involved collecting biological materials and bringing them back to the discovery labo-
ratory to be catalogued and placed in a library. Those biological materials might have

Fig. 1. Major steps in natural products discovery. Natural products discovery is the conver-
gence of two paths. Biodiversity is tested for bioactivity, leading to isolated active compounds
in association with their intrinsic activity and chemical structure.
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been collected bulk materials such as plant parts, mushrooms, or sponges, or cultivable
microorganisms. Cultivable microbes were favored during the last century and con-
tinue to present the clear advantage that if a new metabolite of interest is found, the
production process can be improved and scaled up to high levels, and production can
be in a controlled factory fermentor. However, there are alternatives today. Molecular
genetics has made it possible to transfer several genes for a secondary metabolite from
its natural producer to a surrogate “domesticated” host (6–8). In theory, the pathways
for secondary metabolites of microbes that cannot be cultivated can be transferred to a
surrogate host and expressed. A growing body of evidence indicates that this theory
can be a reality, at least for some pathways and certain hosts.

Once the key materials for a screen have been gathered, the next step is to develop a
process for the effective use of those materials. For the selected target, this means
developing an assay that has the potential to be introduced into an automated—and
typically, high-throughput—format for screening operations. For the biodiversity
source, this means developing multiple methods to prepare the material to be compat-
ible with the screening format. Achieving compatibility is technically complex, and
ideally, is a core mission for those who prepare samples and those who develop the
screens. Success is dependent on the ability to raise the signal of the active component
relative to the noise of the system. Natural materials are chemically complex, and thus
it would be very expensive to purify every chemical constituent from every diversity
source, but purification would maximize the activity signal-to-noise ratio. Also, more
of the metabolites of life are common (e.g., primary metabolites and a few widely
distributed secondary metabolites) than special (i.e., rare secondary metabolites). Thus,
sample preparation is always a balance between cost, yield, and selectivity. For bulk
biological materials, this balance usually translates into solvent extraction and some
fractionation. For culturable sources, the program typically seeks to raise the signal, or
concentration of secondary metabolites, via cultivation experiments to increase
expression of secondary metabolites, and to develop methods for selective enrichment
of subsets of these compounds. The improved, cultivated broths are solvent-extracted
and are often subjected to some fractionation, since whole broths commonly carry sig-
nificant chemical noise from residual media components as well as many metabolites
produced during the fermentation.

These method-development activities typically evolve directly into the final stages,
the “industrialization” of each line before their convergence. New discoveries are
rare; thus, large numbers of samples must be run through screens at high rates to be
competitive. The assay developed must be translated for high-throughput automated
operations, and validated for operational fidelity before it can be considered a
“screen.” The preparation of samples for screening is usually also done in a high-through-
put mode, and is typically automated to whatever extent the sponsor institution can afford.

Prepared samples are typically run through screens in factory-like operations, and
those that are active are followed up to determine the structure of the active compound.
The factory-like component of high-throughput screening is in the standardization,
automation, throughput, monitoring, and control of the process. Much of this is accom-
plished by implementation of an integrated and automated process. Raw materials go
in, in the form of samples, targets, and substrates, and result in product data. The key
data are often referred to as “hits.” A hit is a sample position with either an inhibition or
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activation score above the background. The position of the hit then points, via a data-
base, back to a specific biodiversity source and the procedure used to prepare that
sample. Factory-like statistical process control is used to monitor screen operational
fidelity. Positive hits from the screen results are repeated, to eliminate false-positives,
and the source biodiversity is then introduced into a follow-up process. Follow-up is a
catchall, since screening samples are each unique chemical mixtures. Even when screen
samples have been highly fractionated to minimize complexity, it cannot be assumed a
priori that the most abundant compound is responsible for the activity. It is very com-
mon for a quantitatively minor compound, perhaps considered a contaminant, to be
responsible for an observed biological activity. Thus, it is necessary to follow the screen
with an iterative sequence of isolation and assay steps to establish which chemical
entity is responsible for the observed activity. The goal of this follow-up is to associate
a single chemical entity with dose-dependent activity and chemical structure. This fol-
low-up can be easy when the activity is the result of a relatively common metabolite
held in pure form, or if the compound is present in the screening sample at a concentra-
tion that is easily detected by spectroscopic methods. This rapid detection is commonly
called “dereplication,” reflecting the generally valid assumption that most active
samples are the result of a “replicate” of a previous discovery. However, the follow-up
process can be extremely difficult if the active component is very potent or does not
behave as a discrete entity during fractionation. Both can result in spectroscopic invis-
ibility and the need to iterate supply and isolation until the concentration can be raised
above the threshold of the spectral detectors. Although such samples may only repre-
sent a small percentage of all samples, they often demand the majority of a discovery
group’s resources, since they initially have exactly the qualities sought in the screen—
i.e., apparent potency and potential novelty.

This chapter explores the basics of natural products discovery described in this over-
view and focuses on microbes as biodiversity sources and their relationship to other
components of the discovery process. Natural products discovery involves the detec-
tion of unexpected biological activities (signals) from unusual, or secondary, metabo-
lites in a background of biochemical and assay variation (noise). This process is
conceptually simple, but complex in practice, because secondary metabolites are found
in every living system. Natural products discovery has historically focused on bacteria,
fungi, plants, and marine animals. This chapter focuses on two microbial groups—
especially filamentous bacteria and fungi that grow in submerged (liquid) culture—
because these are the cultivatable groups with significant history and literature. The
discussion is divided into key processes for obtaining secondary metabolites from
biodiversity and the current practices for getting those metabolites into screens and
isolation for structure determination. The discussion is limited to the relatively small
scales associated with the discovery stages, since scale-up is treated elsewhere. In recent
times, the successes in plant-cell culture and insect-cell culture make it conceivable
that in the future, cells of virtually any kingdom could be grown in culture for pro-
duction of secondary metabolites. A look through the literature on fungi, actino-
mycetes, and plant-cell culture suggests many parallels in the principles of eliciting
secondary metabolites between the kingdoms. The most frequent key trigger appears
some form of sublethal stress (see refs. 9–12).
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3. Sources of Biodiversity

Active natural products can probably be discovered from anything living. Because
of limitations in technologies and history, objective surveys of all life have not been
done, so questions about where it is best to look for new natural products are largely
speculative. Until the detection of microbes by von Leuwenhoek in the seventeenth
century and the first proof of their significance by Pasteur in the nineteenth century,
only plants and animal life were recognized by humans, so traditional remedies mostly
came from plants. Although the “out-of-sight, out-of-mind” perspective is still main-
tained by many today, the discovery of penicillin in 1928 from bread mold led many
humans to imagine filamentous microbes as sources of new antibiotics. Up to that time,
science had focused on microbes as agents of disease, and humankind was virtually
unaware of this vast majority of biodiversity until the closing years of the twentieth
century. With the advancement of molecular genetics tools of the last 20 years, we can
begin to see life in more balance. First, it has become clear that most of the history of
life belonged to microbes alone, and thus not surprisingly, most of the diversity of life
is microbial (Fig. 2). Second, the majority of life, especially prokaryotic microbes, are
not culturable by the conventional methods we know today (13–15). This invisible
biodiversity, known as unculturable, uncultured, or, more hopefully, not-yet-cultured,
are now detected by PCR amplification of a gene, usually the large ribosomal RNA
gene, for determination of sequence relatedness to other known species. The conclu-
sion is that most of what is amplified out of many common niches is unknown—i.e.,
not previously cultured and sequenced. Since the products of PCR amplification do not
necessarily quantitatively represent the organisms initially present in a sample, these
sequences have been used to generate specific hybridization probes and to quantitate
the relative abundance of new and uncultured microorganisms using methods such as
FISH (fluorescence in situ hybridization (15). The pattern observed is that the microor-
ganisms cultivated from natural samples usually represent only a small percentage of
the apparently viable microorganisms present. Further, there are more than a million
named species, and tens of millions of unnamed species may exist (16,17). This is
more species than any organization, public or private, can reasonably hope to capture
and hold in a collection.

Although most can agree that the majority of life has not been surveyed for produc-
tion of secondary metabolites, two current issues remain on which there is no consen-

Fig. 2. Timeline of life on earth.
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sus. First, how much of life must be surveyed to find the valuable metabolites? And
second, how can we obtain representative metabolites (or data indicating their pres-
ence and nature) when we do not know how to cultivate most of the population? These
questions cannot be answered satisfactorily here, but this chapter describes the current
state-of-the-art and some general perspectives. The first question is how much of life
(how many of the species) must be screened before we can assume that we have
detected most secondary metabolites, especially those that are sufficiently different to
have potential medical or other economic value. Some would answer this question
from a biological diversity perspective, arguing that tremendous unscreened biodiversity
exists, and assume that biological diversity will predict metabolite diversity. This assump-
tion seems generally valid at high levels, at least among the traditional five kingdoms.
Thus, plants are very different than fungi and from prokaryotes, and thus each can be
expected to make metabolites that are different from one another. However, horizontal
gene transfer, especially common among microbes, is now also well-documented between
microbes and multicellular organisms (18–24). Plus, microbes associated with a mul-
ticellular organism often produce secondary metabolites (25). The extraction of the microbes
and their products with the multicellular organism makes the identity of the true pro-
ducer difficult to determine without tracking down the biosynthetic genes. These fac-
tors, which demonstrate the fluidity of genetics and ambiguity of biology, have led
scientists to turn their attention to several areas. Some have focused on the diversity of
niches and geographies rather than focusing on diversity in evolutionary history. Some
have focused on DNA, without attempting to cultivate all the diversity present. Some,
including the natural products discovery group at Eli Lilly and Co., have chosen to
focus on the secondary metabolites directly. This strategy is descended conceptually
from the “chemical screening” of Zahner (26).

3.1. Plants and Animals as Sources of Chemical Diversity

Although not the primary focus of this chapter, macroorganisms are important
sources of secondary metabolites. Plants have been better surveyed overall because of
their accessibility and ease of classification relative to microbes. Studies have revealed
that a large proportion of known natural products are derived from plants. This may
appear to be a disproportionately large number when compared to known species, but
plants have not been exhausted as a source of natural products. In fact, recent strategies
have expanded their potential. Plant-tissue culture, root culture, and hydroponic culti-
vation are now available for culturing many plants in addition to the traditional green-
house cultivation, field cultivation, and collection from the wild (27–31). The first
methods in this list all have the potential to be done in controlled settings, akin to the
process control found in industrial fermentations. Also analogous to microbial fermen-
tation is the opportunity to introduce environmental or chemical stresses in a controlled
fashion as elicitors of secondary metabolism (12,32,33). This procedure has the potential
to stimulate expression of previously undetected secondary metabolites from well-char-
acterized plant species. As with microbes, not all plant cells can be cultivated in vitro.

Marine invertebrates are perhaps the most heavily studied group in the animal king-
dom (34). Researchers often rationalize that since the earth is mostly covered by water,
marine biodiversity must offer tremendous diversity if things are roughly proportional.
What is certain is that it is generally costly to acquire samples for screening and even



114 Hilton

more costly to resupply material if a preliminary discovery is made. This is because the
samples must be collected from research ships using diving gear, with costs rising
rapidly as collection moves further from shore and deeper. And, as with all collected
samples put into screening, no guarantee can be made that a metabolite of interest will
be present when recollected, even when recollection is from the same species in the
same vicinity as the original collection. Insects may be the most accessible major reser-
voir of new natural products. Some screening has been cited in literature and meetings,
but not enough is published to determine its potential impact. It is widely believed that
most insects have unique microbes associated with them, thus expanding their value as
a readily harvested screening source. Considering the number and diversity of insect
species (16), it is easy to imagine a highly productive program being developed to
survey the secondary metabolites of insects and isolate the microbes (or their DNA)
associated with the insects for a parallel sample preparation and screening program. In
theory, the tissue or cells of other animals could also be evaluated for secondary
metabolites; however, few studies have reported of this for the purpose of drug discov-
ery. Obviously, the biochemistry community has discovered many secondary metabo-
lites (e.g., endorphins, transferrin, cecropins) motivated by basic biological and medical
sciences.

3.2. Isolation and Cultivation of Unknown Microbes

Until recently, most large natural products discovery groups held isolation and
screening of new microbes at the center of their program. Microbes were often their
sole source of chemical diversity. For many years, isolation of filamentous microbes,
including the actinomycetes (filamentous prokaryotes) and filamentous fungi, domi-
nated discovery. The approach to cultivating new microbes drew upon two precedents
from traditional microbiology: enrichment techniques pioneered by Winogradski and
its most common applied extreme, the selective cultivation of pathogens in clinical
diagnosis. The key to enrichment or selection was to identify conditions that strongly
favored the group of microbes desired. A sample composed of many microbes could be
cultured and ultimately plated, and under favorable conditions, the desired group would
represent a significant fraction of outgrowing colonies although they had been numeri-
cally minor in the original sample. The type of microbes pursued changed over the
years as major discoveries and literature led the community’s perspective on where to
look. Some popular methods included pretreatment of soils by desiccation to eliminate
rapidly growing, ubiquitous “weed” microbes such as the pseudomonads, heat treat-
ment to select for spores, or selection of resistance to a particular antibiotic (35,36). A
notable example of innovation resulting from the principles of enrichment was the
discovery of the monobactam group of antibiotics (37). This discovery resulted from a
conscious effort to explore a new microbial niche.

It is wise to assume that a newly isolated culture will not be axenic following enrich-
ment and plating under selective conditions, even when that culture is obtained from
what appears to be a single colony of a single microorganism. Selective media often
favor one group of microbes over others, but do not necessarily kill all other microbes.
What appears to be a well-isolated single-organism colony may be contaminated with
other microbes that have been suppressed by the selective conditions. Typically, to
assure axenic culture prior to preservation, colonies from the selective plating are
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streaked on a nonselective agar medium, and then a well-isolated colony is picked for
outgrowth and preservation from this second isolation. Several forms of risk are intro-
duced during these laboratory cultivation steps. At the heart of this concern is that all
culture conditions are selective, whether intentionally or not. Conditions called “non-
selective” typically select for a rapid-growth phenotype under a specific set of labora-
tory conditions. Picking one isolated colony (cloning) clearly limits the diversity from
a given type of organism found in nature. Cloning two times sequentially—first under
intentionally selective conditions—then under incidentally selective conditions is likely
to result in clones that no longer represent the original population in the natural sample.
It can be estimated that thirty-five to forty generations result from the original sample
to preservation (based on the assumption that picking a colony carried a half a million
cells forward was followed by two cycles of colony growth and possibly some sub-
merged vegetative growth). This number of generations provides ample opportunity
for a spontaneous mutation to appear in every gene, and then for any mutants with
favorable traits (i.e., rapid growth in lab conditions) to grow to dominance (38).
Although each individual of a particular organism type can be presumed to have the
potential to produce the same secondary metabolites, considerable phenotypic varia-
tion in expression levels is common. Highly productive microbes are much more likely
to yield positive results in screens purely because of the improved signal to noise, but
may also be more likely to produce other new metabolites (39).

3.3. Engineered Sources of Diversity

Thus far I have focused on obtaining natural secondary metabolites from naturally
evolved organisms. Current technologies facilitate engineering of chimeras at both the
genetic and cellular level. A reasonable solution, in theory, for capturing the secondary
metabolites of the “unculturable” for the sake of secondary metabolite production
would be to transfer the gene cluster for the pathway to some domesticated microbe, or
a surrogate production host. The appeal comes from sidestepping the slow process of
empirically exploring possible media and environmental conditions to cultivate new
groups of microorganisms. These surrogate host technologies have been proven in prin-
ciple, but not necessarily to the point where we can state what the limits might be
(6,7,40,41). A variation on this potential to create genetic chimeras is to fuse portions
of different pathways to construct chimeric enzymes and pathways and thus metabo-
lites. This has been done, and has been the basis for the formation of several biotech
companies (42–49).

3.4. Issues in Bringing New Cultures into a Collection

Replicate cultures are common when environmental samples are initially plated.
Thus, some kind of attempt is invariably made, at this pick-and-streak stage, to take
only one colony of each morphological type from a given plating source. After isola-
tion and cloning, two options arise. The clones can be preserved  immediately, assum-
ing they are worth the effort, or they can be evaluated prior to the preservation decision.
The assumption of worth is common if the cultures were expensive in money to an
external provider or cost in interal time and effort. The alternative has been to give
each culture an “entrance exam,” typically in the form of some screen applied to a
sample prepared from a fermentation extract. The screen may be based on biological
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activies or chemical composition. Only those that pass the test are preserved. In either
instance, the major objectives of building a culture library are analogous to those of the
traditional library of books. For example, there is a physical inventory, hopefully
including contents sought by the library’s clients, which must be held safely and
indexed so the history and locations of the acquisitions can be maintained and queried.

The physical inventory is usually either lyophilized or cryopreserved to retain
viability over long periods of time. Lyophilization of cells, especially as spores, is
probably the best-tested method for very long-term storage, but it suffers from the need
for much labor in preservation and in resurrection. Furthermore, an ampoule is good
for only a single resurrection, so multiple ampoules must be preserved and tracked.
The popular alternative is storage in the presence of a cryopreservative, such as glyc-
erol or dimethyl sulfoxide (DMSO), in the vapor phase above liquid nitrogen. Preser-
vation can be rapid, easy, and potentially automated. Most cultures can be preserved
either as vegetative cells or spores, and can be thawed, sampled, and refrozen at least
several times. The obvious need for vigilance in assuring that the liquid nitrogen dew-
ars are not allowed to run out of liquid nitrogen requires that tanks be filled according
to a routine schedule or monitored and filled automatically. Extensive use of cryo-
preserved cultures results in much greater use of liquid nitrogen, so fill frequency cannot
rely on a simple schedule. In addition, safety precautions must be used when large vol-
umes of nitrogen are handled because of the potential for insidious suffocation.

The greatest barrier to preservation of cultures is the lack of physical homogeneity. Typi-
cally, this is not a problem if the organisms are eubacteria such as Bacillus or pseudomonads,
but since it is often vegetative cultures of filamentous microbes that are to be preserved, the
lack of physical homogeneity is a frequent issue. Certain fungi that grow as ball-like colo-
nies and reach diameters up to a centimeter under some conditions are especially problem-
atic; these cultures are impossible to pipet and inoculum taken from them are variable. One
solution for difficult cultures is to macerate them to a fine homogeneous mix, but this is
labor-intensive and introduces the additional risk of contamination during the extensive
handling. A better solution, which is more amenable to mass-production operations, is to
cultivate problematic microbes in the presence of one of several materials that appear to
nucleate more—and thus smaller—growth centers (50,51).

Isolation and preservation of cultures is the start of a collection. Also required is a
database to capture the history, and thus potential value of each organism, and to point
to the location or locations of the preserved seed stock. The database may be minimal
or extensive, depending on the strategy of the organization. A minimal database is
likely to include where the culture came from (isolation technique, who did the isola-
tion, culture conditions, or preservation method), when it was deposited, and an inven-
tory of use. At best, the database captures or points to everything known about a culture.
This might include taxonomic data, media used in previous fermentations, results of
any screens run on the culture’s extracts or fractions of those extracts, and any known
compounds produced by the culture. If the number of cultures in the collection is rela-
tively small, the database can be managed using a standard desktop PC and software
(e.g., Claris Filemaker Pro™ or Microsoft Access™). However, the data should be
migrated to a professionally managed database (e.g., Oracle™ software on a backed-
up server) when the numbers of entries grows large or where the cost of data loss or
corruption would be unacceptable.



Natural Products 117

The quality of a microbiological collection is crucial to its value. Quality can be
divided into microbiological (diverse, axenic, viable, and stable), informatic (accurate,
useful information), and practical (the collection is useful). Some measures of biologi-
cal diversity and usefulness are contextual and perhaps subjective, so these issues are
not dealt with extensively here. However, other qualities can be measured objectively
(52) (Table 1). First, axenicity (pure culture) is a requirement that is not as easily deter-
mined as is often believed. The first challenge is that typical sampling methods, devel-
oped for clinical labs with eubacterial targets, are not very sensitive. For example, a
common microbiological loop used to streak a plate will hold approx 10 µL. If the total
culture sampled is 10 mL, that 10 µL constitutes only 0.1% of the sample. It is common
for a contaminant to be present at a frequency below 0.1% and thus to go undetected.
Further, a cryopreserved stock can be thawed, used, and refrozen repeatedly, but each
handling event introduces a risk of new, low-level contamination, as well as propaga-
tion of preexisting but low-level contaminants. It is extremely difficult to assure that a
preserved sample is not contaminated without extensive or repeated analyses. Practi-
cally, it is necessary to monitor contamination until harvest of fermentations derived
from the seed stock. During this time, many generations of growth may bring a
contaminant’s frequency up to detectable levels. Then again, if detected at harvest, the
source may or may not have been the seed stock. Although it is often impossible to
unequivocally determine the original source of a contamination event, routine monitor-
ing at each use of a seed and after any expansion steps is justified to help diagnose
contamination events.

4. Fermentation of Microbes for Screening

Up to this point, the discussion has focused on making diverse microbes available to
grow in culture for a natural products discovery program. The next challenge is to
select which organisms and conditions to use for cultivation to prepare samples for
screens. Cultivation at this stage has a different objective than cultivation for preserva-
tion. Although viable cells or spores are the goal of cultivation for preservation, the
objective here is the expression of secondary metabolites. Culturing microbes for pro-
duction of metabolites is commonly referred to as fermentation. This common modern
usage of the word “fermentation” is different than Pasteur’s original use to denote
cultivation in which energy for growth is derived anaerobically. Industrial fermenta-
tions today are mostly aerobic.

High cell mass is a prerequisite for significant metabolite production in fermenta-
tions, so some type of vegetative culture or growth stage to expand cell mass always
precedes fermentation. Since secondary metabolites are not essential for growth, they
are usually not produced during the more rapid, vegetative growth stage. Rather, a
stage of slow growth following the exponential stage is often necessary to accumulate
secondary metabolites. This slow-growth stage, sometimes called the idiophase, may
not result in any detectable increase in cell numbers in some cases. Processes in which
both vegetative growth and slow growth occur in a single vessel can be devised. Such
processes often constitute the final process stage of an optimized fermentation. These
concepts of a growth phase and a production phase are central to fermentation, but the
transition between them may or may not be discrete and obvious.
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Fermentation conditions are best developed by initially matching theory with the
process objectives to limit the number of possible combinations, followed by empirical
optimization within the process design limitations (53,54). In an ideal world, the
empirical experiments and the fermentation process would be tailored to each organ-
ism individually. In practice, this can be justified once a microbe is known to make a

Table 1
Issues to Consider in Introduction of New Cultures
in a Biological Diversity Library

Physical inventory
Representing targeted diversity
Best producers of each biotype
Genetically pure (clonal)
Stable preservation and method for reproducible outgrowth and performance
Unique identifier (bar code)

Database information
Source location
Isolation method
Who isolated the culture?
Any taxonomic information

Kingdom (minimally)
Genus species (ideally)
16s sequence
Taxa-specific hybridization pattern results

Any other information
Third-party supplier and any linking identifiers
Any restrictions on use of the organism or its products

Contractual
USDA
International biodiversity treaty
Known pathogen (animal or plant)

Preservation method
Vegetative culture-medium composition
Culture duration and conditions
Harvest stage and methods
Cryopreservatives/cryoprotectants included

Link of bar code to a location for retreival
Tank
Rack
Box
Position

Insurance against failures
High temperature alarm
Back-up copy of collection (ideally at a second physical site)
Limited access to facility
SOPs and training for use of libraried samples
Check-in, check-out use tracking
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valuable product, but at the discovery stage some type of one-size-fits-all or grouping
strategy (analogous to small, medium, and large options in clothing) is pursued to man-
age costs. One approach is to use clusters of microbes based on taxonomy and to
assume that they have common nutritional requirements and triggers of secondary
metabolism. An extreme that is not fully practical is to assume nothing, but to evaluate
each organism under many cultivation conditions for their expressiveness. A signifi-
cant challenge here, beyond doing all of the fermentations, is choosing indicators of
secondary metabolism and obtaining the required assay capacity. Pigment formation or
bioassays may serve as indicators if the scope of the discovery program is limited.
Bioassays, especially of relatively crude extracts, suffer from many uninteresting posi-
tive results (false-positives), so the results can potentially lead to optimization of con-
ditions for uninteresting outcomes. So called “chemical screening” (26,55,56) is
another option that is growing in favor with advances in technology (57,58). These
measures of goodness can be applied to the selection of which microbes to favor in
screens and also to guide the development of conditions for eliciting secondary me-
tabolites (59). Lilly scientists assembled an integrated strategy for simultaneously
evaluating cultures and conditions to identify the rare, highly productive culture-con-
dition pairs (Fig. 3).

Fermentation media evaluation and development for efficient production of com-
pounds typically starts in one of several places: precedents from research experience
with similar microorganisms, or theory. Studies of specific organisms and products are
extensive, and these methods are summarized by Connor (see Chapter 7). Develop-

Fig. 3. Lilly’s integrated microbial culture and fermentation condition evaluation scheme.
Each microbe is stored in a bar-coded cryotube. Each transfer is tracked by time-stamp linkage
of the bar codes of the source and recipient vessels. A subset of the 13-mL fermentation cul-
ture-condition pairs are selected based on a rapid chemical screen (58) for scale–up to flask
fermentations. The flask fermentations are reanalyzed by a second chemical screen to confirm
productivity upon scale-up and for data archives.
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ment of media and conditions to produce yet undiscovered secondary metabolites is
more difficult, because the producer organisms and their product compounds are
unknown. Thus, experience, theory, intuition, and empiricism are commonly employed.
When working with many unknowns, it is reasonable to start with a few assumptions.
First, cultures rarely produce secondary metabolites under conditions that are optimal
for growth. Second, cultures must have continuous supplies of energy and substrates
for biosynthesis. These two concepts dictate the fermentation media. Or, from another
perspective, the cells typically must be growing, but under some type of stress that
results in suboptimal growth. From the medium composition side, that stress can be a
limitation of a key nutrient. This type of stress is simple to manage in standard indus-
trial fermentations that allow a limiting nutrient to be fed at a controlled rate, but a
reproducible nutrient limitation is much more difficult to manage in the small shaken-
batch fermentations typical of a natural products discovery laboratory. Although phos-
phate and nitrogen availability are most easily limited, it can be tricky in practice if the
secondary metabolite has nitrogen or phosphorus in its structure. Carbon limitation can
work, but first principles dictate that a continuous source of carbon must be be avail-
able as substrate and energy supply (unless the organism is an autotroph such as an
alga). In practice, the use of an oil such as soybean oil has proven very effective in
supporting secondary metabolism. The oil apparently limits growth, since it is present
in excess, through a kinetic limitation. In theory, trace elements can be limiting, but the
reproducibility of such a limitation is difficult to manage in practice because glassware
and dust can contribute significantly to trace-element availability.

The concept of elicitors is more popular in obtaining secondary metabolites from
plants (10), but applies to microbes as well. The conceptual distinction is that an elici-
tor is a trigger compound, possibly specific to the producer organism. Exogenous addi-
tion of a known signal of secondary metabolism, such as A-factor (60) or the somewhat
analogous quorum-sensing factors associated with other secondary traits (61), may be
potential elicitors. There are reports of cell-wall material from microbes acting as elici-
tors of plant secondary metabolism (10) and enzyme expression in bacteria (62). It
could be rationalized that the target of an antibiotic might elicit the production of that
antibiotic.

Many physical parameters, such as temperature, shear, and oxygen transfer rate are
possible triggers for the production of secondary metabolites. In the gray zone between
medium substrate changes and physical parameters are media ingredients that affect
the physical environment of the cells, such as osmolarity, water activity, and ionic
strength. In practice, such parameters are often tested empirically without worrying
about the mechanism of action (MOA). Generally, several media are used per microbe
screened simply because once the inoculation step begins, inoculating two or more
media is not much more costly than inoculating a single medium. The key of the screen
sample-generation stage of a discovery program is to find a few specific media and
incubation condition pairs that work for as many of the available microbes as possible.
Ideally, when several conditions are run in parallel, they will elicit secondary metabo-
lism from different organisms and complement one another. However, extracts from a
single organism grown under several conditions often result in the same activity pro-
file, so it is always a balance between the number of organisms and the number of
conditions per organism (63).
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5. Harvest and Sample Preparation for Screening

As with the previous steps, harvest and sample preparation can be minimal or com-
plex, depending on the specific objectives (Fig. 4). The minimum would be either cell
removal by centrifugation or filtration, direct extraction of the broth with a solvent, or
some combination. The maximum would be isolation and recovery of individual com-
pounds. Today, most natural products discovery groups choose one of the many inter-
mediate routes to allow for more preparation to achieve compatibility with an
increasingly diverse array of screening targets while simultaneously meeting the
increasing pressure to follow-up quickly on screen hits. All of this is balanced against
costs. In practice, researchers agree on the need to fractionate to purity when a com-
pound is proven to be of interest, but they usually cannot agree on how to decide what
is of interest and how much preparation is required to identify biological samples with
compounds of interest present. Therefore, it is not uncommon for the cost of the origi-
nal sample to drive the extent of preparation investment. The underlying assumption
seems to be that if it is rare or costs more, it is worth the investment. The best strategy
today appears to be a compromise with minimal preparation for a prescreen that is
designed to point to the valuable samples that receive extensive preparation.

The basic goal of sample preparation is to get secondary metabolites into a state in
which they can be detected (discovered) in a screen (Table 2). When it is assumed that
the available biodiversity has discovery-worthy compounds, the exercise of asking what
would prevent discovery of those compounds can be reduced to the signal-to-noise
ratio—either the concentration of compounds is too low (weak signal) or there are too
many compounds per sample (high background or noise). The basis for the former is
self-evident, since all assay methods have limits of detection. Complex samples some-
times prevent discovery because the sum of all compounds limits further concentra-

Fig. 4. Sample preparation and compound isolation are a continuum that requires decisions
to balance the requirements for the intended purpose against costs. Often, it comes down to
quantity vs quality.
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tion, thus keeping the signal low. Alternatively, with many compounds present there
may be a few nuisance compounds, such as the ubiquitous fatty acids, in the same
sample as a compound with real potential. The nuisance compound is detected first
in a process called dereplication and further follow-up would be stopped, although
there may be multiple root sources of activity in the sample. The fatty acids are a
particularly troublesome nuisance class because low concentrations of individual fatty
acids are not likely to be active in screens, but if enough different fatty acids are present,
they can act together to create the appearance of activity (false-positive). These two
root causes are difficult to dissociate in practice. Purification generally dilutes samples,
creating a need to concentrate. Conversely, without some selective isolation, further
concentration is often very limited because of the high nonvolatiles (polymers such as
starch, cell-wall materials, proteins, or nucleic acids) content commonly found in fer-
mentations. Although both of these could be optimized for samples for which the com-
pound of interest is known, the very nature of early-stage discovery is that you cannot
know what that compound is. Thus you cannot optimize except on a probabilistic basis.
Even the management of probabilities is dependent on rationalizations and assumptions.

Selective enrichment of some compounds over others, followed by a concentration
step, is at the heart of essentially all sample preparation methods. Of course, the word
“selective” means that although some compounds are enriched, others are reduced in
quantity and may be effectively eliminated. Although this is the objective, it is impor-
tant to remain aware of the selectivity of the specific methods as they are practiced,
since it is often not the textbook ideal. Basic sample preparation often starts with cen-
trifugation to remove cells and any other particulates; these are invariably not the
objective in a drug-discovery program. Centrifugation is noninvasive and relatively
economical in materials, but is labor-intensive and not easily automated. Filtration can
sometimes substitute for centrifugation, but typically only works for some media or
some cultures because others rapidly clog the filter and render the step untenable. If
clogging is not a common problem for a set of cultures, filtration can generally be
performed in parallel or be automated, thus reducing the cost of labor in the step. Both
of these size-based separations can be done directly on the entire fermentation broth,
and will result in enrichment of excreted, and generally water-soluble compounds in
the supernatant and discrimination against cell-associated or otherwise particulate-
associated compounds. This discrimination can include hydrophobic compounds at high
concentrations, since they may form micelles or aggregates that behave like particles.

Table 2
Typical Objectives of Sample Preparation

Stop further biological processes
Concentrate compounds of potential interest
Selectively enrich compounds of potential interest
Eliminate nuisance compounds and other interferences,
      especially cell mass and biopolymers
Minimize losses of compounds of interest
Minimize sample preparation costs
Stabilize compounds to chemical changes
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An alternative to immediate particle removal is to first add a solvent to the whole
broth in an attempt to move more compounds into the soluble fraction. A water-mis-
cible solvent such as methanol or ethanol can modify the solvency modestly and aid in
a liquid-solid extraction of some compounds from the cells. Yet a water-miscible sol-
vent adds volume, thus diluting soluble compounds. Water-miscible solvents are gen-
erally less selective than immiscible solvents; a possible virtue in minimizing prejudice
against any class of compounds, but also a liability because some proteins and other
macromolecules are not excluded. Solvents such as ethyl acetate or butanol do not
fully mix with the aqueous layer so they can be considered to perform both liquid-
liquid extraction and liquid-solid extraction to pull compounds from cells. These sol-
vents are intermediate in selectivity, but this selectivity depends greatly on the pH of
the broth because many compounds can be hydrophobic when they are free acids or
free bases, but hydrophilic when ionized. Many more-hydrophobic and more-selective
solvents are used alone or as mixtures. All organic solvents forming two layers will
suffer from the pH-dependent-selectivity mentioned here. Although this can be used to
great advantage when a specific compound is being isolated, it creates a strategic chal-
lenge in generic discovery preparation methods. Extraction with organic solvents often
results in formation of emulsions, especially if the medium make-up includes any oils.
Emulsions make recovery of either layer inefficient or even impossible. Centrifugation
can help minimize the volume consumed by the emulsion but it adds labor.

Solvent extraction has been successfully automated, but typically depends on
samples that generally form minimal emulsions. We have had some success with use of
a nylon sieve to retain emulsions, thus allowing an ethyl acetate extract to be with-
drawn using a robot programmed to a constant depth. Concentration of organic extracts
is easy by evaporation if they have a high vapor pressure at ambient temperatures.
Reducing the pressure around the samples can accelerate evaporation, but this reduc-
tion must be done with caution to avoid boiling. Elevation of the sample temperature is
another option, but it carries the risk of increased degradation of chemically unstable
compounds. The ease of evaporation is undermined if the sample volume is very large
because the surface area is small compared to the liquid volume; this dictates long
evaporation times or more effort and use of special equipment such as a rotary evaporator.

The next alternative with more selectivity is solid-phase extraction (64–66). In essence,
this is crude chromatography. The sample is loaded, those compounds that interact
with the resin are retained, and those that do not significantly interact are washed
through. Conditions are then changed in the wash buffer or solvent to “bump” the
bound compounds off. This can either be a simple load, step-elute sequence, or multi-
step with a series of intermediate steps before the highest elution-strength strip is
reached. As more and smaller steps are introduced, and the resin is packed in a column
with a higher length/diameter ratio, the method eventually becomes chromatography.
The distinction in when a method is considered chromatography is a combination of
intent and performance. The choice of resin and solvents is diverse and common with
chromatography. The two are always chosen as a system, since the nature of compound
interactions with the resin will determine which solvent conditions favor binding and
which favor release of a given type of compound. Thus, the mobile and stationary
phase pair determines selectivity. Hydrophobic interactions, as found with C-18 acti-
vated resins and many proprietary polymeric resins, are popular stationary phases for



124 Hilton

natural products sample preparation. These hydrophobic resins are commonly used
with methanol or acetonitrile as solvents. These systems are believed to be effective in
binding compounds with drug-like polarity characteristics. As with liquid-liquid
extraction, the pH of the system also influences the selectivity.

The full array of cation- and anion-exchange resins, special resins, and associated
solvent systems that are available for chromatography can potentially be used for solid-
phase extraction. Each has advantages for certain classes of compounds. Many resins
can be obtained prepacked in small cartridges that are designed explicitly for sample
preparation, although they are often developed and marketed for purposes other than
natural products discovery. Automated solid-phase extraction systems are also mar-
keted. The commercial devices are often limited in their target yield, so if more extract
is needed, custom systems or parallel operations and combining effluents may be required.
Functionalized membrane discs, rather than packed bead resins, may provide an alter-
native to packed resins and may—based on some theoretical advantages—come into
frequent use in the next few years (67).

Today, chromatography is the most extensive method of sample preparation and is
used to separate a natural extract into many fractions. Although a chemist’s wish is a
collection of samples with only one compound per sample (and, of course, known struc-
ture, 100% purity, high chemical diversity…), that wish is typically unfulfilled because
of cost. Chromatography, the method of choice for fractionation, was historically
reserved for isolation of compounds of interest (i.e., shown to be active) but was not
considered for sample preparation. The high cost of using chromatography can only be
justified if the samples are believed to be of high value. Speculation about how to
assess the value of unknown natural products extracts is common, sometimes exciting,
and often controversial. What is generally agreed is that chromatographic fractionation
can significantly improve the handling characteristics of samples in screens. First, it
allows concentration of compounds many-fold above their initial concentration; this is
often enough to allow compounds present to show their activity reproducibly. Second,
nuisance compounds are generally localized during chromatography to one or a few
fractions; this fractionation frees many other compounds from the presence of the
interfering compound.

6. Screen Follow-Up

When samples are prepared and a screen is validated, screen operations begin (Fig.1).
Active samples, or hits, from the screen operations are routinely reassayed, and those
samples found to be reproducibly active are put into a queue for screen follow-up.
Screen follow-up is a process of determining the factors responsible for the observed
activity. The hope is that a single novel chemical entity with high potency is respon-
sible; often the activity is the result of a compound that is already known. If a known
compound is seen often or is very nonspecific, it is considered a nuisance compound.
Thus, the first step in follow-up is typically fractionation of the active sample—e.g.
by high performance liquid chromatography (HPLC)—and bioassay of the resulting
fractions. The goal is to associate a spectral handle of the active compound with the
bioactivity. Spectrophotometers (UV and visible ranges) and electrospray mass spec-
trometers are the methods most commonly used to monitor compounds in the HPLC
effluent. This step is often called dereplication, because the first action after associ-
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ating an active fraction with a spectrum is to search commercially available data-
bases for a spectral match. If found, it may indicate that the active compound is
already known and this sample is a replicate discovery. These samples would typi-
cally be set aside with no further follow-up.

Some subset of the hits typically pass dereplication, either because the spectrum
observed is unknown or because the signal is too weak to assign a spectrum to the
active compound. In either case, the solution is most often a repeat fermentation for
production of more sample material, so more active compound can be isolated. At this
stage, the primary objective is simply to reproduce the prior fermentation and prepara-
tion that produced the active screening sample. However, since the sample has passed
repeated tests and did not appear to be a replicate on first analysis, this repeat fermen-
tation should be performed with an eye toward improved productivity.

6.1. Productivity Improvements for Screen Follow-Up

Fresh cultures isolated from nature are generally sought for generation of screen-
ing samples, but cultures from nature often produce secondary metabolites at low
levels that become even lower during further passages of the culture in the labora-
tory. In many instances, that level of synthesis is inadequate for the immediate or
anticipated needs. Sometimes it is so low that initial isolation cannot deliver suffi-
cient material for unambiguous structural and activity determination after the initial
screening hit is identified. If interest in a new compound continues after its structure
is known, then a never-ending need for higher productivity tends to develop. Two
complementary approaches are available, akin to nature and nurture. Specifically,
the genetics can be improved with regard to expression using traditional empirical
means or genetic engineering (Fig. 5). Or, expression can be improved by experi-
mentally determining, then controlling, the critical environmental parameters that
influence expression of the secondary metabolite (nurture). Both approaches are well-
precedented and successful if done well. The two can be done iteratively, in parallel
or in series. The method that is most rapid or requires least effort depends on many
specific factors, and thus cannot be stated as a generalization.

Empirical screening, which requires little background knowledge of the specific
organism, is often the favorite starting place. However, the prerequisite is a method to
obtain clones after mutagenesis and a means of quantifying the product compound
from many small-volume cultures. Cultivation to evaluate clones can be solid-state
(e.g., Petri plates) or liquid, submerged culture at early stages of strain improvement.
Gains usually occur in relatively large steps early, e.g., several-fold per mutagenesis
and selection, when absolute productivity is low. This stage, in which large increases
are possible, tolerates assay systems with high variability. For a product with antibi-
otic activity (and many compounds discovered for activity against a human enzyme
or receptor have antibiotic activity against some microbe), crude bioassays can be very
effective. For example, the sensitive microbe can be sprayed or overlayed in a soft agar
over the top of the colonies of the mutagenized producer organism. Mutants are detected
by the size of the zone of inhibition, although it is important to remember that the zone
volume (not diameter) will be proportional to concentration. This detection scheme
may seem relatively crude in the high-tech world of today, but it is often extremely
effective and fast. As productivity increases, the sensitivity of the assay can be reduced
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through the use of higher quantities of the sensitive indicator strain or use of a less
sensitive indicator strain to extend the number of cycles before sophisticated analytical
methods are needed. A liquid fermentation analog to this simple zone-of-inhibition
assay system is akin to traditional antibody-titer determination. Whole broth from liq-
uid cultures of mutant clones of the producer organism are delivered to microwell plates
and diluted in a series. The sensitive-indicator strain and growth medium are added and
the plates are incubated. Higher producers will inhibit growth through more steps of the
dilution series. Although more effort is required than for the agar zone-of-inhibition
method, these steps are very compatible with the readily available liquid handling equip-
ment available for 3" � 5" microwell plates, so the method is easily automated.

7. Recent Trends in Natural Products Discovery

The fundamentals of natural products discovery never change, but the technology
and politics-of-the-day change continuously. The last few years have brought tremen-
dous technological change. Advances in automation and mass spectroscopy have had
the greatest impact on natural products discovery. Use of isolated macromolecular tar-
gets in screens, sometimes called mechanism-based screening, has broadened natural
products screens beyond antibiosis over the last two decades. Genomics has become a
major, although indirect, force on natural products discovery by making many more
targets available for mechanism-based screening. Microbial genomics has begun to be
a direct force, through expanded human understanding of secondary metabolism in an
ever more complete genetic and physiological context. It has only begun to deliver on

Fig. 5. Improvement of production of secondary metabolites can be nature (strain develop-
ment) or nurture (media development and process control).
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the natural extension of this understanding, a field known as metabolic engineering.
On the political side, pressure from intense competition plus worldwide pressure to
limit drug costs have combined to drive an industry-wide push for much faster drug
discovery and development.

The drive for higher and higher throughput discovery has affected natural products
discovery in many ways. First, the supply of samples of synthetic compounds greatly
increased during the 1990s because of combinatorial synthesis (68–71), so demand and
associated perceived value for all samples was diminished. Second, natural products
discovery has had a history of being very slow, often taking a year or more from initial
hit to confirmed active compound with structure. This slow discovery rate may be
attributed to the fact that natural products come as mixtures of compounds at various
and unknown concentrations as well as our hope to find the unexpected. These conditions
dictate that researchers must be very rigorous in associating unknowns with activity.
Some organizations have concluded that the investment in money and time for this
rigor is too great, and have ended their natural products discovery business. Others
evaluated process requirements and modified workflow to achieve greater speed and
effectiveness. The most common modification in process was prefractionation of natu-
ral products samples to create less complex (fewer compounds per sample) than tradi-
tional natural products screening samples; effectively, purification was begun before
the screening step. Since prefractionation is expensive and throughput is often limited,
another response was to select a subset of samples for prefractionation to maximize
their value. The following sections provide brief overviews of these emerging drug-
discovery technologies and their relationship to natural products discovery.

7.1. Combinatorial Chemistry

Compounds synthesized in the laboratory have always been an alternative to natu-
ral products samples as a source of screening samples. The synthetic compounds were
often analogs of known drugs, whether synthetic or natural at their hearts (the chemi-
cal heart of a compound is called a pharmacophore), and they were synthesized as
by-products of activities to establish a structure-activity relationship, commonly called
an SAR. Since they were intentionally related compounds, the general view was that it
was adequate to screen a few representatives from each series against a new target.
Their synthesis was typically iterative, beginning with a core pharmacophore and an
SAR hypothesis leading to synthesis of an analog or series to test the hypothesis.
Based on assay of that series, a new hypothesis was developed and a new series was
synthesized. This process could be repeated through many cycles. That same basic
process is still done today as part of a discovery stage often called “lead optimiza-
tion.” However, today’s SAR usually involves more parallel, or combinatorial, syn-
theses for speed and more computational methods to guide hypothesis evaluation and
generation between each round of synthesis.

In the early 1990s, the concept of parallel or combinatorial synthesis, also known as
combinatorial chemistry, was introduced (for review, see refs. 69–71). This crucial
development resulted in much greater efficiencies in synthesizing new compounds.
With combinatorial methods, one chemist could synthesize hundreds or thousands of
compounds per day rather than just a few. The view emerged that these methods could
enable an unlimited number of compounds to be synthesized for screening. There have
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been many discussions—often heated—of the benefits and limitations of these meth-
ods in creating drug discovery potential. Although these are not reviewed or debated
here, it is important to note that combinatorial chemistry and the promise of unlimited
numbers of cheap screening samples has had a tremendous impact on drug discovery in
general. That promise of unlimited combinatorial samples has affected natural prod-
ucts discovery by virtue of the intrinsic competition between the two sample sources
for screen developers’ attention and screening capacity. Foremost, combinatorial syn-
thesis has fueled a desire for much higher throughput in screening operations.

7.2. High-Throughput Screening

Screening today is almost entirely considered high-throughput screening (HTS) or
ultrahigh throughput screening (UHTS) because data points are generated at rates that
are 10- to 100-fold higher than just a decade ago. The advances in HTS were dependent
on advances in automation and miniaturization and were driven by two orthogonal
technological developments—combinatorial chemistry and genomics—combined with
an increasingly competitive pharmaceutical industry. Combinatorial chemistry was
producing much larger numbers of samples for screening. Genomics was expected to
deliver human genes to science; each gene product was imagined as a possible new site
of drug action and thus was a potential screening target. The view was that whoever
could put a target into a screen fastest with the most compounds would win. This com-
bination of an expectation of unlimited targets and unlimited samples motivated a desire
for very high-throughput screening. Advances in screening technologies made this a
reality. The key factors allowing higher screening rates were reduced volumes, simpli-
fied assays requiring fewer operations, and automation to include parallel operations.
Most of the required inventions existed for reducing volumes and automating. Those
efforts settled on the 3-inch by 5-inch plastic multiwell plates that historically con-
tained 96 wells in an 8 × 12 matrix and which were first used for antibody titer determi-
nations. The miniaturization trend has continued toward more and smaller wells but
has retained the 3" × 5" footprint allowing standardization of many robotic operations.
Moving up by factors of four, 384-well (16 × 24 wells) and 1536-well (32 × 48) plates
are now common, with the volume per assay dropping in inverse proportion to the
number of wells per plate. These sample volumes are now in the 10s of microliters, and
progress continues toward microliter-scale assays.

The second key to high-throughput, simplified assays has depended on significant
innovation. Most striking has been the move to “homogeneous assays.” This term reflects
the fact that the signal can be measured without separation of the reactants. For example,
although traditional assays often required mixing, binding, filtering, washing, or elut-
ing and reading, the homogeneous assay typically only requires the first and last steps
(72). The inventive portion was the development of methods to detect when two com-
ponents were in close proximity. This was done by taking advantage of several physi-
cal realities. For example, Amersham™ commercialized the scintillation-proximity
assay, which depends on scintillant in beads coated with the target protein (73). A
known ligand is labeled with tritium because of the short range of its emitted beta
particles; this short range is what makes it a proximity assay. The target-coated beads
and tritium-labeled ligand are added to all wells. Screening compounds or samples are
added to individual wells, and activity is detected by the reduction in scintillation emis-
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sions, as the tritiated ligand is prevented from close proximity to the beads because of
competition from active compound in the screening sample. Analogous proximity
detectors that depend on fluorescence quenching, fluorescence depolarization, or fluo-
rescence resonance energy transfer have shown similar value in allowing very simple
operations and reproducible screening results (Table 3).

7.3. Prefractionation

Although natural products discovery has not driven the major drug-discovery trends
described here, it has responded to the wave. Historically, the discovery screens were
developed for natural products extracts and the natural products follow-up process was
integrally linked to the screening operation in what was descriptively termed assay- or
activity-guided isolation. This era effectively ended with the advent of high-through-
put screening. These screens were developed for high-throughput foremost and often
with synthetic compounds in mind, sometimes assuming one compound per sample.
High-throughput limits operational flexibility, so iteration and variation became more
difficult, often driving HTS and follow-up assays into separate organizational groups.
Plus, the genomics-driven goal of a continuous stream of new targets has made going
back to previous screens after one cycle of high-throughput operations more difficult
to schedule. These realities, and the general focus on speed in discovery, have prompted
a change in the operation of most natural products discovery groups. Overall, the major
trends have moved toward more fractionated natural products samples presented in
automation-compatible formats that allow them to behave more like synthetic com-
pounds in HTS. A concomitant trend has emerged—to be more selective about which
samples are put forward for fractionation, since the additional fractionation drives up
the cost of preparation substantially.

The clearest public example of the automation of fractionation has been the devel-
opment and marketing by Analyticon™ of a series of automated chromatography sys-
tems. The most complex is sold as the SepBox and is primarily intended to deliver a
generic method to isolate most compounds (74). The concept is to deliver a turnkey or
generic solution for fractionation of complex mixtures. Since a single method is used,
compounds can often be isolated to high purity in about 1 d, saving the time of methods
development and associated delays for bioassay or other analytical data required to
develop a customized isolation procedure. Although systems of various complexities
are sold, the most complex system is based around dual-stage reversed-phase chroma-
tography. The eluate of the primary separation-column gradient is diluted in-line with

Table 3
Homogeneous Assay Methods

Method Comments References

Scintillation proximity SPA, scintillant in beads or plate bottom (73)
Fluorescence polarization FP, depends on the difference in kinetics Reviewed

of molecular rotation by (80)
Fluorescence resonance energy FRET, depends on resonance coupling

transfer of 2 flours in close proximity (81–83)
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water and switched according to a time-based program between a series of reversed-
phase capture columns. The compounds thus captured are then batch-eluted and
diluted to begin a second resolution column that is selected to correspond to the polar-
ity range of the primary column elution time (and thus solvency) window. The first
column provides initial fractions divided into polarity windows, and the second col-
umn can often resolve individual compounds. Once loaded, the process is automatic,
which minimizes labor and time. In contrast to traditional activity-guided isolation, no
assays are done until the system has fully fractionated a bulk sample. A “light” version
based essentially on a single-resolution column has been marketed and can be expected
to provide samples that are immediately suitable for high-throughput screening.
Although Analyticon has done the development work to integrate the two-stage sys-
tem, all parts of the system are generally available, and other chromatography systems can
be assembled to deliver similar outcomes or customized to a specific scale or strategy.

7.4. Selection of Cultures and Samples for Screens

As natural products discovery programs grow, at some point the availability of cul-
tures far exceeds available time or resources for fermenting and preparing screening
samples from them. Prioritization or selection of the best cultures therefore becomes
essential. This need has become more common because many discovery programs now
include extensive and expensive fractionation of the fermentation broths as a method
for sample preparation. The significant investment associated with fractionation justi-
fies careful selection among available fermentation broths and the evaluation of strate-
gic need for fermentation broths relative to other available sources of biodiversity (e.g.,
plants or marine invertebrates). The big—perhaps the billion-dollar—question is: what
criteria can the selection be based on? Discoveries are rare and appear to be random.
Some actions may improve the probability of, but not determine, new discoveries. So—
what makes sense?

Maximize source diversity to maximize potential chemical diversity. Although there
is clearly not a one-to-one relationship between taxonomic, geographic, or ecological
diversity and the chemical diversity from the organisms, it seems probable that the
range of chemical diversity will be broadened with greater biological source diversity,
however measured. However, the price is high, as each new source will require an
investment in learning to cultivate and elicit secondary metabolism. Also, new
groups—regardless of how they are defined—are typically not monolithic in their con-
ditions for optimal growth and expression of secondary metabolites. Thus, it is not a
single optimum that is sought, but the association of subpopulations with their respec-
tive optima.

The trend toward greater fractionation in sample preparation has two opposite
impacts on the number of samples available for screening. First, it tends to raise the
number of screening samples per biodiversity source, since one is split into many. On
the other hand, fractionation is often relatively slow and costly, so that the number of
biodiversity sources (species and strains) processed may be lower than previous rates
when the strategic focus was on more and diverse organisms as natural product sources,
and when only limited effort was put into preparation. Obviously, having diverse
sources is critical, since preparation cannot introduce new compounds, but it can only
help unmask them. However, the need for extensive preparation can become rate-lim-



Natural Products 131

iting and thus discovery-limiting. The responses to this have been mixed, but a favorite
solution has been to introduce a prescreen or “entrance exam” for potential biodiversity
sources. Prescreens can be biological assays. However, targets change with time and
are not predictable a priori, so several groups have developed prescreens based purely
on evidence, specifically spectral evidence, for the presence and diversity of com-
pounds in biodiversity sources (57,58,75).

Zahner (26) pioneered the concept of screening for unique compounds first, and
testing for biological activity only when purity was relatively high and the concen-
tration of the compound was known. He called the strategy chemical screening. The
basic tool used when this research was initiated was thin-layer chromatography,
which was limited in information content and throughput. However, advances in mass
spectroscopy—particularly electrospray MS because it can be used as a detector for
liquid chromatography—in synergy with advances in information technologies in the
closing years of the twentieth century—set the stage for remaking chemical screen-
ing at another level. We put together a particular combination of these tools to evalu-
ate many biodiversity sources rapidly, then selected a small portion of the most
productive and chemically diverse for fractionation. The ultimate effectiveness of this
strategy is still unkown.

7.5. Access to the Genetic Potential of Uncultured Microorganisms

One alternative to this traditional microbiological strategy is the idea of gaining
access to the secondary metabolic capacity of many organisms without cultivating
them. Thus, the genetic cluster responsible for secondary metabolite production can be
moved to a domesticated host and expressed. This idea clearly works at the individual
gene level, since many genes have been cloned and expressed in surrogate hosts in the
biotechnology field. It thus seems probable that the same can be done for a pathway
responsible for synthesis of secondary metabolites. The open questions are: how diffi-
cult will it be and how frequent will success be? Expression of single recombinant
genes often occurs through use of a chimeric gene, where expression signals natural to
the surrogate host are combined with the amino-acid-coding region of a well-charac-
terized foreign gene. In the case of natural products discovery, advocates of this strat-
egy are proposing the cloning of entire pathways, where expression signals native to
the pathway would need to function at some minimal level in the surrogate host. These
pathways are commonly clustered on 20 to 100 kbp of DNA, with dozens of genes and
complex regulatory systems that involve both global and specific regulatory mecha-
nisms. Many secondary metabolites are toxic; thus, resistance genes are often clustered
with the synthetic genes and must be expressed in balance with the expression of the
toxic metabolite’s synthesis. Although all of this seems entirely possible, the question
remains: how probable is it on a general basis? I don’t have an answer. I do hope the
groups pursuing these strategies are successful, since the appeal is tremendous. The
approach could potentially make all of nature’s secondary metabolites available for
testing in the same era that the human genome is opened to our view as potential targets
of drug actions.

Several tactics have been pursued to capture the genes of diversity in surrogate hosts.
The most advanced seems to be the construction of libraries from DNA isolated from
samples gathered from unusual niches without culturing any microbes from that niche.
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That sample could be collected material, such as soil, sediment, or scrapings from local
surfaces. One clever variation is use of glass slides as microbe traps that are placed in
situ and later collected for extraction of the DNA of the microbes that attached. This
method takes advantage of the natural tendency of many microbes to adhere to any
available surface, and has the advantage of delivering a relatively clean and reproduc-
ible sample for the cell-breakage and DNA-isolation methods required. This is espe-
cially important because the objective is to clone fragments as big as—and ideally
much bigger than—the desired gene clusters. Since clusters of 100 kb are precedented,
this forces vectors into the artificial chromosome size range, and demands special meth-
ods to protect the DNA extracted from shear or degradation in any of the process lead-
ing up to ligation and transformation of the surrogate host. A very different tactic within
the same strategy has been to use protoplast fusion of unknown microbes to domesti-
cated partner protoplasts. Both approaches suffer from difficulties in estimating, and
thus improving on, the efficiency of the recovery of unknown genes.

8. Concluding Remarks

It took Nature 3.8 billion years of evolution to create today’s diverse life and chemis-
try of life. Humans have spent tens- or perhaps hundreds-of-thousands of years
exploiting natural materials empirically and surrounding those exploitations with
superstition. In the last few centuries, progress in science ushered in the modern con-
cept of a drug as a discrete chemical entity. In 1928, penicillin was discovered from a
mold, and the modern notion of natural products discovery was born from the realiza-
tion that microbes could produce discrete chemical entities and some could be drugs.
The field of natural products discovery became the child of serendipity and science.
Following penicillin came the glory days of the “Antibiotic Era,” when many diseases
were conquered (at least for a while) as science was continuously improving, and ser-
endipity was common. As is inevitable in new areas, progress slowed and some con-
tended that natural products discovery had ended. Then Umezawa (76) and others led
science, and serendipity, to enzymes as targets of the action of natural products, and the
drug discovery world realized that natural products could be useful for something other
than antibiosis. Secondary metabolites with anti-cancer, cholesterol-lowering, immu-
nosuppression, and other properties have been discovered and developed, and now
improve the lives of many (4,77). Natural products discovery has seen multiple cycles
of popular favor and disfavor, and this cycle is likely to continue in the future. The
question for practitioners during each period of low favor should be: which dogma or
lore prevents us from seeing the next wave of opportunity. Some possibilities now
exist. Many active natural products are viewed as too large (some contend that any-
thing larger than 600 m.w. is too large). Given the progress in delivering therapeutic
proteins via novel routes, such as oral, pulmonary or trans-dermal, it seems very likely
that those technologies will be applied to many of the larger natural products with the
best potency, although they are not good candidates for oral delivery. Another tradi-
tional problem for crude natural product samples has been their chemical complex-
ity—i.e., the number of compounds per sample. Innovative new screening technologies
take advantage of the tremendous selectivity of mass spectroscopy and allow complex
samples to be a potential discovery advantage (78,79). The key is the mass of the ligand
that binds to a target is the screen result. Once known, isolation of the unknown ligand
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can be guided by mass spectroscopy, a highly effective process. These are two examples
of the kinds of technology that may fuel another wave of natural products innovation.
Given less than a century of intentional natural products discovery for compounds that
evolved over almost 4 billion years, it is doubtful that we have unearthed all of the
precious gems.
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Genetic Engineering Solutions for Natural Products
in Actinomycetes

Richard H. Baltz

1. Introduction

1.1. Applications for Yield Enhancement

There are a number of genetic and molecular methods that are useful for the
improvement of production of natural products in actinomycetes. These include tradi-
tional chemical mutagenesis and selection, transposition mutagenesis, targeted dele-
tions and duplications by genetic engineering, and genetic recombination by protoplast
fusion. With the recent developments in microbial genomics, transcriptome analysis,
proteomics, metabolic reconstruction, and metabolite flux analysis, these new tech-
nologies are becoming valuable tools to aid in strain development. A robust strain
development program can benefit from the synergy provided by coupling several of
these approaches. This chapter limits its discussion to genetic engineering approaches
to yield enhancement. More classical mutation and recombination approaches have
been reviewed elsewhere (1–6).

1.2. Applications for Novel Secondary Metabolites

Genetic engineering or combinatorial biosynthesis approaches in actinomycetes are
based in part upon successful examples of the production of novel secondary metabo-
lites by mutagenesis, mutasynthesis, mutational biosynthesis, hybrid biosynthesis, bio-
conversions, and in vitro enzymatic conversion of natural or unnatural substrates (1).
These approaches demonstrated that some enzymes in secondary metabolism have
relaxed substrate specificities, thus facilitating the incorporation of related or modified
substrates into novel products. Current genetic engineering approaches to produce
novel secondary metabolites are also based upon more recent observations that the
genes encoding multidomain subunits of the giant type I polyketide synthases (PKSs)
(7,8) and nonribosomal peptide synthetases (NRPSs) (9,10) can be modified by molecu-
lar genetic manipulations to generate functional hybrid enzymes. Also, individual sub-
units of type II PKSs can be exchanged, and the hybrid multi-component enzymes are
often functional (11,12). In addition, the “tailoring enzymes”, including glycosyltransferases,
methyltransferases and hydroxylases, for example, can also be manipulated to produce
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novel secondary metabolites. Examples of the use of genetic engineering to modify
polyketide, peptide and tailoring functions are covered in this chapter.

2. Genetic Engineering Tools

2.1. Gene Transfer Methods

A number of molecular genetic technologies are needed to carry out manipulations
to genetically engineer secondary metabolite biosynthetic pathways in actinomycetes
for yield improvement or for production of novel products. These include methods to
identify and clone antibiotic biosynthetic genes, cloning vectors, methods to introduce
cloned genes into actinomycetes, and methods to exchange gene sequences in precise
locations in the chromosome. Some of the key elements needed to successfully geneti-
cally engineer actinomycetes are detailed in the following paragraphs. Many of the
procedures to carry out genetic engineering tasks can be found in the manual “Practical
Streptomyces genetics” (2).

2.1.1. Introduction of Plasmid DNA into Actinomycetes

The most common method to introduce DNA into actinomycetes is by protoplast
transformation (2,13). Protoplast transformation works well in some actinomycetes,
especially those that do not express significant levels of restriction (13–15). In some
cases, the use of single-strand plasmid DNA has improved the outcome of protoplast
transformation, particularly for gene replacement (16,17). A number of methods to
implement protoplast transformation have been described (2,13, and references
therein). These methods employ different media and growth conditions for protoplast
formation and regeneration—key steps in the process. It is advisable to try several
different procedures to identify one that works well for the specific actinomycete strain
being studied.

Another method to introduce plasmid DNA into actinomycetes is by conjugation
from Escherichia coli (18), a procedure that appears to circumvent restriction barriers
(14,19–21). Conjugation is mediated by the transfer functions of the broad host range
Gram-negative plasmid RP4 (RK2). Conjugation has been used to introduce plasmids
into a number of actinomycetes, including Streptomyces nanchangensis, a strain that
does not yield protoplasts suitable for transformation (22).

Bacteriophage FP43-mediated transduction can also be used to introduce plasmid
DNA into a wide array of streptomycetes (23–25). Transduction can help circumvent
restriction barriers by: (i) transducing cells grown under conditions that minimize the
expression of restriction; (ii) preparing transducing lysates on hosts that modify the
plasmid for specific restriction systems; and (iii) transducing at very high multiplicities
of infection (23–25). Transduction can be used to rapidly transfer cloned DNA into a
large number of unrelated streptomycetes, or into many mutants of a given species.
Although high-frequency transduction of plasmid DNA is currently limited to strepto-
mycetes and to pIJ702-derived plasmids containing the cloned pac site from bacte-
riophage FP43, it should in principle be applicable to other headfull packaging
bacteriophages and plasmids from other actinomycetes.

Plasmid DNA has also been introduced into Streptomyces species and into
Saccharopolyspora erythraea by electroporation (26–29). Electroporation may not
present any general advantages over protoplast transformation and conjugation for the
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introduction of plasmid DNA into actinomycetes. However, it may be a powerful
method to facilitate Tn5 transposition mutagenesis (see Subheading 3.1.).

2.1.2. Cloning Vectors

There are many cloning vectors available for Streptomyces species, including: (i)
self-replicating vectors of high and low copy number; (ii) vectors for site-specific inte-
gration into phage or plasmid attachment sites; (iii) vectors for conjugal transfer from
E. coli or from other streptomycetes; (iv) cosmid and bacterial artificial chromosome
(BAC) vectors for cloning large blocks of genes; (v) vectors for insertion of large blocks
of genes into the chromosome; (vi) vectors for high-level expression of cloned genes;
(vii) temperature-sensitive vectors for transposon delivery and for homologous inser-
tion of genes into the chromosome; (viii) vectors that facilitate gene replacement,
including single-strand vectors; and (ix) vectors for insertion of genes into neutral chro-
mosomal sites by homologous recombination (2,14,16,19,20,30–35). The conjugal vec-
tors that contain the origin for plasmid transfer (oriT) from RK2 are useful to bypass
restriction barriers in actinomycetes (14,15,36). Plasmids that integrate site-specifi-
cally into plasmid or phage attachment sites, or into neutral genomic sites, are useful to
generate stable recombinants that exert little or no negative effects on secondary
metabolite production (15,19). Cosmids are useful to clone large blocks of secondary
metabolite biosynthetic genes, up to ~40kb (31). BAC vectors are useful to clone much
larger clusters of genes, up to ~140 kb (35). Because it is not uncommon for antibiotic
biosynthetic pathways to span 50–100 kb (1), BACs are useful to clone complete anti-
biotic biosynthetic pathways (37). Plasmids containing combinations of key features
are particularly useful (19,20).

2.1.3. Cloning Procedures for Antibiotic Biosynthetic Genes

The procedures to clone antibiotic biosynthetic genes (34,38–40) are based on the
observation that antibiotic biosynthetic and resistance genes are generally clustered
(1,34,41). If one gene in the pathway can be cloned, it can be used as a probe to identify
cosmids or BACs spanning the whole pathway. Cloning the initial gene in a pathway
has been accomplished by: (i) purifying an enzyme in the biosynthetic pathway, obtain-
ing partial amino acid sequence, and preparing a degenerate probe to identify the gene
in a library; (ii) cloning an antibiotic resistance gene; (iii) complementing a mutation in
an antibiotic biosynthetic gene; (iv) identifying an antibiotic biosynthetic gene by
transposon mutagenesis and cloning the sequences flanking the transposon insertion;
(v) using a gene or sequences designed from related genes as hybridization probes; and
(vi) purifying a protein from a two-dimensional gel expressed during secondary metabo-
lism, but not expressed in a secondary metabolite defective mutant. Characterization of
the secondary metabolic genes can be carried out by DNA sequence analysis, inser-
tional mutagenesis, complementation of mutants blocked in secondary metabolite bio-
synthesis, and heterologous expression of individual genes or the whole pathway. There
are many examples of secondary metabolite biosynthetic gene clusters that have been
cloned and analyzed by these methods (1,2,34,41).

2.1.4. Gene Replacement

To modify secondary metabolite biosynthetic genes, DNA segments are joined by
recombinant DNA techniques, and segments of DNA are inserted into the chromosome
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by recombination. Replacing a segment of DNA by double-crossover recombination
can be tedious. Recombinants containing a single crossover inserting a plasmid into the
chromosome by homologous recombination are easily identified by selecting for an
antibiotic resistance marker on the plasmid. However, identification of progeny that
have undergone double crossovers often requires screening a large number of colonies
derived from the initial recombinant for the loss of antibiotic resistance associated with
the plasmid, and confirmation of the recombinant genotype by Southern hybridization
or PCR analysis. Selecting for double crossovers that lead to gene disruption can be
simplified by inserting an antibiotic resistance gene within the gene to be disrupted. A
good example of this method is the targeted disruption of tylosin genes (42,43). In this
system, a hygromycin resistance cassette is inserted within structural genes and deliv-
ered to S. fradiae by conjugation from E. coli S17-1 on pOJ260, a nonreplicating plas-
mid. The use of single-stranded DNA in protoplast transformations also yields high
frequencies of the desired double crossovers during the initial recombinational event
(16,17,44).

Direct selection for the desired double crossover during the initial recombinational
event is feasible only if the recombinant can be selected. Replacement of a functional
gene for another functional gene at a precise location of the chromosome requires a
system to select for the first crossover inserting a plasmid, followed by selection for
a second crossover and loss of the plasmid vector. One system that addresses the
two-stage selection uses the rpsL gene (45). The key feature of the rpsL gene is that it
is the locus for mutation to streptomycin resistance (SmR). Since streptomycin sensi-
tivity (SmS) is dominant over SmR, double crossovers can be selected by placing a
SmR mutation in the chromosome and placing the wild-type (SmS) rpsL gene on the
plasmid. Gene replacement can then be accomplished by selecting for the first cross-
over that inserts a temperature-sensitive plasmid expressing an antibiotic resistance
marker into the chromosome by homologous recombination. Selection for SmR prog-
eny after growth at the nonpermissive temperature for plasmid replication yields
recombinants that have eliminated the plasmid (SmS) by a second crossover. Although
some of the progeny will have lost the plasmid by a single crossover at the original site
of insertion, a high percentage of the progeny will have undergone gene replacement.
This procedure is simplified when an antibiotic resistance gene is present in the gene
targeted for replacement, since recombinants containing double crossovers can be
selected during the initial recombinational event. The desired recombinant will be SmR
and sensitive to the antibiotic initially present in the gene to be replaced. Another
advantage of the rpsL system is that certain SmR mutants are associated with enhanced
antibiotic biosynthesis (46), so recombinants containing gene replacements should
require no further genetic manipulations to maintain secondary metabolite production.
This clearly requires screening several SmR mutants of the desired production strain
for secondary metabolite production yields to identify a suitable strain for gene-replace-
ment experiments.

The glucose analog, 6-deoxy-D-glucose (Dog), is converted to a toxic metabolite by
glucose kinase. Strains with no glucose kinase activity are resistant to Dog (DogR). In
such strains, Dog can be used to select DogR recombinants that have eliminated a
functional glucose kinase gene (glkA) located on a phage or plasmid (47–49). This
system can be used to select for double crossovers in a manner similar to the rpsL
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system. However, it is not known if glkA-defective strains are proficient in producing
high levels of secondary metabolites.

2.1.5. Heterologous Expression from Plasmid Vectors

Another method to carry out genetic engineering or combinatorial biosynthesis to
generate novel secondary metabolites is to express secondary metabolite biosynthetic
genes from plasmids introduced into a heterologous host. This procedure has been vali-
dated in S. lividans using engineered PKS genes expressed from one, two, or three
compatible plasmids (50–52), and will be discussed in Subheading 4.1.2.

2.2. Site-Directed Mutagenesis and DNA Shuffling

There are a number of methods available for molecular evolution of enzymes and other
proteins that may be relevant to the genetic engineering of novel secondary metabolite
biosynthetic pathways (53–61). One very powerful method is DNA shuffling (55,59–61).
This procedure employs error-prone polymerase chain reaction (PCR) and random recom-
bination of DNA fragments to rapidly evolve proteins with improved characteristics. DNA
shuffling of single genes has been used to: (i) improve the catalytic activity of an enzyme
(59); (ii) change the substrate specificity of an enzyme (62); (iii) improve the folding of a
protein in a heterologous host (63); and (iv) improve the function of a multigene pathway
(64). An even more powerful procedure is DNA family shuffling (65–67), in which a fam-
ily of related genes is shuffled under conditions of error-prone PCR. This technology may
be applied to secondary metabolite tailoring enzymes (e.g., acyltransferases, glycosyl-
transferases, haloperoxidases, hydroxylases, and methyltransferases) to alter substrate speci-
ficity or, in some cases, to alter cofactor specificity (e.g., NDP-sugar specificity for
glycosyltransferases and acyl-CoA specificity for acyltransferases). DNA family shuffling
should also have applications in generating hybrid PKS and NRPS multienzymes, and in
optimizing the catalytic properties of the hybrid enzymes.

2.3. Sources of Genes for Genetic Engineering
and Combinatorial Biosynthesis

Many genes that encode antibiotic and other secondary metabolite biosynthetic path-
ways have been cloned and sequenced (1,2,34,68). It appears that many actinomycetes
encode multiple clusters of secondary metabolite genes (22,69,70). At the current rapid
pace of cloning and sequencing of secondary metabolite genes, many more secondary
metabolite biosynthetic genes will be available for genetic engineering and combinato-
rial biosynthesis studies. These include type I and type II PKS genes, NRPS genes,
sugar biosynthetic and glyosyltransferase genes, and genes that encode tailoring func-
tions such as acyltransferases, methyltransferases, hydroxylases, and haloperoxidases.
In addition, genes with novel functions, such as the spinosad genes that encode
polyketide cross-bridging functions (71), will continue to be discovered and exploited.

3. Secondary Metabolite Yield Enhancement by Genetic Engineering

3.1. Transposon Mutagenesis
3.1.1. Insertional Inactivation of Regulatory Genes

Both positive and negative regulatory elements can influence the production of natu-
ral products (13,73). An excellent example is the tylosin system, in which several posi-



142 Baltz

tive regulatory genes and one negative regulatory gene may be involved in controlling
product yield (74–76). Transposon mutagenesis is a potentially powerful method to
disrupt regulatory genes. Disruption of negative regulatory genes should enhance prod-
uct yields, whereas disruption of positive regulatory genes should reduce yields. In
either case, the regulatory gene can be isolated by cloning the transposon marker and
the chromosomal DNA flanking the transposon. Negative regulatory genes can be deleted
and positive regulatory genes can be duplicated in neutral sites to enhance production.

This transposition approach is facilitated in streptomycetes by IS493-derived
transposons that employ hygromycin or apramycin resistance markers (77–81). Both
markers are selectable in streptomycetes and in E. coli. A number of other transposons
with different features have been developed for streptomycetes. Their properties and
uses are described by Kieser et al. (2). Of particular interest is Tn4560, which has been
used recently to generate a “megalibrary” of about 100,000 mutants of S. coelicolor
A3(2) (82). Tn4560 inserts randomly with no apparent target sequence specificity.

A very promising new transposition method is the use of Tn5 derivatives to carry
out transposition in vitro (83). Plasmids containing transposon inserts are first identi-
fied in E. coli, then transferred to S. coelicolor by protoplast transformation or by con-
jugation from E. coli. Even more promising is the direct introduction of the transposome
mix into actinomycete cells by electroporation. In this case, transposition takes place in
the target organism, rather than in E. coli. The successful application of this approach
has been demonstrated in Rhodococcus rhodochrous and in a wild-type Rhodococcus
soil isolate (84). There are at least two advantages to this approach. First, many pri-
mary transposants can be generated in a single electroporation experiment. Secondly,
the small size of the transposon helps avoid restriction barriers.

3.1.2. Insertional Inactivation of Competing Pathways

Transposons can also be used to inactivate pathways that compete for precursors,
cofactors, reducing power, and energy supply needed for the production of natural
products. The spectrum of mutations induced by transposon insertions is likely to be
different than that induced by chemical mutagens. Chemical mutagens generally pro-
duce subtle changes by single-nucleotide substitutions, whereas transposons can make
radical alterations by disrupting genes and operons.

3.1.3. Random Insertion of Promoters

Transposons derived from IS493 have outward reading promoter activity (85).
Therefore, IS493-derived transposons can be used to randomly insert a promoter at
different sites in the chromosome. This concept can be expanded by inserting strong or
regulated outward-reading promoters into different transposons. Random transposition
mutagenesis in the Streptomyces roseosporus with Tn5099 resulted in the identifica-
tion of mutants enhanced in daptomycin production (86). The mutant genotypes were
not characterized, but could have been the result of the expression of the portable pro-
moter, the inactivation of negative regulatory elements, or inactivation of competing
metabolic processes.

3.2. Targeted Gene Duplications and Promoter Fusions

Gene duplications can arise as spontaneous or induced mutations, but have not been
developed as a general method to improve product yields. Duplication or amplification
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of secondary metabolite gene clusters is associated with yield improvements in oxytet-
racycline and lincomycin fermentations (87,88). Gene cloning and insertion of genes
in neutral chromosomal sites offers an effective method to carry out directed gene
duplications. These methods have an additional advantage: the recombinants are gen-
erally stable and lack self-replicating plasmids, which often reduce product yields
(14,15,19).

The general approach for targeted gene duplication is to: (i) identify and clone a
neutral site in the chromosome where genes can be inserted without altering the fer-
mentation properties of the strain; (ii) insert the gene to be duplicated into the neutral
site in a plasmid vector; (iii) introduce the vector into the actinomycete host; and (iv)
insert the gene to be duplicated into the chromosomal neutral site by homologous
double crossover (14,15,19). The first crossover, which integrates the plasmid into the
chromosome, can be selected using an antibiotic resistance marker on a temperature-
sensitive plasmid that can be cured at elevated temperature. Examples of such tempera-
ture-sensitive vectors are derivatives of pGM160 (20,89) and pMT660 (90,91). The
second crossover can be screened or selected using a counter selectable marker, such
as rpsL (45, see Subheading 2.1.4.). Targeted gene duplication by a double crossover
into a neutral site generates recombinants that contain no heterologous DNA, which
can enhance production (14).

An example of targeted gene duplication in a neutral site by double crossover is that
of the tylF gene in Streptomyces fradiae. The tylF gene encodes macrocin O-
methyltransferase, the rate-limiting enzyme in tylosin biosynthesis (92,93). In this
example, the neutral site was identified by Tn5099 transposition mutagenesis, and
cloned by selecting for the transposon marker in E. coli (81,94). Recombinants con-
taining two copies of the tylF gene converted macrocin to tylosin very efficiently, thus
improving the tylosin yields substantially (81,94).

Another method for targeted duplication is to introduce the cloned gene(s) into a
plasmid that can insert site-specifically into a neutral site (19,95). A good example of
this method is the insertion of the pristinamycin biosynthetic genes SnaA and SnaB,
under transcriptional control of the ermE* promoter, into the plasmid pSAM2 attB site
in Streptomyces pristinaespiralis (96). The recombinant converted pristinamycin IIB
to IIA very efficiently, resulting in increased product yields.

Targeted tandem duplications of larger blocks of genes can be accomplished by
introducing the genes on a conjugal cosmid vector lacking actinomycete replication
functions (21,97). Recombinants are formed by single crossovers of circular plasmids
or double crossovers of linear plasmid concatemers (95), duplicating ~40 kb of DNA.
This method has been used to duplicate a block of spinosyn biosynthetic genes in
Saccharopolyspora spinosa, thus facilitating the rapid conversion of the precursor
pseudoaglycone to spinosad (98).

3.3. Genomics Approach to Yield Improvement

Genomic sequence analysis, metabolic reconstruction, transcriptome analysis, and
proteomics offer the most important new techniques to augment molecular genetic
approaches to strain improvement. Genomic sequence analysis and metabolic recon-
struction (99–104) is advantageous because it provides a primary blueprint of all genes
and their structural organization in the producing actinomycete. This sets the stage for
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comparative analysis with all other genomes in databases. There are many complete
genomic sequences available in databases, including several key genomes from actino-
mycetes (Streptomyces coelicolor, Thermomonospora fusca, Corynebacterium
glutamicum, Mycobacterium tuberculosis, and other Mycobacterium species at the time
of this writing). Having the genomic sequence of a secondary metabolite-producing
actinomycete allows you to do the following: (i) identify all secondary metabolite struc-
tural genes and linked regulatory genes; (ii) identify all potential sources for precursors
and cofactors required for secondary metabolite production; (iii) identify potential com-
peting pathways; (iv) identify regulatory genes and regulatory elements unlinked to the
secondary metabolite gene cluster (e.g., streptomycete antibiotic regulatory proteins
(SARPS), two component regulatory systems, sigma factors, other global regulatory
genes, and promoters for subsequent manipulations); (v) identify missing genes/path-
ways that may be introduced from other actinomycetes; and (vi) identify genes and
genetic elements to develop as tools for genetic manipulation (e.g., plasmids, bacte-
riophages, insertion sequence (IS) elements, transposons, neutral-site gene candidates,
and restriction/modification systems). This information facilitates the selection of can-
didate genes for gene cloning by PCR amplification, gene disruption (to identify those
relevant to secondary metabolite production), and gene duplication or gene modifica-
tion (e.g., by changing or modifying a promoter region) to enhance secondary
metabolite yields.

Transcriptome analysis is becoming a routine method to quantify differences of
mRNA levels of bacteria grown under different nutritional or other environmental
conditions. (105–110). The advantage is that essentially all transcripts can be ana-
lyzed simultaneously. Transcriptome analysis provides a means to determine which
genes are expressed during critical stages in the fermentation cycle, which genes are
expressed at higher levels in production media relative to other media, and which
genes are expressed at higher levels in highly productive stains. This approach is a
logical extension of genomic sequence analysis and metabolic reconstruction, and
provides relevant information to help choose candidate genes for disruption, duplica-
tion, or promoter modification. Limitations of transcriptome analysis are that it does
not necessarily predict protein levels, does not predict post-translational modifica-
tion of proteins, and does not distinguish between wild-type and mutant genes (i.e.,
active or inactive protein products).

Proteomics (111–114), coupled with genomic sequence analysis and transcriptome
analysis, can help in choosing genes for disruption and duplication analysis. The levels
of expression of a large number of proteins can be studied in different strains (e.g.,
wild-type and highly productive mutants), in different media, and at different times in
the fermentation. One current limitation of proteomics is that low-abundance proteins
may not be detected. Thus, proteomics may not be useful in quantifying differences in
the levels of some key regulatory proteins. Transcriptome analysis may be better suited
for this application. A key advantage of proteomics over transcriptome analysis is that
protein levels may be more indicative of what is going on in the fermentation, and the
subtleties of post-translational modification of proteins can be explored and factored
into the molecular genetic approaches to improve yields. Ideally, genomic sequence
analysis, proteomics, transcriptome analysis, metabolic reconstructions, and metabolic
flux analysis (115) will be fully integrated in the future to give a robust picture of the
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overall metabolism during secondary metabolite production, and will help guide
molecular genetic approaches to improve secondary metabolite yields.

4. Production of Novel Secondary Metabolites

4.1. Hybrid Polyketides
4.1.1. Type I Polyketides

The genetics and biochemical mechanisms of biosynthesis of complex polyketides
are relatively well understood (7,8,11,116–133). Type I PKSs are involved in the bio-
synthesis of many relatively reduced polyketide structures, including the macrolide
antibiotics erythromycin, tylosin, spiramycin, josamycin, and rifamycin, and other sec-
ondary metabolites such as avermectin, spinosyns, rapamycin, and FK506. The modu-
lar type I PKSs are composed of a small number of large multifunctional enzymes,
each composed of modules that contain all of the enzymatic functions required to pro-
cess the individual fatty-acid building units. These enzyme functions specify the
side-chain length, the stereochemistry at chiral centers, the reduction level at each
condensation step, and the macrolide ring size (7,8,11,116,134). An important fea-
ture of the type I PKS mechanism of polyketide assembly is that each enzymatic reac-
tion is carried out by separate enzymatic domain within a module. Modular PKS
multienzymes are encoded by modular genes. Implicit in the genetic and biochemical
mechanisms is that the biosynthetic code can be changed by focused deletions, addi-
tions, exchanges, rearrangements and translocations of modules; by engineering indi-
vidual modules; and by manipulating the macrolide ring formation. The most extensive
genetic engineering studies have been carried out on the erythromycin PKS, so this
system serves as a model for how PKS genes can be manipulated.

4.1.2. Erythromycin and Ketolides

Erythromycin is a good model for genetic engineering or combinatorial biosynthesis
applications, because derivatives of erythromycin continue to be important agents to
treat respiratory pathogens (135–143). The biosynthetic steps for erythromycin bio-
synthesis beyond polyketide assembly have been known for some time (144). The
genetic control and biosynthesis of erythronolide, the 14-member polyketide ring of
erythromycin, is now well-established (7,8,11,116,118,121,123,125,126,128–130,145).
This knowledge has facilitated a number of genetic engineering experiments to modify
the PKS to produce novel derivatives of erythronolide or erythromycin in S. erythraea,
S. coelicolor, or S. lividans (7,8,11,120,124,146).

The Abbott group (7) demonstrated in S. erythraea that deletions in the enoylreductase
of module 4 or in the ketoreductase (KR) of module 5 of the 6-deoxyerythronolide B
synthase (DEBS)-coding region result in the biosynthesis of novel 14-member
macrolides, including a derivative with increased acid stability, an important feature of
second-generation erythromycins (135). They also made acyltransferase-domain sub-
stitutions to generate desmethyl derivatives (147) and an ethyl-substituted derivative
of erythromycin (148). The production of 6-ethylerythromycin A required further
engineering of S. erythraea by adding a crotonyl-CoA reductase gene (ccr) from
Streptomyces collinus to provide the butyryl-CoA needed to initiate biosynthesis of
the ethyl-substituted polyketide.
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Genetic engineering of erythronolide biosynthesis was also carried out in
S. coelicolor by expressing the PKS genes on a self-replicating plasmid (149). Trans-
location of the thioesterase (TE) domain from the end of module 6 to the end of
module 2 caused the production of 6-member triketides (134,150) and translocation
of the TE domain to the end of module 5 caused the production of a 12-member
macrolide (150). The results of these and other studies (132,151,152) demonstrated
that the side-chain length of building units, the reduction level at specific positions
of the polyketide, and the macrolide ring size can be genetically engineered by dele-
tion mutation by moving domains or modules within a given pathway, or by substi-
tuting domains or modules from heterologous pathways. In addition, Rowe et al.
(132) have demonstrated ring expansion of the 14-member ring erythronolide to a
16-member ring compound in S. erythraea.

Expanding on these principles, McDaniel et al. (50) generated combinatorial librar-
ies of erythronolide derivatives by modifying one to three carbon centers. They charac-
terized 61 novel erythronolide derivatives. This combinatorial approach to genetic
engineering has been streamlined by using two (51) or three plasmid systems (52). The
latter has provided a means to mix all combinations of molecular genetic changes in
the three individual giant PKS genes encoding the three subunits of the erythronolide
PKS. A drawback to this heterologous expression system is that the recombinant prod-
uct yields are often very low (1,51,52).

Another method to generate novel polyketide structures is to genetically engineer
the starter or loading module. The avermectin loading module has the capability to
accept a large number of analogs related to normal branched-chain fatty acids
(153,154). Marsden et al. (155) exchanged the avermectin-loading module for the
erythronolide-loading module in S. erythraea, and the recombinant produced six
derivatives of natural erythromycin factors. This finding demonstrated that changing
the starter unit did not interfere with the subsequent steps in polyketide assembly or in
the two glycosylations required for antibiotic activity. When the recombinant
S. erythraea strain was fed short-chain fatty acids, an additional 12 erythromycin
derivatives were generated (156). This approach could be coupled with the other modi-
fications the PKS genes to generate large libraries of erythromycin derivatives or of
other polyketides.

An important application of genetic engineering of erythronolide is the production
of ketolides. Ketolides are semisynthetic 14-member-ring derivatives of erythromycin
that have a keto group at the 3 position (137). Ketolides have potent antibacterial activ-
ity against many Gram-positive and upper-respiratory Gram-negative pathogens (136–
143). Ketolides are prepared chemically from erythromycin A by acid cleavage of
cladinose, oxidation of the 3-hydroxyl group to a keto group, and further chemical
modifications (137). An alternative route to produce 3-keto intermediates lacking
desosamine was accomplished by engineering module 6 of the erythronolide gene clus-
ter in S. coelicolor (50). However, it is not known from these studies whether these
molecules can be converted by to the glycosylated intermediate needed for chemical
modification to produce ketolides. Since cladinose is added to erythronolide before
desosamine (144), the sugar required for ketolide activity, it is unlikely that S. erythraea
is capable of glycosylating 3-keto-erythronolide. An alternative approach to producing
appropriately glycosylated ketolides is discussed (see Subheading 4.4.).
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4.1.3. Tylosin and Other 16-Member Macrolides

Tylosin is a macrolide antibiotic produced by Streptomyces fradiae (93). Tylosin is
composed of a 16-member polyketide and three sugars—mycaminose, mycarose and
mycinose. Tylosin and the tylosin-derivatives 3-O-acetyl-4”-O-isovaleryltylosin and
tilmicosin are used in veterinary medicine (157,158). The related 16-member
macrolides spiramycin and josamycin are used in human medicine (157,159–161).
Most clinical isolates of S. pyogenes and S. pneumoniae that are resistant to erythromy-
cin derivatives are susceptible to josamycin and spiramycin (162).

Tylosin is a good model for genetic engineering approaches to novel macrolides
because: (i) tylosin can be bioconverted to highly active antibiotics by enzymatic
acylations (163) (see Subheading 4.5.); (ii) mutants blocked in tylosin biosynthesis
produced novel antibiotics (93,164) that can be enzymatically acylated (165); (iii) the
genes involved in tylosin biosynthesis have been cloned, sequenced, and analyzed in
some detail (42,43,74–76,166–174); (iv) the genes for self-resistance to tylosin in
S. fradiae have been cloned, sequenced, and analyzed (175–182); (v) the biosynthetic
pathway to tylosin is relatively well understood (93,183,184); (vi) the regulation of
tylosin biosynthesis is fairly well understood (74–76,171,172); and (vii) high-produc-
ing strains of S. fradiae are amenable to genetic engineering (20,81,93,94).

Spiramycin is also a good model for molecular genetic manipulation of 16-member
macrolides for many of the same reasons as tylosin. The producing organism,
S. ambofaciens, is a particularly good recipient for gene transfer by protoplast transfor-
mation and conjugation from E. coli (20,185), and genetically stable high-producing
strains have been isolated (186). Macrolide biosynthetic and regulatory genes have been
cloned and analyzed in S. ambofaciens (31,187–190). For instance, Kuhstoss et al. (190)
exchanged the tylosin starter module, which specifies the incorporation of propionate,
for the acetate starter module of platenolide in the spiramycin PKS in S. ambofaciens,
and the recombinant produced 16-methyl platenolide I, a novel 16-member polyketide.
Thus S. ambofaciens is a suitable host for genetic engineering of PKS genes.

4.1.4. Type II Polyketides

Actinorhodin and other polycyclic aromatic secondary metabolites such as daunorubicin,
elloramycin, granaticin, jadomycin, urdamycin, landomycin, mithromycin, nogalamycin,
tetracenomycin, and tetracycline are synthesized by type II PKSs (11,191). The multi-
enzyme type II PKSs are composed of several monofunctional proteins. Type II
polyketides differ from the complex type I macrolides because they do not require
extensive reduction or reduction and dehydration cycles (116). Several type II PKS
gene clusters have been cloned (11,191–199), and many of the related enzymatic func-
tions are interchangeable, allowing for the production of hybrid polyketides (11,116,
200,201). This combinatorial biosynthesis approach has generated a library of compounds
from five PKS clusters (200). Many type II polyketides are glycosylated, and additional
diversity has been generated by novel hybrid glycosylations (see Subheading 4.4.).

4.2. Hybrid Peptides
4.2.1. Peptides and Modular Organization
of Nonribosomal Peptide Synthetases (NRPSs)

Many secondary metabolites, including �-lactam antibiotics (penicillins and cepha-
losporins), glycopeptides (vancomycin, chloroeremomycin, and teicoplanin), and
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cyclic peptides (daptomycin and pristinamycin I) contain a peptide backbone synthe-
sized by NRPSs (202–206). Like the modular type I PKS enzymes, the NRPS enzymes
are composed of a small number of very large multifunctional enzymes composed of
modules that express all enzymatic functions required to process individual amino acids
(205–210). NRPS genes are generally organized as linear modules corresponding to
the modular functions on the NRPS enzymes. NRPS enzymes can synthesize peptides
containing L-amino acids, D-amino acids, �-amino acids, hydroxy acids, and hydroxy-,
N- and C-methylated amino acids, together comprising approximately 300 different
residues (204). The potential for genetic engineering and combinatorial biosynthesis of
NRPSs is enormous.

4.2.2. Domain or “Minimal Module” Swaps

Bacillus species serve as models for how genetic engineering of NRPS genes may
be applied in actinomycetes. In Bacillus subtilis, the adenylation domain of the Leu
module of a monomodular subunit of the surfactin peptide synthetase-coding region
was substituted with NRPS modules of bacterial and fungal origin, and the hybrid genes
encoded functional NRPSs with altered amino acid specificities (211). The minimal
module, a fragment of a module comprising the adenylation and thiolation domains,
was also exchanged in a trimodular subunit of the surfactin NRPS coding region, yield-
ing functional surfactin NRPS with altered substrate specificity (212).

4.2.3. Module Fusions

Mootz et al. (213) have demonstrated the successful fusion of modules by coupling
modules within the linker region between thiolation and condensation domains. This
approach minimizes some the effects of the intrinsic editing function that resides in the
condensation domain (214–217).

4.2.4. Site-Directed Modifications of the Adenylation Domain
The crystal structure of the phenylalanine activating subunit of the gramicidin syn-

thetase 1 (PheA) of Bacillus brevis complexed with AMP and L-phe has been deter-
mined (9,218). Using this information, Stachelhaus et al. (219) and Challis et al. (220)
have determined the specificity-conferring code used by adenylation domains of
NRPSs, based upon comparative studies of the amino acids lining the Phe binding site
in the gramicidin PheA module and many other NRPS sequences. The 9 (220) or 10
(219) specificity-conferring amino acids are located in a 100 amino-acid stretch in the
adenylation domain. Using the deduced code for amino acid specificity, Stachelhaus
et al. (219) introduced two mutations by site-directed mutagenesis in the PheA-encod-
ing module and converted it to specify Leu. They also converted an Asp-specifying
module to one that specified Asn by a single mutation. This methodology causes only
minor changes in the protein structure, minimizing potential deleterious effects on pro-
tein-protein interactions, and may be relevant for certain changes of NRPS module
specificities in actinomycetes.

4.2.5. Rules for Amino Acid Coupling and Modification

Much progress has been made on understanding the rules associated with specificity
of amino acid activation, amino acid modification, peptide coupling, and peptide
cyclization/release from the NRPS (214–230). For instance, it now appears that the con-
densation domains exhibit specificity for the downstream amino acid, but also for the D-
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or L-configuration of the upstream amino acid. As the rules become more refined, it will
become easier to predict a priori which combinations of site-directed amino acid code
changes; domain and module exchanges; deletions and additions; amino acid modifica-
tions; and cyclization/release reactions are likely to yield functional NRPSs.

4.2.6. Peptide Antibiotics Produced by Actinomycetes

There are a number of important secondary metabolites synthesized by the NRPS
mechanism in actinomycetes. This chapter examines three peptide antibiotic classes as
candidates for genetic engineering to exemplify how this methodology might be used.

(i) Daptomycin is a cyclic lipopeptide produced by S. roseosporus (231). It is com-
posed of a thirteen amino-acid peptide cyclized to a ten amino-acid ring and a three
amino-acid tail. It has a ten-carbon-unit fatty acid (decanoic acid) attached to the N-
terminal Trp. Daptomycin is a potent antibiotic with bacteriocidal activity against important
Gram-positive pathogens, including methycillin-resistant S. aureus, vancomycin-resistant
enterococci, and penicillin-resistant S. pneumoniae (231–233). The genes for dapto-
mycin biosynthesis have been cloned and sequenced (37,40). Since S. roseosporus can
be manipulated genetically by a variety of techniques, including transposition
mutagenesis, conjugation from E. coli, homeologous recombination, and gene replace-
ment using the rpsL system (40,45,86,234), it represents a suitable system to apply
genetic engineering of NRPS genes to generate novel derivatives of daptomycin.

(ii) Chloroeremomycin and balhimycin are glycopeptide antibiotics that are related
to vancomycin and are produced by Amycolatopsis species. The genes for the biosyn-
thesis of chloroeremomycin and balhimycin have been cloned and sequenced (235–
239), and the NRPS genes have been identified. A transformation and gene replacement
system has been developed for Amycolatopsis mediterranei, the producer of balhimycin
(238,239). A. mediterranei may prove to be a suitable model system to generate hybrid
NRPS genes to produce peptide analogs of vancomycin, chloroeremomycin, balhimycin,
and teicoplanin. Alternatively, the cloning and sequencing of the NRPS genes encoding
the glycopeptide A47934 from Streptomyces toyocaensis could provide the basis to
carry out genetic engineering of glycopeptide genes, since S. toyocaensis can be
manipulated by molecular genetic techniques (236,240).

(iii) Pristinamycins I (PI) and II (PII) are antibiotics produced by Streptomyces
pristinaespiralis (96,241). In combination, PI and PII act synergistically against sta-
phylococci, streptococci, and H. influenzae (96). PI is composed of cyclohexadepsi-
peptides belonging to the B group of streptogramins, and PII of macrolactones of the A
group of streptogramins. The genes for PI biosynthesis have been cloned and sequenced
(241,242,243), and could provide the basis for genetic engineering of pristinamycins.

4.3. Hybrid Polyketide/Peptide Structures

There are several of examples of secondary metabolites produced by actinomycetes
that contain core structures composed of polyketide and peptide components. Some
examples include rifamycin (122), pristinamycin II (244), rapamycin (245–247) and
bleomycin (248,249). Mixed NRPS/PKS multidomain proteins encoding siderophores
and other biologically active substances have been reported in Gram-negative bacteria
(see refs. 248–250). In the case of rapamycin, the addition of pipecolate to the com-
pleted polyketide chain is catalyzed by a separate NRPS enzyme encoded by the rapP



150 Baltz

gene (247). Shen and colleagues have begun exploring the rules for the coupling of
amino acids and fatty acids (248–250). This promises to be a very productive avenue
for research and future applications, because the potential chemical combinations gen-
erated by coupling the biosynthetic mechanisms of type I PKS and NRPS multienzymes
are staggering.

Rifamycin is a good example of a hybrid molecule synthesized by a mixed NRPS/
PKS pathway that is potentially set up for engineering. Rifamycin initiates polyketide
assembly with an unusual starter unit, 3-amino-5-hydroxybenzoic acid (AHBA). The
loading module for AHBA is an adenylation-thiolation didomain of NRPS origin.
The 90 kb cluster of genes involved in rifamycin biosynthesis in Amyolatopsis
mediterranei has been cloned, sequenced, and partially analyzed (122,124,251). The
seven genes encoding the biosynthesis of AHBA have been expressed in S. coelicolor
and the recombinant produced AHBA (251). The loading module can accept a variety
of substituted benzoates (252,253), so it seems possible that engineering this novel
loading module coupled with the expression of the AHBA genes could be used to gen-
erate additional chemical diversity in other polyketide and peptide pathways.

4.4. Hybrid Glycosylations

Many macrolide, glycopeptide, and aminoglycoside antibiotics have been identified
as secondary metabolites that are produced by actinomycetes. Antibiotic activity is
often strongly influenced by sugar residues. For instance, tylactone, the macrolide pre-
cursor of tylosin devoid of the normal three sugars, lacks any detectable antibiotic activity
(254). Piepersberg and Distler (255) have described over 100 different deoxyhexoses found
in secondary metabolites. Many glycosyltransferase and sugar biosynthetic genes involved
in secondary metabolism have been cloned and sequenced, and many sugar biosynthetic
genes are clustered or partially clustered in actinomycetes (42,131,144,196,237,239,256–
261). It is now technically feasible to construct novel combinations of macrolides or pep-
tides with various sugar biosynthetic and glycosyltransfer functions.

4.4.1. Glycosylation of Macrolides (Type I Polyketides)

A number of different 6-deoxy sugars are present on 14- and 16-member macrolides
(255,256,260). Tylactone (protylonolide), the non-glycosylated precursor to tylosin,
can be taken up and glycosylated by S. ambofaciens, the producer of spiramycin, when
the spiramycin polyketide biosynthesis is inhibited by cerulenin (262). The product
chimeramycin contained the lactone of tylosin, the forosamine of spiramycin, and the
two sugars (mycaminose and mycarose) present on both tylosin and spiramycin. In
S. fradiae, one of the glycosyltransferases can transfer mycarose instead of mycaminose
to tylactone in tylB mutants (263,264). This glycosyltransferase has either relaxed
NDP-sugar specificity or relaxed macrolide substrate specificity, and may be a candi-
date to for combinatorial glycosylations. Since the the sugar biosynthetic and
glycosyltransferase genes are well-characterized in S. fradiae (42,169–171,173,174), and
since high-producing strains of S. fradiae can be genetically engineered (20,81,93,94),
S. fradiae may be a useful host for genetic engineering of glycosylations to produce
novel 16-member macrolide antibiotics.

Streptomyces venezuelae produces four macrolide compounds, the 14-member
narbomycin and pikromycin, and the 12-member methymycin and neomethymycin.
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Narbomycin and pikromycin, and methymycin and neomethymycin, differ from each
other in their hydroxylation patterns (257,265). Narbomycin and pikromycin are natu-
ral ketolides containing a 3-keto group and desosamine attached at the 5 position. A
single glycosyltransferase enzyme is capable of adding the amino sugar desosamine to
the precursors of all four compounds (257). Since the desosaminyltransferase has a
relaxed substrate specificity and does not require a glycosylated 14-member lactones
as substrate, and since narbomycin and pikromycin are natural ketolides, the
S. venezuelae desosaminyltransferase gene desVII was a logical choice for genetic en-
gineering ketolide production. Tang and McDaniel (266) cloned the NDP-desosamine
biosynthetic genes and the desosaminyltransferase gene in S. lividans. They also intro-
duced plasmids that encoded modified PKSs into the strain, and generated 20
glycosylated macrolides with antibiotic activity. Some of compounds had the 3-keto
functionality needed to generate ketolides. The yields were generally low, but this
approach provides a potential route to synthesize ketolides biochemically that may be
optimized by mutagenesis or by gene shuffling.

Leadlay and colleagues (267) have developed a system to generate novel glycosylated
macrolides in S. erythraea, using various mutants blocked in glycosyltransferase activi-
ties or in polyketide synthetase and glycosyltransferase activities. Using this system,
they have generated 3-O-rhamnosyl-erythronolide B by cloning in the oleG2 rhamno-
syltransferase gene from Streptomyces antibioticus. They have also generated
desosaminyl-tylactone by cloning the tylM2 gene from S. fradiae and feeding tylactone
to the S. erythraea recombinant. This demonstrated that both oleG2 and tylM2
glycosyltransferases may be useful for combinatorial biosynthesis.

4.4.2. Glycosylation of Type II Polyketides

Hybrid glycosylated anthracyclines have been generated by cloning PKS genes from
Streptomyces purpurascens and Streptomyces nogalater into strains of Streptomyces
galilaeus and Streptomyces steffisburgensis (268–270). Genetic engineering has also
been used to generate novel glycosylated derivatives of tetracenomycin (271) and
urdamycin (272). Hoffmeister et al. (273) generated functional chimeric glycosyltransferase
enzymes derived from two genes involved in the urdamycin pathway. There data identified
a 31 amino-acid region in near the N-terminus that determines both sugar donor and
acceptor substrate specificity. This sets the stage for more extensive genetic engineer-
ing, perhaps by DNA shuffling, to generate hybrid glycosyltransferases with novel
combinations of nucleotide sugar and polyketide substrate specificities.

4.4.3. Glycosylation of Glycopeptides

Glycopeptide antibiotics are potent bacteriocidal compounds that are active against
Gram-positive bacteria. The glycopeptide antibiotics differ from each other in the core
crosslinked heptapeptide and in their glycosylation patterns (274,275). The simplest “gly-
copeptides” are comprised of chlorinated or chlorinated and sulfated heptapeptides devoid
of sugars (274). These compounds are highly active as antibacterials in vitro, but lack
sufficient in vivo activity to be pursued clinically. The clinically relevant glycopeptides,
vancomycin and teicoplanin, contain two and three sugars, respectively (274).

Chloroeremomycin, which is closely related to vancomycin (274), contains the van-
comycin heptapeptide and chlorine residues, but has an additional amino sugar. Both
amino sugars present in chloroeremomycin are epivancosamine residues rather than
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vancosamine, the amino sugar present in vancomycin. Chloroeremomycin has modest
antibacterial activity against vancomycin-resistant enterococci (275), whereas the
p-chloro-biphenyl derivative oritavancin is highly active against vancomycin-resistant
enterococci and other Gram-positive pathogens (275–280). The glycosylations of the
heptapeptide are critical for in vivo activity, and also provide a foundation for further
chemical modifications to shift the target from primarily inhibition of transpeptidase
activity (D-ala-D-ala binding) to inhibition of transglycosylase activity to treat vanco-
mycin-resistant enterococci (275,281,282).

There are three heptapeptide patterns and a variety of glycosylation patterns for natu-
ral glycopeptides (274,275). Genetic engineering may be used to shuffle these patterns
to produce novel compounds. Solenberg et al. (235,236) initiated studies to generate
recombinant strains to glycosylate A47934. A47934 has the same heptapeptide as the
clinically important teicoplanin, but contains three chlorine residues rather than two,
and contains an additional sulfate residue. If the three glycosylations of the chloro-
eremomycin heptapeptide could be made on the A47934 heptapeptide, genetic engi-
neering could provide a novel starting material for chemical modification to generate
additional novel glycopeptides.

Solenberg et al. (235,236) cloned the three glycosyltransferase genes from the
chloroeremomycin-producer and two from the vancomycin producer. They showed by
expression studies in E. coli that the glucosyltransferase enzymes encoded by the gtfE
gene from the vancomycin-producer, and the gtfB gene from the chloroeremomycin-
producer, could attach glucose to the vancomycin aglycone. The GtfE enzyme (but not
the GtfB enzyme) could also glycosylate A47934. Insertion of the gtfE gene into the
chromosome of S. toyocaensis under the control of the ermEp* promoter (but not the
natural promoter) caused the production of glucosyl-A47934. This demonstrated that
the heterologous glycosylation of a peptide substrate, related to the natural substrate, is
feasible in vivo. However, only one of the two glucosyltransferases had relaxed sub-
strate specificity, and it required expression from a strong constitutive promoter.

Building on the observations of Solenberg et al. (236), Losey et al. (283) cloned,
expressed, and purified the products of the gtfB and gtfC genes from the chloroeremomycin
producer, and the gtfD and gtfE genes from the vancomycin producer. They confirmed
that the GtfE glucosyltransferase had relaxed substrate specificity by showing that it
could glucosylate the vancomycin aglycone and the tycoplanin aglycone, whereas the
GtfB glucosyltransferase had good activity only on the vancomycin aglycone. They
further demonstrated that GtfC and GtfD enzymes were proficient in attaching
epivancosamine to the vancomycin psuedoaglycone and to the glucosylated teicoplanin
when UDP- -L-4-epi-vancosamine was used as the sugar donor. Importantly, the GtfD
enzyme, which usually adds vancosamine to the vancomycin pseudoaglycone, was able
to catalyze a reaction using an unnatural accepter substrate and an unnatural nucleotide
sugar donor.

These studies demonstrate the potential to develop hybrid glycopeptide antibiotics
through genetic engineering. Further advancements will require the cloning and expres-
sion of genes involved in the biosynthesis of 6-deoxy sugars such as vancosamine,
epivancosamine, and dehydrovancosamine (238). The genes required for the conver-
sion of 4-keto-6-deoxy-D-glucose to epivancosamine have been cloned and sequenced
(237). Furthermore, the genes for teicoplanin biosynthesis (284) and for balhimycin
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biosynthesis (238,239) have been cloned and partially characterized. This sets the stage
for further genetic engineering of glycopeptide biosynthesis.

4.4.4. Modification of NDP-Sugar Biosynthesis

Another promising genetic engineering method to is to modify the NDP-sugar bio-
synthetic pathway. Madduri et al. (285) demonstrated the feasibility of this approach
by blocking the step in TDP-L-daunosamine biosynthesis encoded by the dnmV gene
in Streptomyces peucetius, and complementing the mutation with the avrE gene from
the NDP-oleandrose biosynthetic pathway from S. avermitilis, or with the eryBIV gene
from the NDP-desosamine pathway in S. erythraea. Recombinants produced 4'-
epidoxorubicin, containing the L-4-epidaunosamine. In this case, the glycosyltransferase
had broad cofactor specificity, facilitating the use of either of the 4' epimers.

In another example, Borosova et al. (286) have made mutations in genes involved in
NDP-desosamine biosynthesis, and some of the intermediates were used by the S.
venezualae glycosyltransferase to generate novel derivatives of pikromycin and
narbomycin. This study and others (257,266) indicate that the glycosyltransferase has
broad macrolide substrate and broad NDP-sugar cofactor specificities.

4.5. Acylations
4.5.1. Acylation of 16-Member Macrolides

The activity of macrolide antibiotics can be modified by the acylation of hydroxyl
groups on the polyketide or on a sugar attached to the polyketide. An example is 3-O-
acetyl 4'-O-isovaleryltylosin (AIV), a derivative of tylosin used in veterinary medi-
cine (157). AIV is produced by a two-step fermentation/bioconversion process, using
S. fradiae to produce tylosin and Streptomyces thermotolerans blocked in polyketide
biosynthesis to acylate tylosin (287). Arisawa et al. (288,289) cloned and sequenced
genes from S. thermotolerans required for the acylations and introduced them into
S. fradiae. They first introduced the macrolide 3-O-acyltransferase gene (acyA) on
the self-replicating plasmid, the recombinant produced 3-O-acetyltylosin (288). The
acylation of the 4'-hydroxyl position of the deoxysugar mycarose was more problem-
atic. The cloned acyB1 (carE) gene that encodes the 4'-O-acyltransferase did not
express enough enzyme to convert tylosin to the 4'-acylated product. Expression of
acyB1 in S. fradiae required the presence of acyB2, a regulatory gene adjacent to
acyB1 in S. thermotolerans. When acyB1, acyB2, and acyA were introduced into
S. fradiae on a replicating plasmid, the recombinant produced 3-O-acetyltylosin and
3-O-acetyl 4'-O-acetyltylosin, each at ~10% of the control yields (289). When leu-
cine was added to the medium to enhance isovaleryl-CoA production, the predomi-
nant product was AIV, but the overall yield was <20% of control. Since self-
replicating plasmids often cause reduced secondary metabolite production (1,14,15)
the reduced overall yield is not surprising. Improved yields may be obtained by
inserting the three genes in a chromosomal neutral site.

Epp et al. (290) demonstrated that the carE (acyB1) gene expressed from its own
promoter was sufficient to catalyze the conversion of spiramycin to 4'-isovaleryl-
spiramyicin in S. ambofaciens. Perhaps S. ambofaciens expresses an acyB2-like function
that is not expressed in S. fradiae. This example demonstrates that various Streptomy-
ces species can regulate the expression of heterologous genes differently. These differ-
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ences may be minimized by fusing the genes of interest to a strong constituitive pro-
moter such as ermEP* (19).

4.6. Other Tailoring Enzymes

There are a number of other enzymes that modify peptides, polyketides, or sugar
components of secondary metabolites. These include methyltransferases, hydroxy-
lases, reductases, and haloperoxidases. These modifications are often critical for bio-
logical activity. Many genes that encode tailoring functions have been cloned and
sequenced, and these could be used directly for genetic engineering in some cases, or
become starting materials for DNA family shuffling to alter substrate specificity.
Two recent examples demonstrate the potential of genetic engineering applications
of methyltransferases. In the first example, Gaisser et al. (291) have used the
S. erythraea system for hybrid glycosylation to further embellish the hybrid com-
pounds by sugar methylation. They demonstrated through a combination of genetic
engineering and bioconversions that they could generate O-methylated rhamnosyl-
derivatives of erythronolide, using cloned O-methyltransferase genes from the
spinosyn biosynthetic pathway (71). In the second example, Palatto et al. (292) cloned
three O-methyltransferase genes from Streptomyces olivaceus, the producer of
elloramycin. They demonstrated that two of the enzymes could O-methylate
glycosylated polyketides containing sugars related to their natural substrates. These
studies demonstrated that these sugar O-methyltransferases can recognize their
homologous sugar substrates attached to heterologous polyketides in one case,
or heterologous sugars attached to homologous substrates in the other, providing
opportunities for further tailoring of hybrid glycosylated polyketides.
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Culture Medium Optimization and Scale-Up
for Microbial Fermentations

Neal C. Connors

1. Introduction to Microbial Fermentations

The art of fermentation has been around for centuries. Brewing and food-based fer-
mentations were the beginnings of the fermentation industry as we know it today. At
the turn of the twentieth century, fermentations were used to make chemicals such as
glycerol for the manufacture of explosives. With all that history, the discovery of peni-
cillin may have been the real “coming out” party for the fermentation industry. For the
first time in its history, fermentation was used to produce a product with a tangible
benefit—saving lives.

Since the dawn of the “penicillin age,” the science of fermentation development has
been influenced by advances in recombinant DNA technology, analytical techniques,
computer sciences, and most recently, genomics and proteomics. This says nothing of
the advances that have been made in the core disciplines of microbial physiology
and biochemical engineering. Although the tools that are at the disposal of scien-
tists and engineers have increased over the years, the fundamental problem that
must be solved has remained the same; how to make large amounts of product at a
sufficient scale in order to have a commercially viable process? Moreover, can this
happen in a time frame that is suitable for a commercial success? This chapter first
establishes a basic framework for the field of microbial fermentation development—
some approaches, no matter how old, still succeed in developing a productive, com-
mercially viable fermentation process. With this foundation in place, advancements of
contemporary significance are brought into perspective.

The commercial fermentation process starts with an aliquot of a preserved culture
(e.g., lyophilized or cryogenically preserved), which is used to inoculate a small-scale
(e.g., shake-flask) inoculum. The inoculum is scaled-up through one or more shake-
flask stages (of multiple flasks) before establishing an inoculum that is suitable for
inoculation into a small pilot- or factory-scale fermentor. Once again, the inoculum is
scaled-up through one or more fermentor stages before being suitable for inoculation
into a final production fermentor (Fig. 1). Depending on the organism being cultivated,
the fermentation is typically carried out at volumes ranging from a few hundred liters
up to a few hundred thousand liters, and lasting for a period of several hours or up to a
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few weeks. At the end of the fermentation, the product of interest may be painstakingly
isolated to ultra-high purity or may be used in its crudest form simply by using the
fermentation broth directly or after spray drying.

An investigator (scientist or engineer) who takes on a fermentation development
project must ask a handful of common sense, yet sometimes overlooked, questions.
Addressing the following issues will quickly focus the development efforts so that time
and resources are used most efficiently. Ultimately, the final measure of success of any
process is how well it performs in the factory setting.

First, how is the product/metabolite of interest characterized in terms of market vol-
ume and value? Is the product a high-volume–low-value commodity chemical or
enzyme? Or, at the opposite end of the spectrum, is it a low-volume–high-value phar-
maceutical or therapeutic protein? Understanding the relationship between market size
and value will determine the degree of latitude that the investigator has in developing a
fermentation process.

Is the industry that the investigator is working in highly regulated? All commercial
fermentations must be economically viable in order to succeed, but some—such as
those used to produce pharmaceuticals or biologics—must operate within the guide-
lines of government agencies that are responsible for approving the use of the product
in a particular country—e.g., the U.S. Food and Drug Administration (USFDA). There
are also guidelines that govern the fermentation industry overall regarding safe, large-
scale practices for nonrecombinant and recombinant organisms (1).

Fig. 1. Illustration of the stages involved in a typical pilot- or manufacturing-scale fermen-
tation. Starting from a culture stock (e.g., cryo-preserved), biomass is generated through one or
two shake-flask culture stages consisting of one or more flasks. The amount of biomass accu-
mulated must be sufficient to support suitable growth in the first fermentor stage used for
inoculum development. An additional stage of inoculum development at the fermentor scale
(i.e., larger scale) may be necessary to accumulate the amount of biomass required to inoculate
the final production-scale fermentation.
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What type of fermentation facility will be used to manufacture the product? The
sizes and number of fermentors available will further determine what the seed train
should be and what the productivity of the process must be. Is there computer control?
Will the process require fed-batch capability, batch, or continuous sterilization of media
or feeds? At the laboratory scale, there is great flexibility to develop a process of any
description. However, whatever process rises from the laboratory, must “fit” the fac-
tory setting, or there must be a willingness to make the appropriate capital improve-
ments to the facility.

Finally, is the process that is being developed limited to particular substrates (nutri-
ents) or other feed streams? This is typical of integrated manufacturing operations in
which a by-product or waste stream is fermented by bacteria or fungi to produce a
value-added product. For example, the corn wet milling industry produces amino acids,
organic acids, and ethanol from the by-products and waste streams of the corn refining
process (e.g., corn steep liquor).

A number of different substrates (e.g., waste streams) have used to produce citric
acid, a commodity chemical typically produced by fermentation of the fungus Aspergil-
lus niger. Citric acid production has been carried out in submerged fermentation on
simple substrates such as glucose and polymers such as starch (2,3). In certain cases,
solid substrates from crop residues (e.g., cassava bagasse and sweet potato) or waste
streams from food processing (e.g., pineapple) have also been used for citric acid pro-
duction by Aspergillus niger (4–6).

2. Fermentation Medium Composition

Regardless of the nature of the process or whether the investigator is dealing with an
inoculum stage or the final production stage, developing a suitable medium for culture
growth and/or production of a product is paramount. For a production fermentation
process, the goal of developing a culture medium is to maximize the amount of product
being produced on a volumetric basis. This does not necessarily imply that the amount
of biomass produced should be maximized, although the medium must support the
growth of the organism. In fact, having the highest volumetric productivity possible
with the smallest amount of biomass (i.e., high specific productivity) is highly desir-
able. However, in cases in which the product is the cell (e.g., single-cell protein) or in
which product formation correlates directly with biomass levels, the goal of medium
development would be adjusted to obtain high biomass levels.

2.1. Nutritional Requirements

All heterotrophic organisms have a basic requirement for sources of carbon, nitro-
gen, and inorganic salts, including phosphate, sulfate, and trace elements (e.g., zinc,
iron, magnesium, potassium, calcium, copper, and manganese). Zabriskie et al. pro-
vide examples of the elemental composition of typical bacteria, yeast, and fungi, which
illustrate the relative amounts of each of the previously listed components (7). Although
these “compositions” indicate how much carbon, nitrogen, or other elements must be
supplied to the organism in order to achieve a specified level of biomass, they do little
to elucidate how these components will impact the yield of the metabolite of interest.
Nevertheless, elemental analysis provides the first approximation of the nutritional require-
ments of an organism.
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Depending on the organism of interest, there may be additional requirements for
amino acids, vitamins, purines, or pyrimidine. There may be a requirement for the
addition of precursors for the metabolite of interest. Oxygen may or may not be required
as the terminal electron acceptor, and the fermentation will need to be carried out at an
appropriate pH.

The carbon source serves as the basic building block(s) for biomass and the major
biomolecules that compose it (e.g., proteins, carbohydrates, lipids, and nucleic acids).
It also serves as the building block(s) for the metabolite of interest, further emphasiz-
ing that biomass accumulation and product formation must be balanced. In addition to
being a source of biosynthetic precursors, the carbon source (for many organisms) also
serves as a source of energy through the production of ATP either by substrate-level
phosphorylation or oxidative phosphorylation.

The type of carbon source and the level at which it is supplied plays a significant
role in the metabolism of the organism. For organisms such as Escherichia coli and
Saccharomyces cerevisiae, copious amounts of acetic acid and ethanol, respectively,
are produced under conditions of excess glucose—also known as the Crabtree effect
(8,9). Certain species of Streptomyces have a similar “overflow metabolism,” resulting
in the excretion of acids such as pyruvate and alpha-ketoglutarate (10,11). The carbon
source can also play a significant role in the production of secondary metabolites. For
example, a rapidly utilized carbon source such as glucose will repress enzymes involved
in the synthesis of beta-lactam antibiotics produced by actinomycetes (e.g., cephamycin
by Streptomyces lactamdurans) (12) and fungi (e.g., cephalosporin by Penicillium
chrysogenum) (13).

A source of nitrogen is required for the synthesis of all nitrogen-containing com-
pounds in the cell, including amino acids, purines, and pyrimidines. The source of
nitrogen chosen and the level at which it is supplied impacts the physiology of the
organism. Nitrogen-source regulation or repression, brought about by the presence of a
rapidly utilized nitrogen source, is a well-documented phenomenon (14) that can be the
result of a complex network of regulatory genes (15). Moreover, a large excess of
carbon source in the presence of a limiting amount of nitrogen (high C/N ratio) enhances
the synthesis of many microbial polysaccharides, particularly the production of xanthan
gum by Xanthomonas campestris (16).

2.2. Medium Components

The medium components used to satisfy an organism’s nutritional requirements are
partly influenced by the nature of the fermentation process being developed (as out-
lined in the Introduction). Carbon sources can be simple sugars (e.g., glucose or fruc-
tose), disaccharides (e.g., maltose, lactose, or sucrose), sugar polymers (e.g., starch or
dextrins), polyols (e.g., glycerol or mannitol), or oils (e.g., soybean or rapeseed oils).
Alcohols such as methanol are also utilized as carbon sources, especially for the pro-
duction of recombinant proteins by methylotrophic yeast which utilizes methanol as an
inducer and also as a carbon source (17).

Carbon sources can be supplied as “pure” components or in feed-stocks that are rich
in a particular carbon source. For example, cheese whey, a by-product of the dairy
industry, serves as an excellent source of lactose, and molasses (beet or cane) serves as
an enriched source of sucrose. Carbon sources which are polymeric require the organ-
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ism to produce adequate amounts of hydrolytic enzymes—such as amylases and lipases
for the utilization of starches and lipids—in order to make the carbon available for
intermediary metabolism.

Nitrogen can be supplied in organic or inorganic and simple or complex forms. Inor-
ganic nitrogen can be supplied as ammonium salts, nitrates, or nitrites. Nitrates and
nitrites are oxidized forms of nitrogen that must be reduced by the organism to ammo-
nia nitrogen by a specific reductase. Organic sources can be simple, such as amino
acids or urea. Complex sources of organic nitrogen can be supplied by protein sources
such as meals and flours. These protein sources must be hydrolyzed to amino acids or
short peptides by proteases before being utilized by the organism.

The choice of media components comes down to a question of defined vs complex
media. A defined medium is composed of discrete chemical entities present in spe-
cific amounts. Each component added satisfies a specific requirement for the growth
of the cell and/or the synthesis of the product. Semi-defined is used to describe a
medium that contains a single complex component—for instance, yeast extract—at a
level of 1% (w/v) or less. With a defined medium, the impact of all of the compo-
nents on the process can be accounted for. Moreover, the utilization of each compo-
nent can, in theory, be monitored and controlled through on-line monitoring
techniques and feeding strategies. Defined media that are soluble are necessary for
metabolic modelling studies that require the investigator to be able to close the mass
balance between what is supplied to the organism in the form of nutrients (e.g., car-
bon source) and what is produced (e.g., organic acids and carbon dioxide). Although
not an absolute rule, defined media components typically show more lot-to-lot and
vendor-to-vendor consistency, which is critical for the production of specific phar-
maceuticals and biologics for which regulators (e.g., USFDA) require that the manu-
facturer demonstrate a consistent manufacturing process.

Complex media components are typically by-products of the food and agricultural
industries, and provide one or more of an organism’s nutritional requirements. For
low-cost commodity fermentations such as organic acids, amino acids, or other bulk
chemicals, the use of these components is essential because it reduces fermentation
cost which is a primary determinant of economic feasibility. As mentioned in the
Introduction, the goal may be to develop a process in which a waste stream from a
particular industry is used as a growth substrate to produce a value-added product, such
as the examples provided for citric acid production by Aspergillus niger. However,
since complex components vary between vendors and are not produced specifically for
the fermentation industry, the fermentation process performance that they support can
be variable. This can be partially offset by establishing raw material specifications and
carrying out small scale use-tests in order to determine the suitability of a particular
medium component for large-scale production.

3. Fermentation Medium Development Methods

The initial approach to medium development is greatly influenced by how much is
known about the organism under study or how much is known about a closely related
species. A search of the literature can provide some thoughts on an initial medium
formulation that supports the production of at least a small amount of the metabolite of
interest. Also, culture-collection catalogs such as the American Type Culture Collec-
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tion (ATCC) or reference texts such as the Handbook of Microbiological Media (18)
can also provide leads for media formulations or specific nutritional requirements.

Starting from an initial medium formulation, the investigator is faced with the chal-
lenge of altering the medium composition along with other process parameters, such as
pH and temperature, in a structured manner so that improvements in fermentation per-
formance can be gained. The simplest approach is the “one-at-a-time” method, in which
the concentration of each medium component supporting the best outcome is identified
while the concentrations of each of the remaining components is held constant.
Although this approach is widely described in the literature, it does not take into
account the synergistic effects that medium components can have on process perfor-
mance, and can result in a a “local” rather than “global” maximum.

Currently, most medium optimization strategies could be considered “structured
empiricism.” They are “structured” from the standpoint of having a defined path for-
ward in order to improve the fermentation, and “empirical” because in most cases little
is known about the extent of the physiological interactions that impact the desired pro-
cess output. In the future, medium development will be greatly influenced by advance-
ments in metabolic pathway modeling and the ability to tailor the medium to satisfy the
intracellular mass balance. An example of this approach is the establishment of a stoichio-
metric model for the production of transglutaminase by Strepverticillium mobaraense, and
the use of this model to increase enzyme activity production fourfold compared to the
initial medium (19).

It is important to note that medium development goes hand-in-hand with strain improve-
ment (classical or recombinant DNA-based) to create a cycle of process improvement
(Fig. 2). For each new culture that is generated from a strain improvement program, a
new round of medium development must be instituted in order to realize the full poten-
tial of the newly generated strain. In addition to a new production medium formulation,
a new screening medium is generated to identify future improved strains.

3.1. Statistical Experimental Design

Starting from an initial medium formulation, a number of powerful, time-tested,
statistically based experimental design techniques can be employed in order to improve
fermentation performance (20). Software packages such as JMP (SAS Institute, Inc.
Cary, NC), which is available for desktop computers, allow the investigator to design
appropriate, statistically-based experiments and to analyze and graphically represent
the data. These statistically based approaches can be divided into two categories:
screening and optimization.

Independent variables (e.g., media components, initial pH, fermentation tempera-
ture, and fermentation time) are first screened to determine which have the most signifi-
cant impact on the dependent variable (e.g., metabolite production ). Plackett-Burman
designs, for example, are classical methods used for evaluating a large number of vari-
ables (up to N-1 variables in N trials) at two levels to identify which have the most
significant impact (using Student t tests) on the process (Table 1) (21).

Fractional factorial designs can also be used to screen a large number of variables,
and are particularly useful when one or more two factor interactions are suspected a
priori. Typical fractional factorial designs consist of 2k-p trials in which 2 is the number
of levels (high and low), k is the number of factors being examined, and (1/2)p is the
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Fig. 2. Iterative and interactive nature of microbial strain and medium development. Once
an organism producing something of interest (e.g., metabolite or enzyme) has been identified,
strain improvement and medium optimization begin. In an ongoing process-improvement pro-
gram, the best medium formulation serves as the basis for the production fermentation. After
confirming superior production at the pilot- or manufacturing-scale, the new medium formula-
tion serves as the basis for a new screening medium to identify improved mutants. In order to
maximize productivity of the improved strain, a subsequent round of medium optimization is
carried out.

Table 1
Plackett-Burman Design Used for Screening Fermentation Process Variables
(e.g., medium components, pH, temperature) for Further Optimization Studiesa

Variables

Trial X1 X2 X3 X4* X5 X6 X7 X8* X9 X10 X11*

1 + + – + + + – – – + –
2 – + + – + + + – – – +
3 + – + + – + + + – – –
4 – + – + + – + + + – –
5 – – + – + + – + + + –
6 – – – + – + + – + + +
7 + – – – + – + + – + +
8 + + – – – + – + + – +
9 + + + – – – + – + + –

10 – + + + – – – + – + +
11 + – + + + – – – + – +
12 – – – – – – – – – – –

a This design represents the testing of eight variables with three “dummy” variables used for the calcu-
lation of variance of the experimental system. Other tables are used to screen a larger number of variables
(21).

Significance of each variable is determined by comparing the response of the “+” and “–” levels using
a Student t test. *Dummy variables not assigned any process parameter are used to calculate the variance of
the system.
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fraction of the full factorial design (i.e., all possible combinations of all factors at two
levels) in which p is an integer less than k (20,22). For example, a half fraction of a full
factorial design for seven variables could be carried out in sixty-four trials (i.e., 27-1 =
26 = 64) with all the main effects and two factor interactions being estimated. Large
two-factor interactions are an indication of “gross curvature” of the system. Because
the 2-level Plackett-Burman and fractional factorial designs have points only at the
corners of the design regions, it is advisable to run replicates at the center point,
where the levels for all variables are midway and all values between the high and low
values are covered. Of course, this can only be done when all the variables are continu-
ous (i.e., numerical); however, when some are categorical (e.g., type of carbon or nitro-
gen source), more advanced procedures may be required.

If the mean response for the center point is significantly different (e.g., higher yield)
from the mean of all the corner-point responses, then additional curvature exists in the
system that may not be adequately accounted for by fitting the initial design. Under
these circumstances, it may be necessary to investigate the region close to the center in
greater detail by choosing smaller ranges for the variables and re-running the design in
the focal region. Such structured sequential use of statistical designs is inherent in practi-
cal experimentation and is one strength of the methodology. If curvature is not large—so
that first-order terms adequately approximate the data—then a steepest ascent method
can be employed to move to a new design region of improved responses that possibly
contain the optimum, with only a few additional runs.

Once a small number (two to five, typically) of the most important independent
variables are identified, response surface methodology (RSM) can be used to opti-
mize the levels of the independent variables. The Box-Behnken experimental design
(23) or the Box-Wilson central composite experimental design (24) allow for the
construction of a model, in the form of a polynomial equation, which describes the
main effects of the individual variables, the interactions of any two of the variables,
and any pure quadratic effects. It should be noted that two-factor interactions are
quadratic effects, and represent curvature for continuous variables. For example, a
Box-Behnken design for three variables evaluated at three levels would require thir-
teen trials (Fig. 3, Table 2), with the center point of the design being replicated for
statistical purposes, to determine all main, interactive, and pure quadratic effects in
the following polynomial equation:

Y = b0 + b1(x1) + b2(x2) + b3(x3) + b12(x1x2) + b13(x1x3) + b23(x2x3) + b11(x1)2

+ b22(x2)2 + b33(x3)2

where:
Y = independent variable (e.g., volumetric productivity, biomass level, etc.)
b0 = constant coefficient for the mean overall effect
x1, x2, x3 = independent variables
b1, b2, b3 = linear (first-order) coefficients (i.e., main effects)
b12, b13, b23 = second-order interaction coefficients
b11, b22, b33 = pure quadratic coefficients

Thus, twenty-five trials, with additional replicates of the midpoint of the design,
would be required for four variables evaluated at three levels with the appropriate
terms added to the polynomial to account for each additional main, interactive, and
quadratic effects.
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Fig. 3. Graphical representation of the experimental points in a Box-Behnken three-factor
optimization study. The experimental points are located at the midpoint of each edge of the
cube along with a design midpoint located in the middle of the cube.

It should be emphasized that for a Box-Wilson central composite design (CCD),
fifteen trials are required in some cases to evaluate three variables, each at five levels
(Table 3). This includes six axial trials which extend beyond each face of the cubic
space (Fig. 4). However, it is important to note that the cube part of the design may
have already been run as part of screening (i.e., corners of the screening experiment
design region), so that only these additional axial trials may need to be run. This so-

Table 2
Box-Behnken Design for a Three Variable-
Three Level Fractional Factorial Study
(Coded Variables)

Independent variables

Trial X1 X2 X3

1 1 1 0
2 1 –1 0
3 –1 1 0
4 –1 –1 0
5 1 0 –1
6 1 0 –1
7 –1 0 1
8 –1 0 –1
9 0 1 1
10 0 1 –1
11 0 –1 1
12 0 –1 –1
13 0 0 0

–1, 0, 1 represent the coded values for the low, midpoint,
and high levels for each variable.
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Fig. 4. Graphical representation of the experimental points in a Box-Wilson central compos-
ite design three-factor optimization study. The experimental points are located at each vertex of
the cube with the midpoint located in the middle of the cube. Axial trials are experimental
points that exist outside of the cubic space, and are represented by arrows.

Table 3
Box-Wilson Central Composite Design
for a Three Variable-Five Level Fractional
Factorial Study (Coded Variables)

Independent variables

Trial X1 X2 X3

1 –1 –1 –1
2 1 –1 –1
3 –1 1 –1
4 1 1 –1
5 –1 –1 1
6 1 –1 1
7 –1 1 1
8 1 1 1
9 –1.68 0 0
10 1.68 0 0
11 0 –1.68 0
12 0 1.68 0
13 0 0 –1.68
14 0 0 1.68
15 0 0 0

–1, 0, 1 represent the coded values for the low, midpoint,
and high levels for each variable. The coded values for the
axial points for each level is 1.68 or –1.68.
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called “sequential assembly” is one strength of the CCDs not shared by the Box-
Behnken designs. For a full, classical CCD, twenty-five trials would be required for
four variables evaluated at five levels. However, it is possible to reduce this to as few
as sixteen trials using so-called Resolution III* designs (24).

The number of trials required for the various response-surface designs is far fewer
than the corresponding full factorial designs that are still often used. For example, full
factorial designs for three or four variables evaluated at three levels would require
twenty-seven (i.e., 33) and eighty-one (i.e., 34) trials, respectively.

Once an optimal medium formulation has been determined, an additional round of
screening may be deemed necessary to determine whether independent variables con-
sidered unimportant in the first round of screening now influence the production pro-
cess. Moreover, a new medium formulation can be implemented in an ongoing strain
improvement program for the screening of higher producers (Fig. 2). Medium optimi-
zation for confirmed higher producers would then be carried out using the same statis-
tical experimental designs in order to gain optimal performance from a strain.

3.2. Simplex Search

As mentioned, response-surface methods are effective at reducing the number of
trials required to reach an optimum medium formulation and providing a mathematical
description of the results as a function of the variables tested. Ordinarily, this work is
carried out in shake flasks or other small-scale cultivation vessels (e.g., test tubes or
well plates). These small-scale cultivation methods may not duplicate the conditions
that exist in a fermentor, and thus the potential exists that optimization work done
at the shake-flask scale, for example, may not translate into equal performance in
laboratory-, pilot-, or factory-scale fermentors. In many instances, it may be advis-
able to carry out additional validation/optimization studies at the laboratory- or pilot-
scale in fermentors with identical geometry and mixing characteristics; where variables
such as nutrient concentrations, feeding strategies, pH, and temperature can be moni-
tored and controlled better and can be optimized in an environment of shear stress,
reduced mixing times/nutrient gradients, and sparged oxygen supply.

Screening and response-surface methods—especially those that use reduced num-
bers of runs—can also be exploited at the large-scale. However, it is often difficult to
justify the large up-front investment required, especially when extensive work can be
accomplished at the small scale. For this reason, other highly sequential approaches to
fermentation improvement have been attempted. These proceed one run at a time to
explore and optimize and thus do not require a commitment to a large prespecified
number of runs. However, because of their inherent inability to account for overall
response structure and to characterize variability, it may be necessary to actually run
more experiments in the long run.

Among these sequential methods are a number of numerical optimization tech-
niques—techniques developed for the optimization of mathematical functions without
experimental error—that have been used in medium optimization. One such technique
is simplex search. The variables can be either continuous (i.e., concentrations of a par-
ticular nutrient) or categorical (e.g., different nitrogen sources). The strategy is to move
the geometric simplex (with N+1 vertices) through experimental space in the direction
of an improved response by running an initial set of N+1 trials trial and then reflecting
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away from the vertices that generate the poorest results (25). A simple spreadsheet is
all that is required to calculate new levels of each independent variable for the subse-
quent trial. The procedure is repeated sequentially until a desired performance level is
reached.

This simplex search approach does not require an exhaustive statistical treatment of
the data, and if a problem occurs (e.g., equipment failure) causing the simplex to move
away from an improved response, subsequent experiments will correct the direction.
However, because simplex search does not explicitly account for experimental variabil-
ity—as the statistical treatment does—it is sensitive to experimental noise. For this rea-
son, it may be more desirable to use simplex designs in conjunction with RSM as a means
of fine-tuning conditions as the transition is made from shake-flask to fermentor.

3.3. Evolutionary Algorithms

Another set of numerical optimization techniques that can be applied to medium
development are the so-called “evolutionary” algorithms. They work by “evolving” a
population of potential solutions (i.e., media formulations or process parameters)
through experimental space. As with the simplex search procedure, no assumptions
about the nature of the process being optimized or the shape of the solution landscape
are required. Although statistical experimental designs require that the number of vari-
ables to be optimized be reduced through an initial screening phase, evolutionary algo-
rithms accommodate large numbers of variables in the search for an overall optimum
response. As with the simplex search, the problem with evolutionary algorithms is that
they are subject to experimental variability. They also require a fair amount of math-
ematical and computer expertise and resources.

Genetic algorithms (GAs) are one type of evolutionary algorithm that were inspired
by biological or “Darwinian” evolution (26). Zuzek et al. offers an analogy between
potential solutions and chromosomes containing genes (27). Each potential solution is
a “chromosome” and the medium component concentrations or process parameter set-
tings (such as temperature and pH) are the individual “genes” that make up the chro-
mosome. After each round of fermentation, the fitness (i.e., improvement in process
performance) of each chromosome is evaluated, and replication of the chromosome
occurs in proportion to the improvement using a linear scaling technique (28). Thus, a
larger proportion of the most fit solutions are carried over to the next round of experi-
mentation. The chromosomes in the population are then subject to “crossover,” which
involves the exchange of individual genes in each chromosome. After the attributes of
the solutions are exchanged (i.e., crossed over), “point mutations” are randomly intro-
duced into the genes at a prescribed frequency (29). After each round of experimenta-
tion, the process of replication, crossover, and mutation is carried out to generate a new
population of solutions to be tested. Ultimately, after several rounds, the population
converges on a single overall optimum.

The GA approach has been applied successfully in fermentation development. For
instance, mevinolin production by Aspergillus terreus was increased threefold after
four generations involving 10 medium components (27). A 23% increase in the pro-
duction of L-lysine by Corynebacterium glutamicum was achieved by manipulating 13
variables over the course of 468 experiments (i.e., solutions) (30). Formate dehydroge-
nase activity produced by Candida boidinii was increased 40% by manipulating 14
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variables over the course of 250 experiments (31). Note that the large number of experi-
ments ultimately run illustrates one potential shortcoming of sequential optimization.

Particle swarm optimization (PSO) is another example of an evolutionary algorithm
that shows promise as a technique for medium optimization. Similar to GAs, PSO does
not require assumptions about the topology of the solution space being explored.
Cockshott and Hartman explain, that unlike GAs which function along “biological”
lines (e.g., Darwinian evolution), PSO has more of a “social” context (32). Each indi-
vidual solution in the PSO population remembers its own best solution and the best
overall solution of the population. Conversely, for GAs, past information is lost with
each successive generation/iteration.

In PSO, each individual particle initially occupies a position in the solution space
with coordinates that are the medium component concentrations, and process param-
eters such as pH and temperature. An initial range is set for each independent variable
so that a reasonable amount of experimental space can be explored. After each itera-
tion, an update equation is used to determine the levels for the independent variables
for the next round of experimentation. This update equation includes terms that describe
the “personal best” (i.e., pbesti) for each individual and the “global best” (i.e., gbest)
for the entire population. The “personal best” and “global best” terms provide the
memory component for the individual that distinguishes it from GAs. After several
iterations (approx 8–12), the individuals in the population converge on a single solu-
tion representing the “global best.”

In an interesting comparison, statistical experimental design (SED) methodology
was compared to PSO to optimize the fermentation medium for echinocandin B pro-
duction by Aspergillus nidulans (32,33). Fifteen medium components were considered
at the outset for both optimization strategies. For the statistical experimental design
approach, a 46% increase in echinocandin B titer was realized after 108 shake-flask
fermentations carried out over 5 iterations. This included an initial round of variable
screening (i.e., Plackett-Burman) to identify the five components that became the focus
of the optimization studies. In comparison, for the PSO approach, 135 shake-flask fer-
mentations carried out over 9 iterations resulted in a 41% increase in titer. It is interest-
ing to note that although both optimization approaches yielded comparable increases in
titer in a reasonably similar number of shake-flask fermentations, different optimum
(or near optimum) medium formulations were obtained.

4. Fermentation Medium as a Research Tool

Although the goal of any media development program is to generate a formulation
that will support a high level of product formation, it is important to remember that the
organism’s responses to different media or conditions can provide an investigator with
a great deal of information on the underlying physiology and biochemistry relevant to
the fermentation. In short, the components of any culture medium serve as the independent
variables of a very powerful experimental system for studying microbial physiology.

Both batch and nutrient-limited chemostat cultivations are useful approaches. Simple
manipulations of culture-medium conditions, combined with novel techniques for metabolic
analysis, can reveal a great deal of physiological detail. While these experimental approaches
may not lead directly to a factory process per se, the information provided by these types of
studies can provide new leads for future media or strain-development programs.
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The development of a fermentation process for the production of pneumocandins by
the fungus Glarea lozoyensis provides two examples of how an investigator can “learn
from the medium.” In the first example, the pneumocadin B0 titer and the level of the
major, undesirable structural analog pneumocandin C0, were shown to be influenced
by the osmotic pressure of the medium (34). High osmotic pressure supported accept-
able pneumocandin B0 titers, with low levels of pneumocandin C0. Lower osmotic
pressures resulted in higher pneumocandin B0 titers but with unacceptably high levels
of pneumocandin C0. An examination of the underlying mechanism revealed a link
between the relative amounts of trans-4 hydroxyproline and trans-3 hydroxyproline
produced under the two osmotic pressure conditions. This line of experimentation pro-
vided critical information on the boundary conditions for the large-scale fermentation
and provided insights into the physiology of the formation of an undesirable analog.

In a second example, supplementation with proline and arginine were shown to
impact the pneumocandin titer and analog spectrum. Changes in the intracellular levels
of trans-4 and trans-3 hydroxyprolines provided the key physiological link to the
observations. These results suggest that the synthesis of the hydroxypolines may be
part of a nitrogen regulatory circuit in Glarea lozoyensis. Moreover, supplementation
of the production medium with zinc, cobalt, and nickel-trace elements known to inhibit
�-ketoglutarate-dependent dioxygenases in vitro resulted in increases in the levels of
pneumocandins that are differentiated by the absence of one or more hydroxyl groups
around the cyclic hexapeptide. These results suggest the involvement of one or more
�-ketoglutarate-dependent dioxygenases in the synthesis of pneumocandins (35).

The alteration of media composition has also been useful in the area of metabolic
flux analysis. Penicillium chrysogenum producing penicillin-G was grown in glucose-,
ethanol-, and acetate-limited chemostat cultures to examine flux partitioning around
the glucose-6-phosphate, 3-phosphoglycerate, mitochondrial pyruvate, and mitochon-
drial isocitrate nodes (36). Although these three growth conditions resulted in different
patterns of flux partitioning around these four nodes, no significant impact on the peni-
cillin-G production was observed. In this same study, the cytosolic NADPH demand
was altered by growing Penicillium chrysogenum on various combinations of glucose/
xylose and ammonia/nitrate. Penicillin-G production was the highest when glucose
and ammonia were used as the carbon and nitrogen sources, respectively (low NADPH
demand), and xylose and nitrate supported the lowest production of penicillin-G.
Together, these results suggest that the supply of NADPH may be the bottleneck in the
production of penicillin-G rather than the supply of carbon precursors (36).

In a similar approach, glucose- and ammonia-limited chemostat cultures of E. coli
were examined using metabolic flux ratio (METAFoR) analysis, a technique based on
two-dimensional 13C-1H NMR spectroscopy of fractionally labeled biomass (37). The
results suggested that under ammonia limitations, a greater fraction of oxaloacetate
was obtained from the carboxylation of phosphoenolpyruvate (PEP) than from the TCA
cycle, and that there was a reduction in the amount of PEP generated by one
transketolase reaction. This type of analysis allows an investigator to link fermentation
condition (e.g., medium composition) to metabolic flux.

5. Fermentation Scale-Up—Issues and Opportunities

A large number of published reports have examined the fundamentals of fermenta-
tion scale-up, a topic that will not be described here (38,39). Typically, a fermentation
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is scaled up in order to maintain a constant (relative to the laboratory fermentor scale)
power per unit volume, volumetric mass transfer coefficient (i.e., KLa), impeller-tip
speed, or dissolved oxygen tension. This serves to re-create, in a large-scale fermentor,
those conditions identified at the laboratory scale as being conducive to good process
performance. Although chemical factors such as medium composition can be held con-
stant across scales, other physical factors change as a function of increasing scale.

Laboratory or pilot-scale fermentors, generally, provide a homogeneous environment
for the organism because of very fast mixing of the broth in the vessel and inconsequential
differences in hydrostatic pressure. Circulation times—the time required for a unit of biom-
ass (e.g., cell or mycelial fragment) to depart and return to fixed point in the vessel—follow
a distribution referred to as the circulation-time distribution, and represent an important
parameter for scale-up (40). Mean circulation time increases as a function of scale as well
as a function of fermentation broth viscosity, a situation common in mycelial fermentations
run at the manufacturing scale (41). An increased circulation time results in heterogeneous
conditions in which nutrient concentrations, dissolved oxygen, dissolved carbon dioxide
and shear, show spatial variations within the reactor. When the oxygen uptake rate is faster
than the circulation time, a unit of biomass can experience periods of anaerobiosis before
returning to an oxygen-sufficient region in the fermentor. Bajpai and Reuss (42) proposed a
two-zone model consisting of a well-mixed region of the fermentor around the impellers
and suboptimal mixing for the remainder of the bulk liquid in the tank. In their model, a unit
of biomass is exposed to various dissolved oxygen and carbon dioxide concentrations as it
circulates through different regions of the fermentor. In the well-mixed region around the
impellor, the biomass is exposed to high dissolved oxygen/low dissolved carbon dioxide
concentrations. This is followed by a continual decline in dissolved oxygen concentration
accompanied by an increase in dissolved carbon dioxide as the biomass passes through the
macromixed bulk liquid. When a fermentation process will be run in existing factory fer-
mentors with known (i.e., reduced) mixing capability, these variables must be considered
during strain improvement, process or medium development, and scale-up to increase
chances of success in the factory setting.

Despite the tools and techniques available for the scale-up of microbial fermenta-
tions, many large-scale fermentation processes yield lower than expected performances
compared to experiments carried out in laboratory- or pilot-scale fermentors. Investi-
gators are realizing the important interactions that exist between the fluid dynamics of
fermentation broth and the physiological responses of microbes in large-scale fermen-
tors (43). Over the past two decades, laboratory-scale fermentation models have been
developed to simulate the conditions that an organism experiences in a large-scale fer-
mentor. Carrying experimentation of this type out at the laboratory scale provides an effi-
cient and economical alternative to evaluations at the manufacturing or pilot scales and
allows for scale-up issues to be addressed early in a development program. Moreover, work
in scale-down systems allows the investigator the opportunity to more fully establish pro-
cess sensitivities that will allow scale-up problems to be more easily understood.

Sweere and colleagues describe the process for establishing a useful scale-down
model that can be used to establish a productive large-scale process (44). Regime analy-
sis is needed to identify the rate-limiting mechanisms of the process in terms of charac-
teristic times (e.g., mean circulation time or oxygen transfer rate) for the full-scale
fermentor and how these compare to the corresponding physiological properties of the
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organism (e.g., the uptake rate of substrate or oxygen-uptake rate). If one or more of
these characteristic times is within an order of magnitude of a corresponding physi-
ological parameter of the cell, then a rate-limiting mechanism worthy of investigation
at the laboratory scale has been identified. The rate-limiting mechanism can then be
simulated at the laboratory scale followed by re-optimization of the process, perhaps
using one of the optimization techniques described here (e.g., simplex search). The re-opti-
mized process can then be evaluated on a large scale.

Studies by Geraats on the scale-up of lipase production by Pseudomonas alcaligenes
provides an excellent example of how a scale-down model can be used to identify and
solve a scale-up problem (45). In this work, increased levels of dissolved carbon diox-
ide were identified as being responsible for the reduction in lipase production at the
100 m3 scale. This was first verified at the 10-L fermentor scale by blending various
concentrations of carbon dioxide into the sparge air to generate carbon dioxide concen-
trations comparable to those present in a large-scale fermentor. With this information
from the scale-down model, dissolved carbon dioxide at the 100 m3 scale was reduced three-
fold by reducing head pressure and increasing the airflow during the fermentation process.

Since biomass that circulates though a large-scale fermentor experiences different
dissolved oxygen concentrations, Vardar and Lilly simulated in a 7-L fermentor the-
effects of dissolved oxygen cycling on penicillin production by Penicillium chrysogenum
(46). The dissolved oxygen concentration was continuously cycled around the critical
concentration of 30% by changing the back pressure in the fermentor between 1 and 2
atmospheres, according to a sine wave function. The range of dissolved oxygen con-
centrations imposed on the culture was 23–37%. Although the mean dissolved oxygen
concentration in this regime was 30%, the rate of penicillin production was reduced
from 7400 U/gm DCW/h (constant 30% dissolved oxygen) to 5,300 U/gm DCW/h;
similar to that of a culture maintained at a constant dissolved oxygen concentration of 26%.

Yegneswaran and colleagues conducted similar work with Streptomyces clavuligerus
using 2-L fermentors (40). Dissolved oxygen concentrations were cycled by supplying
air to the fermentor for 5 s followed by a period of no aeration ranging from 8–44 s with
a mean of 20 s. The period of no aeration was generated according to a Monte Carlo
method which takes into account the circulation-time distribution typical of a large
fermentor. The Monte Carlo-based cycling method was compared to a periodic cycling
method in which the period of no aeration was a constant 20 s for each cycle. Both the
periodic and Monte Carlo-based methods of oxygen deprivation influenced the growth
rate but not the maximum amount of biomass. However, the Monte Carlo method resulted
in lower cephamycin C titers than the periodic method as compared to the control.

An alternative approach to the study of large-scale fermentor heterogeneity is to use
a two compartment system consisting of a fermentor or stirred-tank reactor (STR) and
an external-loop or plug-flow reactor (PFR) in which the circulation time and volume
can be varied (Fig. 5). Using this type of system, Larsson and Enfors demonstrated the
kinetics of irreversible inhibition of Penicillium chrysogenum respiration with a circu-
lation time of 5–10 min through an anaerobic PFR with a volume of 6% of the STR
volume (47). Moreover, this group was able to demonstrate the difference in inactiva-
tion kinetics between two different P. chrysogenum strains.

For certain fermentation processes, growth substrates (e.g., carbon source) are fed
during the course of the fermentation, typically from the top of the reactor, which can
result in nutrient concentration gradients in large-scale fermentors. The effects of
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nutrient gradients on an organism’s physiology can also be modeled and studied using
scale-down methodologies.

A two-compartment system (STR and PFR) was used to study the impact of glu-
cose-concentration oscillations on the metabolism of Saccharomyces cerevisiae (48).
As broth was circulated from a 15-L STR to an aerated 850-mL PFR containing static-
mixer elements, molasses (sucrose source) was introduced at the inlet of the PFR,
exposing the cells to repeated high concentrations of sugar. This was compared to a
control reactor, in which molasses was introduced to the STR and mixing of the sugar
was instantaneous (i.e., no concentration gradients). The two-compartment system
(STR + PFR) produced less biomass and more ethanol (on a volumetric basis) than the
STR reactor by itself. This overflow metabolism takes place because the yeast cells are
exposed transiently to sugar concentrations, which are above the threshold concentra-
tion for ethanol formation. During the large-scale production of Baker’s yeast, it is desir-
able to eliminate aerobic ethanol formation. This is typically accomplished by feeding
sugar so that the concentration remains below the critical value that triggers ethanol for-
mation. It is clear from this example that the nutrient gradients that exist in large-scale
reactors will influence the amount of ethanol formed and reduce biomass formation.

6. Impact of Functional Genomics on Microbial Process Development

One of the most significant advances in the biological sciences over the last decade
has been the ability to sequence the entire genome of any organism, including the human

Fig. 5. Two-compartment scale-down system used to study, at laboratory scale, the physi-
ological effects of nutrient gradients prevalent in large-scale fermentors. Whole broth is pumped
from the fermentor (i.e., stirred-tank reactor) through a plug-flow reactor with a residence time
that can be varied according to the mean circulation time of the large-scale fermentor being
modeled. At the inlet of the plug-flow reactor, nutrients (e.g., glucose) or gases (e.g., O2 or
CO2) can be introduced that subject the cells to transient increases or decreases in nutrient
levels. Sampling can take place along the length of the plug-flow reactor or from the fermentor
to identify physiological changes.
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genome. A number of microbial genomes have been sequenced, including E. coli, Sac-
charomyces cerevisiae, Bacillus subtilis, Haemophilus influenzae, Mycobacterium
tuberculosis, Neisseria meningitidis, and Methanococcus jannischii (for a listing of
completed and in-progress sequencing projects, visit The Institute for Genomics
Research web site, www.tigr.org/tdb/mdb/mdbcomplete.html). Currently, advances in
sequencing technology and computer methods for the assembly of the sequencing data
make it possible for the genome of a prokaryotic microbe to be sequenced in a very short
period of time. This sequence information and subsequent open reading frame (ORF)
annotation facilitates global gene expression analysis using microarray technology (49).

Regardless of the approach utilized, the fermentation medium and process optimiza-
tion strategies described here merely serve as a vehicle in which to maneuver through
experimental design space and arrive at an optimum medium formulation and process
parameter settings with process performance (e.g., metabolite production) as the only
measured output. Although optimum conditions that maximize process performance
may have been identified, a fermentation scientist may know very little about the
organism’s physiology and how it influences the fermentation process. Improved pro-
cess performance as a function of a particular set of fermentation conditions is really
the result of the organism’s global physiological response to those conditions.

The importance of an organism’s global physiological response as a function of
fermentation condition or growth medium is illustrated by work carried out by Tao and
colleagues (50). In this work, gene-expression analysis was carried out on E. coli cul-
tures grown in Luria broth plus glucose (i.e., rich medium) or minimal medium plus
glucose. In rich medium, increased expression of translation-specific genes was
observed, consistent with an increase in the rate of protein synthesis in rapidly growing
cells. Conversely, cultures grown in minimal medium showed increased gene expres-
sion in several biosynthetic pathways and genes involved in acetate metabolism. Over-
all, the expression of genes in the two media types was consistent with the wealth of
knowledge that has been accrued for this bacteria (51).

Based on this study, gene-expression analysis carried out in concert with the types
of experimental designs described in this section could enhance medium development
studies by making them more informative and perhaps slightly less empirical. The dif-
ferent types of optimization strategies (as described above) provides the framework for
the exploration of the experimental space under investigation, while the analysis of
global gene regulation would extend the amount of information gleaned from each
experiment. Because fermentation development is an iterative process (see Fig. 2), the
“evolution” of gene expression as a function of fermentation condition could be identi-
fied. Along with metabolic modeling studies, this type of approach could be used to
identify targets for genetic manipulation.

Global gene-expression analysis would also be a useful tool during scale-up of
microbial fermentations in which the ultimate goal is to maintain, at a large scale, the
physiological state of the organism identified during laboratory-scale experiments to be
suitable for process performance. Although gene expression analysis could be carried out
at the manufacturing scale, the ability to carry out expression analysis on a scale-down
model of the process allows one to investigate a greater number of process parameters.

For example, the physiological impact of nutrient gradients prevalent in large-scale
E. coli fed-batch fermentations was augmented by examining the expression of four
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stress genes (clpB, dnaK, uspA, and proU) and three genes known to respond to oxygen
limitation or glucose excess (pfl, frd, and ackA) (52). The fermentation systems
employed were a 20,000-L fed-batch fermentation and a two-compartment scaled-down
model. The outcome of this study indicated that E. coli responds to environmental
changes (i.e., nutrient gradients or oxygen depletion) in a matter of seconds, shorter
than the typical mean circulation times in large fermentors.

For the most part, the technical details of microarray experiments have been reduced
to practice (e.g., array preparation, RNA purification, labeling, and hybridization). Yet
variability is introduced at each step of the process and must be dealt with in order to
generate a data set of sufficient quality for analysis especially where detecting small
differences in expression is desired. As an example, Tseng and colleagues have carried
out a systematic investigation of the intrinsic errors that are part of microarray analysis
(53). Quality filtering, normalization, and models of variation are applied to each indi-
vidual slide used in a microarray experiment in order to maximize the statistical power
of the analysis.

Once the raw microarray data has been processed to obtain a high-quality set of
results, the challenge lies in turning the results into useful information. The techniques
employed vary depending on what one wishes to accomplish. The goal may be to iden-
tify patterns of gene expression that classify a good vs bad fermentation performance,
high vs low producing strain, or some other discriminating dependent variable. Clus-
tering or partitioning techniques such as hierarchical clustering (54), principal compo-
nent analysis (55), and self-organizing maps, (56) to name a few, have been used
successfully to identify genes which are coordinately expressed. One of the drawbacks
of clustering or partitioning methods is that they capture only a subset of the potential
relationships that may exist among the genes studied and allow a gene to exist in a
single cluster or group (57). Moreover for time-course data, cluster analysis forms clus-
ters of genes with expression patterns that agree across the entire range of time-points
that are being analyzed. Pattern-discovery techniques may provide an alternative to the
analysis of gene-expression data. When the TEIRESIAS pattern discovery algorithm
was applied to a yeast gene expression data set previously analyzed by cluster analysis,
several million patterns were identified, including all the gene groups identified in the
original analysis. This included expression patterns that were similar only during the
middle portion of the time-course (57). Clearly advances in computational biology will
continue to facilitate the analysis of the enormous amounts of data that are generated in
gene-expression experiments. Yet, the burden is still on the investigator to identify the
biological significance of the information generated.

7. Future Prospects

Some argue that fermentation is a “black box field” or “more art than science.”
Although the processes being developed usually work efficiently, very little is under-
stood about why and how they work. The field of fermentation development continues
to evolve as a result of technological advances. Genome sequencing and functional
genomics clearly have utility beyond the boundaries of medicine and will serve to
advance the science of fermentation development. Yet, fermentation development has
a strong sense of history because many of the approaches that have been developed
over the past two to three decades continue to remain en vogue. Continued success in
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this area will come as the disciplines of biology, genetics, engineering, and computer
science continue to work in concert with one another.

Acknowledgments

The author wishes to thank Bert Gunter and Peter Salmon for critically reviewing
the manuscript and to David Pollard and Professor James Liao for their helpful com-
ments. This chapter is dedicated to the memory of Daniel J. Connors Jr.—a great father,
teacher, and friend.

References

1. Frommer, W., Ager, B., Archer, L., Brunius, G., Collins, C., and Donikian, R. (1989) Safe
biotechnology. III. Safety precautions for handling microorganisms of different risk classes.
Appl. Microbiol. Biotechnol. 30, 541–552.

2. Pazouki, M., Felse, P., Sinha, J., and Panda, T. (2000) Comparative studies on citric acid
production by Aspergillus niger and Candida lipolytica using molasses and glucose.
Bioprocess. Eng. 22, 353–361.

3. Suzuki, A., Sarangbin, S., Kirimura, K., and Usami, V. (1996) Direct production of citric acid
from starch by a 2-deoxyglucose-resistant mutant strain of Aspergillus niger. J. Ferment.
Bioeng. 81, 320–323.

4. Leangon, S., Maddox, I., and Brooks, J. (1999) Influence of the glycolytic rate on production
of citric acid and oxalic acid by Aspergillus niger in solid substrate fermentation. World J.
Microbiol. Biotechnol. 15, 493–495.

5. Tran, C., Sly, L., and Mitchell, D. (1998) Selection of a strain of Aspergillus for the production
of citric acid from pineapple waste in solid-state fermentation. World J. Microbiol. Biotechnol.
14, 399–404.

6. Vandenberghe, L., Soccol, C., Pandey, A., and Lebeault, J. (2000) Solid-state fermentation for
the synthesis of citric acid by Aspergillus niger. Bioresour. Technol. 74, 175–178.

7. Zabriskie, D., Arminger, W., Phillips, D., and Albano, P. (1988) Fermentation medium formu-
lation, in Traders Guide to Fermentation Medium Formulation. Traders Protein, Memphis,
TN, pp. 1–44.

8. Han, K., Lim, H., and Hong, J. (1992) Acetic acid formation in Escherichia coli fermentation.
Biotechnol. Bioeng. 39, 663–671.

9. Van Dijken, J., Weusthuis, R., and Pronk, J. (1993) Kinetics of growth and sugar consumption
in yeasts. Antonie Leeuwenhoek 63, 343–352.

10. Dekeleva, M. and Strohl, W. (1987) Glucose stimulated acidogenesis by Streptomyces
peucetius. Can. J. Microbiol. 33, 1129–1132.

11. Madden, T., Ward, J., and Ison, A. (1996) Organic acid excretion by Streptomyces lividans
TK24 during growth on defined carbon and nitrogen sources. Microbiology 142, 3181–3185.

12. Cortes, J., Liras, P., Castro, J., and Martin, J. (1986) Glucose regulation of cephamycin bio-
synthesis in Streptomyces lactamdurans is exerted on the formation of alpha-aminoadipyl-
cysteinyl-valine and deacetoxycephalosporin-C-synthase. J. Gen. Microbiol. 132, 1805–1814.

13. Martin, J., Revilla, G., Zanca, D., and Lopez, N. (1982) Carbon catabolite regulation of peni-
cillin and cephalosporin biosynthesis. Trends Antibiot. Res. Genet. Biosynth., Actions, and
New Subst. Proc. Int. Conf. pp. 258–268.

14. Spizek, J. and Tichy, P. (1995) Some aspects of overproduction of secondary metabolites.
Folia Microbiol. 40, 43–50.

15. Caddick, M., Peters, D., and Platt, A. (1994) Nitrogen regulation in fungi. Antonie Leeuwen-
hoek 65, 169–177.



Microbial Fermentation Development 191

16. Lo, Y., Yang, S., and Min, D. (1997) Effects on yeast extract and glucose on xanthan produc-
tion and cell growth in batch culture of Xanthomonas campestris. Appl. Microbiol. Biotechnol.
47, 689–694.

17. Gellissen, G. (2000) Heterologous protein production in methylotrophic yeasts. Appl Microbiol
Biotechnol. 54, 741–750.

18. Atlas, R. and Parks, L. (1993) Handbook of Microbiological Media, CRC Press, Boca Raton, FL.
19. Zhu, Y., Rinzema, A., Tramper, J., and Bol, J. (1996) Medium design based on stoichiometric

analysis of microbial transglutaminase production by Streptoverticillium mobaraense.
Biotechnol. Bioeng. 50, 291–298.

20. Strobel, R. and Sullivan, G. (1999) Experimental design for improvement of fermentations, in
Manual of Industrial Microbiology and Biotechnology (Demain, A. and Davies, J., eds.),
American Society for Microbiology, Washington, DC, pp. 80–93.

21. Plackett, R. and Burman, J. (1946) The design of optimum multifactorial experiments.
Biometrika 33, 305–325.

22. Box, G., Hunter, W., and Hunter, J. (1978) Fractional factorial designs at two levels, in: Statistics
for Experimenters. John Wiley, New York, NY.

23. Box, G. and Behnken, D. (1960) Some three level variable designs for the study of quantitative
variables. Technometrics 2, 455–475.

24. Myers, R. and Montgomery, D. (1995) Response Surface Methodology: Process and Product
Optimization Using Designed Experiments. John Wiley, New York, NY.

25. Demming, S. and Morgan, S. (1973) Simplex optimization of variables in analytical chemis-
try. Anal. Chem. 45, 278–283.

26. Weuster-Botz, D. (2000) Experimental design for fermentation media development: statistical
design or global random search. J. Biosci Bioeng. 90, 473–483.

27. Zuzek, M., Friedrich, J., Cestnik, B., Karalic, A., and Cimerman, A. (2000) Optimization of fer-
men-tation medium by a modified method of genetic algorithms. Biotechnol. Tech. 10, 991–996.

28. Goldberg, D. (1989) Genetic Algorithms in Search, Optimisation, and Machine Learning.
Addison-Wesley, Reading.

29. Back, T. (1993) Optimal mutation rates in genetic search, in Proceedings of the Fifth Interna-
tional Conference on Genetic Algorithms (Forrest, S., ed.), Morgan Kauffman Pub., San Mateo, CA.

30. Weuster-Botz, D., Kelle, R., Frantzen, M., and Wandrey, C. (1997) Substrate controlled fed-
batch production of l-lysine with Corynebacterium glutamicum. Biotechnol. Prog. 13, 387–393.

31. Weuster-Botz, D. and Wandrey, C. (1995) Medium optimisation by genetic algorithm for con-
tinuous production of formate dehydrogenase. Process Biochem. 30, 563–571.

32. Cockshott, A. and Hartmann, G. (2001) Improving the fermentation medium for echinocandin
B production part II: particle swarm optimization. Proc. Biochem. 36, 661–669.

33. Cockshott, A. and Sullivan, G. (2001) Improving the fermentation medium for echinocandin B
production part I: sequential statistical experimental design. Proc. Biochem. 36, 647–660.

34. Connors, N., Petersen, L., Hughes, R., Saini, K., Olewinski, R., and Salmon, P. (2000) Re-
sidual fructose and osmolality affect the levels of pneumocandins B0 and C0 produced by
Glarea lozoyensis. Appl. Microbiol. Biotechnol. 54, 814–818.

35. Petersen, L., Hughes, D., Hughes, R., DiMichele, L., Salmon, P., and Connors, N. (2001)
Effects of amino acid and trace element supplementation on pneumocandin production by
Glarea lozoyensis: impact on titer, analogue levels, and the identification of new analogues of
pneumocandin B0. J. Industr. Microbiol. Biotechnol. 26, 216–221.

36. van Gulik, W., de Laat, W., Vinke, J., and Heijnen, J. (2000) Application of metabolic flux
analysis for the identification of metabolic bottlenecks in the biosynthesis of penicillin-G.
Biotechnol. Bioeng. 68, 602–618.



192 Connors

37. Sauer, U., Lasko, D., Fiaux, J., Hochuli, M., Glaser, R., Szyperski, T., et al. (1999) Metabolic
flux ratio analysis of genetic and environmental modulations of Escherichia coli central car-
bon metabolism. J. Bacteriol. 181, 6679–6688.

38. Stanbury, P. and Whitaker, A. (1984) Principles of Fermentation Technology. Pergamon Press,
Oxford, UK.

39. Wang, D., Cooney, C., Demain, A., Dunnhill, P., Humphrey, A., and Lilly, M. (1979) Fermen-
tation and Enzyme Technology. John Wiley, New York, NY.

40. Yegneswaran, P., Gray, M., and Thompson, B. (1991) Experimental simulation of dissolved
oxygen fluctuations in large fermentors: effect on Streptomyces clavuligerus. Biotechnol.
Bioeng. 38, 1203–1209.

41. Funahashi, H., Harada, H., Taguhi, H., and Yoshida, T. (1987) Circulation time distribution
and volume mixing regions in highly viscous xanthan gum solution in a stirred vessel. J. Fer-
ment. Technol. 20, 277–282.

42. Bajpai, R. and Reuss, M. (1982) Coupling of mixing and microbial kinetics for evaluating the
performance of bioreactors. Can. J. Chem. Eng. 60, 384–392.

43. Enfors, S., Jahic, M., Rozkov, A., Xu, B., Hecker, M., Jurgen, B., et al. (2001) Physiological
responses to mixing in large scale bioreactors. J. Biotechnol. 85, 175–185.

44. Sweere, A., Luyben, K., and Kossen, N. (1987) Regime analysis and scale-down: tools to
investigate the performance of bioreactors. Enzyme Microb. Technol. 9, 386–398.

45. Geraats, S. (1994) Scaling-up of a lipase fermentation process: a practical approach, in
Advances in Bioprocess Engineering (Galindo, E. and Ramirez, O., eds.), Kluwer Academic
Publishers, Dordrecht, pp. 41–46.

46. Vardar, F. and Lilly, M. (1982) Effect of cycling dissolved oxygen concentrations on product
formation in penicillin fermentations. Eur. J. Appl. Microbiol. Biotechnol. 14, 203–211.

47. Larsson, G. and Enfors, S. (1988) Studies of insufficient mixing in bioreactors: effects of
limiting oxygen concentrations and short term oxygen starvation on Penicillium chrysogenum.
Bioproc. Eng. 3, 123–127.

48. George, S., Larsson, G., and Enfors, S. (1993) A scale-down two compartment reactor with
controlled substrate oscillations: metabolic response of Saccharomyces cerevisiae. Bioproc.
Eng. 9, 249–257.

49. Lashkari, D., DeRisi, J., McCusker, J., Namath, A., Gentile, C., Hwang, S., et al. (1997) Yeast
microarrays for genome wide parallel genetic and gene expression analysis. Proc. Natl. Acad.
Sci. USA 94, 13,057–13,062.

50. Tao, H., Bausch, C., Richmond, C., Blattner, F., and Conway, T. (1999) Functional genomics:
expression analysis of Escherichia coli growing on minimal and rich media. J. Bacteriol. 181,
6425–6440.

51. Neidhardt, F. (1996) The enteric bacterial cell and the age of bacteria, in Escherichia coli and
Salmonella: Cellular and Molecular Biology, 2nd ed. (Neidhardt, F. and Curtis., R., III, Ingraham,
J., Lin, E., Low, K., Magasanik, B., et al., eds.), ASM Press, Washington, DC, pp. 1–3.

52. Schweder, T., Kruger, E., Xu, B., Jurgen, B., Blomsten, G., Enfors, S.-O., et al. (1999) Moni-
toring of genes that respond to process-related stress in large scale bioprocesses. Biotechnol.
Bioeng. 65, 151–159.

53. Tseng, G., Oh, M., Rohlin, L., Liao, J., and Wong, W. (2001) Issues in cDNA microarray
analysis: quality filtering, channel normalizaion, models of variations and assessment of gene
effects. Nucleic Acids Res. 29, 2549–2557.

54. Eisen, M., Spellman, P., Brown, P., and Botstein, D. (1998) Cluster analysis and display of
gneome-wide expression patterns. Proc. Natl. Acad. Sci. USA 95, 14,863–14,868.

55. Wen, X., Fuhrman, S., Michaels, G., Carr, D., Smith, S., Barker, J., et al. (1998) Large-scale
temporal gene expression mapping of central nervous system development. Proc. Natl. Acad.
Sci. USA 95, 334–339.



Microbial Fermentation Development 193

56. Tamayo, P., Slomin, D., Mesirov, J., Zhu, Q., Kitareewan, S., Dmitrovsky, E., et al. (1999)
Interpreting patterns of gene expression with self-organizing maps: methods and applications
to hematopoietic differentiation. Proc. Natl. Acad. Sci. USA 96, 2907–2912.

57. Rigoutsos, I., Floratos, A., Parida, L., Gao, Y., and Platt, D. (2000) The emergence of pattern
discovery techniques in computational biology. Metab. Eng. 2, 159–177.



194 Connors



Plant Genomics 195

III
PLANT CELL CULTURE



196 Reddy et al.



Plant Genomics 197

197

From: Handbook of Industrial Cell Culture: Mammalian, Microbial, and Plant Cells
Edited by: V. A. Vinci and S. R. Parekh  © Humana Press Inc., Totowa, NJ

8
Functional Genomics for Plant Trait Discovery

Sam Reddy, Ignacio M. Larrinua, Max O. Ruegger,
Vipula K. Shukla, and Yuejin Sun

1. Introduction

Functional genomics, as the name implies, approaches gene discovery on a genome-
wide scale. Our understanding of the complex genetic interrelationships underlying
plant traits such as yield or stress tolerance is being shaped by new technologies that
facilitate the analysis of thousands of genes in a single experiment.

Most plant traits are determined by multiple genes. The contribution of an indi-
vidual gene may be controlled at any number of levels including transcription, splic-
ing, transcript degradation, translation, post-translational modification, protein
targeting, and protein degradation. Such complexity has long presented a major chal-
lenge to scientists in their attempts to identify and understand all of the genes underly-
ing a given trait. The traditional tools of molecular biology and biochemistry, such as
RNA gel-blotting and protein immunoblotting, are generally limited to the study of one
or a few genes per experiment. Without a more comprehensive, genome-scale approach,
these studies can produce incomplete or even misleading results.

The advent of functional genomics technologies has revolutionized the potential for
the discovery and characterization of the genes that provide the basis for plant traits.
New high-throughput transcript profiling technology allows the expression levels of
thousands of genes to be analyzed in a single experiment. Proteomics technology,
combining the powers of two-dimensional electrophoresis, ESI-MS/MS (electrospray
ionization-tandem mass spectrometry) and MALDI-TOF (matrix-assisted laser deposi-
tion-ionization-time of flight), provides the capacity to separate and compare thou-
sands of proteins on a single gel and then determine the identity of individual proteins.
Transformation technologies have also been developed that allow large-scale knockout
or upregulation of endogenous plant genes as well as efficient, in planta analysis of
heterologous genes.

Some of the key approaches to plant gene discovery using functional genomics strat-
egies and tools are summarized in this chapter. For a more detailed understanding of
functional genomics tools and plant traits, we encourage readers to consult the refer-
ences provided at the end of this chapter.



198 Reddy et al.

2. Sequence Analysis: An In Silico Strategy

The availability of thousands of Expressed Sequence Tags (ESTs) and the complete
genome sequence of Arabidopsis have provided new opportunities and challenges to
modern biologists. Thorough knowledge-based analysis of both DNA and protein sequences
may offer a unique potential to discover candidate genes for plant traits.

2.1. Databases

The most important DNA database for plants as well as for most other organisms is
the National Center for Biotechnology Information (NCBI) Entrez nucleotide database
(http://www.ncbi.nlm.nih.gov). This database, which is updated daily, contains an almost
complete set of the publicly available DNA sequences. It exchanges daily information
with the DNA Database of Japan (DDBJ, http://www.ddbj.nig.ac.jp) and the European
Molecular Biology Laboratory (EMBL, http://www.ebi.ac.uk/). Other important data-
bases include the Swiss-Protein database, a highly curated protein database, and the
Protein Data Bank (http://www.rcsb.org/pdb), an X-ray crystallographic database. Finally,
a number of sites maintain Pfam, a database of protein-domain families.

2.2. DNA Sequence Information

In the last few years, the amount of DNA sequences available for plants has experi-
enced an exponential increase similar to that of other organisms. Arabidopsis thaliana
was the first plant sequenced; and this wealth of information is easily accessible at
http://www.arabidopsis.org. Currently, other more commercially important plants are
also being completely sequenced. Of these, the most commercially important one is
Oryza sativa (rice) because it is the most important food plant in the world, and it has
one of the smallest cereal genomes, which makes it an important model crop. As of
May 2001, over 100,000 non-EST plant-related entries were recorded in GenBank.

ESTs represent a second source of DNA information, separate from genomic sequenc-
ing. Defined as single-pass 5' sequencing of cDNA clones, ESTs provide a way of
generating sequence information for only that part of the genome that is expressed, and
presumably functional. As of mid-2001, some 8.5 million EST sequences were in the
public domain. In the EST database at NCBI, 11 of the 20 top organisms are plants if
one excludes human and mouse ESTs, which compose about 70% of the total number.
Plant ESTs comprise about 50% of the rest, with well over one million ESTs. See Table
1 for a summary of the top plants in GenBank.

2.3. DNA and Protein Analysis Tools

DNA and protein-analysis tools can be divided into many categories, but a useful
way of surveying the panoply of available tools is to classify them in two different but
complementary ways. One possible classification divides publicly available tools pro-
vided directly by government institutions such as NCBI or by universities and indepen-
dent researchers working under the GNU license from tool packages provided by
commercial enterprises. The second way to categorize these tools is to separate stand-
alone packages residing in individual workstations from enterprise-wide programs
residing on larger computers and accessible to a large number of users simultaneously
via a Web interface, Xwindows interface, or command line.
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Stand-alone publicly available tools can be found on the World Wide Web. For example, at
the Sanger Centre (http://www.sanger.ac.uk/), one can download Artemis, a sequence visu-
alization Java program. Otherwise, researchers can build their own programs with the help
of publicly available tools. The most important of these is the NCBI toolbox (ftp://
ncbi.nlm.nih.gov/toolbox/ncbi_tools/) available from NCBI, as well as more basic modules
available at various central sites devoted to the use of the Perl, Java, or Python programming
languages in bioinformatics (i.e., www.bioperl.org, www.java.org, www.python.org,
www.bioxml.org, www.biocorba.org, www.bioinformatics.org).

Stand-alone commercial tools include such products as Sequencher (GeneCodes
Corporation), Gene Construction Kit (Textco) and MacVector (Accelrys Inc.). These
tools generally specialize in one function. For example, Sequencher is a useful pro-
gram for a small sequencing project, since it does a good job of both allowing the
reading of sequencing gels and putting together these reads into larger assemblies. In
the same vein, Gene Construction Kit allows the user to construct and display their
DNA constructs in a facile way. Typically, these products are only useful for small
projects—usually by individual scientists or laboratories—and these tools are not suited
for large bioinformatic projects.

These latter projects are best handled by larger and more complicated tools that
usually reside on larger, more powerful computers accessed by a pool of users,
although as the cost of computing power continues to drop this distinction is becoming
increasingly artificial. For the interpretation of DNA sequence reads as well as putting
these reads into larger assemblies and visualizing the result, the package of Phred/
Phrap (University of Washington) is free to academic scientists and reasonably priced
for industry. These programs are run from the UNIX command line with no graphical
interface, thus limiting their use to users who are comfortable with the UNIX operating
system. Consed (University of Washington) does allow the graphical visualization of
results. These programs are a necessary adjunct to almost any large genomic sequenc-
ing project. Second, the NCBI makes its alignment tool BLAST (Basic Local Align-
ment Search Tool) available for downloading either as a fully functional package

Table 1
Summary by Organism—May 4, 2001
GenBank Entries

Species ESTs

Glycine max (soybean) 166,233
Medicago truncatula (barrel medic) 122,365
Lycopersicon esculentum (tomato) 114,999
Arabidopsis thaliana (thale cress) 113,000
Zea mays (maize) 89,125
Oryza sativa (rice) 75,057
Hordeum vulgare (barley) 68,480
Sorghum bicolor (sorghum) 65,040
Chlamydomonas reinhardtii (an alga) 64,973
Triticum aestivum (wheat) 60,022
Solanum tuberosum (potato) 38,074
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accessible via the command line or as a complete Web-based installation. Either instal-
lation will allow the user to run many sequence searches in batches. The BLAST com-
mand-line version is ideal for parsing the data into relational databases for latter
retrieval. Finally, one can download a complete Web package that allows the user to
perform Pfam-domain searches from Washington University (St. Louis). Pfam-domain
searches are useful for looking at more advanced relationships among protein sets than
can be achieved via BLAST, but they are much more computationally intensive and
require the use of parallel computing solutions for batch searches.

Several companies provide many of these capabilities wrapped into one package.
The Wisconsin Package (Accelrys, Inc.) usually abbreviated as GCG for historical rea-
sons, is clearly the oldest of these, and offers a large number of individual func-
tionalities at a modest price. It can be used as a command-line tool, as an Xwindows
emulation (SeqLab), and as a Web-based tool (SeqWeb). Both the command line and
Xwindows versions of this program are tied to the UNIX operating system, and they
depend on internal nonstandard sequence files that do not allow for transparent import
and export from the now standard FASTA format.

2.4. Information Storage

These tools generate large volumes of data, which must be effectively managed. The data can
go into a notebook or can be stored as flat files (e.g., original BLAST reports) but the storage
vehicle of choice is a relational database. The three most popular UNIX-based solutions are:
Oracle (http://www.oracle.com), MySQL (http://www.MySql.com/) and PostgreSQL (http://
www.postgresql.org). All three are relational databases that use a reasonably standard version of
SQL (Structured Query Language). Oracle is a commercial high-end product. MySQL is free
under a GNU license, and a commercial version can be purchased. By contrast, PostgreSQL was
developed under a GNU license and is freely available to everyone.

2.5. Utility

To better conceptualize how the components described in Subheading 2.4. might
work together, we will examine a hypothetical but realistic example. Let us assume
that in a tagging experiment, a DNA sequence of interest has been isolated and sequenced
with the help of our analysis tools. We still have many unanswered questions. Does it
code for a protein? What is the function of this protein? Does it have homologs in other
organisms? How do we begin to answer some of these questions?

As a first step, we might use NCBI’s ORFFinder or GCG’s Translate program to
reveal the presence of any open reading frames (ORF). In the absence of these, a
BLAST alignment using the appropriate databases may find homologies to known
genes, and that might indicate that the sequencing contains errors. Once a protein-
coding sequence has been identified, it can be run against a number of programs to try
to extract information about its function:

1. BLAST searches of appropriate databases will reveal whether any known proteins share a
homology with the gene in question.

2. More distant relationships can be distinguished with NCBI’s PSI BLAST, which is more
sensitive than normal BLAST.

3. Searching against Pfam families may uncover functional blocks, and programs such as
GCG’s Motifs can search for signature sequences of functional significance.
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4. If a number of similar sequences are discovered, programs such as ClustalW or PAUP will
allow the user to build possible phylogenetic trees and place the gene of interest in an
evolutionary framework.

5. If a very close sequence match is found, a search for this match among those proteins with
known crystallographic structures can be performed (http://130.14.22.106/entrez/
query.fcgi?db=Structure). If a structure for the match can be found, programs exist to
thread the sequence through the backbone of its homolog and provide a first approxima-
tion to its three-dimensional structure.

6. Database searches can also be used to identify homologs of the protein of interest in other
organisms.

Using these tools or others, many or most proteins will yield information about their
function and evolutionary history. Clearly, depending on the results, one may obtain a
very clear picture of the gene involved, including an idea of its three-dimensional struc-
ture—or one may get only hints about its possible roles and functions. Regardless of
how much information is found, a starting point will have been provided for laboratory
experiments.

Finally, let us imagine that instead of one sequence we have thousands (or tens of
thousands) of sequences. Although the logical experimental progression is very simi-
lar, the actual manipulation is not. The facile manipulation of large volumes of data in
a realistic time frame dictates that the work will be done on a computer with an operat-
ing system that is a version of UNIX (SunOS, Linux). Furthermore, almost all of the
manipulation will be done at the command line instead of from Web-based graphical
user interfaces (GUIs), and it will require the help of text-manipulation programs or
scripts written in languages such as Perl. For example, BPLite, a Perl BLAST parser
module originally written by Ian Korf, could be used to parse thousands of BLAST
reports into a tab delimited format suitable for import into a relational database.

All of these manipulations will be done by the computer without human supervision.
It is therefore imperative that the experimental design receive all the attention needed
to ensure that the scripts written will yield the results one expects and no other under
any possible set of real-life circumstances. Furthermore, it is essential that once in
place, the protocols are thoroughly tested before actual use with real data, and that the
results of the analysis are scanned for anomalies. This process should not be put into
production until one is certain that the process in place will deliver the correct results to
the individual scientists who will use the data.

3. Expression Analysis: A Bio-Chip and In Planta-Based Approach

3.1. Transcript Profiling with Glass Slide-Based Microarrays

The DNA microarray refers to an orderly arrangement of DNA spots, of less than
300 µm in diameter, on a solid matrix. In general, DNA microarrays include high-
density oligonucleotide arrays directly synthesized on the solid surface and arrays gener-
ated by spotting DNA on chemically coated microscopic glass slides. The utilities of the
glass-slide-based microarray in plant science were first demonstrated by Schena et al.
in 1995 using 45 Arabidopsis ESTs (1). Since then, plant scientists have explored a
number of ways to apply this technology to plant-trait gene discovery. The Arabidopsis
and maize genome projects founded by the National Science Foundation have played
important roles in promoting this technology in academic research institutes. Although
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the use of microarray technology in plant-trait discovery is still in its infancy, prelimi-
nary results have shown its promise. Since a large number of genes can be spotted on a
single slide, microarrays are a powerful tool to identify novel genes associated with a
trait of interest. In addition, microarrays depict the overall pattern of gene expression,
allowing the comparison of patterns from multiple genotypes at multiple time-points,
and identification of common components that respond to multiple environmental and
developmental conditions.

Plant scientists have explored a number of major applications for DNA microarrays
in the past few years (Fig. 1). First, microarrays have proven to be a powerful tool to
investigate the responses of plants to biotic and abiotic stresses. During the past 6 yr,
this technology has been used to analyze plant genes that respond to drought, cold,
wounding, insect feeding, fungal infection, nitrate, herbicides, and herbivore-induced
volatiles. Abiotic stresses, such as drought and cold, exert a pleiotropic effect on
gene expression in higher plants, affecting a number of biochemical, molecular, and
cellular processes. Microarray analysis with 1300 Arabidopsis genes identified 44
genes inducible by drought and 19 genes inducible by cold. This approach also allows
the grouping of genes into subsets based on whether they respond to both drought or
cold, or solely to one treatment or the other (2). Microarrays have been used to iden-
tify defense-response genes. Upon infection with Alternaria brassicicola or treat-
ment with salicylic acid, methyl jasmonate, and ethylene, 705 genes were affected
among the 2375 Arabidopsis genes on the microarray slide. A coordinated defense
response was identified by showing that 126 genes responded to all four treatments,
accounting for approx 5% of the genes on the slide (3). In another experiment, Maleck
et al. spotted 10,000 ESTs on microarray slides and imposed 14 systematic-acquired-
resistance-inducing or -repressing conditions to Arabidopsis. The experiment led to
the identification of a common promoter element that binds to members of plant-
specific transcription-factor families (4).

Fig. 1. Diagram illustrating the applications of DNA microarray and proteomics in plant-
trait gene discovery. Transcript or protein profiles can be obtained from plants that are challenged
with biotic or abiotic stresses, mutagenized or transformed through genetic manipulations, or
altered during developmental processes. These profiles provide information that helps to iden-
tify candidate genes that encode desired traits.
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Microarrays have been used to understand the molecular makeup of natural varia-
tions. A recent DNA microarray survey showed that in Pokkali, a salt-tolerance rice
line, approx 10% of the transcripts were up- or downregulated within 1 h of salt treat-
ment. This striking change in transcript levels became less obvious as the plant adapted
to the stress condition a few hours after the treatment. In contrast, in the salt-sensi-
tive IR29 rice line, the initial response was delayed and an overall downregulation
of the transcripts was triggered, resulting in cell death (5). These results provided
valuable information about natural variation in salt tolerance.

In addition to natural variation, scientists have also attempted to create desirable
plant traits with transformation or mutagenesis. The combination of transformation
and mutagenesis with microarray technology has yielded even more in-depth knowl-
edge of the downstream events that are regulated by the gene of interest. For example,
T-DNA insertion in a MAP kinase (MPK4) caused a constitutive systematic acquired
resistance in Arabidopsis. Microarray analysis showed that among 9861 tested genes,
16 were affected by the mutation with a fivefold or greater induction. Among the 16
affected genes, 8 encoded well-known pathogen resistance or wounding inducible
genes (6). These results further confirmed the role of MPK4 in disease resistance and
demonstrated the downstream pathways that were affected by the kinase.

As illustrated in Fig. 1, comprehensive analysis of the developmental program with
microarrays may lead to the identification of candidate genes that encode economically
important traits. An excellent example in this regard is the identification of a novel
strawberry alcohol acetyltransferase (SAAT) that is involved in flavor biogenesis (7).
Microarray experiments revealed that the level of SAAT transcript correlated with the
maturation process of strawberry fruit, with a 16-fold induction at the ripening stage.
Biochemical experiments showed that the SAAT had high substrate specificity to
hexanol and octanol, and that its corresponding esters were the most important compo-
nents of strawberry flavor formed during the ripening process.

Because of space limitations, it is not possible to list all the applications of DNA
microarrays in plant trait gene discovery. Although the advantages of DNA microarray
technology should be fully acknowledged, it is important to realize its pitfalls and limi-
tations. First, a high level of variation is expected for low-abundance transcripts. Sta-
tistical analysis should be an integrated part of microarray data processing. Secondly,
microarrays only establish a correlative relationship between the traits of interest and
the candidate genes. The functions of a identified gene should be further tested with
other molecular, biochemical, genetic, and cellular tools. Third, transcript profiling
determines the steady-state level of messenger RNA of the expressed genes. It is well
accepted that the abundance of transcript does not always reflect the level of gene
expression. Translational regulation, post-translational modification and the turnover
of proteins are among the additional steps in the gene expression regulatory pathway.

3.2. Proteomics

Proteomics is defined as “the systematic analysis of the proteins (the proteome) in a
tissue, cell, organelle, or membrane” (8). The “proteome” reflects gene expression at
steady-state protein levels and is complementary to the “transcriptome” that provides
information at the transcript level (9). In brief, proteomic technology combines two-
dimensional polyacrylamide gel electrophoresis (PAGE) with MALDI-TOF, a high-
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throughput and high-precision technology that determines the mass of peptides derived
from endoproteoase digestion. When a protein sequence database of the species under
investigation is available, peptide fingerprinting allows rapid identification of a protein
spot on the polyacrylamide gel. When the protein-sequence data are not available, ESI-
MS/MS provides sequence information of the endoprotease-digested peptides.
Although the proteomic technologies are relatively new, applications of these tech-
nologies in plant-science research are increasing rapidly.

Similar to transcript-profiling technologies, protein-profiling tools have been widely
used to understand the responses of higher plants to environmental cues, to identify
proteins that are affected by mutations, and to investigate the developmental process of
higher plants (Fig. 1). Although numerous experiments have used two-dimensional
polyacrylamide gels to obtain protein profiles from plant tissues that were treated with
different types of abiotic and biotic stresses, only a few of the investigations carried out
a comprehensive identification of the proteins separated by the two-dimensional gel.
Riccardi et al. compared the protein-expression profiles of drought-tolerant and
drought-sensitive maize lines grown under water-deficit conditions, and found thirty-eight
proteins that were differentially expressed between the two lines (10). Microsequencing
revealed that 16 of those proteins were well-known water stress-response proteins, and
the rest were enzymes involved in glycolysis, Krebs cycle, and secondary metabolism.
In another experiment, Chang et al. identified 48 proteins that changed their abundance
during hypoxic acclimation (11). These examples clearly show that the pleiotropic effect
of environmental stress acts beyond the level of transcription to affect protein-expres-
sion levels as well.

Using proteomic technologies to obtain the protein profile of mutant lines has led to
a better understanding of mutations (12). The opaque2 mutation, which increases the
lysine content of corn seed, has long been of interest to the breeders and molecular
biologists. Damerval and le Guilloux compared the protein profile from the seeds of
opaque2 mutant with the one from wild-type, and discovered that 36 polypeptides were
affected by the mutation. In addition to six zeins that were known to be affected by
opaque2, a variety of proteins, including glyceraldehyde 3-phosphate dehydrogenase,
aspartic proteinase precursor, and sorbitol dehydrogenase, were found to be affected
by the mutation. This finding suggests that the opaque2 gene plays a central role in
regulating multiple metabolic pathways (13).

Recently, proteomic tools have also been used to analyze the developmental pro-
gram during seed germination (14) and the response of Arabidopsis to fungal and bac-
terial elicitors (15). The applications of proteomics in plant-gene discovery is rapidly
increasing. When proteomic data are combined with transcript profiling and metabolite
profiling data, we gain a more complete picture of the genetic makeup of a plant trait.

3.3. In Planta Gene Expression Strategies

Transcript profiling and proteomic experiments correlate the levels of gene expres-
sion with a plant trait. The function of a candidate gene identified by these technologies
must be further tested in planta. Since the stable transformation of crops, such as maize
and soybean, at high-throughput rates is prohibitively expensive, Arabidopsis, with a
small size and relatively short life cycle, has proven to be a good model plant for func-
tional testing of large numbers of candidate genes. A number of transformation
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methods are available to obtain stably transformed Arabidopsis (16). In planta
Agrobacterium-mediated transformation by vacuum infiltration has been widely used
by the Arabidopsis research community. A high frequency of transformation was
obtained through infiltration of adult Arabidopsis, with Agrobacterium harboring
desired genes (17). This method modified the previous Arabidopsis transformation
methods of seed imbibition (18) and inoculation of young inflorescences with
Agrobacterium (11). Infiltration of adult plants has significantly increased the transfor-
mation efficiency. More than 50% of transformed plants carry a T-DNA insertion at
single Mendelian locus. Therefore, it is conceivable that transformation of Arabidopsis
with a population of cDNAs followed by screening for desired traits, such as herbicide
and disease resistances, will allow the identification of large numbers of leads. How-
ever, to date, stable transformation of Arabidopsis has only been used as a measure to
confirm the hits and leads generated from high-throughput screening.

4. Insertional Mutagenesis: A Reverse Genetics Approach

The ability to isolate and engineer genes has led to major advances in the agricul-
tural biotechnology sector. Because plants are amenable to genetic manipulation, they
represent a valuable opportunity to apply molecular genetic tools to crop improvement.
This section examines one such tool, insertional mutagenesis, and how it is utilized in
a reverse genetics approach aimed at discovering new genes/traits for plant improve-
ment.

4.1. Reverse Genetics

Reverse genetics is a sequence-based approach to the isolation of genes. Reverse
genetics first targets the genomic complement of an organism, using molecular/genetic
tools to disrupt normal gene function, and then generates a population of mutagenized
individuals. This disruption “marks” the gene at the molecular level, typically through
an insertional event. Using polymerase chain reaction (PCR)-based methods, pooled
DNA from these populations can be screened to identify and isolate mutants in genes
of interest. Once identified, these mutant lines are characterized at the phenotypic level,
and the function of the genes is determined. Reverse genetics is based on the concept
that genes lead to function.

In contrast, forward genetics is a phenotypic approach to the isolation of genes. Like
classical plant-breeding programs, it is based on the paradigm of mutation and selec-
tion. In this model, genetic mutations (natural or induced) lead to a desirable pheno-
type. The individual who carries this mutation is then selected and bred in order to
propagate the trait or mutated gene. Through careful analysis and correlation with the
observed phenotype, the responsible gene is eventually localized (mapped), physically
isolated, and cloned. Contrary to reverse genetics, forward genetics is based on the
concept that function leads to genes.

Both forward and reverse genetic approaches have advantages and limitations. His-
torically, forward genetics has been carried out in plant species such as corn, for which
large collections of well-characterized mutants exist or can be easily created (19). The
analysis of these mutants allows researchers to select relevant phenotypes in the con-
text of desirable germplasm and to correlate these phenotypes with genetic (breeding)
data. A rate-limiting step in forward genetics is the isolation of gene(s) that give rise to
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phenotypes, since these genes are not “marked” and therefore are not easily identified
or isolated.

Reverse genetics has been carried out primarily in model species. These species
(e.g., Arabidopsis thaliana, Zea mays) have been extensively studied at the genetic
level. Detailed physical maps and complete or near-complete genomic-sequence data
(20) coupled with relative ease of manipulation allow the reverse genetic approach to
rapidly lead to gene isolation. However, the range and classes of phenotypes observed
in the existing mutant collections are limited, and may require extensive characteriza-
tion under different conditions to extrapolate gene function (21). Furthermore, when
gene function is determined in a model species, that function does not necessarily pre-
dict activity in crop species grown under field conditions.

4.2. Insertional Mutagenesis

Reverse genetics approaches rely on a set of tools designed to disrupt normal gene
function in planta. These disruptions are carried out primarily through the process of
insertional mutagenesis, which introduces DNA elements into the genome at random
positions. Insertional mutants, containing gene disruptions, fall into two distinct cat-
egories: loss-of-function (LOF) and gain-of-function (GOF) mutants.

To date, the vast majority of insertional mutants characterized are LOF mutants.
Random insertion of DNA elements into a plant’s genome results in many of these
insertions targeting coding or regulatory regions associated with genes (the actual fre-
quency depends on genome density). Interruption of these regions may lead to a com-
plete (knockout) or partial (knockdown) disruption in the accumulation or activity of
the proteins encoded by the affected genes. Using conventional genetic methods to
isolate “clean” lines of insertional mutants that contain insertions in one and only one
gene, the LOF phenotype is correlated with the disrupted gene, leading to functional
predictions. However, a caveat of this approach lies in the organizational structure of
genomes. It is increasingly evident that many, if not most, plant genes are members of
multigene families (20,22). This redundancy can be both structural (at the sequence
level) and functional (at the activity level); therefore, a knockout in a single gene may
not lead to an obvious phenotype because other homologs can compensate for essential
functions. However, if a gene product is absolutely essential for viability, a LOF dis-
ruption will lead to lethality, thereby preventing in-depth analysis of phenotypes.
Despite these limitations, LOF insertional mutants have proven to be very useful in
defining gene function for certain types of gene families.

A second class of insertional mutants are the GOF mutants. GOF mutants are char-
acterized by gene expression and/or gene-product accumulation at levels above nor-
mal, at different or de-regulated developmental stages, or in tissues where it normally
does not occur (ectopic expression). GOF insertional mutants can be generated in one
of two ways. First, an insertional element may target a negative-regulatory region of a
gene. In this scenario, disruption takes place in a repressor element, thereby lifting
repression and allowing gene expression to occur under conditions in which it nor-
mally does not. GOF mutants can also be generated using particular types of inser-
tional elements known as “activation tags” (23) that hyperactivate the gene’s own
regulatory system, which results in supranormal expression and subsequent gene-prod-
uct accumulation and/or activity. An advantage of GOF mutants is that they allow
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characterization of single members of multigene families, overcoming the limitations
of redundancy. Additionally, genes for which a LOF mutation may prove lethal are
amenable to GOF studies. At this time, the applicability of current GOF insertional
tools appears to be limited to certain gene classes (23). Since this technology is very
new, further enhancements and development may overcome this hurdle.

Several collections of both LOF and GOF mutants have been generated and are avail-
able in Arabidopsis thaliana, the dicot model of choice (see http://www.arabidopsis.org).
Furthermore, with the recent completion of the Arabidopsis genome sequencing project
(20), this model is particularly well-suited for the PCR-based screening methods
employed in a reverse genetics approach. For monocots, Zea mays collections have
been developed and characterized, and have proven very useful for the identification of
new genes and traits (24). Although the maize genome is significantly larger and more
complex than that of Arabidopsis, detailed physical maps and some sequence data are
available to facilitate discovery efforts at ZmDB, a maize genome database (see http://
www.ZmDB.iastate.edu).

There are several types of insertional elements that give rise to GOF and LOF
mutants. Historically, transposons provided the first evidence that DNA fragments
could mobilize within the genome (25); practically, this discovery has been exploited to
determine gene function through the generation of LOF mutants. Transposons such as
the Ac/Ds system in maize (26) insert at intervals throughout the genome, generating
collections of individual mutants with knockout or knockdown phenotypes. One of the
advantages of transposon-based insertional mutagenesis is that these elements excise
and re-insert at relatively short genetic intervals, often generating multiple mutant alle-
les at the same locus. This allows dissection of gene function at a fine level when
mutants are phenotypically analyzed.

The most widely used mechanism for the introduction of exogenous DNA inser-
tional elements is via Agrobacterium-mediated transformation, either in whole plants
or cell culture (27). Agrobacterium tumefaciens, the causal agent of crown gall disease,
inserts a transfer-DNA element (T-DNA) into the genome of plants that it infects (28).
This feature has also been engineered to allow introduction of heterologous sequences
within the T-DNA. However, because not all plant species are susceptible to
Agrobacterium infections, the current collections of mutants are limited to model plants
such as Arabidopsis thaliana. Using T-DNA-based technology, several types of inser-
tional mutagenic strategies have been created.

The most straightforward type of insertional element is a simple T-DNA. This ele-
ment, which contains bacterial components necessary for transfer and integration into
the host genome (28), interrupts the coding or regulatory sequences of the gene it inserts
into, leading to a LOF mutant. T-DNA marks the site of insertion at the molecular
level, and can be readily identified using PCR methods. Recently, the University of
Wisconsin, Madison, established a national Arabidopsis Knockout Facility to analyze
and distribute materials from a collection of >60,000 tagged mutant lines (29).

T-DNAs can also be engineered to introduce exogenous elements into a plant genome.
Insertion of multimeric, virally derived enhancer elements (4X CMV-35S) has been
used to activate ectopic expression of proximal genes, leading to GOF mutants (23,30).
Activation tagged lines allow the identification of mutants in genes that were previ-
ously inaccessible using LOF approaches (23). However, insertion of T-DNAs con-
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taining enhancer elements can also lead to gene disruption if the insertion targets an
open reading frame (ORF), resulting in a knockout instead of an activation (31).

Finally, T-DNAs designed to deliver reporter genes at random sites within the genome
have been used in an approach called Gene Trapping (32). The basis for this approach
is that reporter genes such as gusA (�-glucuronidase) form gene fusions (transcrip-
tional and/or translational) in the chromosome that can be monitored to study the expres-
sion patterns of the targeted gene. Three basic types of Gene Traps exist: enhancer
traps, promoter traps, and gene traps, and each is able to respond to cis-acting regula-
tory sequences at the site of insertion (32). The advantage of this approach is that genes
are identified based on reporter-gene expression, alleviating the need for a mutant phe-
notype; however, a gene trap insertion may disrupt gene function, resulting in a LOF.
Gene-trap collections are available in Arabidopsis, for which several classes of expres-
sion patterns have been identified.

4.3. Use and Utility

Historically, mutagenic approaches have been used to determine gene function(s).
Understanding gene functions leads to a better comprehension of plant systems and
enables breeders to devise strategies for successful crop improvement. Now, with reverse
genetics, the biotechnology sector has a powerful tool for pinpointing genes useful in
genetic engineering strategies. The reverse genetics approach for plant-trait identifica-
tion has successfully identified genes with obvious utility in the agricultural sphere. A
T-DNA-tagged LOF mutant in the MADS-box gene SHATTERPROOF1 (SHP1), when
combined with a previously identified shp2 mutant, leads to loss of fruit dehiscence
and pod shatter in Arabidopsis (33). This trait is especially relevant in species such as
canola, in which pod shatter has a significant impact on crop yield. It is interesting to
note that in this case, the functional redundancy between closely related members of a
gene family means that only the double mutant shp1shp2 displays the shatterproof
phenotype (33).

Examples of GOF traits identified by insertional mutagenesis include flowering time
and lodging-resistance. The FLOWERING TIME (FT) gene was the first to be identi-
fied and isolated in plants using activation tagging (30). Overexpression of this gene
leads to early flowering in Arabidopsis, and this trait has usefulness in breeding pro-
grams of long-lived species such as trees, for which generation time may be dramati-
cally shortened. Another trait identified by activation tagging, which is encoded by the
STURDY gene, allows plants to be more resistant to lodging (34). This trait is being
developed for use in field crops, for which lodging leads to significant yield and qual-
ity losses.

In order to fully exploit the usefulness of reverse genetics in the industrial setting,
biotechnology companies are in the process of modifying the molecular tools and sys-
tems for high-throughput, focused discovery programs. As we have described, most
reverse-genetics efforts to date have been carried out using model systems such as
Arabidopsis and maize, which are used to predict gene function. However, in order to
efficiently adapt reverse genetics to agronomically important crops, it will be neces-
sary to devise highly efficient transformation systems for those crops, to allow tagged
populations to be generated in desirable genetic backgrounds and germplasm. Addi-
tionally, screening methodologies will need to automate and scale-up to account for the
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larger and more complex genomes of non-model species that may require screening of
hundreds of thousands of lines to find the appropriate mutant.

If one assumes that technological hurdles such as these can be overcome, then the
reverse genetics approach is very amenable to an industrial discovery environment.
Identification of particular gene-family targets geared toward product concepts, auto-
mation of many tasks, and relatively short time frames to achieve results, coupled with
availability of a variety of molecular tools, make reverse genetics a good strategy to
include in the discovery toolbox.

5. Physical Mutagenesis: A Forward Genetics Approach

Mutations are “building blocks” for the production of new varieties as well as tools
for gene discovery and characterization.

5.1. A Fresh Look at “Classical” Mutagenesis

Although DNA replication and repair activities occur with an amazing degree of
accuracy, occasional errors or “spontaneous mutations” are inherent to these processes.
Although the vast majority of these changes are either neutral or detrimental to the
fitness of an organism, occasionally a DNA mutation leads to a trait favored by selec-
tive pressures. Spontaneous mutations underlie much of the remarkable variety of life
on this planet, both in terms of the number of species and in the genetic diversity within
species. Some 5,000 to 10,000 years ago, humans began exploiting spontaneous muta-
tions and genetic diversity to select plants and animals with improved food and fiber
traits (35). Over time, human selection has led to domesticated species that often bear
little resemblance to their wild ancestors.

In the early part of the twentieth century, Hermann Muller, seeking to improve the
slow rate of spontaneous mutation in his fruit fly populations, reported the mutagenic
effect of X-rays (36). In successive decades, scientists utilized a variety of physical and
chemical methods to induce mutations in a number of plant and animal species. Although
most early mutagenesis experiments were conducted for basic research, a substantial
interest in mutagenesis for applied crop breeding had arisen by the end of the 1960s
(37). By the mid 1990s, nearly 1800 mutant cultivars in more than 150 plant species
were listed in the FAO/IAEA Mutant Varieties Database (38). A current examination
of that database (http://www-infocris.iaea.org/MVD/) identifies over 2200 entries and
numerous agronomic improvements from mutagenesis, including disease resistance,
lodging resistance, oil content, and yield. It is important to note that the vast majority
of the contributions made by mutation breeding occurred without the benefit of recent
discoveries in genomics or the development of highly automated, high-throughput ana-
lytical methods. When combined with these new and rapidly expanding capabilities, it
is likely that what is now considered “classical” mutagenesis will lead to many novel
improvements in crop traits. A particularly valuable aspect of this approach is that it
does not rely upon recombinant DNA technology and that will avoid incurring the high
costs associated with registration of genetically modified (GM) crops.

5.2. Selection of a Mutagen

One of the first steps in a mutagenesis program is the selection of a suitable mutagen.
Apart from insertion elements, mutagens are usually grouped into two classes. The
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first class, physical mutagens, includes electromagnetic radiation such as ultraviolet
light and X-rays as well as alpha particles and neutrons. The second class, chemical
mutagens, includes a large number of compounds such as alkylating agents, base ana-
logs, and intercalating agents (for reviews, see 37,39). Although many physical and
chemical mutagens are known, a relatively small number are in routine use in plants.
The physical mutagens, fast neutrons and gamma rays, typically cause DNA deletions
that range in size from a few bases to many kilobases (40,41), although chromosomal
rearrangements can also occur (van Harten, 1998). Deletions usually eliminate gene
function by removing coding and regulatory regions to create null or “knockout” muta-
tions. Large deletions may even remove multiple genes (41,42). The chemical mutagen,
ethylmethane sulfonate (EMS), an alkylating agent, is widely used to induce mutations
in plants. By far the most common change observed in EMS-mutagenized DNA is C/G
to T/A transitions (43). EMS treatment may result in a null mutation, for example, by
introducing a stop codon near the N terminus of a protein or by creating a missense
mutation in a codon for an essential residue. EMS can also induce partial LOF (leaky)
mutations, when important but nonessential residues are substituted, and it can induce
temperature-sensitive mutations, where the gene product is inactive at high or low
(“restrictive”) temperature (44,45). In some instances, EMS can induce GOF muta-
tions like the single amino-acid change that blocks targeted degradation of an auxin-
responsive protein in Arabidopsis to create a dominant auxin-resistant phenotype (46).

Historically, both chemical and physical mutagens have been applied in forward
genetics strategies, where unknown genes acting in a biological process are identified
by mutant phenotypes. EMS mutagenesis has been favored in many experiments
because it is convenient to use and it induces a large number and wide spectrum of
mutations. A primary disadvantage of EMS mutagenesis is that the point mutations
typically produced are generally the most difficult class of DNA mutations to clone.
However, continuing progress in map-based cloning technology and detection of
single-base changes makes the task of isolating genes identified by point mutations
relatively straightforward, particularly in Arabidopsis (47). The deletions produced by
physical mutagens may be somewhat easier to identify in a map-based cloning effort
because they typically result in a polymorphism that helps to identify the target gene.
Genomic subtraction, a more direct method of cloning genes identified by deletion, has
also met with some success (48–50). Forward mutation projects often involve the
screening of multiple populations, each treated with a different class of mutagen
(including insertion elements), with the objective of isolating multiple mutant alleles for
each target gene. Gene cloning then proceeds using the most favorable mutation type.

Until now reverse genetics, in which gene function is studied by altering the expres-
sion of sequenced but otherwise poorly characterized genes, has depended almost exclu-
sively on transgenes or mobile elements as “mutagens” (discussed in Subheading 4.2.).
For this reason, reverse-genetics studies have been limited to a relatively few species
with well-developed transformation and/or transposon systems. However, recent inno-
vations in detecting the deletions and point mutations induced by the classical mutagens
promise to make these mutagenesis tools available for reverse-genetics studies in
almost any species for which a gene sequence is known. PCR-based methods have
been developed to facilitate high-throughput identification of deletions in known genes
(42,51). Since this technology should be transferable to crop species, the route from



Plant Genomics 211

gene-function studies in Arabidopsis to modification of crops may be shortened sub-
stantially. The ability to detect larger deletions may even play an important role in
functional genomics in Arabidopsis. The recent completion of the Arabidopsis Genome
Sequencing Initiative has revealed a large number of gene families arrayed as tandem
duplications of two or more members (20). The scarcity of obvious phenotypes in
single-gene insertion lines (21) suggests that two or more members of a gene family
may contribute to gene function “overlap” in Arabidopsis, and by inference, in all
plants. It is likely that the isolation of lines carrying deletions that eliminate two or
more members within these multigene family clusters will reveal mutant phenotypes
by substantially reducing or completely eliminating a particular function. Another recent
development, also PCR based, allows the rapid identification of EMS-induced point
mutations in known genes (43). This technology should allow the isolation of a spec-
trum, or “allelic series” of mutations for a given gene—an approach that could be par-
ticularly helpful when a null mutation is relatively uninformative, as is the case when a
mutation results in lethality in early embryogenesis. In such a case, a collection of
leaky or temperature-sensitive alleles could provide the investigator with mutants that
escape embryo lethality to progress to later stages of development, thereby providing
the basis for more extensive studies of the gene’s function. Many of the more than 200
embryo lethal genes in Arabidopsis that have been cataloged by the Meinke lab (52;
http://mutant.lse.okstate.edu/embryopage/embryopage.html) and others could be inves-
tigated by this route. Potential applications of these nontransgenic approaches in agri-
cultural biotechnology may include the reduction, modification, or elimination of
undesirable components of crop products—for example, fiber and sinapine in canola or
allergens in wheat and other crops.

The most common method of mutagenizing plants is to treat seed (i.e., embryos)
with a mutagen, either by bombarding with radiation or by soaking in a chemical solu-
tion. Virtually all of the mutations generated in the embryo and subsequent M1 plant
will be heterozygous because the probability of an independent mutation in both alleles
at a particular locus (in a diploid) is extremely low. Forward-mutant screening strate-
gies typically plan for the recovery of recessive mutations by phenotype, expressed
only in the M2 generation following M1 self-fertilization. The M1 plants resulting from
seed mutagenesis are chimeras—they are composed of multiple mutant sectors that
each descended from independently mutagenized embryonic cells. Only a small subset
of embryonic cells in the M1 give rise to the reproductive structure and thus to the next
generation. The number of these cells, referred to as the genetically effective cell num-
ber (GECN), varies by species. In Arabidopsis, the GECN is approx 2 (39). Assuming
the sectors produce a similar amount of seed and the mutation does not affect the trans-
mission of gametes, a recessive mutation will segregate at approx 1:7 in the M2 descen-
dents of a mutagenized seed instead of the 1:3 ratio observed in a typical segregating F2
population. In barley, the GECN is estimated to be about 4.6 (53), and in maize, it is
estimated to be between 3 and 6 (54). Seed mutagenesis of maize is particularly prob-
lematic because the male and female flowers arise from different embryonic cells. Thus,
virtually all mutations are heterozygous in the M2 generation, and recessive mutant
phenotypes do not appear until the M3 generation after self-pollination of the M2. For
this reason, pollen mutagenesis is often used in maize to create unique, non-sectored
M1 seed that, as self-pollinated adult plants, will produce homozygous mutations in the
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M2 generation (54). Although there is no need to screen homozygous individuals for
DNA mutations in reverse-genetics screens, chimerism is an important consideration
when deciding how to sample tissue for DNA extraction or when to pool DNA from
multiple lines for screening.

5.3. Screening

The expected frequency of recovery for a mutation is an important consideration in
the design of a screeing strategy. Unfortunately, the calculation of mutation frequency
is not standardized, so it is sometimes difficult to compare the various reports in the
literature (53). One of the more widely accepted definitions is the frequency of detect-
able mutation events per haploid genome (39). Mutation frequency depends upon a
number of factors, including the species, the particular locus, the ability to detect the
mutation, and the type and dose of mutagen (55). Certain modifying factors may come
into play for seed mutagenesis, including seed moisture content and condition and du-
ration of post-treatment storage (37). Koorneef et al. (55) recovered mutations at 15
individual loci in Arabidopsis populations mutagenized with X-rays, fast neutrons, or
EMS, and reported that overall, mutation frequencies for fast neutrons and EMS were
similar (approx 2 � 10–4 per locus per haploid genome) and about 5X greater than the
mutation frequency for X-rays. Bird and Neuffer (54) reported the frequency of reces-
sive mutations in one EMS-pollen mutagenesis study to be approximately 1 � 10–3

per locus per haploid genome. Koornneef et al. (55) compared their results with pub-
lished mutation frequencies for barley, with a genome size approx 25 times that of
Arabidopsis, and reported the mutation frequencies for the three mutagens to be within
the same order of magnitude in both species, leading them to suggest that mutation
frequency may be relatively independent of genome size.

Once a mutation frequency is determined (or assumed), the next step is to decide on
the sizes of the M1 and M2 generations (37,39,53). A relatively straightforward method
is provided by van Harten (37):

n = log (1 – P)/log (1 – f)

where n = number of “mutagenized cells” (equal number of M1 if GECN = 1), P = level
of confidence, and f = frequency of mutation. For example, for a confidence of 99%
and a mutation frequency of 2 � 10–4,

n = log (1 – 0.99)/log (1 – 0.0002) = 23,024

This calculation assumes that all M1 survive and produce a large number of M2

progeny. To adjust for the GECN, divide the result by the GECN. For a GECN of 2, the
formula predicts that 11,512 M1 should be screened. Corrections for germination should
be made. In practice, the number of M1 plants may be increased as much as 10-fold in
order to increase the opportunity for recovering multiple alleles or rarely occurring
mutations (35).

The balance between M1 and M2 numbers is important to the design of an efficient
screen. Rédei and Koncz (39) and Bogyo (53) provide an in-depth treatment of this
issue. As the number of screened M2 progeny per mutagenized M1 increases, the prob-
ability of detecting a mutation generated in an M1 increases as well. However, with a
fixed screening capacity, the increase in M2 screened per M1 would result in a reduc-
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tion of M1 (and independent mutation events) evaluated by the screen. The net result is
that less independent mutation events will be recovered as the M2 per M1 number
increases. The relative cost of producing M1 vs M2 should also be considered for efficient
screen design. The GECN must also be considered. For example, a diploid M1 with a
GECN of 2 will produce M2 seed that reflects the mutagenesis of four haploid genomes,
and an M1 plant derived from pollen mutagenesis will produce M2 seed that reflects the
mutagenesis of a single haploid genome. In general, the maximum efficiency for isola-
tion of independent mutations is obtained from screening a small number of M2 per M1.

A mutation-screening strategy must consider how the mutants will be identified and
retained. Forward-genetics screens typically examine M2 plants individually for reces-
sive (as well as dominant) phenotypes, whereas reverse genetics studies—because they
often utilize PCR amplification to detect rare events—typically evaluate pooled DNA
from M2 or M3 seeds or plants. In forward genetics screens, viable M2 mutant candi-
dates are simply saved for further characterization. Nonviable or sterile homozygous
recessive M2 lines can be recovered as heterozygous lines. This process is relatively
straightforward when small M2 seed populations derived from one or a few M1 parents
are created in advance. Although they require additional effort to construct, these small
M2 populations also make it easy to confirm that allelic mutations, when they come
from separate populations, are derived from unique mutation events. For reverse genet-
ics, a typical strategy is the creation of arrayed seed and DNA libraries. The DNA library
can be screened any number of times for various genes; the seed library serves as the
source for mutant lines carrying the gene disruptions identified in the DNA library.

5.4. Prospects for Application

Major advances in genome sequencing, bioinformatics, and the profiling of tran-
scripts, proteins, and metabolites have laid the foundation for the new era of functional
genomics (56,57). Central to this new approach is the large-scale collection of infor-
mation about the plant as it exists in two or more distinct “states”; for example, drought-
stressed vs non-drought-stressed growth conditions or mutant versus wild-type. Using
bioinformatics software, the large data sets from these studies are analyzed to predict a
subset of genes that act in the process under investigation. Studies of this kind are
likely to make rapid progress in Arabidopsis, given the number of tools and the amount
of attention focused on this model plant (58). However, the transfer of knowledge
gained in Arabidopsis to practical improvements of crops is likely to present signifi-
cant challenges, considering the greatly reduced sequence information, reduced trans-
formation and transposon capabilities, increased generation time, and other issues
associated with making modifications to crop species. Classical mutagenesis techniques
coupled with the new methods for reverse genetics will certainly play an important role
in translating knowledge gained in a model system into valuable products in crops.

Potentially, the past technology of mutation breeding may experience a revival when
coupled with newer methods of high-throughput analyses. The use of sensitive assays
on plants grown under uniform conditions, may make it possible to use forward genet-
ics in crops to identify valuable phenotypes that were missed by past generations of
plant breeders. When small changes are found in an important trait, combining two or
more non-allelic mutations into the same background may result in additive or even
synergistic improvements of the trait.
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Molecular Tools for Engineering Plant Cells

Donald J. Merlo

1. Introduction

The introduction, establishment, and expression of foreign genes in the nuclei of
plant cells involves three basic steps: the introduction of DNA into the cell, the identi-
fication and propagation of the transformed cell, and the evaluation of expression lev-
els of the gene or genes of interest. This chapter examines the molecular tools required
for the successful completion of plant transformation and desired gene expression. The
goal is to illustrate some of the ideas and selection criteria that enter into the decision of
which of the many choices available may best fit the object of the exercise. Particular
components are mentioned to illustrate a specific point, because, as the field advances,
the number of options steadily increases. A wide range of published information is
available for more in-depth pursuit of a specific topic.

Chapter 10 covers the subject of plant-cell tissue culture in the development of trans-
formation technologies. That chapter discusses some of the molecular components that
will be mentioned in greater detail here. It should also be noted that substantial research
has been directed toward transformation of plants through the integration of foreign genes
into the chloroplast genome, but that topic is discussed separately (Chapter 11).

The categorization of transforming genes is based on two functions. The first cat-
egory includes genes that produce proteins that confer upon the transformed cell a
phenotype that is scored physiologically or visually (selectable or screenable markers,
respectively). The second category is represented by genes that produce proteins (or in
some instances, RNAs), which confer commercially or scientifically important pheno-
types (for example, insect resistance), or have intrinsic value. In other uses, the genes
encode enzymes that participate in biochemical steps that lead to commercially rel-
evant compounds.

2. Selectable Marker Genes

Selectable marker genes confer a growth advantage to transformed cells under con-
ditions in which nontransformed cells will not grow. These genes are generally neces-
sary because current plant transformation methods are extremely ineffective when
considered at the cell level. Without selection, the identification and isolation of a small
population of transformed cells from among an overwhelming and growing population
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of nontransformed material is nearly impossible. Although modern high-throughput
methods may allow screening of large numbers of samples to identify the rare events,
these methods are time-consuming and expensive. Furthermore, plants regenerated
from nonselected tissues are likely to be chimeric (composed of both transformed
and nontransformed tissues), and a substantial amount of genetic follow-up work is
required to identify purely transgenic progeny.

2.1. Hormone Independence

The earliest plant transformation experiments exploited the ability of pathogenic
Agrobacterium tumefaciens cells to transfer T-DNA via the Ti plasmid to the plant
cell, with eventual integration into the genome (discussed in Chapter 10). Encoded
within the T-DNA are genes that encode enzymes which are biochemically responsible
for the synthesis of two types of plant hormone—an auxin and a cytokinin (1). Cells of
some plant species, when transformed with the wild-type T-DNA, acquire the ability to
grow in vitro on defined growth media that lack plant hormones. Nontransformed cells
are unable to grow without the exogenous hormones. Although it allows for selection of
transformed cells and tissues, the acquisition through the T-DNA of the uncontrolled
hormone biosynthesis genes disrupts the ability of the transformed cells to organize
into differentiated growth, and the result is the formation of tumor-like callus or terato-
mas (2). Therefore, selection for hormone-independent growth, although useful in the
early days of developing and understanding plant transformation, has been replaced by
dominant selectable marker genes that offer the advantage of positive selection of trans-
formed cells on media that has all the components needed to induce regeneration of
fertile whole plants.

2.2. Antibiotic Resistance

Bacterially derived antibiotic resistance genes were the first to be used successfully
to select for totipotent transformed plant cells. The native bacterial promoters of these
genes are not functional in plant cells, so the coding regions of the resistance genes
must be cloned under the control of plant expression elements. In most instances, the
antibiotic is a protein-synthesis inhibitor, and resistance is mediated through metabolic
detoxification of the drug, usually by phosphorylation or acetylation. Genes that encode
aminoglycoside phosphotransferases (aph genes) have seen the most widespread use
for selection of transformed plant cells in the presence of normal inhibitory concentra-
tions of aminoglycoside antibiotics such as kanamycin or G418 (3). The neomycin
phosphotransferase II (NptII) coding region (encoded by aphII) from bacterial
transposon Tn5 has been used broadly in both commercial and research applications,
after being placed under the control of appropriate plant gene-expression elements (3).
At least 36 plant genera have been genetically modified and shown to express the NptII
protein at levels sufficiently high to confer drug resistance (4).

The coding regions of the aphI genes from Tn601 and Tn903, both of which encode
neomycin phosphotransferase I (NptI), have also been used to a limited extent (5). Other
drug resistance genes have been used as plant selectable marker genes, primarily in
experimental settings. Examples are genes that encode chloramphenicol acetyltransferase
(from Tn9) (5), bleomycin resistance (from Tn5) (6), streptomycin phosphotransferase
(from Tn5) (7), and hygromycin phosphotransferase (hpt, from an Escherichia coli plas-
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mid) (8). Methotrexate resistance is mediated not by a detoxification mechanism but
through overexpression of a bacterial (from plasmid R67) (3) or mouse (9) methotrexate-
insensitive dihydrofolate reductase. A mouse gene encoding adenosine deaminase has
been expressed in transgenic maize, and confers resistance to 2'deoxyadenosine (10).

Emerging public concerns about the issue of widespread release of transgenic plants
harboring antibiotic resistance genes (4) has led to the general discontinuance of these
genes as plant selectable markers for commercial crops. The basis for these objections
primarily revolves around the perceived possibility that the genes will escape into the
microbial environment, thereby initiating eventual transfer to human or animal patho-
gens (11,12). It is a matter of open debate whether this concern is scientifically justi-
fied. The risk of an antibiotic-resistance gene escaping from a corn plant to a soil
microbe seems inconsequential when compared to the proven interspecific transfer of
antibiotic resistance via multidrug-resistance conjugal plasmids that are ubiquitous in
bacteria-rich environments such as sewage treatment plants (13).

2.3. Herbicide Resistance

Genes that confer plant resistance to herbicidal compounds have three advantages in
the production of commercial transgenic crops. First, the genes are often used for in
vitro selection of transformed plant cells during the first stages of transformation and
regeneration. Later, during the trait introgression process (i.e., plant breeding) in which
transgenes are introgressed into commercially important varieties, the herbicide resis-
tance trait is often used to identify transformants and to cull nontransformed or weakly
expressing plants from the segregating population. Finally, the herbicide resistance
trait is commercially valuable, as it allows growers to spray a crop with a broad-spec-
trum chemical to kill susceptible weeds, and causes no damage to the crop plants that
express engineered resistance to the chemical.

For many commercial herbicides, naturally selected or mutation-induced resistant
plants have been identified. Many published reports have described the identification
of the target-site enzyme and elucidation of the modes of resistance to particular com-
pounds or classes of herbicides. Plant herbicide resistance mechanisms generally fall
into only a few categories (14,15). Exclusion of the herbicide molecule from the site in
the plant where it normally induces the toxic effect is accomplished by inhibiting the
uptake/translocation of the compound, by compartmentalization of the compound, or
by metabolism of the compound. In other cases, growth-sustaining levels of the target
enzyme activity are attained by overproduction of the target enzyme, or by accumula-
tion of site mutations that render the target enzyme resistant to inhibition by the herbi-
cide molecule. A third category of resistance—one that has had substantial commercial
success—involves production of metabolic detoxification enzymes. In a few instances,
a single gene introduced transgenically into plant cells has been sufficient for both
transgenic selection and field-level resistance.

2.3.1. Acetolactate Synthase (ALS) Inhibitors

ALS (sometimes called AHAS; acetohydroxyacid synthase), catalyzes the first com-
mitted step in the synthesis of the branched-chain amino acids (14). ALS-inhibitor
herbicides comprise four chemical families: the sulfonylureas (products of DuPont
Crop Protection), the imidazolinones (products of American Cyanamid/BASF), the
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triazolopyrimidine sulfonanilides (products of Dow AgroSciences) and the pyrimidyl-
oxy benzoates (products of Kumiai Chemical Industry Company). Naturally selected
resistance mutants of several plant species are known. The ALS-encoding genes of
several of these plants have been cloned and sequenced, and resistance to particular
classes of compounds has been traced to point mutations in the ALS protein. At least
10 mutation sites have been identified—some of which, alone or in combination, con-
fer cross-resistance to more than one compound class. Engineered resistance through
overproduction of the mutant ALS enzyme has been successful in several plant spe-
cies, including crops. This type of resistance is problematic because of the presence of
a basal level of susceptible endogenous enzymes in the cell. Generally, this limitation
to attaining herbicide resistance is more serious when high levels of endogenous
enzymes must be maintained.

From a commercial herbicide safety standpoint, chemical inhibitors of ALS are
desirable because mammals lack the target enzyme. Currently, multiple agricultural
chemical companies produce ALS inhibitors; many of which have been developed to
be crop-selective. Maximum value for herbicides and herbicide-resistant crops is derived
from the combination sale of the chemical and the seeds of the resistant crops. Since
many of the ALS mutations confer cross-resistance to multiple chemical classes, the
deployment of crops that are resistant to one compound class may prompt sales of a
herbicide sold by a competitor who has not incurred the expense of developing the
resistant crop. If crop-selective ALS inhibitors already exist to control weeds in the
crop, there is probably no advantage to be gained by incurring the expenses of produc-
ing and registering a herbicide-resistant crop that harbors a mutant ALS gene.

2.3.2. Glutamine Synthetase (GS) Inhibitors

Glutamine synthetase is involved in nitrogen metabolism through the conversion of
L-glutamate to L-glutamine. A bacterially derived compound, phosphinothricin (an
analog of L-glutamate), and its synthetic version, glufosinate, are both highly effective
GS inhibitors (14). A third compound, bialaphos, a bacterial tripeptide precursor to
phosphinothricin, is also a GS inhibitor via conversion in plants to the highly toxic
phosphinothricin. All three compounds are useful as selective agents for plant transfor-
mation. The fermentation product bialaphos, and particularly glufosinate, are success-
ful field-use herbicides. Two Streptomyces genes that detoxify these compounds by
acetylation are routinely used to confer plant resistance to these compounds. The bar
(bialaphos resistance) gene was cloned from S. hygroscopicus, the source of bialaphos
and hygromycin (16), and the pat (phosphinothricin acetyltransferase) gene was dis-
covered in S. viridochromogenes (17). When placed under the control of the appropri-
ate plant expression control elements, both of these genes have been useful as selectable
markers in a wide variety of plant species, including about 20 crops (14). To date, no
attempts to attain herbicide resistance through overproduction of herbicide-resistant
GS have been reported, although phosphinothricin resistance has been observed in plants
in which the native GS copy number has been naturally amplified (18).

2.3.3. EPSP Synthase Inhibition

Glyphosate is a low-residual broad-spectrum herbicide that is a potent inhibitor of 5-
enolpyruvylshikimate-3-phosphate synthase (EPSPS). This enzyme is involved in the
synthesis of many aromatic compounds in plants, including the aromatic amino acids
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(14), but is not found in animals. Selection of transformed cells and plant-level resistance
to glyphosate has been accomplished via transgenic production of various enzymes.
Overexpression of chimeric glyphosate-resistant EPSPS-encoding aroA genes from bac-
teria (Salmonella or E. coli) (19,20) requires targeting of the enzyme for transport into
the chloroplast for high-level glyphosate resistance (20). Expression of glyphosate-resis-
tant EPSPS-encoding plant genes provides moderate to high levels of resistance (21). In
many cases, the resistant EPSPS is less enzymatically efficient than the wild-type, and
thus high-level expression is required to support normal plant metabolism. A gene for a
glyphosate-resistant EPSPS with relatively high enzymatic efficiency has been isolated
from an Agrobacterium strain, and alleviates some of the necessity for overproduction
(21). In addition, production in plants of glyphosate-degrading enzymes from bacteria
such as Achromobacter has been an effective method of establishing the glyphosate-
resistant trait (21,22). The combination sale of glyphosate-resistant crop seeds and the
formulated herbicide has been commercially successful.

2.3.4. Photosystem II Inhibitors

Bromoxynil and the triazines (e.g., atrazine) inhibit electron transport in the photo-
system II reaction center in plant chloroplast thylakoid membranes (14). Dicot crops
are particularly sensitive to bromoxynil, and resistance to this herbicide could be a
valuable trait in crops such as cotton. Although some weed resistance to bromoxynil
has emerged, the mechanism of the resistance, and any genes associated with it, have
yet to be exploited. So far, engineered resistance to bromoxynil has been accomplished
through expression of a chimeric gene for bromoxynil nitrilase isolated from Kleb-
siella ozaenae (23). In cotton, transgenic lines carrying this gene are resistant to up to
10-fold the field-rate recommendation of formulated bromoxynil (24).

Many plant transformation protocols require incubation of early-stage processed
materials in the dark prior to beginning the whole-plant regeneration steps. Because
bromoxynil is a photosynthesis inhibitor, it is not as useful as certain other compounds
in the selection of early-stage transformants. Selection must be applied later on after
photosynthetically competent plants are produced.

The emergence of weeds resistant to atrazine in the field was first reported in 1970
(25), and is usually found to be the result of a single amino-acid mutation in a chloroplast
gene that encodes a thylakoid protein of about 32,000 Daltons (26). Engineered atrazine
resistance has not been used either as a selectable marker or as a commercial trait.

2.4. Metabolic Inhibitors

Two recent developments in selectable marker systems employ genes that confer
resistance to an amino-acid analog or enable sugar utilization. In the first example,
Arabidopsis plants grown from seeds treated with a mutagen were screened for the
ability to grow in inhibitory concentrations of O-methyl-threonine. This trait was named
omr1 (for O-methyl-threonine resistance) and through genetic and molecular studies
the omr1 gene was found to encode a mutated threonine deaminase enzyme. Threonine
deaminase (also called threonine dehydratase) catalyzes the first committed step in the
biosynthesis of isoleucine. Although it is useful for selection of transformed tissues of
some plant species (27), the omr1 gene is not generally as valuable as some other genes.

The second example utilizes the observation that mannose cannot be converted into
metabolizable sugars by plant cells, and inhibits seed germination in Arabidopsis and
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respiration in wheat and tomato (28). Mannose that enters plant cells is converted to
mannose-6-phosphate, which accumulates and is believed to be responsible for the
growth-inhibitory effects. However, when transformed with a modified E. coli manA
gene that encodes phosphomannose isomerase, the transformed cells are able to thrive
on medium with mannose as the primary carbon source, and thus outgrow nontrans-
formed tissues (28).

3. Screenable Marker Genes

Screenable markers are proteins that do not confer a growth advantage to trans-
formed cells, but are recognized by their ability to cause physical or chemical changes
in the transformed cell. In the ideal case, such changes can be detected via a nonde-
structive, high-throughput assay on putatively transformed samples. Less useful are
assays that consume a sample removed from a precious candidate tissue that is often
available in limited amounts or only for a short time.

3.1. Opine Synthesis

Early plant-cell transformation protocols utilized oncogenic, teratogenic, or disabled
Ti plasmid T-DNA transfers via Agrobacterium tumefaciens or A. rhizogenes. The
T-DNA in these early experiments transferred a small number of genes that produced,
among other compounds, modified amino acids (opines) in the transformed plant cells.
Transformation by non-oncogenic T-DNAs, which allowed regeneration of whole fer-
tile plants, was detected by paper electrophoretic analysis of opines—(e.g., octopine,
nopaline, or mannopine) (29) in plant-cell extracts from putatively transformed tissues.
Note: The octopine synthase (lysopinedehydrogenase) enzyme has been used as a select-
able marker to overcome plant-cell toxicity of L-homoarginine. Because homoarginine
is not a potent inhibitor of plant cell growth, this selection regime is not routinely
useful (30,31).

3.2. Chloramphenicol Acetyltransferase (CAT)

The CAT protein is encoded by the cmr (chloramphenicol resistance) gene of bacte-
rial transposon Tn9. After modification for plant expression, the CAT coding region is
useful as a screenable marker (32). The assays are quite cumbersome, and involve thin-
layer chromatography or ethyl acetate extraction to determine the transfer of radiola-
beled acetate to chloramphenicol (33,34). Total amounts of the CAT protein can be
measured by enzyme-linked immunosorbent assay (ELISA) (32). Because plant-cell
growth is not particularly sensitive to inhibition by chloramphenicol, the CAT protein
has limited use as a selectable marker (5).

3.3. -Glucuronidase (GUS)
GUS is encoded by the E. coli uidA gene (35). When placed under control of plant-

expression elements, production of the GUS protein has proven extremely useful for a
variety of experiments beyond the simple identification of transformed tissues. The
most commonly used substrates are XGLUC (5-bromo-4-chloro-3-indolyl glucuronide
for histochemical assays) and MUG (4-methyl umbelliferyl glucuronide for quantita-
tive fluorescence assays) (36). GUS acts upon the XGLUC substrate by cleaving the
glucuronide bond to release an indoxyl derivative, which dimerizes in the presence of
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oxygen to form a highly colored indigo blue dye precipitate. This property makes the
GUS protein highly useful in the analysis of promoter-expression patterns, as the cells
in which the promoter is active are stained blue. The GUS protein is relatively stable,
and thus it is possible to overestimate promoter activity because of the accumulation of
GUS and the resulting intense blue staining in histochemical assays. This artifact makes
GUS expression somewhat less useful than markers such as luciferase or green fluores-
cent protein (GFP) in comparative analysis of promoter-expression levels (see below).

Sensitive fluorometric assay of the level of GUS enzymatic activity in plant-cell
extracts is possible through the use of the MUG substrate. MUG is not fluorescent until
GUS activity releases 4-methyl umbelliferone, which is fluorescent at pH8-9. Standard
curves established with commercially available GUS enzyme allow precise quantitation
of GUS activity in multiple samples; therefore, quantitative determination and com-
parison of chimeric gene expression at various time-points is possible.

3.4. Luciferases

The gene that encodes the luciferase enzyme responsible for light emission from firefly
lanterns (Photinus pyralis) has been cloned, and the coding region has proven quite useful
as a marker gene for promoter expression studies in plants (37). The addition of ATP and
luciferol substrate are sufficient to induce light emission that can be captured quantitatively
by photon-capture devices in vitro, or qualitatively by standard photography.

It is relatively common in transgenic promoter expression studies to compare the
expression level or tissue specificity of a test promoter to a standard reference pro-
moter that is co-transformed with the test gene construct (38). In these cases, the refer-
ence promoter may be used to drive expression of the GUS gene, for example, while
the test promoter is used to drive expression of the luciferase gene. The relative expres-
sion levels of the two promoters can be assayed in vitro in a single extract, and the test
promoter activity is normalized to the activity of the reference promoter, which serves
as an internal standard. Samples taken from different tissues or on different days can
thus be compared. It is not an understatement that these reporter genes, GUS and luciferase,
have been the two most valuable enzymes utilized in the advancement of our under-
standing of plant gene expression.

Another substrate-dependent light-emitting enzymatic activity that has been used to a
limited extent in plant gene-expression studies involves the products of the Vibrio harveyi
luxAB genes (39). The active enzyme is normally comprised of two subunits, but they can
be genetically joined into a single protein that retains activity (40). In addition, a gene
that encodes the luciferase from Renilla reniformis (sea pansy) is functional in plants
(41,42) and is useful because it emits light of a wavelength different from that of the
firefly luciferase. This permits both the firefly and Renilla reporter genes to be used in the
same experiment (43). Engineered genes for the firefly and Renilla luciferases, as well as
reagent kits, are commercially available (Promega, Madison, WI).

3.5. Fluorescent Proteins

The first gene that encodes a non-substrate-dependent light-emitting (fluorescent)
protein that was used as a reporter gene in plants (44,45) was cloned from the jellyfish
Aequoria victoria (46). This protein, called the green fluorescent protein (GFP) emits fluo-
rescent light with a peak wavelength of 508–509 nm when excited with ultraviolet light
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(360–400 nm) or blue light (440–480 nm) (45). No external substrate is required; the fluo-
rescence is produced from an active chromophore formed by cyclization and oxidation of
three amino acids (serine-65, tyrosine-66, and glycine 67) within the peptide. At first, plant
expression of the native gene was problematic because of native sequence similarity with
known plant introns. Improved expression resulted from re-engineering the gene to reduce
the AU (adenosine + uracil) content of the mRNA and the addition of a targeting signal
peptide to direct the protein to the endoplasmic reticulum (ER) (47). With these improve-
ments, production of this protein in transgenic plants provides the opportunity to assay gene
function in a nondestructive manner. Newer versions of the protein have been engineered to
emit more intense green light (48), and other versions have emission peaks at wavelengths
different from the native GFP, including cyan, yellow, and red (49,50). These differences in
emission spectra allow microscopic imaging of the amounts of the respective proteins (51).
Genes that encode fluorescent proteins from other sources are also available—for example,
the red-fluorescing DsRed protein from Discosoma spp. (52).

3.6. -Galactosidase

The lacZ gene of E. coli encodes -galactosidase and is widely used as a reporter
gene in bacterial studies. In contrast, the production of �-galactosidase in plant cells as
a screenable marker has had only limited use (53–55).

4. Expression Control Elements

The success of any plant transformation effort, particularly one whose object is the
commercialization of crops with an engineered trait, ultimately relies on how well the
phenotype produced matches the needs of the market. High level production of a protein
that is toxic to corn rootworms, for example, is not likely to confer a market advantage to
corn plants that have an average yield that is substantially below competitive varieties
(“yield drag”). A market-viable transgenic must produce adequate levels of the insect
toxin in the appropriate tissues (the roots), at the appropriate time (essentially the first
two-thirds of the growing season), and result in no detrimental side effects such as yield
drag, low harvestability, or lowered feed value. Achievement of these goals requires
insightful choices of gene-expression control elements and appropriate combinations of
the chosen elements. These considerations include: the choice of host plant, which pro-
moter to use, the sequence of the 5' untranslated region, whether or not introns will be
included, how the coding region for the desired protein will be configured, and which
sequences will be used for the 3' untranslated region that encodes the transcription termi-
nation and polyadenylation signals. These decisions for individual genes must be made
in the larger context of the element composition of the other transgenes that will be
co-transformed (e.g., the selectable marker gene). A brief description of some of the
factors to be considered is presented here. This discussion is necessarily superficial
because the entire field of plant gene-expression control is advancing so rapidly.

4.1. Promoters

Most transgenic plants destined for commercial production employ promoters derived
from plants or plant viruses to control transgene expression. Although some research has
examined the plant functionality of promoters from animals or other sources, regula-
tory approval of commercial transgenics is facilitated when the promoter of the
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transgene is of plant (or plant virus) origin, particularly if the promoter was originally
derived from the host plant. Examples of commonly used promoters are the maize
polyubiquitin1 (ubi1) promoter (56) and the 35S promoter derived from the Cauli-
flower Mosaic Virus (57).

Both of these promoters are considered to be constitutive in their expression pat-
terns. Thus, they are usually expressed at some level throughout the tissues of the
plants during the lifetime of the plant. However, this designation is not absolute, as
the expression level and pattern of an individual promoter is markedly affected by
the position into which it integrates in the chromosome during the transformation pro-
cess. This “position effect” results in expression patterns in individual, independently
transformed plants in which some degree of tissue specificity, developmental prefer-
ence, or inactivity usually occurs (32,58).

Constitutive promoters are useful to drive expression of genes when tissue specific-
ity is not a prerequisite—for example, selectable marker genes. As mentioned previ-
ously, herbicide-resistance selectable marker genes often have a triple role. They are
used early in the transformation process to select for transformed cells, in the breeding
process to follow transgenes in whole plant populations, and finally as a commercially
valuable trait in the field to provide crop resistance to weed-control chemicals. A con-
stitutive promoter may also be a good choice to control the expression of an insecti-
cidal protein when the target pest is one that feeds on stems, leaves, and other plant parts.

In contrast to constitutive expression characteristic of cellular housekeeping genes,
for example, many plant promoters are highly regulated in terms of when, where, and
to what level they are functional. Regulation can take many forms, and plant promoters
have been characterized that respond to internal chemistries such as plant hormone
levels or osmotic potential, or to external stimuli such as heat, light, (or the absence of
light), touch, drought, or stress induced by insect feeding or pathogen attack (59,60). In
addition, there are genes controlled by promoters that function only at limited times
during development (e.g., seed formation) or only in a very limited number of cells
comprising a single cell layer (e.g., seed aleurone). Other promoters are specifically
functional in certain tissues that exist throughout the life of the plant, for example, the
root or leaf meristems (59). The choice of such a tightly regulated promoter may be
mandatory for the commercial success of some transgenic traits such as the modifica-
tion of oil levels or composition in oil seed crops, in which the oil bodies are present
only in the embryo of the seed.

Chimeric promoters have been useful to combine the regulated aspects of one pro-
moter with the high expression characteristics of another. For example, a seed-specific
sequence element can be combined with a constitutive, strong promoter (CaMV 35S)
to confer seed-specific expression (61). Many other response elements that respond to
light, hormone, stress, or other stimuli have been characterized, and continue to be
exploited.

In some instances, it would be desirable, or even necessary, that the expression of a
particular trait or production of a particular protein be completely under the control of
the grower. It may be advantageous that high-level production of a high-value protein
be inducible by chemical treatment of the transgenic plant. Chemically regulated plant
promoters have been available for some time (62,63), but to date none of the published
systems has been developed to the point that it is commercially useful in the field. One
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primary barrier to deployment of such systems is the governmental regulatory require-
ment that the chemical must be registered for environmental release on large acreages.
Borrowing from the bacterial world, a tetracycline-controlled promoter has proven
functional in plants, and expression (either induction or repression) is controlled by
external application of the antibiotic tetracycline (65). This system has obvious limita-
tions for field-level application. Another inducible promoter system employs a mam-
malian glucocorticoid receptor and is controlled by the application of the steroid
dexamethasone (66). An analogous system that employs an estrogen receptor yielded
higher constitutive expression (66). Again, it is obvious that spraying large acreages
with a steroid hormone poses many problems.

The most useful chemically controlled system is one based on a compound that is
already registered as a pest control agent. Two such systems are under development, a
safener-induced system and a system based on insect ecdysone receptors. In the first
case, promoters were identified by screening for genes that were activated following
treatment of plants with chemicals added to a commercial herbicide formulation to
help prevent damage to the non-target crop plant (a “safener”). Safeners comprise a
group of structurally diverse compounds, and induce expression of genes such as glu-
tathione-S-transferases and cytochrome P450 mixed-function oxygenases (62,63). The
inducing chemicals activate a number of stress or defense genes, so these inducible
promoter systems can be used only in applications in which the pleiotropic effects can
be tolerated.

In the second case, a receptor for the insect molting hormone ecdysone (67) was
modified and exploited for its ability to respond to synthetic ecdysone agonists, which
are registered for use as insecticides (68). Despite the commercial nature of the induc-
ing compounds, there are no reports of the use of either of these systems to control gene
expression in the field.

To summarize, one should begin the development of any commercial transgenic
project with the end in mind. It is essential to fully understand which phenotype the final
transgenic plant will have and then work backwards to the point where one can design the
entire gene cassette so that it incorporates as many features as possible to increase the
likelihood of attaining the trait. Often, this requires an up-front extensive biochemical
and molecular biological characterization of the host plant, to determine which factors
must be considered. After laying the groundwork with a full understanding of what the
object of the effort is, one can then make the proper choice of which promoter to use.

4.2. Untranslated Flanking Regions and Introns

The rapidly advancing and impressive array of molecular biology tools and genomics
technologies now available (see Chapter 8) allow the isolation of virtually every pro-
moter in a plant, if one is willing to expend the effort. This process will be even easier
in the future, as the entire genome sequences of more plants are determined (69). But
the promoter is only one element in the list of choices to be made in assembling a
successful gene construct.

Much work has been published regarding the interactions of coding region flank-
ing sequences on gene expression in plants (70,71). It is known that the sources of
the 5' and 3' untranslated regions (UTR) can play an important role in the level of
gene expression. Particular sequence features of both of these elements are impor-
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tant. The 5' UTR must be able to efficiently assemble ribosomes and present the start
codon in an appropriate configuration. It is not uncommon to utilize the native 5'
UTR associated with a particular plant promoter, since this combination of promoter/
5' UTR has evolved to function as a unit. However, there are instances in which
substitution of a different 5' UTR—for example, from a plant virus gene—has been
found to increase expression levels (72). The 5' UTRs from the genomic RNA of
tobacco mosaic virus (73) and the alfalfa mosaic virus coat protein gene (74) have
been shown to be particularly effective in enhancing transgene expression. This
effect may be the result of the relatively low degree of secondary structure provided
by these sequences, which may facilitate easy passage of the initiating ribosomes
(73). From a practical standpoint, one may expect that any gene with a product that
is required in relatively large quantities such as a viral coat protein may possess
sequence elements that have evolved for high expression.

The 3' UTR provides mRNA stability and facilitates polyadenylation of the mRNA.
Many gene constructs have utilized the 3' UTR captured from the nopaline synthase
(nos) gene of Agrobacterium Ti plasmids (C58 or T37) (75). This small unit (about 260
bp) functions well in both dicots and monocots, and is probably the most widely used 3'
UTR today. Experiments with advanced constructs, however, have shown that the nos
3' UTR is fairly weak in terminating transcription, and transcriptional readthrough is
sometimes seen (76,77). Utilization of plant-derived 3' UTRs often facilitates better
chimeric gene expression than seen with the T-DNA derived 3' UTRS (77,78), but
some combinations of 3' UTRs and other gene components work better than other com-
binations (71,77,79). As with the 5' UTR, it can be advantageous to utilize the 3' UTR
associated with the plant gene from which the promoter was isolated, but some testing
with alternative sources may reveal a better combination of elements.

Although some plant genes (and all plant virus genes) lack introns, the addition of a
plant intron to a construct can have a dramatic positive effect on expression level,
particularly in monocots (76,80). Intron processing is a stringent process in the plant
kingdom, and the recognition/splicing mechanisms are loosely conserved between
monocots and dicots. However, the phylogenetic origin of a plant intron does not com-
pletely dictate its ability to be spliced in a heterologous plant system (71). Some mono-
cot introns are spliced inefficiently or not at all in dicots, and other monocot introns are
spliced in dicots with reasonable efficiency. As a general rule, monocots are able to
efficiently process both monocot and dicot introns, but some dicot introns are not
spliced in other dicots (71).

When added to a construct, placement of the intron can affect the expression level
attained (76,81). The most difficult task is to introduce an intron directly into a pro-
tein-coding region. If a heterologous intron sequence is cloned as a restriction frag-
ment into a compatible site within a coding region, the splicing reaction will
sometimes leave several bases behind. The effects of these “footprint” sequences
range from the addition of a few new amino acids to the protein, which may or may
not affect its function, to a reading-frame shift that terminates translation or results in
production of a new chimeric protein. Thus, the engineering must be carefully
planned, and the spliced product must be tested to determine that no loss in activity
or stability of the protein results from the addition of the new bases. If the genomic
version of a coding region contains an intron, the simplest solution is to add a native
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intron to the cDNA, in the same position that it occurs in the genomic copy. Poly-
merase chain reaction (PCR) techniques now allow the addition of an intron sequence
to occur so that splicing does not leave extraneous bases (82). Looking outside the
coding region, it is not uncommon to find native plant genes that have an intron in the
5' UTR (77,79). These introns can be quite long; the maize ubiquitin1 gene has a
1010-basepair (bp) intron in the 5' UTR sequence (56), and the 5' leader/intron of the
potato Sus4 gene is 1612 bp (77). It has been well-demonstrated that engineering an
intron into the 5' UTR can be beneficial to expression levels (76,80). The degree of
expression enhancement is not predictable, because it depends on the plant system
used (dicot or monocot), the type of study (stable or transient expression), the source
of the intron and promoter, the intron placement, and the assay method (mRNA level/
processing efficiency or encoded protein levels) (71).

As previously stated, certain 5' and 3' sequences appear to work best in combination
with others, and the effect may be different when the same elements are combined with
different coding regions and promoters (77, 79). Thus, it is often necessary to examine
the expression activity of several combinations of components to determine the combi-
nation that is best suited to the ultimate goal. This is no easy task, although some short-
cuts are available. A preliminary understanding of how a particular combination will
function can be gained through transient expression systems such as electroporated
protoplasts or bombarded tissues. Usually, these calibration experiments substitute the
coding region of an easily assayed reporter protein for the ultimate protein of choice.
Such experiments require substantial calibration, and must include well-characterized
internal control genes, against which expression levels of the test genes can be normal-
ized (38). Because of large variations between individual experiments, many replicates
are needed to establish a statistically sound answer. Once a particular combination of
promoter and other elements is identified as providing good expression, the experi-
ments can be repeated using the coding region for the desired protein.

Because protoplast experiments do not involve differentiated tissues, these systems
are only useful for examinations of element combinations driven by constitutive pro-
moters. Sometimes this is adequate to identify appropriate UTR/coding region combi-
nations, but ultimately the gene must be tested in whole plants.

Transgenic Arabidopsis plants are frequently used when large numbers of indepen-
dently transformed plants are needed (83). The Agrobacterium-mediated transforma-
tion method results in the production of transformed seeds directly from the treated
plant. Seeds are germinated on selective medium, and several hundreds of independent
events can be quickly generated. The short seed-to-seed generation time of Arabidopsis
allows studies of gene expression in multiple tissues and generations, and this system
is extremely useful as a next step up from the in vitro systems. However, a growing
body of evidence indicates that results obtained with a particular gene in Arabidopsis
are not necessarily predictive of those seen in other dicots (such as tobacco) (84), and
are certainly not always predictive of expression in monocots such as corn and rice.
Thus, these model systems are useful in eliminating advancement of genes that have
severe expression problems (frameshift errors), but for the final analysis, the gene must
be tested in the crop of interest. This is usually an expensive, time-consuming, resource-
intensive process that can extend over several years for crops such as corn and cotton.
Because the results obtained from a particular combination of elements are often
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unpredictable, it is desirable to have an extensive library of promoters and other
expression components available, so that the best combination can be assembled.

A recent publication (85) nicely illustrates the points that: i) plant virus promoters
can be exploited for transgenic expression (banana bunchy-top virus promoters BT1
to 5), ii) promoters from the same virus differ in strength (BT4 and BT5 are stronger
than BT1, BT2, or BT3), iii) some coding regions work better with certain promoters
than other coding regions (GFP is better than GUS), iv) transgenic promoters can
promote tissue-preferential expression (mostly vascular-associated), v) introns
increase expression (maize polyubiquitin1 intron), and vi) relatively exotic crops are
transformable (banana).

4.3. Other Expression Controls

In addition to the gene components mentioned in Subheading 4.2., other constraints
may limit or even prevent the production of acceptable levels of a transgenic protein.

4.3.1. mRNA Stability and Translation

During early attempts at plant genetic engineering, it was frequently observed that
only miniscule amounts of the foreign proteins were accumulated. This was particu-
larly true in efforts to produce insect-resistant plants through the introduction of genes
that encoded insecticidal crystal proteins of Bacillus thuringiensis (Bt). Ultimately, the
low levels of expression were found to be the results of messenger RNA instability
(86–88). Careful analysis of the sequences of the introduced genes revealed that sev-
eral sequence motifs associated with plant mRNA instability or processing were present
in the native Bt toxin gene sequence. For example, the 3537-bp coding region of the
HD73 Cry1Ac delta-endotoxin gene contains 10 motifs similar to plant 5' or 3' consen-
sus intron splice sites, and 32 motifs associated with plant mRNA polyadenylation
sites (89). The result of the presence of these extraneous motifs within the toxin-coding
mRNA is that the full-length message is highly unstable in plant cells, and thus very
little translation of intact protein occurs. These motifs have no effect on expression of
the gene in the bacteria, and they arise as a result of the relatively high adenosine-
plus-thymidine (AT) composition (and correspondingly low guanosine-plus-cytosine
content; GC) of Bacillus genomes (approx 60% AT). Many eukaryotic gene-control
sequence elements are rich in AT content, so the presence of sequence homologs to the
eukaryotic motifs in a high-AT-content genome is favored.

A second consequence of the high-AT genome composition is that average codon
usage for the amino acids encoded by redundant codons is different between plants and
many bacteria. A comparative analysis of the codon bias statistics of maize genes and
the Cry1Ac coding region shows that for amino acids specified by two or more
codons, the bacterial gene is comprised of codons that rarely occur in maize genes
(89). Furthermore, whereas maize genes usually employ codons with G or C in the
third position, the Cry1Ac coding region has a majority of A’s or T’s in the third
codon position. This difference in codon bias, coupled with the presence of sequences
deleterious to mRNA stability in plant cells, renders it extremely difficult to attain
commercial levels of the Bt protein toxin from the native coding region.

The solution to this problem is to completely synthesize the protein toxin-coding
region in vitro, using a sequence design that substitutes plant-preferred codons for
rarely used ones (90–92). Since the gene design is de novo, all the deleterious sequences
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can be eliminated from the coding region, and other desirable features such as strategi-
cally placed restriction-enzyme recognition sites can be incorporated into the sequence.
This gene-rebuilding process is now a routine step in transgenic plant programs. The
abundance of gene sequences from many different crops allows computation of codon
usage tables that facilitate the design of genes tailored specifically for expression in a
particular crop (e.g., corn vs cotton), or class of plants (dicots vs monocots) if desired.

4.3.2. Position Effects

None of the plant transformation systems available today is capable of directing
the integration of transgene DNA into a predetermined site in the genome. Many
experiments have attempted to exploit endogenous plant homologous recombination
mechanisms by flanking the transgene with large pieces of native plant DNA. All
have failed to produce targeted events at high frequency. Consequently, transgenes
integrate into the chromosomes at random positions, and in one to many partial or
full-length copies. The result is a wide distribution of expression activity, partially a
function of the nature of the flanking genomic DNA. Sorting through a population of
transformed individuals for the few that exhibit desired expression patterns and heri-
tability is a costly, time-consuming process. Studies on nuclear matrix structure have
shown that regions of the chromosome that are populated by highly expressed genes
are flanked by sequences designated as matrix attachment regions (MARs) or struc-
tural attachment regions (SARs). Substantial work is in progress to examine the
effects that the use of MARs or SARs sequences to flank transgenes will have on
transgenic expression. It is possible that certain MARs will provide more predict-
able, and perhaps higher overall—expression levels and patterns (93,94) with some
genes or transformation systems. It is apparent that different types of MARs, SARs,
and other flanking elements exist, and that they can have different effects on gene
expression in different systems (95). In one study (94), the use of chicken lysozyme
A elements did not reduce variability of NPTII expression in tobacco, but the ele-
ments did cause a highly significant reduction in variation in GUS expression. As
with other expression-control elements, prediction of the expression characteristics
imbued by a new combination of MARs elements is somewhat risky, and experimen-
tal determination of the answer often yields surprises and new insight on the control
of plant gene expression.

4.3.3. Gene Silencing
In addition to unpredictable expression patterns, another result of the random inte-

gration of transgenes into the chromosome is the phenomenon of gene silencing.
Broadly defined, this is seen as the diminution and eventual elimination of transgene
expression in the first or successive plant generations. Several gene-silencing patterns
have been discovered, and more than one mechanism exists (96,97). Transcriptional
silencing results in the loss of mRNA synthesis and is mediated at least in part by
hypermethylation of the promoter and/or coding region of the transgene. Triggering of
this DNA modification may be induced by some mechanism in the nucleus that
scans the chromosome for foreign DNA that has, for example, a DNA GC content
that is not typical of that particular chromosomal region. A variation of this type of
gene silencing is apparently driven to some degree by sequence homology between
the transgene and native plant sequences, or between multiple copies of introduced
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transgenes (98). Although silencing of single-copy transgenes does occur (96) it may
be less likely than silencing of multiple copies.

This homology association is not absolute, as demonstrated by two examples. First,
the viral 35S promoter seems particularly susceptible to transcriptional silencing in
monocots, although no known sequence homologs in monocot genomes are known
(99). Others have shown that unlinked sequences as small as 300 bp can detect and
inactivate each other in a genome of >109 bp (100), so unknown monocot homologies
responsible for the silencing effect may exist. Second, plant promoters re-introduced
back into the native host plant are not always silenced. If large numbers of indepen-
dently transformed lines are examined, it is usually possible to find suitable candidates
for exploitation.

Some studies have shown that the inclusion of flanking MARs or SARs sequences
in transgene constructs may insulate the integrated transgene from silencing mecha-
nisms, but more studies are needed to confirm the general utility of this approach
(93,94).

Post-transcriptional silencing does not affect the transcription level of nascent
mRNAs, but results in the rapid degradation of the targeted mRNA. What induces this
process is unknown, but a partial trigger may be the absolute level of a particular mRNA
present in the cell. Homology to endogenous RNA is also implicated in some mecha-
nisms (cosuppression) (97) and can be used to deliberately downregulate endogenous
genes to engineer new traits (101).

Although they are detrimental to the outcome of some research programs, gene
downregulation mechanisms can be turned to an advantage. One of the first commercial
transgenic products was developed by means of anti-sense RNA mediated down-
regulation of a tomato polygalacturonase gene, which encodes an enzyme that plays an
important role in fruit softening (102,103). Production of this anti-sense mRNA induced
silencing of the endogenous gene, resulting in tomatoes that had a longer shelf life. In
addition to cosuppression and anti-sense RNA production, other approaches to gene
downregulation such as ribozymes (104) have been examined in attempts to produce
commercial products, or used as fundamental tools to study gene function.

4.3.4. Polycistronic mRNA

Polycistronic mRNAs, which contain the coding regions for more than one protein,
are common in bacteria and plant chloroplasts. In contrast, the genes in eukaryotic
nuclei are generally expressed as mRNAs that contain the information for only a single
protein (for the purposes of this discussion mechanisms such as alternative splicing are
not considered). Translation processes in plants are very similar to those in other eukary-
otic organisms, and can generally be explained with the scanning model, wherein the
ribosomes assemble on 5'-end-capped RNAs and scan down the 5' leader to begin trans-
lation at the first ATG start codon (105). Particularly among plant viruses, (e.g.,
caulimoviruses, badnaviruses, crucifer tobacco mosaic virus) (106) unconventional
mRNAs are frequent and use modulated translation processes for their expression.
Examples include leaky ribosome scanning, translational-stop-codon readthrough or
frameshifting, and transactivation by virus-encoded proteins that are used to translate
polycistronic mRNAs. In some cases, 5' leader and 3' trailer sequences confer efficient,
cap-independent ribosome binding. Although this usually happens via an end-dependent
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mechanism, true internal ribosome entry may also occur to initiate translation at internal start
codons (106). Translation in plant cells is known to be regulated under conditions of stress and
during development, but the underlying molecular mechanisms of regulation are unknown.
Thus far, only a small number of nonviral plant mRNAs have been discovered with a structure
that suggests that they may require some unusual translation mechanisms (105).

The use of polycistronic mRNAs in plant engineering would simplify the alteration of
traits such as pest resistance, which may involve multiple proteins. In a hypothetical case,
these proteins would be produced through expression from a single nuclear promoter that
drives transcription of the polycistronic mRNA. This would obviate the need for coordinated
expression of individual promoters driving genes that encode the individual proteins. An al-
ternative to nuclear transformation is the use of chloroplast transformation (see Chapter 11),
or infection by engineered viruses (106), but these systems have complications of their own.

The expression of polycistronic messages of caulimovirus (a type of plant pararetrovirus)
employs a highly unusual mechanism to express the multiple cistrons of their pregenomic
RNA. It involves translation of the polycistronic mRNA utilizing cis-acting viral RNA
sequences and a transacting virus-encoded protein (P6) (107). In addition to its role in polycis-
tronic translation, the translational trans-activator protein P6 also activates its own expression
from a monocistronic subgenomic RNA. The efficient expression of polycistronic and
monocistronic caulimovirus mRNAs in plant cells thus requires compatible interactions
between the P6 translational trans-activator and its cognate cis-element at the 3' end of the
mRNA. Exploitation of this type of translational mechanism to express an engineered poly-
cistronic mRNA will probably require co-expression of the P6 protein or an analog.

A variation on the theme of producing multiple proteins from a single mRNA is also
seen in some plant viruses, in which a polypeptide primary translation product is self-
processed to produce multiple proteins (108).

4.3.5. mRNA Targeting

In addition to protein-targeting mechanisms mediated by specific amino acid sequences,
proteins may also be targeted to specific subcellular compartments by localization of
their mRNAs (109,110). Studies of mRNA localization are a relatively new area in
plant science, and results thus far reveal that mRNA localization is involved in many
aspects of expression and cell structure. mRNA localization has been implicated in the
assembly of macromolecular structures within the cell, in the formation of endoplas-
mic reticulum subdomains, in facilitating protein localization in the endomembrane
system, and in the control of gene expression. In addition, mRNA localization in plants
may be part of a mechanism for controlling intracellular communication, not only between
adjacent cells but between cells separated by relatively long distances. Although
mRNAs can be localized by various mechanisms, evidence gathered to date implicates
the role of a translation initiation codon along with cytoskeletal elements, microfila-
ments, and microtubules that function in the transport and anchoring of RNAs to spe-
cific subcellular locations within the cell (110).

5. Heterologous Recombination Systems

Given the unpredictable outcomes of transformation methods that integrate
transgenes randomly into the plant genome, various approaches have been used in an
attempt to lessen the variability of transgene expression, or to control or alter the result
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of transgene integration. The inclusion of MARS sequences in the transgene construct
was mentioned previously. Site-directed integration through homologous recombina-
tion between the plant chromosome and plant DNA included on the transgene con-
struct has met with limited success (111). Another approach that holds some promise is
the use of sequence-specific recombination systems derived from bacteria or yeast.
These systems have two features in common, a recombinase that promotes DNA
recombination and a set of specific DNA sequences that comprise 20–30 bp and serve
as the recombination substrate for the recombinase (112). Each recombinase recog-
nizes a pair of the specific sequences and catalyzes recombination between them, with
a result that depends on the initial physical relationship of the members of the substrate
pair. For example, if the individual members of the substrate sequences are on sepa-
rate plasmids, the recombinant result is a co-integrated plasmid comprised of both
starting plasmids, with a copy of the substrate sequence at each junction of the plas-
mid sequences. These two intramolecular copies of the substrate sequences can act as
substrates for a second recombination event that resolves the cointegrant plasmid into
the starting molecules. Thus, the outcome an intramolecular event can be predeter-
mined by controlling the orientation of the two substrate sequences relative to one
another. The outcome of recombination between directly repeated substrate sequences
is deletion of the DNA located between the substrates (plasmid resolution in the previ-
ous example). In contrast, the outcome of recombination between substrates in inverted
orientation relative to one another is inversion of the intervening DNA.

Several such sequence-specific systems have been engineered to work in plants
(reviewed in ref. 111). The first was the cre/loxP system derived for the bacteriophage
P1. By including copies of the substrate sequence (loxP, locus of crossing-over) in the
transgene construct, various types of recombination events can be driven in planta by
expression of the recombinase causes recombination (cre) protein. Examples include
gene activation or inactivation, deletion of antibiotic selectable marker genes, and non-
reversible chromosomal rearrangements mediated by mutant lox sites (113).

The development of other recombination systems for plant use has followed the
examples set with the cre/lox system. These include the FLP/FRT system from yeast
(Saccharomyces cereviseae) (114,115), the R/RS system (from Zygosaccharomyces
rouxii) (116), the Gin/gix system (from E. coli bacteriophage Mu) (117) and the attP
system (from the E. coli lambda phage) (118). The combination of an estrogen-induced
transactivator system and the cre/lox recombination system allows chemical-inducible,
site-specific DNA excision in Arabidopsis (119).

6. Intellectual Property Issues

The scientific field of plant genetic engineering has existed for about twenty years.
Although it is not my intent to diminish in any way the huge public-domain contribu-
tions made by scientists in academic institutions, it is important to understand that
many of the basic enabling technologies in the field were developed and patented by
agricultural research companies, or the intellectual property rights to the technologies
were licensed or were purchased by them. It is prudent for any research program initi-
ated with an intent to commercialize the products of its research to conduct an analysis
of the intellectual property landscape surrounding all aspects of the technology. Many
of the initial pioneering patents were filed in the 1980s and early 1990s. Competing
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parties sometimes filed patents within a few days or weeks of one another. As a result,
many of the patent applications are still being examined in the patent offices, are in
interference proceedings, or have been issued but are being challenged in the courts.
As these cases are resolved, the intellectual property ownership will sometimes shift
from one party to another, with the result that a license to use a technology from one
party may be rendered in question by the issuance of a new patent or court decision.
Thus, a certain amount of risk is incurred by the decision to use a particular promoter or
transformation method in the development of a commercial product. What may seem
to be “free and clear” at the inception of the program may become encumbered later on
as the intellectual landscape evolves.

In academic or other public institutions, it is common to find that exciting new
genes being discovered or technologies being developed are “contaminated” through
the use of components that must be licensed for commercial use. Although many
industrial research companies will grant free licenses to some of their intellectual
property to academic scientists for research purposes only, the line between what
constitutes basic research and commercial development research is becoming increas-
ingly blurred. The researcher may begin with good intentions and obtain readily avail-
able promoters or selectable marker genes in order to get his or her research program
off to a fast start. As the years pass and excitement builds over the progress of
the research, these components become so ubiquitous in all the constructs that it
becomes extremely time-consuming to go back and re-engineer with different, unen-
cumbered components. Eventually the program may reach a point when an invention
is patentable, and the institution’s intellectual property licensing office tries to find a
royalty-paying commercial partner that will acquire a license, sell a product, and turn
money back to the institution. In some cases, this further commercial development is
hindered or made impossible because of high licensing and royalty costs owed to
third-party companies that own particular pieces of intellectual property essential to
practicing the new invention. As more public institutions become more aggressive
in filing patents to protect the inventions of their faculty, it might be advisable for
them to institute intellectual property workshops or other types of training for their
research community. This training could emphasize the importance of decisions made
early in the initiation of a research program, and how those decisions may affect
future deployment of the products from that research. The results may benefit both
the institution and the prospective commercialization partner through the availability
of a “cleaner” invention with higher value.

A current example is provided by the development of transgenic “golden rice” (120),
which was engineered with the complement of genes needed to create a biosynthesis
pathway for beta-carotene, which humans convert into vitamin A. A potential benefit
of golden rice (so named because the beta-carotene imparts a yellow color to the grain)
is that it could help alleviate a widespread public health problem, vitamin A deficiency.
Globally, about 400 million people suffer from this affliction, which can lead to vision
impairment and increased disease susceptibility. Although the beta-carotene content of
the first sets of transgenic plants is not sufficient to supply the total dietary requirement
of vitamin A, widespread inclusion in human diets could provide some benefits. How-
ever, two studies have found that between 25 and 70 proprietary techniques and mate-
rials were involved in the gene transfers (121), and agreements must be reached with
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the affected parties before the transgenic plants can be passed on to third parties, such
as rice-breeding institutes.

A second example is provided by the events following the discovery of an ALS gene
that contained two point mutations that together confer resistance to all four chemical
classes of ALS inhibitors (see Subheading 2.3.1.) (122). One mutation conferred
resistance to sulfonylureas and/or triazolopyrimidine sulfonanilides, and the second
mutation mediated resistance to the imidazolinones and pyrimidyl-oxy benzoates. If
expressed in a transgenic crop, such a four-way gene may allow the application of a
mixture of two different herbicides, one from each group corresponding to the resis-
tances conferred by the individual mutations. It was proposed that these combinations
of chemistries could thus delay or eliminate the appearance of weeds resistant to the
ALS inhibitors (123), since it seemed extremely unlikely that both point mutations
would occur in the ALS genes of a weed in the same generation. When approached by
an enthusiastic seeds industry group about commercializing the gene, however, the
company that held patents on the ALS gene responded negatively, and ultimately the
public research on the gene was terminated.

The lesson to be emphasized is that, as public institutions become more involved in
research that lends itself to development of a commercial product, these institutions
must gain a much better understanding of the scope and nature of business decisions.
United States patent laws, combined with the potential for large profits in the agricul-
tural biotechnology industry, are profoundly changing the nature of “public domain”
research.
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Plant Cell Culture
A Critical Tool for Agricultural Biotechnology

Joseph F. Petolino, Jean L. Roberts, and Ponsamuel Jayakumar

1. Introduction

Agricultural biotechnology was born during the 1980s, when the first published
reports of the successful delivery, integration, and expression of foreign genes in plants
began to appear (1,2). Since that time, exceptionally rapid progress in extending gene-
transfer capabilities to economically important crop plants has been made. Today, rep-
resentatives from virtually all the major families of crop plants have been successfully
transformed (3). Improved methods of DNA delivery, development of effective select-
able marker genes, and availability of potent gene-expression signals are among the
most important factors that contribute to the production of transgenic plants over the
last decade (see Chapter 9). However, the foundation for all agricultural biotechnology
has been the establishment of methods for culturing plant cells and tissues in vitro and
subsequently regenerating fertile plants. This chapter focuses on plant cell and tissue
culture as it relates to transgenic plant production.

2. Somatic Cell Genetics: “Plant Breeding” in a Test Tube

2.1. Totipotency: From Cell to Fertile Plant

Schleiden and Schwann proposed the concept of totipotency, which in essence is the
ability of undifferentiated cells to develop into whole organisms or organs when exposed
to appropriate environmental stimuli (4,5). In 1898, the botanist Gottlieb Haberlandt
was the first to attempt the systematic in vitro culture of single plant cells (6). His
purpose was to study the mutual influences of cells as “living units” within a multicel-
lular body. Haberlandt visualized the theoretical potential of the culture approach in
experimental plant morphology and physiology; however, nearly half a century elapsed
before his far-reaching ideas were realized.

“There has been, so far as I know, up to present, no planned attempt to cultivate the vegetative
cells of higher plants in suitable nutrients. Yet the results of such attempts should cast many
interesting sidelights on the peculiarities and capacities which the cell, as an elementary organ-
ism, possesses: they should make possible conclusions as to the interrelations and reciprocal
influences to which the cell is subjected within the multicellular organism. Without permitting
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myself to pose further questions, I believe, in conclusion, that I am not making too bold a pre-
diction if I point to the possibility that, in this way, one could successfully cultivate artificial
embryos from vegetative cells (6).”

Cells within some plant tissues (such as undifferentiated parenchyma, meristematic,
and embryonic), under certain environmental conditions (such as wounding or infec-
tion), are capable of switching to alternative pathways of development. Such undiffer-
entiated cells can rapidly proliferate to produce amorphous cell masses known as callus.
Callus cells appear to exhibit a high degree of plasticity in their response to physical
and environmental stimuli. By formulating appropriate culture conditions (medium,
light, or temperature) it is possible to induce callus formation in aseptically dismem-
bered plant parts (buds, roots, stems, leaves, seeds, or anthers).

Many tissue explants can be induced to form callus by the application of plant growth
regulators. Modifying the ratio of the auxin and cytokinin concentration has proven to
be a very effective means of inducing alternative developmental states (7). Different
tissues have specific requirements, which can only be determined empirically. Once
established, callus cultures can be maintained by regular subculture. Under certain
nutritional and/or hormonal conditions, some callus cultures can be induced to develop
bipolar embryo-like structures. This phenomenon, known as somatic embryogenesis,
follows an ontogenetic sequence through pro-embryo, globular, and torpedo stages that
is similar to zygotic embryo development (8). The resulting cultures are said to be
embryogenic. The synthetic auxin 2,4-D is routinely used to induce somatic embryo-
genesis from tissue explants. The embryogenic cultures are then transferred to a 2,4-D-
free medium to induce plant regeneration.

The general approach of using plant-growth regulators to induce alternative devel-
opmental pathways in totipotent plant cells has been extremely successful in establish-
ing in vitro capabilities for a broad spectrum of plant species, including most major
crops. This capability represents the foundation on which virtually all of the current
transgenic plant production systems are based (see Subheading 4.).

2.2. Clonal Propagation: Reproduction Without Sex

Plants have two natural modes of multiplication, sexual and vegetative propagation.
Vegetative propagation is a process that involves the production of axillary buds and
adventitious roots. This type of multiplication occurs regardless of flowering and sexual
reproduction, and results in clonal propagation. Clonal propagation is routinely used for
multiplying tuber-bearing plants such as potatoes. Moreover, fruit trees, ornamental plants,
and many flowers are propagated from cuttings or scions. Although clonal propagation has
long been used for plant multiplication, the advent of in vitro culture techniques has accel-
erated this process and allowed for the production of a wide range of identical plants. The
process of in vitro clonal propagation has been referred to as micropropagation.

Micropropagation is routinely used to generate large numbers of high-quality clonal
plants, including ornamental and vegetable species, as well as some plantation crops
and fruit trees (9). Micropropagation has significant advantages over traditional clonal
propagation techniques. These include the potential of combining rapid, large-scale
propagation of new genotypes, the use of small amounts of original germplasm (par-
ticularly at the early breeding and/or transgenic plant stage, when only a few individu-
als are available), and the generation of pathogen-free propagules.
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In recent years, micropropagation has taken on a new dimension with the use of
large-scale bioreactors (10), automation facilities (11), and synthetic seeds (12) that
have the potential to further increase efficiency. Continued improvement is needed to
ensure consistent reproducibility and quality of the micropropagated plants.

2.3. Somaclonal Variation: Culture-Induced Variability

Theoretically, plants derived from tissue explants should represent clones of the
parent material from which the explant was derived—i.e., identical in genotype and
phenotype. Although this has been observed in the vast majority of cases, it has long
been known that sporadic abnormalities attributed to the tissue-culture process can
lead to variant plants (13). Somaclonal variation is the variability observed among
plants regenerated from in vitro culture (14). This variability is heritable because it is
transmitted through meiosis, and is usually irreversible (15). Indeed, the appearance of
variants in tissue culture is now known to be a general occurrence for certain plant
species and/or specific explant sources.

Somaclonal variation has been observed at several levels, including morphological
and physiological modification, changes in chromosome number and/or structure, and
altered protein and DNA composition. This phenomenon is particularly apparent in
plants regenerated from long-term cultures. Another type of variation observed in plants
regenerated from tissue culture is that of epigenetic origin. Epigenetics refers to modi-
fications in gene expression brought about by heritable, but potentially reversible,
changes in chromatin structure, and/or DNA methylation (16). Although somewhat of
a nuisance when trying to maintain genetic fidelity, the existence of culture-induced
variability can also provide a source of potentially beneficial variation for use in new
cultivar development (17,18).

3. Gene Transfer Into Cultured Plant Cells and Tissues

3.1. Protoplasts: “Naked” Plant Cells

A protoplast is the component of an individual plant cell that is delimited by the
plasma membrane. Although usually surrounded by individual cell walls, the develop-
ment of technology to enzymatically remove this structural component allows the
manipulation of isolated protoplasts in the absence of the physical and chemical barrier
of the cell wall (19). In many cases, isolated protoplasts can be induced to resynthesize
cell walls and reinitiate developmental programs resulting in plant regeneration. A wide
variety of methods developed to manipulate protoplasts representing a broad spectrum
of plant species has spawned a whole new field of somatic-cell genetics.

Somatic hybridization combines complete genomes (including cytoplasmic genomes)
by fusing protoplasts of different species and regenerating plants from the resulting
fusion product. The diploid genome contributed by each cell parent usually results in a
tetraploid product. As with sexual interspecific hybridization, reproductive fertility bar-
riers await the regenerated plant material. Introgression of single characters into a culti-
vated crop can be facilitated by X-ray fragmentation of the donor genome, creating
asymmetric hybrids, plus the ability to efficiently select the transferred trait. Somatic
hybridization offers the unique possibility of generating new combinations of cytoplas-
mic genomes or traits. As a route to new cultivars, somatic hybridization presents the
breeder with a high multiplicity of possible outcomes that are difficult to predict. None-
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theless, this method has been successfully used to introgress virus resistance from
Solanum brevidens into the cultivated potato (20).

Exogenous DNA containing cloned genes can be introduced directly into plant pro-
toplasts. Polyethylene glycol can be used to permeabilize protoplasts, thereby allowing
DNA uptake (21). Plastid as well as nuclear transformation has been achieved by this
method (see Chapter 11). Alternatively, DNA can be electroporated into the cells. The
application of high-voltage DC pulses induces the formation of transient pores in cell
membranes. Experimental protocols must be empirically optimized for the system, as
electrical parameters including field strength and pulse duration appear to be highly
specific to each cell type.

The transient expression of genes transferred to protoplasts has been used to estab-
lish optimal conditions for DNA uptake and to test vector components, including pro-
moters, and coding regions (22). Stable transformation generally results from the same
conditions as transient expression, but at markedly lower frequencies, 10–3 to 10–5 per
treated cell (23). Although attempts have been made to improve the efficiency of stable
transformation, protoplast-based methods remain highly variable in their effectiveness
between labs as well as between species (24).

The regeneration of fertile plants from isolated protoplasts remains a major barrier
to the effective implementation of these methods in several groups of important crops.
Although the technique has been particularly effective within the Brassicaceae and
Solanaceae (20), protoplast regeneration for most major crops such as legumes and
grasses has proven to be technically challenging. There appears to be as much “art” as
there is “science” associated with the development of successful methods for any crop
species. Nonetheless, for species whose protoplasts are readily manipulated, this pow-
erful technology can be exploited to transfer very large segments of DNA such as chro-
mosomes and cytoplasmically inherited organelle DNA, as well as bacterial and yeast
artificial chromosomes. However, even when available, methods to regenerate plants
from isolated protoplasts are quite laborious.

3.2. Agrobacterium: The “Taming” of a Pathogen

Since it was first demonstrated 25 years ago that crown gall disease involves the trans-
fer of a specific segment of DNA (T-DNA) from a bacterial plasmid to the plant nucleus
(25), a significant effort has been made to in convert the disease-causing organism,
Agrobacterium tumefaciens, into a useful vector for plant genetic transformation. Within
the Agrobacterium cell, a chemically responsive promoter system directs the expression
of over 20 virulence genes that encode proteins needed to mobilize T-DNA. In addition,
some of the virulence gene products are DNA-binding proteins containing plant nuclear-
localization signals (26). In this way, T-DNA is transferred to the plant cell’s nucleus,
where it can become integrated into the genome.

The conversion of the pathogen into a plant vector depended on modification of
the virulence-causing plasmid system of Agrobacterium. Early dissection of the
Agrobacterium-plant interaction showed that part of the disease process involved the
transfer and subsequent expression of genes associated with the biosynthesis of plant-
growth regulators, resulting in the characteristic disorganized crown-gall growth.
Elimination of these genes from the vector DNA (“disarmed” vectors) was a first
step to harnessing the T-DNA for gene transfer into plants. Further modification of
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the very large virulence plasmids provided ease of molecular manipulation, so that
the gene of interest could be placed onto a smaller plasmid that was separate from the
virulence functions (“binary” plasmid), or on a plasmid that subsequently recom-
bined with the resident virulence plasmid (“cointegrate” plasmid).

The limited host range of naturally occurring Agrobacterium isolates was another
early barrier to the broad use of this vector system. Screening of natural isolates for
broader host range characteristics, plus manipulation of virulence determinants and
plasmid configurations, led to the derivation of today’s commonly used strains. Although
initially restricted to dicotyledonous plants, the important monocot crops can now be
transformed with Agrobacterium (27,28). Recent studies have shown that Agrobacterium
can transfer T-DNAs to yeast and filamentous fungi (13,29,30), as well as to cultured
human cells (31).

The integration of the T-DNA into the host genome appears to be the result of ille-
gitimate, non-homologous recombination, although there appears to be a preference
for insertion into transcriptionally active chromosomal regions (32,33). This process
generates a range of DNA insertions with varying expression patterns, so that sorting
of transgenic events for optimal transgene expression is a common step required in
plant transformation protocols. T-DNA mediated transformation, with its protein-
coated linear DNA intermediate, usually generates simpler insertion patterns with fewer
rearrangements than other DNA delivery methods, and as such, has become the tech-
nology of choice for transgenic plant production.

As with most plant transformation protocols available today, Agrobacterium-medi-
ated transformation typically depends on the ability to regenerate plants from a tissue
culture that is capable of being infected and subsequently transformed. This means that
the process relies on the identification of developmental pathways in which plant cells
can be transformed at a practical frequency and identified by selection or screening.
Agrobacterium must then be removed from the tissue by antibiotic treatment so that
fertile transgenic plants can be recovered.

3.3. Direct DNA Delivery: “Shrapnel” Biology

Methods that allow DNA to be delivered into intact cells and tissues avoid the need
to regenerate fertile plants from isolated protoplasts, and also effectively circumvent
any host-range limitations that accompany the use of Agrobacterium. Microparticle
bombardment and WHISKERS™ are examples of physical methods that are routinely
used to stably transform intact plant cells and tissues (34,35). Although different from
each other in terms of the physical aspects of DNA delivery, both methods function by
causing some degree of cellular injury, so that DNA enters cells and ultimately becomes
integrated into the plant’s genome.

Microparticle bombardment involves the acceleration to penetrating velocities
of high-density, micron-sized particles coated with DNA (35). These DNA-coated
particles are sufficiently small (1–2 µm in diameter) to allow them to penetrate and
be retained by plant cells without killing them. WHISKERS™ are silicon carbide
microfibers, 10–80 µm long and 0.6 µm in diameter, capable of penetrating cell
walls upon vigorous agitation (34). Collisions between these sharp microfibers and
plant cells cause cell-wall damage, thereby allowing DNA entry through either
active or passive means. The challenge with both of these methods is to effectively
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deliver DNA to a large number of cells without causing enough damage to negatively
impact survival.

The availability of receptive tissue that displays particular characteristics relative to
morphology, resistance to physical stress, and proliferation capacity is a prerequisite to
transgenic production via these direct DNA delivery methods. Microparticle bombard-
ment and WHISKERS™ effectively deliver DNA only to surface cell layers (36,37).
Conditions that allow deeper penetration are usually not conducive to cell survival;
therefore, tissue cultures with surface cells that are competent for DNA uptake and
resistant to physical stress are a prerequisite. In addition, since integrative transforma-
tion is a rare event, transformed cells must be competent to proliferate in the presence
of a selection agent to enable transgenic cultures to be established. Highly embryo-
genic callus and suspension cultures have been the most effective targets for direct
DNA delivery because they contain cells that are accessible, selectable, and totipotent (38).

4. Transgenic Crop Production

Tissue-culture-free transformation systems may one day be available for all crop
species (see Subheading 6.). Until then, the most important factor in the determination
of a plant species’ relative transformability is the ease with which one can initiate and
propagate cell cultures and subsequently recover fertile plants. The first successful
work with transformation of plants relied upon the use of species that were members of
a single family, the Solanaceae, which includes tobacco as well as the tomato and
potato (39). This was a function of the fact that tissue cultures could be readily estab-
lished from these species and, perhaps more importantly, plants could be easily recov-
ered from such cultures. In addition, these species were particularly susceptible to
Agrobacterium infection. These two characteristics were combined to create an easy-
to-use method for producing large numbers of transgenic plants.

Once beyond a few model species, the production of transgenic plants is a highly
specialized and resource-intensive pursuit. Most commercially significant crops
belong to families that are much more difficult to transform because tissue-culture
initiation and plant regeneration are not trivial. Although no plant species should be
considered a priori to fall outside the range of those amenable to transformation, the
development and subsequent optimization of transgenic production protocols for a
given crop are usually empirical activities, and as such, require a sustained commit-
ment or resources. It is no coincidence that as recalcitrance to in vitro manipulation and
plant regeneration from in vitro cultures breaks down, so do barriers to successful
transgenic production.

5. Industrial Applications

5.1. Insect Resistance: Bacillus thuringiensis

Crop resistance to insect damage is an essential component of any integrated pest-
management strategy. Breeding for insect resistance requires the identification of
resistance genes that can be effectively crossed into commercial varieties. Although
highly effective, conventional approaches are limited to genes that exist in the gene
pools of crop plants and their wild relatives. The ability to produce transgenic plants
has led to alternative approaches to the development of insect-resistant crop plants.
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Genes from bacteria such as Bacillus thuringiensis (Bt) are among the most promis-
ing for use in the genetic manipulation of crops for insect resistance (40,41). The first
Bt insecticidal gene was isolated in 1981 (42). Since then, several crop species have
been genetically engineered to control target insect pests including maize, cotton,
potato, tobacco, rice, broccoli, lettuce, walnuts, apples, alfalfa, and soybeans (43–45).

Bt genes, referred to as “cry” genes after the crystalline nature of the encoded pro-
tein toxin, are classified according to insect specificity and sequence homology (46,47).
These crystalline proteins are inactive until solubilized by insect-gut proteases, at which
time they become toxic to midgut function (41,48,49). In the Bt -endotoxins family of
proteins, 140 genes have been described that are toxic to Lepidoptera, Coleoptera, and
Diptera (50).

The first transgenic plants expressing Bt involved a full-length cry gene (51–53).
The expression was rather weak in these plants, resulting in only 20% mortality of the
tobacco hornworm (Manduca sexta) larvae. Later, truncated Bt genes, which encoded
for the toxic N-terminal fragment, provided better protection. Subsequently rebuilding
Bt genes to have more favorable codon bias, the removal of mRNA instability
sequences, and the use of strong genetic regulatory elements has resulted in the
accumulation of higher levels of cry protein and the generation of highly effica-
cious transgenic plants.

Cotton plants transformed with Bt displayed total protection against Trichoplusia
ni, Spodoptera exigua, and Heliothis zea (42). Bt protein accumulated to 0.1% of the
total soluble protein in these plants. Transgenic rice expressed Bt to nearly 0.05% of the
total soluble leaf protein, and conferred resistance to the rice-leaf folder (Cnaphalocrosis
medinalis) and yellow stem borer (Chilo suppressalis) (54). Transgenic maize-express-
ing cry proteins have shown that they are highly effective against the European corn
borer (Ostrinia nubilalis) and can withstand up to 50 larvae per plant at the whorl leaf
stage and about 300 larvae at the anthesis stage (55). Resistance to corn root worm has
also been achieved by expressing two separate cry genes (56). Transgenic sugarcane
plants showed significant activity against neonate larvae of sugarcane borer (D.
saccharalis), despite low expression of cry protein. Transformed eggplants showed
significant activity against fruit borer (Leucinodes orbonalis) larvae (57). Synthetic
cry genes have been expressed in tobacco and potato plants for the control of Colorado
potato beetle (Leptinotarsa decemlineata) (58) and broccoli (Brassica oleracea ssp.
italica) to control the diamond back moth (Plutella xylostella) (42).

Bt has been an extremely rich source of insect-resistance genes. Transgenic plants
that express cry genes will no doubt figure prominently in future pest-management
practices. However, further studies are needed on the environmental impact of large-
scale production of transgenic crops, particularly as it relates to nontarget insects.

5.2. Herbicide Resistance: Glyphosate Tolerance

Glyphosate is a top-selling, nonselective herbicide. Unlike most herbicides, it has
very limited selectivity to crops and very short residual activity. Glyphosate kills plants
by inhibiting 5-enolpyruvyl-shikimate-3-phosphate synthase (EPSPS), an early enzyme
in aromatic amino-acid biosynthesis. This biosynthetic pathway is present in bacteria,
fungi, and plants, but not in animals or insects. The comparative biochemistry of its
mode of action thus confers an inherent safety margin.
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In early work directed at the development of glyphosate-tolerant transgenic plants,
mutant EPSP synthases with decreased glyphosate sensitivity were overproduced and
directed to the plastid with targeting sequences (59,60). When this approach yielded
insufficient resistance, bacterial collections were surveyed in an attempt to find the
most resistant naturally occurring variant EPSPS. The enzyme with the lowest Km for
the true substrate, phosphoenolpyruvate, and the highest Ki for the inhibitor, glyphosate,
would display the most enzyme activity, yet bind the herbicide most poorly. EPSPS
from an Agrobacterium strain performed most reliably in transgenic plants. When
EPSPS was targeted to the plastid by a transit peptide sequence, transgenic soybean
lines were produced that proved resistant to field treatments with the herbicide (61).

Approval to market glyphosate-tolerant transgenic soybeans required extensive
safety testing (62). Compositional analysis showed the new variety to be essentially
equivalent to the nontransgenic progenitor. Feeding studies on four species of animals
demonstrated feed equivalence. Soybean allergens and desirable phytoestrogens were
not altered in the transgenic derivative. Methods were developed to detect the geneti-
cally engineered seeds in mixtures. Yields were shown to be equivalent or better than
nontransgenic soybeans, with traditional weed control in most trials (63–66).

Until the introduction of genetically engineered glyphosate-tolerant soybeans, appli-
cation of this herbicide in crop production was limited to preplant “burn-down” treat-
ments for no-till crops. Since their introduction in 1995, glyphosate-tolerant soybeans
have quickly taken a dominant position in the market, reaching an estimated 50% of
the total US soybean acreage in 1999 (64). The market for glyphosate-tolerant crops
continues to expand. Glyphosate-tolerant corn and cotton are making significant mar-
ket inroads, and the economics of these cropping systems appear to be generally favor-
able. Sugarbeet and canola have also been transformed to be glyphosate-tolerant. As
the economic value of the new cropping systems utilizing herbicide-tolerant seeds becomes
generally recognized and accepted, new genes for glyphosate tolerance continue to be
identified from microbial sources (67).

5.3. Nutritional Enhancement: Golden Rice

The development of crops with enhanced nutritional characteristics can have a posi-
tive impact on human health, particularly in areas suffering from extreme poverty.
Milled rice is naturally low in the orange-yellow pigment -carotene, which mammals
convert into the essential nutrient, vitamin A. Vitamin A deficiency is a major problem
in areas in which rice is the main food. In Southeast Asia, 70% of children under the
age of five suffer from vitamin A deficiency, which can lead to vision impairment and
increased susceptibility to disease (68). Providing the �-carotene in the grain would be
an effective approach to alleviating this problem.

-carotene is an accessory pigment that is essential to photosynthesis. It is synthe-
sized from the isoprenoid pathway in all green tissue. Although rice seed does not
contain much -carotene, a precursor, geranylgeranyl diphosphate (GGPP) is present.
To synthesize -carotene in rice seed, transgenic plants were generated that express
two additional genes in the endosperm (69). A phytoene desaturase isolated from daf-
fodil and a bacterial phytoene desaturase from Erwinia uredovora under the control of
an endosperm-specific glutelin and cauliflower mosaic virus 35S promoter, respec-
tively, were transformed into rice-tissue cultures. Plants regenerated from these cul-
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tures produced golden-colored seed that accumulated up to 1.6 mg/g -carotene (94).
These transgenic materials should provide the foundation for the development of highly
nutritious rice varieties.

5.4. High-Value Protein: Avidin

Avidin is an antibacterial protein purified from chicken egg whites. This 66-Kd tet-
rameric, glycosylated protein binds the vitamin/coenzyme biotin with very high
affinity. The ultra-strong binding of biotin by avidin has been exploited in numerous
biochemical purification protocols and diagnostic tests. The market for avidin as a
biochemical reagent has led to its transgenic expression in maize for commercial puri-
fication and sale (70–72).

Codon-adapted, synthetic versions of the barley �-amylase-leader sequence and
chicken egg-white avidin-coding sequence, each driven by the maize ubiquitin-1 pro-
moter, were used to generate transgenic maize plants. The barley �-amylase leader
sequence was included to direct expressed avidin to the endoplasmic reticulum (ER)
for glycosylation, and from there to the extracellular spaces, to avoid potential negative
phenotypic effects from accumulation in the cytoplasm (70). The ubiquitin promoter
provided strong expression in vegetative tissues. High-expressing lines selected for
leaf expression were tested for seed expression. Segregating seeds on the ear were
found to express high levels of avidin—2–5% of the aqueous extracted protein.

Avidin is isolated from transgenic seed by grinding or flaking, aqueous extraction,
and affinity purification on biotinylated columns (72). Avidin produced by this method
is equivalent to avidin purified from chicken eggs (70,71). The N-terminal sequence is
the same, showing that the �-amylase leader sequence was correctly processed in the
transgenic maize. Chicken- and maize-produced avidin demonstrate very similar biotin-
affinity constants. The glycosylation of avidin from these two sources is different, how-
ever, resulting in a lower apparent mol wt for the maize homotetramer. Although correct
post-translational glycosylation is cited by many as a potential limiting factor in plant
expression of biopharmaceutical agents (73), it is apparently not a major contributor to
the biochemical functionality of avidin.

Production of avidin in maize offers several benefits that apply to the production of
many other transgenic proteins in maize seed. First, maize seed as a production vehicle
provides well-established cultivation and harvest practices. The 300% increase in seed
mass per growing season facilitates rapid scale-up of selected transgenic lines. Pro-
cessing and purification of transgenic avidin from maize seed benefits from the low
protease load in the seed as well as the differential solubility of most maize storage
proteins (the majority of protein stored in the endosperm is not extracted in aqueous
buffers). When the ease of extraction is coupled to the relative stability of avidin, and
the opportunity for affinity-chromatography purification, a relatively simple purifica-
tion process can be designed.

Using transgenic maize, a kilogram of avidin could potentially be purified from the
seed yield of an acre crop. Avidin from transgenic seed would be produced at about 1/50th
the cost, and would be from about 1/50th the mass of chicken eggs that would have
been required to produce the equivalent amount of native avidin. The higher titer of
avidin in transgenic maize seed may offer a less expensive purification protocol.
Although these cost estimates are highly favorable, avidin as a biochemical reagent
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may have a limited total market size. Transgenic plant-derived avidin demonstrates the
potential for high quantitative yield of feedstocks, and provides the first example of
commercial sales of biochemicals produced in transgenic plants.

6. The Future: Tissue-Culture-Free Systems

6.1. Arabidopsis: The “Perfect” Subject

This diminutive weed from the Brassicaceae was proposed as a subject for genetic
studies because of its small genome size and its low proportion of repetitive DNA
(74–76). In the fifteen years since its adoption by plant molecular biologists, its con-
tribution to plant genetic research has been strongly enhanced by the recent develop-
ment of methods for in planta transformation. This convenient transformation protocol
is doubly powerful, now that it is coupled with the recently published Arabidopsis
genome sequence (77).

Tissue-culture methods for this species were never particularly efficient or power-
ful. By the late 1980s, transformation of Arabidopsis could be accomplished by
Agrobacterium co-cultivation of leaf discs (78) or root pieces (79). A protocol also
became available for direct DNA delivery to Arabidopsis protoplasts (80). However, to
achieve the most powerful genetic analysis, new methods were needed to clone
Arabidopsis genes based on phenotype (reverse genetics), to mutagenize a given DNA
and observe its phenotype (forward genetics), and to confirm these assignments by
complementation with transformed genes (75,81). These approaches became possible
with the advent of effective in planta Arabidopsis transformation.

The first reported in planta transformation used a seed or seedling treatment with
Agrobacterium (82). Now a highly convenient method is available using a floral dip
into an Agrobacterium culture (81,83,84). Approximately 1% of seed collected follow-
ing such a treatment is transformed. The mechanism of transformation with this proto-
col apparently involves Agrobacterium colonization of the Arabidopsis influorescence
prior to closure of individual ovules (81). The female gametophyte is transformed, and
multiple independent individual transformation events are produced (83). Using this
method, the time required to produce transgenic plants is shorter, as no regeneration
from tissue culture is required. The range of techniques currently employed in
Arabidopsis now includes: testing genes of interest in planta; testing of regulatory ele-
ments; map-based cloning of mutants and their validation by complementation analy-
sis; insertional mutagenesis programs generating collections of sequence-tagged
insertion mutants; and activation tagging. Following the demonstration in Arabidopsis
of in planta transformation, similar methods have been found to be effective in other
species, such as Pakchoi (85) and Medicago truncatula (86). Although this method
represents an almost ideal transgenic production system, only the future will show how
far it can be extended.

6.2. The Pollen-Tube Pathway

Although the floral dip method is attractive, it may not be applicable to all species.
A related method that shows great promise for tissue-culture-free transgenic produc-
tion is the pollen-tube pathway. Attempts to exploit the pollination-fertilization pro-
cess as a means of plant genetic engineering started in the 1970s (87). The underlying
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concept for this work was based on the assumption that pollen could be either trans-
formed per se or carry DNA to the embryo sac for subsequent transformation. DNA
was either mixed directly with pollen prior to fertilization (88,89) or applied directly to
the floral structures before or after pollination (90). It is hard to imagine an easier,
more rapid transformation method.

The earliest “successes” with this method involved “transformation” with exog-
enous genomic DNA extracted from a donor species and observed “variant” off-
spring in recipient species (88–90). These early studies lacked unequivocal trans-
formation, confirmed by integration of clearly defined DNA segments. Once plas-
mid vectors containing clearly identifiable reporter genes were available, integrative
transformation (as measured by Southern analysis) was reported for cotton (91),
wheat (92), and rice; however, independent confirmation of integrative transforma-
tion, including segregation of the introduced transgene beyond the first generation,
could not be obtained (93).

Although the pollen-tube pathway method has been studied for over 15 years, it still
is not generally accepted as a viable means of transgenic production outside of China.
Moreover, little systematic research has been conducted in the areas of procedural
optimization and/or mechanisms of DNA entry (94). However, in light of the potential
for overcoming some of the most significant barriers to transgenic production (such as
avoidance of tissue culture, genotype independence, and speed), full evaluation of the
pollen-tube pathway should be pursued with a high degree of rigor.

7. Conclusion

Agricultural biotechnology depends on the ability to generate transgenic plants. A
prerequisite to the production of transgenic plants in most species, regardless of the
DNA delivery method used, is the ability to initiate and maintain cell and tissue cul-
tures that are capable of regenerating fertile plants. Experimental totipotency and the
subsequent optimization of in vitro methodologies for a given species are usually
empirical activities that require a sustained commitment to acquire the necessary “feel-
ing for the organism.” This has been accomplished, at least in some genotypes, for
most major crop species.

Most of the difficulties with generating large numbers of transgenic events in a short
period of time for gene testing and product development in crop plants relate to the
dependence on in vitro cultures. It is anticipated that future transgenic production meth-
ods will be less dependent on cell and tissue cultures. The Arabidopsis floral dip method
provides a glimpse of what might be possible. It is not a coincidence that most of the
cutting-edge research in plant developmental biology and functional genomics is being
performed with this species.
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Expression of Recombinant Proteins
via the Plastid Genome

Jeffrey M. Staub

1. Introduction

Genetic engineering of plant cells was first accomplished more than 20 years ago.
Since this time, nuclear transgenic plants have been used for everything from the study
of gene function to the use of plants as production vehicles for industrial enzymes.
However, plant cells contain two additional genetic compartments—plastids and mito-
chondria—for which transgenic technology could provide exciting alternative
approaches over existing methods of nuclear transformation. Although mitochondrial
transformation has not yet been achieved, the ability to incorporate transgenes of inter-
est directly into the plastid genome of higher plants via transformation became a reality
in the early 1990s (1,2), following similar success in the unicellular green alga Chlamy-
domonas reinhardtii (3). Compared to nuclear transformation, several potential advan-
tages for protein engineering via plastid transformation may exist (Table 1). These
include the ability to accumulate extraordinarily high levels of recombinant proteins,
in some cases up to 30-40% of the total protein in a cell. In contrast to the random
integration of transgenes observed in nuclear transformation, in plastid transformation,
transgene integration into the plastid genome is exclusively directed by homologous
recombination. Therefore, all events derived from a single transformation vector have
predictable insert quality and uniform gene-expression characteristics. Also, in con-
trast to nuclear transformation, transgene silencing has not been observed in plastids,
so subsequent transgenic plant generations maintain faithful expression of the genes of
interest. Importantly, plastids are maternally inherited in most crop plants and only
very rarely transmitted through pollen (4,5), therefore, transgenes are restricted to the
female parent and maternally-derived progeny.

Despite the numerous advantages, plastid transformation has only recently been used
to test proof of concept for potentially commercial applications. Along the way, great
progress has been made in understanding the rules of plastid gene expression, and in
developing technologies that will aid in the eventual commercialization of products
derived from plastid transformation. This chapter describes such progress, using examples
of current approaches that utilize plastid transformation in the overproduction of recom-
binant proteins.
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2. The Structure of the Plastid Genome

In higher plants, plastids are abundant in all cell types, and arise from undifferenti-
ated progenitor organelles termed proplastids in the meristematic cells of shoots and
roots. Plastid development is closely linked to the cell type in which the plastid is
located, and within one given cell type the plastid population is relatively uniform with
regard to its differentiation state (6-7). Plastids differentiate into specialized types with
different functions—for example, chlorophyll production and photosynthetic reactions
in leaf chloroplasts, starch accumulation in amyloplasts of roots or tubers, and pigment
production in chromoplasts of fruits and flower petals. A unique feature of plastids is
their ability to interconvert—they are capable of differentiating into any of the other
plastid types given the appropriate environmental cues. Plastids do not arise de novo,
but reproduce by binary fission of existing plastids.

The plastid genetic system is characterized by polyploidy, with numerous identical
plastid genome (ptDNA) copies in each plastid, and numerous plastids in each cell. In
general, photosynthetic cells have the highest number of plastids per cell, with the
highest genome copy number. A typical dicot leaf cell may contain as many as 100
chloroplasts with up to 100 ptDNA molecules each, for a total of ~10,000 ptDNA
copies per cell. The number can soar to ~50,000 ptDNA copies per leaf cell in
monocots. At the low end are non-photosynthetic root cells—~50 plastids per cell
each with ~10 genome copies for a total of ~500 ptDNAs per cell (8). This extraordi-
narily high genome ploidy level is partly responsible for the ability to overexpress
recombinant proteins to levels as high as 30–40% of total soluble protein (tsp).

Table 1
Comparison of Gene-Expression Technology
via Nuclear and Plastid Transformation

Gene expression technology via nuclear transformationa via plastid transformationb

Integration of Random insertion Targeted by homologous
transforming DNA recombination

Insertion of multiple genes Using multiple expression Using multiple expression
cassettes cassettes or polycistronic

operons
Transgene expression No; variable in all events Yes; similar in all tested events

uniformity from a single construct from a single construct
Expression of unmodified Usually no Yes

prokaryotic genes
Complex folding and Using secretory pathway Yes

disulfide linkages
Protein accumulation Usually less than ~3% tsp As high as 5–40% tsp possible

levels typical
Gene silencing Possible Not observed
Transgene inheritance Mendelian Uniparental (maternal in most

crops)
aData based on numerous plant species.
bData based herein on tobacco references only.
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To date, the plastid genome of about a dozen plant species has been completely se-
quenced, and an algal plastid genome sequencing effort currently exists (http://
megasun.bch.umontreal.ca/ogmpproj.html). The plastid genome size ranges from 120
kb–160 kb, and some very large algal genomes or the very small genomes of non-photo-
synthetic plants are the outliers (9). Most higher plant plastid genomes have the typical
arrangement of an Inverted Repeat (IR) region separated by a Small Single Copy (SSC)
and Large Single Copy (LSC) regions (Fig. 1); exceptions include some legumes and
conifers that lack the IR region. The IR region is characterized by the presence of the
ribosomal RNA genes and a variable number of additional genes depending on the plant
species. A recombination mechanism termed “copy correction” maintains sequence iden-
tity between the two inverted repeats (10).

The typical plant plastid genome has a coding capacity of ~120 genes. These
include genes required for transcription and translation, such as an entire complement
of ribosomal and transfer RNAs, as well as genes for RNA polymerase subunits, and
ribosomal protein genes. In addition, some components of the photosynthetic appara-
tus and a respiratory-chain NADH dehydrogenase complex are encoded in the organelle
genome (9). In contrast to the nuclear genome, the plastid genome encodes mostly
operons that produce polycistronic transcription units from a single promoter. This
feature provides potential advantages for the simultaneous expression of multiple
transgenes. The coding capacity of the organelle also includes introns in a small num-
ber of genes and the ability to direct RNA-editing (11,12). To date, the involvement of
these RNA maturation processes in the regulation of transgene expression have not
been extensively studied.

3. The Process of Plastid Genetic Engineering

The process of plastid genetic engineering has recently been extensively reviewed
(13–19); thus only the salient features are described here. The process that was devel-
oped in tobacco leaves (1,2) (Fig. 2) has remained as the general guide for development
of the technology in several additional plant species. This process requires a robust
method to introduce DNA into plastids, tissue culture, and a selection scheme ame-
nable to plastid transformation, and vectors that direct transgene integration by
homologous recombination and allow subsequent expression of foreign genes in the
plastid genome.

For the transforming DNA to penetrate the double membrane of the chloroplast, the
particle bombardment (e.g., biolistic) process has been routinely used (19), although
PEG-mediated protoplast transformation has also been successful (20). The transfor-
mation of tobacco leaves has been reported using either supercoiled or linear DNA,
tungsten, or gold microparticles, and the original gunpowder gun or helium gun with
similar efficiencies. This is in contrast to Chlamydomonas, in which linear DNA was
up to 10-fold more efficient (21), and particle size played a role (22). Regardless, the
events following particle penetration into the cell are unknown, and it is believed that
only one or a very few chloroplasts are hit by the microprojectile after which the trans-
forming DNA integrates by homologous recombination into one or only a very few
plastid genomes.

Thus far, selection of plastid transformants has been based on resistance to antibiotics
that inhibit plastid protein synthesis. Initial success was obtained with a spectinomycin-
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resistant allele of the plastid 16S ribosomal RNA gene. Transformation frequency using
this recessive marker was about 1 transformant for every 100 bombardments (1,23). A
stepwise process improvement was subsequently achieved using a bacterial aadA gene
driven by plastid expression signals (2). This antibiotic-inactivating-enzyme is a domi-
nant selectable marker that confers resistance to spectinomycin and streptomycin. Using
spectinomycin selection, a 100-fold improvement in transformation efficiency was
observed, to about 1 transformant per shot. Selection of plastid transformants using
spectinomycin resistance markers has been considered a non-lethal selection scheme—
although growth on the sucrose-containing tissue-culture medium continues, cells

Fig. 1. Map of the tobacco plastid genome and sites of foreign gene insertions. The updated
tobacco plastid genome map (gift of M. Sugiura) is shown with a partial listing of the genomic
sites (arrows) where transgenes have been used to study gene function. The number for repre-
sentative published studies are listed next to each site. Note that transgenes directed to the
Inverted Repeat (IR) region will be present in two copies in the transplastomic genome as a
result of “copy correction” gene conversion (horizontal arrow). LSC-Large Single Copy region.
SSC-Small Single Copy region.
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bleach out and transformed cells are identified by greening. The nonlethal selection
scheme may allow time for transformed plastid genomes to amplify until phenotypic
resistance at the cellular level can be expressed (19). Kanamycin selection using a
chimeric nptII gene has also been reported, although at relatively low efficiency (24),
and more recently, a selection scheme based on the conversion of toxic betaine alde-
hyde to nontoxic glycine betaine using a chimeric betaine aldehyde dehydrogenase
gene (BADH) has also been reported (25).

Because of the high ploidy level of the plastid genome, initial plastid transformants
are usually heteroplasmic. Thus, only a fraction of the plastid genomes in a cell contain the

Fig. 2. The biolistic transformation process and selection of tobacco plastid transformants.
(A) The biolistic process in tobacco. Transforming DNA is precipitated onto the surface of
gold or tungsten microprojectiles. Particle bombardment is used to introduce the DNA-coated
particles into tobacco-leaf cell chloroplasts. After a delay period, the leaf is cut into sections
and placed on selective spectinomycin-containing medium. Over a period of several weeks, the
leaf pieces bleach on the medium. Green shoots that arise from the bleached leaf sections are
putative plastid transformants. Plastid transformants are typically distinguished by molecular
identification of the aadA transgene, or by resistance to the second selective antibiotic, strepto-
mycin. Plastid-transformed shoots are often heteroplasmic at the initial stage of identification;
a second round of plant regeneration under selective conditions can be performed to obtain
homoplasmic plants. (B) Selection and sorting of plastid transformed cells. Integration of trans-
forming DNA into the recipient plastid genome occurs through homologous recombination.
Integration probably occurs in only one plastid genome of a single chloroplast in the leaf cell
(black circle). During the process of plastid DNA replication and plastid division, newly repli-
cated plastids randomly receive transformed plastid genomes. Plastids that carry transformed
genomes are able to express the antibiotic resistance marker and acquire phenotypic resistance.
Amplification of transformants occurs first at the organellar level and subsequently at the cel-
lular level. Cells with a predominant population of transformed chloroplasts have a selective
advantage in the presence of spectinomycin selection and will go on to form green shoots.
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transforming insert DNA. Transformed cells must be maintained on selective medium to
allow replication of transformed plastid genomes, partitioning of resistant genomes to
daughter organelles, and subsequent sorting of homoplasmic organelles. The sensitive,
wild-type plastids are lost during this process. Once homoplasmic plants are obtained,
the transgene is stable through multiple generations (19). Plastid transformed plants
are termed “transplastomic” or “transplastidic” to distinguish these from nuclear
transgenic plants.

In contrast to nuclear transformation in which the random integration of transform-
ing DNA occurs, the rule for insertion of foreign DNA into the plastid genome is
through homologous recombination. The enzymes involved in plastid recombination
have not been identified, although a nuclear-encoded RecA homolog may be involved
in at least intrachromosomal recombination in plastids (26). Plastid transformation vec-
tors, therefore, are designed with the selectable marker and genes of interest cloned
into surrounding homologous ptDNA on either side of the insert; a convenient series of
tobacco plastid transformation vectors have been described (27). There appears to be
no significant bias in insertion sites, and numerous regions of the plastid genome have
been successfully targeted to study various gene functions (Fig. 1). Although the upper
limit of insert size has not been tested, two genes (selectable marker and gene of inter-
est) are routinely integrated, and insertion of at least ~7 kb has been reported (28).
Additionally, cotransformation—which targets inserts to two different locations within
the same genome—is possible (29), and may be useful in technological applications to
increase the number of inserted transgenes.

A distinguishing feature of organelles are their cytoplasmic inheritance pattern;
maternal inheritance is observed for plastids in most crop plants. Therefore, plastid
transgenes are inherited only in maternally derived seed progeny (Fig. 3), and should
not be transmitted via pollen. As a result, transplastomic plants may have simpler
field management requirements than nuclear transgenic plants in some cases. Although
maternal inheritance may be favorable for field management in some cases, the pres-
ence of an antibiotic-resistance selectable marker may still be a barrier to the wide-
spread commercialization of transplastomic plants. For this reason, methods for
selectable marker excision from plastids have been developed. The Cre/lox site-spe-
cific recombination system (30,31), as well as the homologous recombination between
transgene expression signals used to create deletion derivatives (32), have recently
shown to be efficient for marker removal from transplastomic tobacco plastids.

4. Development of Plastid Transformation in Food Crops

Plastid transformation in the model plant—tobacco—has been used to answer many
specific biological questions. However, attempts to broaden the transformation tech-
nology to additional model plants (33) and crop species have thus far met with only
partial success. To date, most technology development has focused on dicot species
with tissue-culture systems that are amenable to leaf-based transformation and regen-
eration protocols. Although these examples take advantage of abundant chloroplasts in
the target tissue, each has required a significant effort for success.

Potato (variety FL1607) (34) and tomato (L. esculentum variety IAC-Santa Clara)
(35) were the first food crops in which plastid transformation technology was devel-
oped. Both were chosen because of their close relationship to tobacco as members of
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the Solanaceae family, with their plastid genomes that maintain a very high overall
degree of sequence identity (~98%) and sharing gene order and content. This high
degree of sequence identity allowed testing of plastid transformation vectors first in
tobacco, with the prediction that transgene integration by homologous recombination
would not be compromised and the genes of interest would be properly expressed. In
both cases, tissue culture and transformation protocols were considered the rate-limit-
ing steps, and required significant process improvements for success. In potato, sensi-
tivity to spectinomycin and bleaching occurred at only 40–50 mg/L whereas tobacco
required 500 mg/L for complete bleaching. Nuclear transformants in potato were
obtained at a high frequency, using 40 mg/L spectinomycin for selection. Interestingly,
plastid transformants could not be obtained at 40 mg/L spectinomycin, and required a
much more stringent selection pressure of 300–400 mg/L spectinomycin for the success-
ful recovery of transformants. In contrast, tobacco nuclear and plastid transformants are
obtained at about the same frequency, using spectinomycin selection at 500 mg/L. In
potato, plastid transformation frequency was only ~fivefold lower than nuclear trans-
formation efficiency, suggesting that commercial applications may be feasible. On the
other hand, tomato plastid transformants were obtained at very low frequency (~1 in
80–100 selection plates), and the tissue-culture regime required nearly 2 yr to obtain
fruit-bearing plants.

In addition to the successes with the dicot plastid transformation systems described
here, plastid transformation of the monocot—rice—has also recently been reported

Fig. 3. Maternal inheritance of plastid transgenes. Homoplasmic plastid transformed tobacco
plants were grown to maturity and used in crosses to confirm maternal inheritance. The plastid
transformant (PT) is used as maternal recipient parent in a cross to wild-type (WT) plants used
as pollen donor (left panel), or used as pollen donor to wild-type recipient plants (right panel).
Seeds are sown on selective spectinomycin medium where bleaching indicates sensitivity to
the antibiotic. Note that all maternally derived seedlings are resistant and green (dark in the
photograph), and all seedlings from the cross with the plastid transformant as pollen donor are
sensitive (white).
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(36). Significant differences in monocot and dicot tissue-culture systems exist: most
monocots utilize non-green embryogenic cells for transformation, and are naturally
resistant to spectinomycin but can be selected on streptomycin. Despite these differ-
ences, Khan and Maliga (36) were able to use an aadA-GFP fusion to select trans-
formed cells on streptomycin medium and regenerate rice plants that carried transgenic
chloroplasts. In rice, only a small fraction of chloroplasts in the regenerated plants
expressed the transgene, and individual cells contained a mixed population of wild-
type and transgenic chloroplasts. These results underscore the differences in plastid
transformation efficiency and show the importance of developing plastid-specific trans-
formation protocols even among closely related plant species, and between monocots
and dicots.

5. Considerations for Foreign Gene Expression in Plastids

Plastids are derived from an ancient prokaryotic endosymbiont, and still share
many similarities with present-day cyanobacteria and eubacteria, including similar
gene-expression characteristics. However, the expression of plastid transgenes is
complicated by differences in ptDNA copy number, and tissue-specific and develop-
mental differences in plastid gene-expression patterns. Furthermore, relative to the
field of nuclear transgenic technology, plastid transformation is in its infancy, and
detailed knowledge about the cis- and trans-acting factors that govern transgene
expression is only beginning to be revealed. Described here are the major controlling
points to consider for high-level protein expression, and some examples of their suc-
cessful use in transplastomic plants.

5.1. Transcription of Plastid Transgenes

The accumulation of plastid transcripts depends on transcription rate, mRNA stabil-
ity, and relative ptDNA copy number. For most plastid genes, transcription rates and
RNA accumulation are greatest during rapid chloroplast development in the light. In
addition to the regulation of overall plastid RNA levels, there is also variation in the
relative ratios of individual plastid RNAs during development and in different tissue-
types. Despite the dynamic regulation of plastid RNA accumulation, plastid genes are
typically constitutively transcribed, with strong promoters transcribed at higher rates
relative to genes with weaker promoters (reviewed in refs. 7,37).

Plastids transcription depends on at least two DNA-dependent RNA polymerase
(RNAP) activities (reviewed in refs. 38,39). The plastid genome encodes the subunits
of the catalytic core—proteins that are highly homologous to the E. coli RNAP core
subunits. The plastid-encoded core subunits assemble with nuclear-encoded sigma-
like factors to form the functional holoenzyme, known as the plastid-encoded poly-
merase (PEP). PEP has been biochemically characterized and shown to exist in various
forms in etioplasts and chloroplasts. Both forms carry a similar set of sigma factors that
copurify with PEP (40), but these may be functionally distinct based on different phos-
phorylation patterns (41). The genes for several families of nuclear-encoded sigma
factors have now been cloned from several plant species, and their gene products have
been shown to be targeted to plastids. Recent evidence suggests that the accumulation
of individual sigma factors may occur in response to light, plastid type, or developmen-
tal stage, and that their promoter specificities are being identified (39).
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Not surprisingly, PEP recognizes promoters that are similar in structure to the E. coli
sigma70-type, consisting of –35 and –10 consensus elements. The relative strengths of
these promoters have been characterized in homologous plastid extracts and in vivo by
transcriptional run-on assays (reviewed in ref. 37). However, in some cases, transcription
from PEP promoters also requires elements upstream of the core promoter (42).

In addition to PEP, a nuclear-encoded plastid RNA polymerase (NEP) RNA activity
has also been characterized in plastids. NEP activity is relatively weak, and has been
revealed in plastids that lack PEP activity. Deletion of PEP subunits from the tobacco
plastid genome (43,44) allowed the identification of a set of genes transcribed by NEP,
and a loose 10-nucleotide consensus sequence around the transcriptional start site was
derived (45). The catalytic NEP core was recently cloned from several plant species and
shown to resemble the T3/T7 RNAP class of enzymes (reviewed in ref. 46). More
recently, a putative third nuclear-encoded polymerase activity was identified (NEP-2),
which may be specifically involved in transcription of the spinach rrn operon and
requires interaction with a nuclear-encoded transcription factor (CDF2) (47). The
molecular identity of this enzyme is unknown, and a broader role in transcription of other
genes is still unclear.

Plastid genes may be classified according to their promoters: those with PEP, NEP and
PEP, and NEP promoters only (45). Plastid genes that carry only PEP promoters include
the photosynthetic genes such as rbcL, psbA, and psbD and are transcribed at high levels
in leaves. Plastid genes that carry both PEP and NEP promoters include the rrn16 operon,
whose promoter is among the strongest promoters characterized in plastids. Interestingly,
this class of plastid genes may have one or more NEP promoters, positioned upstream or
downstream, or both, in relation to the PEP promoter. Plastid genes that carry NEP alone
include accD, ycf2, and rpoB. These genes are transcribed at relatively low levels in
leaves, but their activity may be upregulated in non-green tissues (45).

As a practical matter, plastid transgenic constructs designed for protein overexpression
have thus far attempted to utilize the controlling elements of the most abundantly
expressed plastid genes. These have typically been PEP promoters from rrn16 and
psbA, the first promoters used to successfully drive transgene expression in tobacco to
high levels (2,48). The role of NEP promoters in plastid transgenes is largely untested,
but may be important for expression in non-green tissues (45). Future transplastomic
studies are needed to fully understand their role.

5.2. Role of Plastid 3'-ends

The 3'-untranslated region (3'-UTR) of nearly all plastid genes contains an inverted
repeat region that can form a stem-loop structure. This stem-loop structure is reminis-
cent of bacterial rho-independent transcriptional terminators. However, in plastids,
these elements act as mRNA processing and stabilization elements, but are ineffective
transcription terminators (49, reviewed in 50). RNA maturation involves readthrough
past the 3' stem-loop structure, followed by processing to form a discrete mRNA sequence
with a mature 3'-end that is immediately downstream of the stem-loop. Processing may
occur either by a 3'-5' exonuclease activity or by endonucleolytic cleavage followed by
exonuclease trimming (50), and may be mediated by a high mol-wt protein complex
involving nuclear-encoded RNA-binding proteins (51). Interestingly, processing of 3'-ends
may be an important determinant for translation. In Chlamydomonas, only processed
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atpB and rbcL mRNA was found to be associated with polysomes (52). In addition to
RNA maturation, the 3'-UTR stem-loop structure is important for mRNA stability. For
example, deletions that remove the stem-loop from the Chlamydomonas atpB 3'-UTR
result in an unstable RNA species and reduced protein accumulation with no effect on
transcription rate, (53), and replacement with the stem-loop of other plastid genes
(petD, petA, rbcL) in chloroplast transformants resulted in a stable discrete-sized
mRNA, but only when the sense orientation of the heterologous 3'-UTR was used (54).
Likewise, exchange of the tobacco psbA 3'-UTR for the rps16 or rbcL 3'-UTR had no
effect on transcript accumulation in tobacco plastid transformants (55). Stem-loop
structures involved in mRNA stability may also be found in the 5'-UTR of some plastid
genes—for example, in the tobacco rbcL gene (56).

Recently, a homolog of bacterial polynucleotide phosphorylase (PNPase) was puri-
fied from the RNA processing complex involved in 3'-end maturation. This PNPase
was subsequently shown to be involved in both endonucleolytic cleavage and
polyadenylation of chloroplast mRNAs (57). Evidence suggests that polyadenylation
occurs only on a very small subfraction of the total mRNA pool, and presumably marks
these for RNA degradation. In Chlamydomonas, polyadenylation occurred mostly at or
near the mature 3'-end, and in spinach chloroplasts polyadenylation occurred at endonucle-
olytic cleavage spots throughout the mRNA and only rarely at the processed 3'-end (58).

5.3. The Critical Role of Translation Initiation in Plastids

Translation initiation is a major controlling point for expression of plastid-encoded
photosynthetic proteins and transgene-encoded proteins in vivo (48). The 5'-untrans-
lated region (5'-UTR) is clearly involved in translation, but the cis-acting sequences
required for control are usually unknown. In E. coli, the Shine-Dalgarno sequence
(S-D) is a purine-rich sequence of 3–9 contiguous bases that form base pairs (bp) with a
complementary sequence at the 3'-end of the 16S rRNA component of the small riboso-
mal subunit. The S-D is located optimally five nucleotides upstream from the initiation
codon, but can function as far as 13 nucleotides from the AUG codon. A sequence
downstream of the initiation codon called the “downstream box” sequence has been
theorized to increase translation by increasing complementarity to anti-downstream
box sequences in the penultimate stem of the 16S rRNA. However, the downstream box
shows only patchy complementarity to 16S rRNA, and changes in this sequence also
change the amino-acid sequence of the encoded protein, changing protein stability
(reviewed in ref. 59).

In the unicellular green alga Chlamydomonas, S-D sequences are rarely observed
near the initiation codon of plastid mRNAs, and translation can even start from a lead-
erless RNA (60). In many cases, a stem-loop structure in the 5'-UTR of Chlamydomo-
nas plastid messages are bound by nuclear-encoded translational activator proteins
required for translation (61). More recently, the –1 triplet codon, upstream of the initia-
tion codon, was shown to be involved in extended base pairing with the initiator tRNA
anticodon (62). In higher plants, the sequences in plastid 5'-UTRs that control transla-
tion are less understood. Bonham-Smith and Bourque (63) analyzed the sequences of
plastid gene leaders and determined that at least two-thirds of these did not contain a
recognizable consensus S-D sequence within the prescribed distance from the transla-
tion initiation site. In many cases, a putative S-D could be seen further upstream in the
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5'-untranslated leader, and it was theorized that some RNA secondary structure was
necessary to bring the S-D to within the appropriate distance of the AUG initiator.

Using the newly available tool of plastid transformation, early work showed that the
5'-UTR of the plastid psbA gene, encoding the D1 protein of Photosystem II, contained
all of the sequences required for light-regulated and tissue-specific protein accumula-
tion of a chimeric reporter gene (55). The reporter gene encoded glucuronidase (GUS),
which accumulated to ~2.5% of total soluble protein in leaves, but 100-fold less in dark-
grown seedlings and undetectable levels in roots, similar to the D1 protein (48). Another
early plastid transformation vector utilized a chimeric promoter/leader combination con-
sisting of the strong, constitutive Prrn promoter linked to a small synthetic-leader
sequence patterned after the putative S-D region of the plastid rbcL gene. This chimeric
expression signal was predicted to facilitate translation of transgenes in all tissues, and
was first used to achieve a stepwise improvement in plastid transformation (2).

The synthetic rbcL leader was subsequently shown to be unpredictable for transgene
translation, working well for some genes and less well for others, despite its consensus
E. coli S-D sequence. To test the influence of non-native ribosome-binding site regions
on plastid translation, a systematic series of chimeric genes were tested, that differed
only by their translational control regions (64). As a reporter, the coding region of 5-
enolpyruvyl-shikimate-3-phosphate synthase (EPSPS) from Agrobacterium strain CP4
was used, for which antibodies, enzyme, and phenotypic glyphosate-resistance assays
existed. To drive EPSPS translation, the leader from the bacteriophage gene 10 (G10L),
shown to significantly enhance translation of foreign genes in E. coli (65), was com-
pared to the rbcL synthetic leader. The rbcL and G10L ribosome-binding-site regions
differ in their length, putative S-D sequences, and the spacing of the S-D to the transla-
tion start codon (64). Additionally, the 14 N-terminal amino acids of the GFP protein,
shown previously to be efficiently translated in potato plastids (34), was N-terminally
fused to the EPSPS to test the effects of sequences that were downstream of the initia-
tor codon of translational efficiency. The series of chimeric genes were introduced into
tobacco plastids linked to the selectable aadA marker gene, and transplastomic plants
were analyzed for EPSPS protein accumulation.

A dramatic 10,000-fold difference in EPSPS protein accumulation among the vari-
ous constructs in transplastomic plants was observed. Protein accumulation was barely
detectable from the synthetic rbcL leader, with a 200-fold increase using the G10L and
a further 50-fold increase with the GFP-EPSPS translational fusion. Total EPSPS pro-
tein was >10% of soluble protein in leaves of these plants. A parallel increase in EPSPS
accumulation based on translation elements was also seen in non-photosynthetic tis-
sues, although the overall protein levels were much lower as a result of fewer plastids
and lower transcription/translation activity in these tissues. Interestingly, changing the
codon usage of the Agrobacterium gene to more closely resemble that of plastid pho-
tosynthetic genes increased protein accumulation only moderately, as was also
observed for a chimeric bar gene (66).

The enhanced accumulation of the GFP-EPSPS translational fusion indicates that
sequences downstream of the translational start site are also important determinants for
plastid translation. However, the rules involved are not clear. Addition of the E. coli
downstream box sequence along with the G10L increased NPTII protein accumulation
to 16% of total soluble protein, and the addition of a plastid sequence modeled after the
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same positions in the tobacco plastid 16S rRNA resulted in only 0.16% NPTII (67).
Furthermore, when the plastid atpB gene 5'-UTR, which does not contain a recogniz-
able S-D sequence, was used to drive transgene expression, the presence or absence of
atpB sequences downstream of the initiation codon had little effect. However, when
the full plastid rbcL 5'-UTR including its S-D was used to drive transgene expression,
high-level protein accumulation unexpectedly required sequences downstream of the
start codon (68).

The data described here indicate that translation initiation is the major controlling
point for plastid transgene expression, and that the sequences involved include the
ribosome binding site region within the 5'-UTR and extend to sequences downstream
of the translational start codon. These examples also illustrate the need for a more
systematic mutational analysis of higher plant plastid translational control regions.

6. Heterologous Expression Systems for Plastids

A current limitation in plastid engineering is the inability to control tissue-specific
or developmentally regulated transgene expression, or to limit the timing of high-level
expression of transgenes to prevent potentially detrimental effects on agronomic traits.
To address these issues, McBride et al. (69) developed a heterologous two-component
activation system for plastids, capable of controlling transgene expression independent
of the plastid gene-expression apparatus. The two-component system utilizes both a
nuclear-encoded transgene, a bacteriophage T7 RNA polymerase targeted to plastids
by a chloroplast transit peptide (CTP-RNAP), and a plastid-encoded transgene driven
by a phage T7 promoter. The T7 RNA polymerase is a single-subunit enzyme with
strong specificity for the promoter associated with the plastid transgene, thus making
its expression dependent on the nuclear-encoded plastid-targeted polymerase.

The first step of the two-component system was to establish nuclear-transformed
tobacco lines carrying the CTP-RNAP gene. In this example, the nuclear-encoded CTP-
RNAP gene was driven by the 35S promoter for constitutive expression in all plant
tissues. Nuclear-transformed lines were generated using standard Agrobacterium-
mediated transformation and selection protocols, and subsequently characterized by in
vitro RNA polymerase enzyme activity assays. Chosen lines were then bred to homozy-
gosity to be used in crosses to plastid-transformed lines, or used directly as recipients for
plastid transformation, in the second round of the two-step procedure.

The second step of the transactivation system was to generate plastid-transformed
tobacco lines carrying a transgene linked to the selectable marker used for plastid trans-
formation. In this case, a reporter uidA transgene was utilized to monitor the success of
the two-component activation assay. The uidA transgene was preceded by the phage
T7 gene 10 promoter and 5'-UTR, necessary for recognition by the T7 RNAP and trans-
lation of the encoded mRNA.

Using either the crossing or retransformation strategy, GUS expression was acti-
vated to very high levels in plants carrying the two-component expression system. GUS
enzyme activity was measured in all tissues of the plant, and was shown to accumulate
to an impressive 20–30% of total soluble protein in mature leaves as judged by
Coomassie blue-stained SDS polyacrylamide gels. These results with the two-compo-
nent transactivation system led to subsequent proof-of-concept work with potentially
agronomically important proteins. In this case, overexpression to 3–5% of soluble pro-
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tein in tobacco leaves of the protoxin form of the Bacillus thuringiensis (Bt) crystal
protein gene cry1A(c) with nearly 100% effective insecticidal activity to target insects
was observed (70).

7. Expression of Engineered Polycistronic Operons in Plastids

The organization of most plastid genes into operons, and the prokaryotic character-
istics of plastid gene expression, suggest that engineered or native bacterial polycis-
tronic operons may be a practical way to express multiple transgenes in plastids from a
single promoter. Expression of multiple coordinately regulated transgenes as a
polycistron would allow introduction of metabolic pathways required to produce com-
plex carbohydrates, fatty acids or oils, and production of complex products such as
biodegradable plastics. Expression of polycistronic operons also eliminates the need
for multiple engineered transcriptional promoter and terminator elements, easing clon-
ing requirements and potential limits to insert size.

To test translation of promoter distal open reading frames (ORFs) in plastids, Staub
and Maliga (71) engineered a promoterless reporter uidA transgene downstream of
the endogenous tobacco plastid rbcL gene. Because of inefficient transcription ter-
mination at the rbcL 3'-end, polycistronic messages containing the promoterless uidA
as the second cistron were formed. GUS protein accumulated to high levels in these
plants although no monocistronic uidA was observed, indicating efficient translation
of the second ORF. Interestingly, the presence of numerous stop codons in all three
reading frames between the first (rbcL) and second (uidA) coding regions indicated
that translational coupling between the two genes did not occur, and that internal
ribosome loading was probably responsible for translation initiation of the down-
stream gene in these experiments.

More recently, De Cosa et al. (72) modified the three-gene Bt cry2Aa2 operon for
expression in plastids. The protoxin gene is the third ORF in the natural Bt operon,
preceded by the orf2 gene that encodes a putative chaperonin that facilitates crystal
protein formation and the orf1 gene of unknown function. This operon was cloned
downstream of the aadA gene used as selectable marker for tobacco-plastid transfor-
mation. To complete the engineered plastid operon, the four genes were then cloned
downstream of the strong plastid Prrn promoter and a synthetic ribosome-binding site
provided as the 5'-untranslated leader for translation in plastids.

After the selection of tobacco-plastid transformants, expression of the cry2Aa2 pro-
tein was monitored by enzyme-linked immunosorbent assay (ELISA) assay and by
observation of crystal proteins via electron microscopy of leaf samples. Using the
ELISA assay, accumulation of cry2Aa2 up to 46.1% total soluble protein in old leaves
was claimed (72). Cuboidal crystals that consume a large volume of the chloroplasts in
leaves were also observed, consistent with high-level protein accumulation. Signifi-
cantly lower levels of cry2Aa2 protein (only up to 0.36% total soluble protein) were
reported when cry2Aa2 was expressed as a single gene.

Transcript accumulation patterns were not shown in the cry2Aa2 studies, so it is not
clear if a stable polycistronic message was produced or if processing events may have
resulted in translatable monocistronic mRNAs, as is seen in some native plastid oper-
ons (73). Nevertheless, the results described above indicate that translation of ORFs
within an engineered operon can occur.
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8. Expression of Human Therapeutics in Tobacco Chloroplasts
The possible extraordinarily high protein accumulation observed for numerous bac-

terial proteins described here made the chloroplast transformation system a logical
vehicle to test the “plant as protein factory” concept for much more complex eukary-
otic proteins such as human therapeutics. As a first test for the chloroplast expression
system, Staub et al. (74) chose a well-characterized, relatively simple human therapeu-
tic protein with a long history of recombinant protein production—human somatotro-
pin (hST). This pituitary protein was one of the first recombinant proteins produced in
the biotechnology industry and has indications in hypopituitary dwarfism in children,
treatment of Turner’s syndrome, chronic renal failure, HIV wasting syndrome, and
treatment of the elderly.

Despite the fact that hST was one of the first products of the biotechnology industry
and is a relatively simple signaling molecule, expression in plastids poses several
unique challenges. These included the need for controlled disulfide bond formation, as
hST requires two disulfide-bonds for biological activity. Furthermore, to maintain human
equivalency of the recombinant hST protein, expression in plastids required formation
of a non-methionine N-terminus, as processing of the signal peptide from hST leaves a
phenylalanine at the N-terminus during secretion of hST in the human pituitary gland.
As normal translation in plastids initiates at methionine, a ubiquitin-hST fusion was
designed to yield a phenylalanine N-terminus in the final hST product. Because
ubiquitin is not present in plastids (75), cleavage of ubiquitin from the recombinant
protein by ubiquitin protease could occur during extraction and purification of the
recombinant protein.

Constructs used to express hST and ubiquitin-hST have been introduced into chloro-
plasts and transplastomic plants have been generated. For comparison, nuclear
transgenic plants that express chloroplast-targeted hST (CTP-hST) or hST targeted
through the endoplasmic reticulum to the secretory pathway (ER-hST) were also cre-
ated. Quantitative ELISA and Western Blot analysis of these plants indicated that hST
was produced at up to >7% total soluble protein in transplastomic plants, an amount
more than 300-fold greater than the accumulation of hST from the nuclear-encoded
chloroplast-targeted protein (Table 2). This result confirmed that recombinant protein
production in chloroplasts may have significant advantages for some proteins.

In addition to high-level protein accumulation from the chloroplast-expressed genes,
the ubiquitin-hST fusion protein was cleaved, apparently during extraction and purifi-
cation of the protein from leaf samples, proving the utility of this approach in generat-
ing a non-methionine N-terminus on recombinant proteins expressed in chloroplasts.
The chloroplast-recombinant hST was also shown to have biological activity in an in
vitro assay that utilizes a rat lymphoma cell line that proliferates in the presence of
somatotropin. The response of the cell line to recombinant chloroplast somatotropin
was equivalent to E. coli produced and refolded hST protein used as control. The for-
mation of proper disulfide linkages in recombinant hST produced in chloroplasts, as
indicated by the bioassay, was also shown by peptide-mass mapping of tryptic pep-
tides. Surprisingly, no improperly paired cysteine residues were observed in the puri-
fied sample as compared to native human somatotropin (74). The proper formation of
disulfide bonds and biological activity of chloroplast-expressed somatotropin indicated
that chloroplasts have the ability to process complex mammalian secretory proteins.
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Furthermore, in contrast to the hST expressed in bacterial systems, the plastid-
expressed recombinant protein accumulated in soluble form in the stromal compart-
ment of the chloroplast. These results suggest that the prokaryotic-like organelle may
be capable of producing additional complex proteins destined for human therapeutics.

9. Future Prospects

As detailed in other chapters of this volume, the use of transgenic plants for indus-
trial applications such as biomaterials and feedstocks has already begun. Using the
approaches described in this chapter, a wide variety of recombinant proteins have now
been expressed in plastids (Table 3), suggesting that this technique may provide an
attractive alternative production approach in some cases. With examples of recombi-

Table 2
Expression of Human Somatotropin Genes in Transgenic Plants

Plasmid Gene location Protein location Protein Expressiona

wrg4747 Nucleus Chloroplast CTP-hST ND - 0.025
wrg4776 Nucleus ER ER-hST 0.004, 0.008
wrg4838 Chloroplast Chloroplast hST 0.2
pMON38794 Chloroplast Chloroplast Ubiq-hST 7.0

aProtein is expressed as the percentage of total soluble protein and was quantitated by ELISA assay or
Western Blot analysis. ND-None detected. CTP-chloroplast transit peptide. ER-secretory (endoplasmic
reticulum) peptide. Ubiq-ubiquitin fusion. Table modified from ref. (73).

Table 3
Partial List of Foreign Genes and Proteins Expressed in Plastids

Functional class Gene or protein References

Selectable markers aadA, nptII, BADH, 2,24,25,27,36,86
aadA-GFP, codA

Reporter genes GUS, GFP 34,48
Herbicide resistance EPSPS, bar, Bxn, crtI 4,32,64,66,

WO 00/03022a

Insect or microbe cry1A, cry2Aa2, MSI-99 70,72,87
resistance

Metabolism Anthranilate synthase, 81, 88, 89
Rubisco large subunit

Enzymes Aprotinin, cellulase WO 00/03012a

WO 98/11235a

Therapeutic proteins Human somatotropin, 74, 76, WO 01/72959 A2a

cholera toxin B subunit,
tetanus antigen, human
serum albumin,
monoclonal antibody

aPublished PCT patent applications.
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nant protein accumulation in leaves in some cases up to 40% tsp and the biological
activity of complex eukaryotic proteins, transplastomic plants may also make an attrac-
tive alternative production vehicle for some pharmaceutical proteins destined for human
or animal use. In fact, recent expression of candidate subunit vaccines for tetanus (Pal
Maliga, Rutgers University, personal communication) and cholera toxin (76) in
transplastomic tobacco plants confirms that this may be possible in the near future. In
the case of the tomato (35), recombinant protein accumulation in green or red-ripe
fruits up to ~1% tsp also suggests that edible parts of transplastomic plants may some-
day find commercial applications as nutraceuticals or oral vaccines. Further under-
standing of transplastomic expression and transfer of these tools to additional crop
species, however, is a prerequisite for widespread use in the industry.
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Oleosin Partitioning Technology for Production
of Recombinant Proteins in Oil Seeds

Maurice M. Moloney

1. Introduction

Plant-based expression systems for the production of recombinant proteins have been
the subject of numerous studies in recent years. It is now clear that plant-based systems
offer a number of substantial advantages over conventional fermentation and cell-cul-
ture systems, including the exclusion of mammalian pathogens or bacterial endotoxins,
improved scale-up economics, and reduced cost of goods. Plants have also proven to
be capable of the assembly of complex multimeric proteins such as secretory IgAs,
which are difficult to produce in other systems. However, even among plant systems,
there are numerous configurations and modalities for the expression of a particular
protein. For example, the actual choice of host species may be affected by a number of
considerations, including biochemistry, extraction, and downstream processing or regu-
latory parameters. Similarly, within a plant, the deposition of the protein in certain
tissues , organs, or even subcellular compartments may have a profound effect on the
efficiency and economics of production. Although it has proven possible to express
recombinant proteins in vegetative cells such as leaves, tubers and roots, there are some
singular advantages to the use of seeds as the site of recombinant protein deposition.

In their natural state, seeds utilize sophisticated and versatile storage mechanisms
for a variety of products. Seeds store lipids or carbohydrates as a carbon source, protein
for carbon and nitrogen, and certain inorganics such as phosphate, which is seques-
tered in inositol hexaphosphate (phytate). Seeds are adapted to storing these products
for extended periods of time, often under extreme conditions of cold, heat, and water
stress. In seeds, the deposition and storage of proteins occurs in a variety of different
tissues, including cotyledons, perisperm, and endosperm.

The fact that the seed is the site of extensive protein deposition in plants raises the
question of whether other (recombinant) proteins could be stored in seeds of transgenic
plants with the same efficiency. If so, with the use of gene-transfer techniques it should
be possible to modify the types of proteins in seeds to help them accumulate those that
are useful for therapeutic or industrial purposes.
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2. The Rationale for Using Oil Seeds as a Host

Plant seeds typically store part of the energy needed for germination in organelles
known as oil bodies or oleosomes. Oil bodies are spherical structures, made up of oil
droplets of neutral lipid (most frequently triacylglycerides) surrounded by a half-unit
phospholipid membrane. A micrograph of typical seed cells containing oil bodies is
shown in Fig. 1. The entire surface of these oil bodies covered by a unique class of
protein called oleosins. These proteins have an extremely hydrophobic core and appear
to be the most lipophilic proteins reported thus far in the protein and DNA databases.
Despite an intensely hydrophobic core, their N- and C- termini are hydrophilic or
amphipathic (1). Oleosins become associated with nascent oil bodies during their bio-
genesis on the ER by a cotranslation mechanism (2,3). Oleosins in many oil seeds
accumulate at relatively high levels. It has been reported for the Brassica species, for
example, oleosins may comprise as much as 8–20% of total seed protein (4). This level
of accumulation indicates that oleosin genes are strongly transcribed during seed
development, and probably undergo minimal turnover.

Traditionally, industrial oil seeds are extracted under harsh conditions to manufac-
ture vegetable oil. These conditions may include high pressure and shear forces, elevated
temperatures (60–80°C) and extraction with organic solvents such as hexane. How-
ever, when oil seeds are extracted in aqueous media, they form a three-phase mixture
of insoluble material, aqueous extract, and a very stable emulsion of oil bodies, which
can be resolved by low-speed centrifugation, resulting in the flotation of the oil bodies
accompanied by their protein complement. Successive aqueous washes of this oil body
fraction remove any extraneous proteins bound peripherally to oil bodies. The oleosins,
conversely, remain tightly associated with the oil bodies because of their highly lipo-
philic core, which acts as an transmembrane anchor.

Protein analysis of oil body preparations that have undergone flotation centrifuga-
tion and washing reveals that virtually all the other seed proteins are absent—they have
partitioned into the aqueous phase. In such oil body preparations, the oleosin fraction is
highly enriched, as shown in Fig. 2.

These observations suggest that oleosins could serve as vehicles or carriers for het-
erologous proteins expressed in plant seeds. This would require that the desired pro-
teins were bound covalently or noncovalently to oil bodies. If this association was
strong enough to survive extraction and centrifugation, it would facilitate the recovery
and purification of recombinant proteins in plants. If successful, such a process would
have an enormous impact on production economics, because in most protein produc-
tion systems, a significant proportion of the cost-of-goods is accounted for by the cost
of downstream purification of the protein.

3. Oleosin Subcellular Targeting and its Relevance
to Recombinant Protein Production

Oleosins are seed proteins that are present in all common oil seeds. They are also
constituents of many other seeds that are not cultivated primarily for their oil, includ-
ing corn and cotton. In oil seeds such as sunflower (Helianthus annuus), safflower
(Carthamus tinctorius), canola (Brassica napus), and flax (Linum usitatissimum),
triacylglycerol may comprise as much as 40% of the dry weight of the seed, and there-
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Fig. 1. Transverse section of hypocotyl cells of developing Brassica napus seeds, indicating
the protein bodies (dark staining), oil bodies (lighter-stained spheres), and apoplastic space.
These subcellular locations have each been shown to act as suitable sites for recombinant pro-
tein deposition in seeds.

Fig. 2. Coomassie blue-stained protein gel of oil body fractions from a variety of common
oil seeds. “Commercial mustard” refers to an extract of a comestible mustard preparation (“Grey
Poupon”) commonly consumed in North America and indicative of the ubiquity of oleosins in
many human food products. The protein patterns of oil body fractions are very simple com-
pared to whole-cell extracts.

fore, up to 50% of seed cellular volume may be occupied by oil bodies. Oil bodies in
seeds comprise three components: a neutral lipid lumen, a phospholipid half-unit mem-
brane derived from the endoplasmic reticulum (ER), and a protein “shell” comprising
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one or more isoforms of the oleosins (1). Oil bodies in seeds occur in relatively large
numbers (often hundreds per cell), and are typically 0.5–2 µm in diameter. Other pro-
teins may adhere to oil bodies in vivo —and certainly upon extraction from seeds,
other proteins not usually resident on oil bodies can adhere peripherally (5). However,
it is clear that oleosins associate with oil bodies in a manner that is very distinct from
other cellular proteins. By using relatively harsh treatments such as washing with 8 M
urea or 0.5 M sodium carbonate, it is possible to remove all surface-adhering proteins
except oleosins from the oil bodies of most species. It is now clear that the topology of
oleosins in vivo is such that their highly lipophilic core is embedded in the lumen of the
oil body, while the N- and C-termini are cytoplasmically oriented (1,6). It appears that
oleosins effectively form a “shell” around oil bodies, as suggested by treatments with
phospholipase C, which has no effect on the disruption of oil bodies unless they are
pretreated with a protease such as trypsin, which presumably breaches this proteina-
ceous “shell.” Each seed cell contains a large number of small oil bodies, presenting a
large surface area that is densely packed with oleosins. As a result, the oleosin content
of many seeds may approach those normally associated with storage proteins. The fun-
damental role of oleosins appears to be in encapsulating oil bodies and probably con-
trolling oil-body surface-to-volume ratio, a property, that presumably facilitates
lipolysis during germination. It has also been suggested that oleosins help to prevent
coalescence of oil bodies, particularly during the early phases of germination (7).

3.1. Oleosin Targeting to Oil Bodies

The targeting of oleosins to the oil body has been a subject of several studies. Unlike
seed-storage proteins, oleosins undergo subcellular targeting to oil bodies without any
structural modifications such as cleavage of N- or C-termini (8,9). Oleosins appear to
use a signal-anchor sequence, which is unaffected by ER lumen proteases. The nascent
oleosin polypeptide appears to associate with the ER in a signal-recognition particle
(SRP)-dependent pathway (10,11). The ER-associated oleosin polypeptide is mobi-
lized to the developing oil bodies by a mechanism that is not yet known. However, it is
known that certain structural features such as the presence of a motif known as a pro-
line knot, are essential for this migration, or at least for the maintenance of oleosin
stability on the oil body after transfer (6). This feature comprises three prolines distrib-
uted in a 12 amino-acid stretch, which results in a hairpin bend in the polypeptide. It
has been suggested that this structural feature also permits the formation of an anti-
parallel interaction between the flanking amino acids of the hydrophobic core, which
may impart structural stability to oleosins (1).

3.2. Subcellular Targeting of Recombinant Oleosins

Although it is now clear that native oleosins are targeted with high avidity to
oleosomes in vivo, it was an open question whether the creation of recombinant oleosins
by addition of polypeptide “tails at the N-or C-termini would be deleterious to target-
ing. Such aberrant targeting has been encountered previously with modified storage
proteins such as recombinant phaseolin (12) or 2S albumin (13). Aberrant targeting
generally results in protein instability and turnover. Consequently, experiments were
performed to test the idea that modifications of oleosins at either the N- or C- termini
end may affect overall targeting to oil bodies (8,9). Those studies showed that both N-
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and C- terminal translational fusions of oleosin with b-glucuronidase (GUS), did not
significantly impair the basic targeting mechanism. Furthermore, the C-terminal
oleosin-GUS fusion remained enzymatically active. This activity was followed in oil
body extracts to test whether the oleosin-GUS protein was attached to the oil body with
similar avidity to that of native oleosin. It was found that oleosin fusions associate with
oil bodies with similar avidity to native oleosins.

The domains that determine the targeting of oleosins were investigated by van
Rooijen and Moloney (8). In these experiments, it was shown that removal of the highly
variable C-terminal of the oleosin protein had no significant impact on its subcellular
targeting. This was subsequently verified using an in vitro analytical method, which
showed that ER association of the oleosin nascent polypeptide is unaffected by removal
of the C-terminus of the protein (6).

These experiments have elucidated a number of important properties of oleosins.
First, they can be extended at either end and will still undergo oil body targeting. Sec-
ond, long polypeptide extensions do not seem to pose a problem (GUS has a mW of
~67 kDa). Furthermore, these experiments were performed using a �-glucuronidase
known to be susceptible to N-glycosylation at position 358. It has been shown that if
such a �-glucuronidase is exposed to the ER lumen, GUS is inactivated as a result of
glycosylation (14). In the case of the oleosin C-terminal extensions, GUS was fully
functional, indicating that it was not glycosylated. This finding establishes that fusions
at the C-terminal of the oleosin are not exposed to the ER lumen and remain on the
cytoplasmic side. More recent studies (10) unequivocally established that under nor-
mal conditions, the N- and C- termini of oleosins are always displayed on the cytoplas-
mic side of the ER.

These fundamental properties of oleosins and their targeting suggest that a recom-
binant protein expressed as an oleosin translational fusion would be targeted much as
a native oleosin, and would not undergo post-translational modifications associated
with the secretory pathway. Furthermore, they would predict that an oleosin-recom-
binant protein fusion would associate exclusively with the oil body fraction. This
prediction has been confirmed with several recombinant proteins and is illustrated in
Fig. 3, where various subcellular fractions are analyzed. As seen in this figure, an
oleosin-fused polypeptide associates predominantly with the oil body, and is not sub-
stantially associated with other cellular compartments. Upon flotation cetrifugation,
the desired protein-fusion is the only protein found in the oil body fraction other than
the native oleosin complement.

This subcellular targeting approach can be further refined by interposing specific
labile cleavage sites between the oleosin and recombinant protein domain. In the
early experiments, these were four amino-acid proteolytic sites hydrolyzed by
enzymes such as thrombin or factor Xa. Such a configuration should permit the
recombinant polypeptide domain to be cleaved from the surface of the oil bodies (see
Fig. 4). As seen in Fig. 4, this cleavage can indeed be effected using oil bodies sus-
pended in cleavage buffer and subjected to a specific protease treatment. The result-
ing product in the aqueous “undernatant” phase is predominantly the desired protein
or polypeptide. Factors that affect the choice of cleavage site and cleavage agent are
considered in Subheading 4.
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4. Production and Purification of the Anti-Coagulant, Hirudin,
as an Oleosin Fusion

Although the experiments detailed in the previous section demonstrate the basic
principles of oil body-based recombinant protein production, it is intriguing to apply it
in cases where the recombinant protein is of great value and difficult to manufacture
economically. Accordingly, we created a translational fusion between an Arabidopsis
oleosin-coding sequence and the coding sequence of the mature form of the blood
anticoagulant, Hirudin. Hirudin is a naturally occurring thrombin inhibitor that is pro-
duced and secreted in the salivary glands of the medicinal leech, Hirudo medicinalis.
Hirudin is a powerful blood anticoagulant with a number of very desirable properties,
including stoichiometric inhibition of thrombin, short clearing time from the blood,
and low immunogenicity. The unit cost of production in leeches would be prohibitive
for extensive therapeutic applications. Hirudin has been made in a variety of microor-
ganisms including E. coli and yeast, but these entail significant fixed costs associated
with fermentation. Therefore, our objective was to test the oleosin expression and puri-
fication system as an alternative and potentially inexpensive source of hirudin.

Fig. 3. (A) Configurations of native and recombinant oleosins on oil bodies. Oleosins
comprise a lipophilic central domain, which anchors the oleosin to the oil body. The N- and
C-termini of the oleosin are always displayed on the cytoplasmic or aqueous side of the oil
body. (B) Diagram illustrating the purification of oil bodies by flotation centrifugation and
the extent of protein enrichment by this process shown in a polyacrylamide gel. MW = mol
wt marker, T = total cell protein, S = soluble protein, OB = oil body-associated protein.
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Constructs containing the translational fusion of oleosin-hirudin under the transcrip-
tional control of an oleosin promoter from Arabidopsis were introduced into Brassica
napus and Brasica carinata using Agrobacterium-mediated transformation (15). The
resulting transgenic plants yielded seed in which a protein of approx 25 kDa could be
detected. This is shown in Fig. 5, where the fusion protein is visualized both with an
anti-hirudin antibody and an anti-oleosin antibody. The fusion protein crossreacted
efficiently with a monoclonal antibody (MAb) raised against hirudin. This protein
proved to be associated tightly with the oil bodies and could not be removed from the
oil bodies by successive washings. Attempts to determine whether the oleosin-hirudin
fusion protein had anti-thrombin activity suggested that the fusion protein was com-
pletely inactive. As part of the construction of the translational fusion, we incorporated
four additional codons that specified a Factor Xa cleavage site (I-E-G-R). This con-
figuration was designed to permit release of the hirudin polypeptide sequence from the
oil body by proteolytic cleavage. When the washed oil bodies from these seeds were
treated with Factor Xa, hirudin polypeptide was released into the aqueous phase. As
can be seen in Fig. 6, only the cleaved hirudin product showed this anti-thrombin activ-
ity. No refolding steps were required to reveal this activity.

Fig. 4. (A) Configuration of oleosin fusion proteins and their cleavage from oil bodies.
(B) Depiction of the purification and cleavage process and the analysis of the cleavage reac-
tion. 1. Oilbody preparation of recombinant oil bodies, 2. Treatment of oil bodies with 1:1000
cleavage enzyme to fusion protein, 3. Treatment of oil bodies with 1:100 cleavage enzyme to
fusion protein, 4. Aqueous “undernatant” fraction after cleavage.
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Authentic hirudin has three disulfide bridges. These are essential to its activity. Thus,
if the plant were to make hirudin polypeptide, but did not allow its correct folding, no
thrombin inhibition would be detected unless a refolding treatment was applied. In
fact, after Factor Xa treatment, the aqueous phase showed strong antithrombin activity,
demonstrating that biologically active hirudin was released. The specific activity of the
inhibitor was similar to that of recombinant hirudin secreted from yeast cells, indicat-
ing that the majority of the hirudin released was correctly folded and that disulfide

Fig. 5. Western blot analysis of oleosin-hirudin fusions in seeds of Brassica napus (B. nap)
and Brassica carinata (B. car). Left-hand panel was visualized using anti-oleosin antibodies,
right-hand panel was visualized using anti-hirudin antibodies.

Fig. 6. Enzymatic assay of thrombin in the presence of oil body extracts with and without
hirudin. Increases in the absorbance at 405 nm indicate cleavage of substrate by thrombin. In
this assay, only cleaved oleosin-hirudin gives rise to an active anti-thrombin product.
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bridges were appropriately configured. The released hirudin was then subjected to ion-
exchange chromatography. The fractions showing anti-thrombin activity were concen-
trated and loaded onto a reversed-phase analytical high-performance liquid chromatography
(HPLC) column. This showed that the hirudin was substantially pure after the ion-
exchange step (16,17). The HPLC trace showed two peaks close to the expected reten-
tion volume of hirudin. Mass spectrometric analyses of these two peaks using
MALDI-TOF revealed that the two peaks corresponding to full-length hirudin and a
truncated product from which two C-terminal amino acids were missing. A similar
truncated form was also found when Hirudin was expressed in yeast (18). Both forms
of the molecule are potent thrombin inhibitors.

5. Oilbody Fusions for the Production of Immobilized Enzymes

The potential for using oleosin fusions as an adaptable means of recombinant protein
expression in seeds is under investigation. It is interesting to note that the production of
oleosin-polypeptide fusions appears to function for rather short peptides such as IL-1 and
Hirudin, but equally well for much longer polypeptides such as -glucuronidase. When
larger polypeptides are produced, there is strong evidence that proper folding occurs. This
is supported by the fact that in a number of cases including -GUS and xylanase, the fusion
protein retains its enzymatic activity. This finding has also led to experiments that illustrate
the utility of oil bodies as immobilization matrices (9,19). Using -glucuronidase as a model,
it was shown that a dispersion of oil bodies carrying -glucuronidase on their surface would
hydrolyze glucuronide substrates for GUS with catalytic properties indistinguishable from
soluble GUS (19). Furthermore, it was shown that virtually all the enzymatic activity could
be recovered and recycled by the use of flotation centrifugation to obtain the oil bodies. The
enzyme in dry seed remains fully active for several years. Once extracted onto oil bodies,
the half-life of the enzyme was about 4 wk (9).

The expression of the enzyme, xylanase, on oil bodies illustrates several ways in
which the basic technology may be used (20). The enzyme accumulated on seed oil
bodies in active form. From here it can be cleaved to release soluble xylanase into
solution. In these experiments, it was shown that the immobilized xylanase had essentially
the same kinetic properties as soluble xylanase from the same source (Neocallimastix
patriciarum). Such a preparation could be useful in such processes as de-inking of recycled
paper. Alternatively, without significant purification, the oil bodies could be mixed
with insoluble substrate such as crude wood pulp to help break down the xylan
crosslinks. This could be helpful in paper-making. Cost would be minimized because
the enzyme itself could be recovered and re-used. In addition to these formulations, the
enzyme could be delivered in seed meal to animals without purification. In this appli-
cation, the enzyme would function in the stomach of a monogastric animal to improve
digestibility of fiber. Clearly, this latter formulation would be created in conjunction
with other cellulytic enzymes. The result, however, would be to provide monogastrics
with enhanced feed efficiency and reduced biological waste.

6. Expression of Somatotropins as Oleosin Fusions—
Oil Bodies as Delivery Vehicles

As demonstrated here, oleosin fusions may remain active without cleavage from the
oil body. This may result in a novel formulation for the delivery of a biologically active
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molecule. This is exemplified by the expression of a cyprinid (carp) somatotropin as an
N-terminal oleosin fusion (21). It has proven difficult to express somatotropins in plants
at economically viable levels (22). Oleosins appear to offer several advantages for the
accumulation and use of this class of protein. In this experiment, the coding sequence
of growth hormone from the common carp was fused in frame with an oleosin coding
sequence. This was used to create transgenic Brassica napus plants, which expressed
the fusion in a seed-specific manner. The resulting fusion also contained a cleavage
site so that it could be released from the oil body by endoproteolysis. The resulting
polypeptide was of the correct mol wt and showed biological activity when injected
into goldfish, as determined by the stimulation of insulin-like growth factor-1 (IGF-1)
transcription. Fish somatotropins are also known to be orally active (23); however, it
was not clear whether the fusion polypeptide would show oral activity. To test this,
formulations of feed pellets were prepared into which were incorporated oil body prepa-
rations containing the oleosin-somatotropin fusion protein. It was shown with rainbow
trout that such feeding experiments resulted in substantial, and statistically significant
increases in growth rates over an 8-wk period. Results from one of these feeding trials
are shown in Fig. 7. These results further demonstrate the use of oil bodies not only for
protein expression and recovery, but also for their use as delivery vehicles and as media
for formulation of orally delivered biologically active molecules.

7. Storage and Recovery of Recombinant Proteins in Seeds

Seeds lend themselves readily to the accumulation, recovery, and purification of the
transgene product. Seeds themselves are natural storage tissues in which proteins must
remain intact for long periods, until germination of the plant. Thus, it is interesting to
question whether a recombinant protein would also remain stable in seeds for extended
periods. Using the example of hirudin, Fig. 8 shows that an oleosin fusion protein
remains stable for an extended period (> 2.5 yr). Extractions after this period result in
the recovery of fully functional proteins. This observation is important because it dem-
onstrates that expression in seeds completely decouples the availability of recombinant
protein from the growing season. Growth of redundant amounts of seed—which can
then be stored—is very inexpensive, and contributes only a small percentage of the
cost of goods. This inexpensive raw material also provides a low-capital intensive
inventory, and allows for flexibility in responding to demand.

To date, there have been only a few studies performed on the recovery of recombi-
nant proteins from seeds (17,24–26). One significant advantage of seeds as hosts for
recombinant proteins is that seed processing is a very sophisticated industry. As a result,
a wide range of existing processing equipment and technology is available.

8. Aqueous Extraction Systems

When no purification is required, a technique as simple as dry milling may be
adequate for the production of a recombinant protein formulation. This was the
approach used by Pen et al. (27) for phytase. However, it is usually essential to extract
and at least partially purify the desired protein. Where seeds contain substantial quan-
tities of oil, it is customary to employ hexane extraction to recover maximal amounts of
the oil (see Fig. 9a). In most instances involving recombinant proteins, this step is not
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Fig. 7. Effect of orally delivered oleosin-carp somatotropin as a fusion protein on oil bodies,
which were incorporated directly into feed. The figures 0.15, 0.29, 0.59 µg are incorporation
rates in µg per gram of body wt of the fish at the start of the experiment.

Fig. 8. Stability of recombinant proteins in oil seeds as oleosin fusions. Oleosin-hirudin
fusion proteins visualized on western blots using an anti-hirudin antibody (left-hand panel) or
an anti-oleosin antibody (right-hand panel). Times are weeks after harvest. Note that the fusion
protein remains stable over the test period compared to the native oleosin. Storage conditions
were at room temperature (23°C) at about 25–30% relative humidity.

possible because of the denaturant property of hexane and many organic solvents.
Therefore, the extraction and purification of recombinant seeds usually requires aque-
ous extraction (see Fig. 9b). This process has been performed successfully, at scale, by
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Kusnadi et al. (25,26) for the extraction of avidin and -glucuronidase (GUS) from
corn seed. They noted that despite the use of a constitutive (i.e., non-tissue-specific)
promoter up to 98% of the GUS activity was deposited in the germ (embryo). This
observation led to an advantageous extraction scheme in which the kernel separated
into the endosperm and the embryo. The full-fat germ was then extracted using aque-
ous buffers to obtain a protein fraction, or alternatively, the germ was first defatted
with hexane at 60°C. Surprisingly, the GUS enzyme was not inactivated by this solvent
treatment, although this may be a property specific to GUS that is generally considered
to be a very stable enzyme. The aqueous protein-rich fraction was subjected to four
rounds of chromatography, including two ion exchanges, one hydrophobic interaction,
and one size-exclusion step. The overall yield of purified protein was 10%. This puri-
fication scheme would be quite costly on a large scale and with such a low recovery
would only be economical for high-value proteins. Yet, the scheme is simple, and lends
itself readily to optimization of each individual step of the process.

9. Two-Phase Extraction Systems Using Oil Bodies

The alternative extraction scheme for separation and purification to homogeneity of
a protein is based on oil body partitioning (17). In this example, the host-seed that was
used is canola. Thus, apart from dehulling, little pre-fractionation was possible. How-
ever, aqueous extraction of the whole seed followed by centrifugation to separate oil

Fig. 9A. Process diagram depicting traditional extraction of oleaginous seeds, which typically
involves a heating step (conditioning) and hexane extraction. Without significant modification, it
would be difficult to extract biologically active proteins using this traditional procedure.
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bodies has proven to be a major enrichment step. This alternative process is depicted in
Fig. 10. Once the oil bodies are washed, only small amounts of other seed proteins
remain. For example, in the case of hirudin, the cleavage of recombinant oleosin-fusion
protein from oil bodies provided a significant enrichment step. This extract was sub-
jected to anion and reverse-phase chromatography and yielded an extraction efficiency
of purified hirudin of about 40%, with a purity greater than 99% (17). Minimization of
chromatography steps and early-stage enrichment of the desired protein both assist
greatly in improving overall rates of recovery.

The recovery and purification of expressed recombinant proteins from transgenic
plants is probably the most critical factor in establishing plants as a practical alterna-
tive system for protein production. Although a variety of schemes may be envisioned,
it is essential to minimize the number of processing steps and to carry out each step at
much higher efficiencies than have thus far been reported. However, this area has only
recently received attention and it is clear that greater efficiencies will be forthcoming.

10. Cleavage of Recombinant Proteins from Oil Bodies

In the initial work resulting the use of oleosins as carriers of recombinant proteins,
the desired protein was expressed as a translational fusion. This poses the problem of
cleavage of the recombinant protein from the oil body. Although there are many
examples of cleavage enzymes that can be used at a laboratory scale—such as Factor

Fig. 9B. Process diagram for a modified procedure to permit extraction of recombinant pro-
teins from corn while recovering some traditional byproducts (after Kusnadi et al., 1998 a, b).
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Xa, thrombin, and enterokinase—it is generally accepted that these enzymes are too
expensive for larger-scale use, and often do not provide a high efficiency of cleavage.
These observations have led us to consider alternative approaches to cleavage reactions,
using examples of high-efficiency cleavage in nature. Many proteins undergo specific
cleavage reactions as part of their post-translational processing. This includes the cleav-
age of signal sequences during subcellular targeting and the maturation of a number of
proteases. The cleavage reactions of some of the self-maturing proteases have been
widely studied. However, it appears that little work has been performed on understand-
ing their ability to function in trans with a heterologous polypeptide. Therefore, we
have investigated this, using the self-processing of the milk-clotting enzyme chymosin
as a model maturation reaction. In this study, we examined the potential of chymosin to
function as a cleavage enzyme of a recombinant fusion protein which comprised the
chymosin A propeptide leader that was fused translationally to a number of heterolo-
gous proteins. Using this configuration, it was shown that chymosin can act as a cleav-
age enzyme for a heterologous polypeptide associated with the chymosin pro-sequence.
In fact, the cleavage reaction appears to be highly efficient, and can result in almost
stoichiometric reactions (28).

Fig. 10. Process diagram showing a two-phase partitioning system used with aqueous
extraction to recover recombinant proteins from oil seeds, particularly when the desired protein
is associated with oil bodies or oleosins.
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This approach offers a broad applications not only with fusion proteins associated
with oil bodies, but also with fusion proteins produced by more conventional routes
such as fermentation. Clearly, given the efficiency of the reaction and the relative cost
of chymosin rather than Factor Xa, this process holds much promise for commercial-
scale preparative procedures. A full report of this cleavage system and its uses will be
published elsewhere (29).

11. Use of Oil Bodies as Affinity Matrices:
Noncovalent Polypeptide Attachment

In the original view of oleosins as carriers of recombinant proteins, the desired
polypeptide was expressed as a covalently associated fusion protein, as described in
Subheading 10. Nevertheless, it is clear that there are many polypeptides, which may
require exposure to a subcellular compartment other than the cytoplasm, in which
oleosins are effectively displayed. For example, it may be necessary for certain pro-
teins to be exposed to the lumen of the ER, where appropriate disulfide bridging or
other post-translational modifications can occur. Therefore, it was reasoned that pro-
teins deposited into other cellular compartments may be recoverable by the association
of the polypeptide with oil bodies using noncovalent binding. An example of this would
be the inclusion of an “affinity tag” on the recombinant polypeptide—when it is
exposed to the oil body during processing it preferentially associates with the oil body
fraction. This would permit the recovery of such proteins using the same process of
flotation centrifugation that is currently used for covalently attached polypeptides. An
example of this is the use of a single-chain antibody (scFv) against oleosin, which has
a high affinity for the oil bodies. This scFv can be expressed as a fusion protein with
other polypeptides. In the presence of oil bodies carrying the recognized oleosin, the
scFv adheres with high avidity to the oil bodies and thus allows for oil body washing
and protein recovery. This method (30) has broad applicability, and allows for the
recovery of proteins deposited in cellular compartments other than the oil body itself.
Thus, with the use of a single manufacturing system, it is possible to recover and purify
proteins that are covalently bound to oleosins, and any protein targeted to other cellular
compartments including the secretory pathway. A detailed description of this work
will appear elsewhere.

12. Conclusions and Future Prospects

The use of plant oil bodies and their associated proteins—oleosins—as vehicles
for recombinant protein product has been exemplified with several proteins. The ma-
jor advantage of using oil bodies as carriers is the ease with which proteins can be
recovered and purified. Oleosin targeting does not seem to be impaired even by very
long polypeptide extensions to the N- or C-termini of the oleosin. This greatly en-
hances the versatility of this system in contrast to alternative approaches for recom-
binant protein production in plants. Separation of oil bodies from seed extracts is
amenable to scale-up using equipment typical to dairy operations such as cream-
separators (31). Thus, it seems likely that this system could be used for the produc-
tion of a wide range of proteins of therapeutic, industrial, and feed or food use. We
have investigated the production of a wide range of commercially attractive polypep-
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tides in this system and have developed scaled-up extraction and purification sys-
tems, which could be applied to a variety of different oil seeds engineered for pro-
duction of such oleosin-polypeptide fusions.
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Genome Sequencing and Genomic Technologies
in Drug Discovery and Development

Lawrence M. Gelbert

1. Introduction

Drug discovery and development is rooted in empiricism, exemplified by testing of
compounds in animal models of disease, and on the identification and optimization of
the active ingredients in traditional folk medicines. Over the past century, this has radi-
cally changed with the introduction of new scientific paradigms and cutting-edge tech-
nologies into the pharmaceutical R&D process (1,2) (Fig. 1). These innovations include
the automation of compound screening (3) and improvements in medicinal chemistry,
along with the development of combinatorial chemistry (4), and advances in molecular
biology. Most of these technologies have focused on increased throughput through one
portion of the drug discovery and development pipeline and the result has been to relo-
cate—rather than eliminate—the bottlenecks and failures in the overall process. The
attrition rate of the drug discovery and development pipeline continues to be a major
problem, as highlighted by the large number of compounds that fail in clinical trials
because of poor pharmacology, toxicity, and/or lack of efficacy (5,6). At the same
time, economic factors apply, increasing pressure to reduce this attrition (7).

Genomics (also known as functional genomics) is the comprehensive analysis of
the entire genetic content of an organism, and is part of a newly defined discipline
known as systems biology. Systems biology can be defined as the analysis of all
components of a biological system before and after a genetic or chemical insult (8–
10). The concept of systems biology has been previously discussed and alternatively
called modular biology (11) and “omic” biology (12). However it is defined,
genomics holds the promise of reducing the attrition currently seen in drug discovery
and development, unlike previous innovations (13,14). Genomics provides compre-
hensive views of biological pathways representing disease pathophysiology and drug
activity that were previously unavailable in contemporary pharmaceutical develop-
ment (9). Such comprehensive views should improve the quality of drug target iden-
tification/validation and other steps in the drug discovery process, resulting in
higher-quality compounds entering clinical development. Because genomic data is
digital, it will foster the integration of biological information from all phases of drug
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discovery and development and alter the traditional pharmaceutical research loop
(15). Thus, through increased knowledge of the relevant biological process (signal
transduction, physiology, pharmacology, and toxicology) and integration of biologi-
cal information from various scientific disciplines, genomics should supplement the
contemporary drug discovery process and reduce attrition.

1.1. From Genetics to Genomics

Most of the common diseases that are the focus of drug discovery are multifactorial,
resulting from a combination of genetic and environmental factors. The biological result
of these factors is called a phenotype (16). An example of such a multifactoral pheno-
type is environmental carcinogenesis, in which cancer susceptibility after exposure to a
carcinogen is modulated by individual genetic variation (17,18). This interaction of
genetic and environmental factors is also characteristic of other biological phenotypes,
including disease susceptibility and response to therapeutic intervention. Until recently,
it has been at best difficult to identify these genetic and environmental factors. The
promise of genomics is that it holds the potential to identify the genetic factors associ-
ated with these phenotypes and illuminate the associated biological pathways.

Until recently, genomics has been synonymous with molecular biology and posi-
tional cloning. Positional cloning allows for the identification of disease genes through
inheritance. After an initial chromosomal region is identified through genetic linkage
analysis in families that carry a mutant copy of the disease gene, the DNA in the region
is physically cloned, all the genes in the region are identified, and the gene responsible
for the disease is determined through identification of mutations in one of these genes
in all affected family members (19). Positional cloning has become an area of great

Fig. 1. Relative increase in publications describing the use of microarrays. The data presented
was generated by searching the PubMed database at NCBI (http://www.NCBI.NLM.NIH.gov/
entrez) with the terms “gene expression” and “microarray,” and does not include the use of
microarrays for non-expression experiments such as DNA resequencing and genotyping.
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interest, and there have been some spectacular successes in this area (20), but its use in
drug discovery has been limited for several reasons. Positional cloning has been suc-
cessful for the identification of disease genes with major affects (monogenic or Men-
delian disorders), but less successful for identifying the genes responsible for the
complex traits that are the targets for drug discovery (21). Positional cloning requires
the collection of large families or other family designs (such as sib-pairs). Such pedi-
grees are not easily collected, and are not used for clinical drug development. Finally,
positional cloning efforts are very expensive and labor-intensive, and do not fit within
the time constraints for drug discovery programs. Positional cloning has provided
insight into the underlying molecular pathophysiology of complex human diseases, yet
such efforts have had relatively little impact on the discovery of new drugs.

Although positional cloning makes it possible to identify individual genes,
genomics is focused on the systematic identification and analysis of all the genes for
an organism. A genome sequence can be considered the equivalent of the periodic
table to a chemist, and refocuses the role of the scientist from gene identification to
the analysis of biological pathways and functions (22). The human genome project
has not only provided new global views of human biology, it has established the
technical infrastructure that allows for the sequencing of other genomes of biologi-
cal, medical, and agricultural significance (23,24). It is too early to determine whether
genomics will fulfill the promise of a Kuhnian revolution in biology and drug dis-
covery (25), but it is now possible to conclude that genomic approaches will have a
positive impact and are considered an essential technology for all major pharmaceu-
tical and biotechnology companies (26,27). The focus of this chapter is to describe
the sequencing of the human genome and the genomes of several important model
systems, to provide an overview of several new genomic technologies and paradigms
that use genomic information, and to provide several examples of the application of
genomics to drug discovery and development.

2. Genome Sequencing and Model Systems

A genome is the complete DNA sequence for an organism (28). Genome sequencing
provides all the genetic information encoded in an organism’s genome, as well as the
foundation for all genomics tools, including bioinformatics, microarrays, high-through-
put model systems, and pharmacogenomics. The genomes for approximately 800 organ-
isms have been or are being sequenced, and include sequences from all three domains
of living organisms and several eukaryotes (29,30). A complete list of these genomes
can be found on the National Center for Biotechnology Information (NCBI) website
(31). The size of these completed sequences range from 0.58 megabases (Mb, one
million basepairs [bp] of DNA) for Mycoplasma gentitalium to 3300 Mb for Homo
sapiens. Genome sequencing provides a wealth of biological information in addition to
a complete catalog of genes. Comparison of genome sequences (comparative genomics)
identifies conserved sequences and defines essential genes and biological pathways
(32). For example, the comparison of positionally cloned human disease genes in yeast,
the nematode Caenorhabditis elegans (C. elegans), and several bacterial genomes iden-
tified orthologs with significant homology that are phylogenetically conserved (33).
The strong conservation of these genes through evolution and their association with
human disease highlights how comparative genomics can be used to identify potential
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drug discovery targets, and validates the use of lower eukaryotic model systems in
drug discovery (34,35). Comparative genomics can be also be used to compare patho-
genic microbial genomes to identify new antibiotic targets (34,36).

Whole-genome sequences allow the comprehensive analysis of noncoding sequences
for regulatory regions such as transcriptional promoters, which when mutated can cause
phenotypic changes as important as those seen in the protein-coding regions (37–39).
Genome sequences provide the information needed to understand biology and enable
drug discovery and development, and can be analzyed (also called mining) to identify
proteins that can be used directly as biopharmaceuticals, in vaccine development and
antibiotics, and for use as industrial enzymes.

The sequencing of genomes for several lower eukaryotes has now led to their wide-
spread use as tools for target validation and drug screening (40–42). These model
systems are defined by short lifespans, and are amenable to genetic manipulation and
automated handling (43,44). Four model systems currently fit these criteria: yeast
(Saccharomyces cerevisiae), nematode (Caenorhabditis elegans), fly (Drosophila
melanogaster), and zebrafish (Danio rerio). Details of these model systems are pro-
vided in Subheadings 2.1-2.4.

2.1. The Human Genome Sequence

The most widely recognized milestone in genome sequencing has been the publica-
tion of the first drafts of the human sequence in February 2001 (45,46). When first
proposed, the sequencing of the human genome was controversial. There were several
concerns: that the project would divert money from other research programs, that
sequencing the noncoding regions of the genome was wasteful, and that sequencing the
human genome was technically impossible. After much debate, funding was secured
and a initial set of goals was established for a joint National Institutes of Health/
Department of Energy Human Genome Project (HGP) (47). The HGP plan was to gen-
erate a genetic map of the human genome, use the map to enable ordered physical
cloning, and perform DNA sequencing. The genetic map and ordered cloning would
then act as a foundation to align the complete genome sequence with known chromo-
somal and genetic markers. The HGP goals also included the sequencing of several
eukaryotic model organisms. The experience gained from sequencing these genomes
of increasing size and complexity would allow for the development of the needed auto-
mation and sequencing technology, and provide information necessary to analyze the
human sequence (48).

By 1998 these original goals were achieved or exceeded, and a new set of objectives
were defined (49). These objectives included the complete sequence of the human
genome by the year 2003. Also in 1998, Celera Genomics, a private biotechnology
company, announced a competing effort to complete the sequence the human genome
two years ahead of the public HGP. Celera’s announcement was controversial, not only
in attempting to complete the sequence more quickly, but because Celera would use an
alternative sequencing approach called shotgun-sequencing. Shotgun-gun sequencing
relies on computer analysis to assemble a large number of small overlapping sequences
into larger assemblies, and ultimately, a complete genome. The resulting competition
between the HGP and Celera greatly accelerated the completion of the human genome,
and separate draft sequences were published in February 2001 (50,51).
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Although not identical, the HGP and Celera draft sequences are surprisingly similar
in size and information content, and several important observations have been made
from their initial analysis. The human genome consists of approx 3 billion bp of DNA.
The biggest surprise and source of debate comes from the number of predicted genes,
which was approx 32,000. This was far fewer than the expected 70,000–100,000 genes
predicted from previous studies (45,46). When compared to the number of genes found
in lower eukaryotes—14,000 in the fly and 19,000 in the worm—it is difficult to envi-
sion how 32,000 genes can encode the information necessary for the more biologically
complex humans. The lower number of predicted genes in humans certainly arises in
part from the initial quality of the two genome sequences and the computer programs
used for gene prediction (52). Work continues on filling the gaps in the draft sequence
and refining the analysis. Recently, an independent analysis of the draft sequences has
predicted 65,000–75,000 genes (53). Others have suggested that the complexity
encoded in the human genome can be explained via alternative splicing, post-transla-
tional modification of proteins, and other mechanisms. However, although the catalog
of human genes will not be complete for several years, the information derived from
the current versions of the sequence still provides the most comprehensive view of
human biology available (54). Additional observations from the draft sequences have
provided clues about the organization and evolution of the human genome. These
include estimates for the level of gene duplication, location and distribution of genes
across each chromosome, genome content and distribution of repetitive sequences and
recombination sites, and the level of genetic variation (55). These observations provide
important clues to the function and control of the information content of the genome
and the genes associated with cancer (56,57), immunology (58), neurobiology (59,60),
evolution (61,62), and ultimately the practice of medicine (63–66).

2.2. Nonmammalian Eukaryote Model Systems

The first eukaryotic genome to be sequenced was for the yeast Saccharomyces
cerevisiae (67,68). The yeast genome and was completed in 1996 and consists of 12.1 Mb,
which was 6 times the size of the previously largest genome to be sequenced at that
time (Haemophilus influenzae at 1.8 Mb). The initial analysis of the yeast genome
identified 6200 genes, and a mammalian homolog was identified for approx 30% of
these genes (69). The similarity to mammalian genes was an important observation
because it indicates that there has been significant conservation of biological function
between a simple single-cell eukaryote and more complex mammals. In contrast to this
observation, for more than 25% of the predicted genes, no homology or function could
be determined through comparison to known genes from other organisms (68,70). One
important lesson learned from yeast is the complexity of whole-genome analysis. A
recent study identified and confirmed 137 new genes in the yeast, which represents 2%
of the previously known gene content (71,72). These genes were identified 5 yr after
the completion and initial analysis of the yeast sequence. Considering the larger size and
complexity of the human genome, it is important to realize that the completion of a
genome sequence actually represents the beginning, not the end, of the genetic analysis.

The next major eukaryote genome to be sequenced was the nematode Caenorhabditis
elegans. The C. elegans sequence represented a significant milestone because it was
the first genome for a multicellular animal. As a model system, C. elegans has several
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unique properties. It contains only 959 cells, but includes many cell types found in
higher eukaryotes, including a 300-cell nervous system, as well as muscle, and repro-
ductive and digestive systems (73). Analysis of the 97-Mb sequence predicted approx
19,000 potential genes (74). The C. elegans sequence was immediately analyzed to
more fully examine many of the features that make it such a useful model system.
C. elegans has a central nervous system, and has long been used as model for mamma-
lian neurobiology. Comparison of the C. elegans sequence to known genes controlling
nervous-system functions (including ion channels, neuropeptides, and G-protein-
coupled receptors) provided the first complete inventory of such gene families (75).
Likewise, a similar survey was performed to identify signal transduction and transcrip-
tion-factor genes that regulated cellular lineage and development (76). These surveys
identified novel family members, thus providing a more comprehensive view of the
genes and the biology controlling these processes in a multicellular organism.

The last major model system genome to be sequenced as a prequel to the human
genome was for the fruit fly Drosophila melanogaster (77). D. melanogaster has been
used as a genetic model system since 1910, and continues to be a major eukaryotic
genetic model system for the study of biology (78,79). Approximately 14,000 genes
have been identified in the 180-Mb D. melanogaster genome. The sequencing of the
Drosophila genome was partly a technical milestone, validating the shotgun-sequencing
approach for use in sequencing the human genome (80). And at the time, Drosophila
provided a third genome, which improved the resolution of eukaryotic comparative
genomics (81).

2.3. Microbial Genomes

Sequencing the genome of pathogenic organisms provides a unique opportunity to
study pathogenicity, host-pathogen interactions, and virulence (36). Genomic analysis
of pathogenic microorganisms will enhance the development of new antibiotics by
improving microbial target identification in several ways. It is expected to accelerate
the shift from whole-cell bacterial screening to target-based screening, which is easier
and faster than whole-cell screening and facilitates rational drug design (34). The com-
parison of several strains of a bacterial pathogen can identify biological pathways asso-
ciated with pathogenicity and/or drug resistance. This has been done for Helicobacter
pylori, a Gram-negative bacterium found in the stomach of humans that causes gastric
ulcers (82). The 1.7-Mb genome sequence was completed in 1997 (83) and comparison
of several clinical isolates and laboratory strains has identified genes associated with
pathogenicity (84–87). Similarly, parallel analysis of both the pathogen and host
genomes will be used for the exploration of host-pathogen intereactions that affect
pathogenicity and host response (35). For example, microarray analysis of human
monocytes infected with Salmonella typhimurium has identified several host-cell genes
that may play a role in macrophage death caused by salmonellosis (88).

A comprehensive list is maintained on The Institute for Genomic Research Compre-
hensive Microbial Resource (TIGR-CMR), which can be accessed on the internet (http:/
/www.tigr.org/). Currently, there are complete sequences for over 48 different patho-
gens, including many that are associated with major infectious diseases. Bacterial
pathogens include those for tuberculosis (Mycobacterium tuberculosis) and leprosy
(Mycobacterium leprae) (89–91). Nonbacterial pathogens have also been sequenced,



Genome Sequencing and Technology 305

including the malaria parasite (Plasmodium falciparum) (92–94). In addition to patho-
genic species, the genomes of several other nonpathogenic microbes have been
sequenced. These include the K12 laboratory strain of Escherichia coli (95,96) and the
genome of Agrobacterium tumefaciens, which is widely used as a gene-transfer system
in plant biology (97–99).

2.4. Future Directions in Genome Sequencing

One benefit of the HGP was the development of a large public infrastructure of
genome centers. Combined, this network has the capacity to generate 172 Mb of DNA
sequence per day and are responsible for many of the tools associated with analysis of
the genomic data (100). Currently, these centers are still focused on completing (or
refining) the human genome, which still contains many gaps and errors. However, at-
tention has already turned toward the next focus for new projects by the public genome
resources (101). Researchers are actively sequencing the genome of the next eukaryote
model systems. These projects include widely used laboratory models such as the
zebrafish (Danio rerio), mouse, and rat. These organisms have been selected for both
scientific and practical reasons. The Zebrafish has all the features of other high-through-
put models described here, but is unique because it is a vertebrate that permits whole-
genome mutational screens (102–106). The sequencing of the mouse and rat genomes
is important for comparative genomic studies of the human genome (24,107), and will
direct existing transgenic and gene-knockout technologies to develop models for drug
discovery and development (108,109). Several pilot programs also exist to decipher
the genomes of other animal species relevant to biomedical research, including pri-
mates (24,110).

Genome sequencing is also being performed on plants, as highlighted by the recent
publication of the 100-Mb genome sequence for the plant model Arabidopsis thaliana
(111). Analysis of the sequence predicts approx 25,000 genes, and this information has
been applied to the study of plant biology in areas such as response to light and water
movement in roots (112–114). Recent studies are now sequencing the genome of sev-
eral important crop plants including corn and rice. A summary of current plant genome
projects can be found on the Plant Genome Database: http://www.hgmp.mrc.ac.uk/
GenomeWeb/plant-gen-db.html.

2.5. DNA Sequence Variation

Large-scale resequencing of the human genome is now being used to measure natu-
rally occurring genetic variation in the human population. These genetic variants are
known as polymorphisms, and are important for several reasons. First, because of their
stability, polymorphisms can be used as markers for a specific regions of a chromo-
some. Such genetic markers are used to construct genetic maps of a genome and for the
analysis of inheritance by genetic linkage or association studies (115,116). If a genetic
polymorphism occurs in a functional region of the genome such as a gene, it can have
a dramatic impact on genome function. These polymorphisms are of great interest to
the pharmaceutical industry because it has been shown that linkage and/or association
between these genetic polymorphisms (a genotype) can be performed from samples in
clinical trials to explain individual patient-drug response or adverse events (the pheno-
type). The analysis of genetic factors that influence response to drug response is known
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as pharmacogenetics. Until recently, pharmacogenetics focused on the analysis of drug-
metabolizing enzymes (DMEs) (117). Previous studies have shown that genetic poly-
morphisms exist for many DME genes (such as the cytochrome P450 gene family), and
there are common variants in these genes that affect the metabolism of a significant
number of prescription drugs (118–120). Similarly, since DMEs are involved in the
metabolism of environmental xenobiotics, DME polymorphisms are also associated with
increased sensitivity to carcinogens (17,121,122). The tremendous growth of genomic
information from genome-sequencing efforts and technical advances in genotyping has
resulted in the expanded definition of pharmacogenetics known as pharmacogenomics.
Beyond drug metabolism, pharmacogenomics is the analysis of genetic factors that
affect drug efficacy, toxicity, and disease susceptibility (123,124). One of the tech-
nologies driving pharmacogenomics is the identification and analysis of single-nucle-
otide polymorphisms, or SNPs (pronounced snips).

A SNP is a specific position in a stretch of DNA in which there is a single nucleotide
substitution. Each alternate nucleotide is called an allele. SNPs are the most abundant
type of polymorphism in the human genome (125) and have several advantages over
previous genetic markers: the large number of SNPs and distribution across the genome
provides a higher level of resolution for genetic studies than was previously possible,
their power can be further enhanced by analyzing clusters of closely spaced SNPs called
haplotypes, and because they are diallelic, their identification and analysis (genotyping)
can be automated. These advantages allow for genetic marker/phenotype studies that
were previously impossible. Preliminary studies resulting in the first SNP-based genetic
map of the human genome (126) confirmed that SNPs could be used to study genome
evolution, genome organization, and population diversity (127–129). Several studies
are now underway to identify and develop a high-resolution SNP map of the human
genome. These include the SNP Consortium (TSC), an organization of private compa-
nies and academic genome centers (details this effort can be found on the TSC website,
http://snp.cshl.org/). So many human SNPs have been identified that a public database
has been established on the NCBI website to collate SNP data (dbSNP, http://
www.ncbi.nlm.nih.gov/SNP/). The result of these efforts was a SNP map containing
1.42 million SNPs, which was published along with the HGP genome sequence (130).

Considerable efforts are now focused on construction of higher-resolution SNP and
haplotype maps of the human genome, and the development of genotyping technology
that will allow for genome-wide genetic association studies (126,131–136). The inten-
sity of these efforts demonstrates that the analysis of genetic diversity and its role in
biology and human disease will be a major outcome of the sequencing of the human
genome (137). Recent studies have shown the utility of these new approaches, and
several examples are described later in this chapter.

3. Transcript Profiling

Currently, the most mature and widely used genomic technology is transcript profil-
ing. Transcript profiling, also called expression profiling, can be defined as the analy-
sis of gene expression for all or of a large portion of a genome. Temporal expression of
genes, the level of expression, and the processing of RNA all act to regulate the infor-
mation encoded in genomic DNA. Analysis of RNA expression patterns provides valu-
able information about the underlying molecular basis of cellular development and
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differentiation, allows for the identification of signal-transduction pathways, can be
used to identify the function of novel genes, provides insight into the pathophysiology
of diseases, and to study drug mechanism of action (MOA) (22,138). Before the advent
of microarray technology, several approaches were used to monitor gene expression.
These included Northern blotting (139), EST sequencing (140,141), differential dis-
play (RADE) (142–144), and serial analysis of gene expression (SAGE) (145,146).
Although all these approaches allowed semi-quantitative measurement of gene expres-
sion, they were hampered by high cost and low throughput, and were too labor-inten-
sive to be broadly applied.

Microarrays are manufactured and automated tools that allow for the analysis of a
large number of nucleic-acid sequences on a small, gridded and solid support. Current
microarray technology is based on the technology first described by Ed Southern in
1975 for the immobilization of nucleic acids on a solid support (147,148). The immo-
bilized nucleic acid (probes) are then hybridized to a labeled nucleic acid sample (the
target). After allowing sufficient time for hybridization, the microarray is washed with
a series of buffers that remove target molecules that are not hybridized to any of the
probes on the array, and the information about the presence and quantity of thousands
of individual genes are then determined through analysis of the hybridization pattern
on the microarray. There are currently two predominant types of microarrays, cDNA
and oligonucleotide microarrays. cDNA microarrays were first described in 1995 (149)
and there are a large selection of custom and commercial cDNA microarray systems
(150–152). These systems use glass microscope slides that have been chemically treated
to facilitate the adherence of DNA fragments or clones to the surface. The DNA tem-
plates to be arrayed can come from a variety of sources, including clones from cDNA
libraries or PCR fragments. Next, a robot is used to spot the nucleic acid onto the glass
surface. The amount of material spotted varies from a volume of 0.26 nL (0.13 ng of
probe) up to approx 32 nL (16 ng probe). These volumes generate individual spots with
a radius between 50 and 250 µ, allowing for approx 6000 spots to be gridded on a
standard 1” × 3” microscope slide. The RNA targets to be analyzed are labeled through
enzymatic incorporation of fluorescent nucleotides. The use of two fluorescent labels
usually allows for two different targets to be hybridized to one microarray. After
hybridization and washing the array, the data is collected using a laser confocal scan-
ner that excites the individual dyes in the targets to emit light at a specific wavelength.
The resulting data are captured on a computer for subsequent analysis.

Oligonucleotide arrays are similar to cDNA arrays, except that they use single-
stranded oligonucleotides (25–60 nucleotides) as probes instead of double-stranded
DNA molecules. The oligonucleotides are synthesized directly on a solid support either
using photolithography (153) or ink-jet technology (154). These techniques allow for
the synthesis of over 400,000 different oligonucleotides on a 1.28 × 1.28 cm surface
(153). Procedures for the labeling of target RNA, hybridization, and scanning are simi-
lar to those used for cDNA microarrays.

Although the techniques for the manufacturing of arrays are now well-established,
the protocols for the analysis of array data are less mature. Initial analysis approaches
focused on pattern recognition and clustering (155), which continues to be the pre-
dominant method of analyzing microarray data (156). However, statistical approaches
are gaining favor because of the large amount of variation observed in biological sys-
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tems and with array techniques (157–161). A major problem that emerges from the
growing amount of published array data is a lack of standards for experimental design,
microarrays, and data analysis. Several groups are attempting to establish a uniform set
of standards for arrays experiments (162,163), but currently no standards exist. This
makes it impossible to compare published-array data generated by different groups.
Until such standard protocols are established, it will not be possible to establish large
open databases of array data, ultimately limiting the full potential of the data.

4. Applications of Genomics in Drug Discovery and Development

4.1. Model Systems

Because the yeast sequence was the first complete eukaryotic genome, and with
existing methods to manipulate the yeast genome, the first examples of using high-
throughput models in drug discovery and development have been in yeast. The avail-
ability of the genome sequence allows for a complete inventory of genes representing a
specific class of proteins. This gene inventory enables drug-target identification and
validation through the analysis of whole classes of targets such as G-protein-coupled
receptors (GPCRs), kinases, and proteases. The first such inventory for a eukaryote
was performed in yeast for ABC transport proteins (164). Analysis of such target plat-
form information is now considered critical in drug-target identification and validation
for several reasons. Comparison across species for homology identifies the members
of a gene family that are conserved through evolution, suggesting an essential role for
those genes (165). Such conservation is also a characteristic of many disease genes,
and this information can be used when selecting new drug discovery targets (13,33).

The first studies to illustrate the value of whole-genome drug screening were per-
formed in yeast (166,167). These studies used whole-genome expression profiling with
microarrays of samples from yeast treated with a series of compounds acting on the
same molecular target (168,169). The studies showed that similar to in vitro biochemi-
cal assays, whole-genome screening in yeast could distinguish active from inactive
compounds. However, unique to the profiling drugs in yeast, distinct biological activi-
ties in structurally similar compounds were seen that were not identified by in vitro
biochemical assays. The testing of drugs in model systems is further enhanced by the
ease and scale with which the genome of these organisms can be manipulated. For
example, expression profiling of drugs was performed on strains of haploid yeast for
which the gene for the known molecular target of the drug was deleted (168,169). This
allowed for testing of drugs in living cells that completely lack the known target and
when combined with whole-genome expression profiling, defines the gene-expres-
sion profile resulting from activity independent of the known molecular target. This
approach identifies pathways and molecular targets that were not previously associated
with a compound. These “off-target” affects are important because they can define
secondary biological properties for a compound that is not possible with conventional
biochemical assays, and can explain both novel efficacy or adverse events (166).

The complete sequence of the yeast genome has enabled a program to systemati-
cally develop an entire set of yeast strains where each of the open reading frames
(ORFs) for all the proteins encoded in the genome have been deleted. The high rate
and accuracy of genetic recombination, and the ability to grow yeast as both haploid
and diploid cells has facilitated this program. A high-throughput system was devel-
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oped for which individual ORFs are simultaneously mutated and insertion of a unique
20-bp tag (or bar-code) into the genome (41). The bar-code allows for the identifica-
tion of each strain and for multiplex experiments analyzing a large number of differ-
ent strains. Approximately 93% of the predicted genes in the yeast genome have been
bar-coded, and details of this program can be found at the Saccharomyces Genome
Deletion Project (http://www-sequence.stanford.edu/group/yeast_deletion_project/
deletions3.html). For genes essential to cell viability, the mutants are maintained as
diploid heterozygous cells with one wild-type and one mutant allele. The develop-
ment of the complete panel of yeast mutants will further enhance the use of yeast as a
drug discovery tool and similar approaches are now being developed for other model
systems with defined genomes.

4.2. Genetic Diversity in Human Disease and Drug Response

The following examples illustrate the potential of pharmacogenomics to define
genetic factors associated with common diseases and drug response. This information
can then be used to identify and validate new drug discovery targets and more accu-
rately predict how patients will respond in clinical trials.

• Apolipoprotein E (APOE) is a ligand for the low-density lipoprotein receptor and is
involved in the regulation of blood cholesterol. There are three common alleles for the
gene, APOE2, -E3, and -E4. In two initial studies, an increased frequency of the APOE4
allele was associated with both sporadic and familial Alzheimer’s disease (170,171). Many
additional studies have confirmed the association of the APOE4 allele with increased risk of
Alzheimer’s disease. In a separate study, the increased frequency of the -E4 allele was
found to be associated with a decreased response of Alzheimer’s disease patients taking
tacrine, a cholinesterase inhibitor used to improve cognitive function (172). These studies
illustrate how a genetic marker can be used to identify patients who were at risk for devel-
oping a disease and to predict drug response, which can be used to enhance the selection
of patients in clinical drug trials. Such patient stratification results in smaller and more
cost effective clinical trials for drug development.

• Peroxisome proliferator-activated receptor-gamma (PPARG) is a nuclear-hormone receptor
that regulates adipocyte gene expression and differentiation. Thiazolidinediones are agonists
for PPARG and are used for the treatment of type 2 diabetes (non-insulin-dependent diabetes
mellitus, NIDDM, or adult-onset diabetes) by increasing insulin sensitivity. There are
many conflicting reports on the role of genetic variants in the PPAG gene that increase
risk of developing type 2 diabetes. Many factors can affect the results of genetic-associa-
tion studies including patient phenotyping and sample size. Using new genotyping tech-
nology all 16 SNPs in PPARG previously reported to be associated with type 2 diabetes
were reanalyzed in a large population (173). Through the analysis of over 3000 samples to
increase power, the authors were able to confirm one of the 16 previous associations. This
retrospective study illustrates how genomics can be used for drug-target identification,
and how new SNP genotyping technology allows for large clinical genetic studies that
were previously not possible.

• Two strong genetic associations have been made that predict response to anti-asthma treat-
ments. Leukotrienes play important roles in inflammation, immediate hypersensitivity
and asthma. 5-lipoxygenase (ALOX5) catalyzes the initial steps in the synthesis of
leukotrienes, and compounds that inhibit ALOX5 are one class of drugs used to treat
asthmatics. The ALOX5 promoter contains a variable tandem repeat sequence in its pro-
moter. Studies have shown that specific variants in the repeat sequence reduce the
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expression of ALOX5. By genotyping the repeat sequence in patients, a pharmaco-
genomic association was found between specific variants and a subset (6%) of asthmatics
that do not respond to ALOX inhibitors (174). A similar observation between response
and a promoter polymorphism was discovered for another class of asthma drugs. The 2-
adrenergic receptor modulates bronchodilation, and agonists for this receptor are used to
treat asthma. Analysis of the 2-adrenergic-receptor promoter identified specific
haplotypes (but not the individual SNPs) that are associated with response to the receptor
agonist albuterol, and highlights the increased resolution of haplotype analysis (39,175).

4.3. Microarrays and Transcript Profiling

Since the publication of the first microarray paper in 1995, there has been a five- to
10-fold increase every 2 yr in publications describing the use of microarrays for tran-
script profiling (Fig. 1). Considering the strong commitment to the technology by the
biotechnology and pharmaceutical industry, where many experiments go unpublished,
this is certainly an underestimate of the actual acceptance and use of microarray tech-
nology. Transcript profiling holds great promise in making drug discovery more effi-
cient through the analysis of drug (MOA) (176), both for small-molecule drugs and
bioproducts. Two of the first expression profiling experiments on microarrays were the
analysis of cyclin-dependent kinase (cdk) inhibitors and the immunosuppressant FK506
in yeast (168,169). FK506 has now been reanalyzed by transcript profiling in mouse B
cells, where novel signal-transduction pathways through which the drug acts were iden-
tified (177,178). The MOA of many anticancer compounds have now been analyzed,
and transcript profiling is becoming a primary paradigm in the analysis of anticancer
MOA (179–181). Transcript profiling has been used to analyze how cells become
resistant to the thymidylate synthase (TS) inhibitor 5-fluorouracil (5-FU). 5-FU is used
to treat most solid tumors and acquired chemoresistance is a major clinical problem.
To explore the molecular mechanisms of chemoresistance, a panel of 5-FU-sensitive
and resistance tumor cells have been analyzed (182). One known resistance mecha-
nism is to overexpress the drug target and increased TS expression was observed in
some of the resistant tumors. In 80% of the 5-FU-resistant tumors expression of another
gene, YES1, was also seen to be overexpressed. YES1 is a kinase and a proto-oncogene,
and the data suggests that this may be a novel biological pathway used by tumors to
overcome the action of 5-FU. Another example is the analysis of the MOA for
flavopiridol, a cdk inhibitor currently in cancer clinical trials. Although some of the
molecular targets of flavopiridol are known, there is evidence that it also acts through
additional pathways. Transcript profiling in tumor cells treated with flavopiridol show
a significant decrease in expression of 5% of the genes analyzed (183). A dose-
response experiment showed that the decrease in gene expression correlated
strongly with the cytotoxicity. These results suggest that the cytotoxicity of
flavopiridol may partly result from the broad destabilization of mRNAs. These
examples illustrate how transcript profiling provides information on drug MOA that
cannot otherwise be found using conventional biochemical assays and animal testing.

Transcript profiling has also been used to analyze a number of therapeutic proteins.
The interferons (IFNs) are a class of cytokines with therapeutically relevant biological
properties, including anti-viral, anti-tumor, and immunomodulation. The biological
activity of the interferons (IFNs) results from the induction of specific groups of genes
known as interferon (IFN)-simulated genes (ISG). Over the years, many ISGs have
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been identified, but function of many of these ISGs were unknown. Der et al. used
transcript profiling to further elucidate the MOA of the interferons identified a large
number of novel ISG that provide new insights into biology of the interferons, and may
suggest additional therapeutic applications (184).

Another bioproduct that has been analyzed with transcript profiling is human acti-
vated protein C (rhAPC), which has recently been approved for the treatment of severe
sepsis. Severe sepsis is a systemic inflammatory disorder resulting from a complex
host response to infection. The mortality rate in severe sepsis is between 30 and 50%,
and is a major concern for a variety of conditions, including AIDs patients, cancer
patients, and burn victims. Severe sepsis is the 11th leading cause of death in the United
States, and has been resistant to therapeutic intervention (185). The pathophysiology
of severe sepsis includes endothelial-cell damage, abnormal coagulation, uncontrolled
inflammation, multi-organ failure, shock, and death (186). rhAPC is natural anticoagu-
lant factor and the was first compound approved to treat servere sepsis. Endothelial
dysfunction is a central feature in severe sepsis, and transcript profiling has been used
to investigate the direct effects of rhAPC on endothelial function. The model for severe
sepsis used was primary cultured human endothelium (HUVEC) cells, which were
treated with the inflammatory cytokine TNF-�, rhAPC, or both compounds. The results
provided evidence for direct modulation of genes in pro-inflammatory and apoptotic
pathways (187). The results of this study showed that rhAPC acts directly on endothe-
lial cells as an anti-inflammatory, anti-apoptotic, and cell-survival factor. Taken together,
these results suggest novel MOA for rhAPC that may explain its clinical efficacy in
treating severe sepsis (185,188).

The studies described here explore just a fraction of the novel biology that has been
identified through transcript profiling. Exciting results have also been achieved through
profiling to perform molecular classification of human tumors to predict patient
response (189,190), to analyze the effect of the cellular microenvironment on cell cul-
tures (191,192), and to study cellular response to metabolic changes (193).

5. Conclusion

Over the past decade, a dramatic transformation has occurred in the science of genet-
ics. The HGP has established a technical infrastructure allowing for the sequencing of
the genomes of several species, including the human genome. At the same time, new
technologies such as microarrays, SNPs and genotyping, and bioinformatics have been
developed, which allow for the analysis of the information content in genome sequences
that were previously not possible. This industrialization of genetics has resulted in the
formation of a new scientific discipline known as genomics. Genomic experiments are
now providing global views of biology, and are defining the genetic factors and bio-
logical pathways associated with phenotypes of medical importance, including com-
mon and complex human diseases such as cancer, diabetes, asthma, and severe sepsis.
As more genomes are sequenced and genomic technologies become ubiquitous, it
should be expected that genomic approaches are expected to impact all areas of biol-
ogy, from microbiology and medicine to plant biology.

The pharmaceutical and biotechnology industry has embraced genomics, and it is
believed that genomics will influence every phase of drug discovery and development.
Genome sequencing, comparative genomics, and transcript profiling are now being
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used to identify important biological pathways to be targeted for drug intervention, and
promise the identification of new, robust drug targets that can be pharmacologically
modulated. The defined genomes of model organisms such as yeast, the fruit fly, and
zebrafish will allow their use to perform high-throughput screening of compounds in
whole organisms, a more physiologically relevant setting and pharmacogenomics
promises to have a profound effect on the clinical development and marketing of new
drugs. The analysis of genetic variation in a patient population should result in the
stratification of patients for a more customized drug-therapy regimen. Pharmaco-
genomics will also result in the customization of the development of new drugs, and
will offer novel methods for the differentiation of drugs with a similar MOA. Finally,
pharmcogenomics should result in the development and widespread use of diagnostic
genetic tests in drug development and in the marketing of drugs.

It is now possible to conclude that genomics will have a profound effect on biomedi-
cal research, and in particular, drug discovery and development. Genomics is now
viewed as an essential drug discovery and development technology, and is currently
being integrated into the larger drug discovery process. The ultimate success of genomics
in biomedical research has not yet been determined, but its future seems bright.
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1. Introduction

With the recent completion and publication of the first-pass sequence of the human
genome (1,2), scientific attention has been refocused on the roles of these genes, par-
ticularly the roles and functions of the products of these genes, the proteins. The study
of the gene products or proteins of a cell or tissue or organism is now being referred to
as the study of proteomics.

The term “proteomics” first appeared in print in 1995 in a paper published by Wilkins
and his colleagues (3), and was used to refer to all expressed proteins that arise from a
genome. Initially, proteomics was associated solely with two-dimensional SDS-poly-
acrylamide gel electrophoresis (2d-PAGE) and with methods to identify the proteins
resolved by this technique.

In the years that followed, the definition of proteomics has been broadened substan-
tially. A good current definition of proteomics is “the identification, characterization,
and quantification of all proteins involved in a particular pathway, organelle, cell, tis-
sue, organ, or organism that can be studied in concert to provide accurate and compre-
hensive data about the function of proteins within these systems.” It is convenient to
think of proteomics as the protein analog of genomics.

Proteomics is far more complex than genomics. Although still somewhat controver-
sial, recent estimates place the number of genes in the human genome at approx 30,000–
40,000 (2). This surprisingly low number of predicted genes—the simple one-celled
yeast, S. cerevisiae, has over 6000 genes (4)—suggests that much of the biological
diversity seen in human beings must reside in the proteome. Indeed, estimates of the
number of proteins range from tens of thousands to greater than one million chemically
distinct proteins in the human proteome. The old tenet of “one gene, one protein” is no
longer valid, as it is well-established now that a single gene can yield a multitude of
proteins through the process of generating splice variants and by a variety of post-
translational modifications of the polypeptide backbone. Examples of these modifica-
tions include glycosylation, phosphorylation, sulfation, oxidation, deamidation,
N-terminal acylation, and proteolytic modification.

Proteomics can be applied to many aspects of drug discovery, including (a) novel
protein discovery, (b) biomarker discovery and validation, (c) mechanisms of drug
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action, (d) elucidation of biochemical pathways, (e) target identification and valida-
tion, (f) protein identification and validation, (g) lead optimization, (h) metabolism,
(i) protein engineering, (j) differential protein expression, and (k) characterization of
proteins and post-translational modifications of proteins.

An understanding of proteomics and the tools of proteomic analysis is of critical
importance to those who are involved in industrial cell culture. The latter two aspects
of drug discovery—differential protein expression and characterization of proteins
and their post-translational modifications are of particular interest.

It is well-established that changing cell-culture conditions can have a significant
impact on protein expression. Proteomics (particularly, expressional proteomics) can
be used to evaluate the impact of such changes on protein expression by revealing
proteins that are newly expressed or upregulated, as well as proteins whose expres-
sion is attenuated. Furthermore, changes in protein expression can result in differ-
ences in the starting material from which the product is produced, thereby impacting
the downstream purification of that product. In many cases, the final purified product
must be analyzed for the presence of detectable levels of any new contaminants re-
sulting from alterations in protein expression.

Post-translational modifications of proteins, including glycosylation (both N-
linked and O-linked) and phosphorylation can have a significant influence on protein
activity and stability (5,6), but other modifications such as sulfation, N-terminal acy-
lation, and proteolytic cleavage are also important. Often, the choice of a host cell or
culture conditions can influence the type and extent of these post-translational modi-
fications. For example, most bacterial systems lack the enzymes to carry out modifi-
cations like glycosylation, whereas mammalian systems and baculovirus-infected
insect cells are capable of adding sugars to proteins. However, large differences are
possible in the extent or type of glycoslyation between insect cells and mammalian
cells, or even among different mammalian systems.

Other examples include the phosphorylation of proteins by insect cells (7). These cells
are generally capable of phosphorylation, but the extent of this modification may vary
greatly, giving rise to a multitude of phosphorylated species. If these cells are being used to
produce a recombinant enzyme for high-throughput screening, for example, the phospho-
rylation pattern can have a significant effect on enzyme activity, and the pattern must be
understood before designing strategies for optimizing enzyme activity in this cell system.

Clearly, proteomics can play an important role in the practice of industrial cell
culture, in the choice of the best culture system, the control of the culture process,
and the characterization of the products of the culture system.

Proteomics has been the subject of a large number of review articles and commentar-
ies over the past few years (8–12). This chapter is intended to provide an introduction to
the topic, rather than a comprehensive review, including a discussion of the various types
of proteomic experiments followed by a description of the tools available to perform
these experiments.

2. Types of Proteomic Experiments

It is convenient to subdivide proteomics into three categories—functional proteomics,
expressional proteomics, and structural proteomics—each with different research goals
and different technologies to achieve those goals.
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2.1. Functional Proteomics

Functional proteomics is the study of the relationship of proteins within functional
complexes in cells. Most proteins do not function as individual proteins in a physi-
ological situation but as members of multi-protein complexes. Fig. 1 shows the flow of
genetic information from DNA to RNA and to protein. Proteins then assemble into
functional complexes, forming the basis of biochemical pathways. Such complexes
include well-studied examples such as ribosomal complexes (13) as well as signaling
complexes (14,15), multi-enzyme complexes (16,17), and others (18,19). The identifi-
cation of the individual members of these protein complexes can lead to a better under-
standing of how individual proteins interact, and can provide clues to the function of
the individual proteins.

A flow diagram for a functional proteomics experiment is shown in Fig. 2. Follow-
ing a biological experiment, protein complexes of interest are isolated by affinity cap-
ture, using either a specific antibody or other non-antibody protein with a specificity
for a functional group that has been introduced into a protein or a specificity for a class
of proteins. A summary of affinity-capture techniques with examples is given in Table
1. Although affinity methods are generally very specific for individual proteins, or
groups of proteins these methods are often plagued by high levels of nonspecific bind-
ing. This—coupled with the fact that protein functional complexes are often very com-
plex—necessitates further separation using either an electrophoretic or chromatographic
method. These methods include affinity, electrophoretic, and chromatographic meth-
ods, and are discussed in more detail in Subheading 3.1.

Most functional proteomics experiments use one-dimensional SDS polyacrylamide
gel electrophoresis (1d-PAGE) to accomplish this separation. An example of a 1d-PAGE
separation of proteins isolated by affinity-capture methods is presented in Fig. 3. In this
experiment, proteins were immunoprecipitated with an antibody to a specific cell-sur-
face receptor, and these proteins were applied to the gel and separated as shown. Fol-
lowing electrophoresis, the proteins were stained with Coomassie blue and the individual
protein bands were excised and digested with trypsin, creating a set of tryptic peptides.
These peptides were analyzed through mass spectrometry, leading to identification of
the proteins and in some cases a quantification of the amount of protein present. The
mass spectrometry methods commonly used in proteomics work are described in Sub-
heading 3.2., and quantification in Subheading 3.4.

The process of preparing a protein sample for mass spectrometry involves several
steps. A general flow diagram for accomplishing this is shown in Fig. 4. The electro-
phoretic gel in this diagram can be 1d-PAGE, as in a functional proteomics experi-
ment, or it can be 2d-PAGE (see Subheading 3.11.). The separated proteins are
visualized using Coomassie blue, silver stain, or fluorescent dyes. The stained protein
bands or spots are excised from the gel and prepared for trypsin digestion. The proteins
are reduced using dithiothreitol (DTT) or �-mercaptoethanol, and alkylated using
either iodoacetic acid, iodoacetamide, or another alkylating agent to modify the cys-
teine residues within the proteins. The proteins are then digested within the gel slice,
using a protease to create a set of peptides that can be analyzed by mass spectrometry.
The enzyme trypsin is commonly used for this purpose, but other proteases such as
Lys-C or Arg-C may also be used. In-gel protein digestion can be very effective, but
care must be taken to assure that the proteolysis is carried out under optimal conditions
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Fig. 1. The flow of genetic information from DNA to biochemical pathways. Genetic
information residing in DNA is transcribed into RNA and ultimately translated into protein.
Proteins assemble into active functional complexes and these complexes make up biochemi-
cal pathways. Information that can provide insight into the proteins that make up these com-
plexes and the arrangement of the proteins in the complex can often place a novel protein in
a known pathway and provide an insight into the physiological function of that protein.

Fig. 2. Flow diagram for a functional proteomics experiment. Following a biological ex-
periment, protein complexes of interest are isolated using one of the affinity-capture tech-
niques described in Table 1. The protein components of the complex are separated using
either an electrophoretic or chromatographic method. The resolved proteins are digested with
the enzyme trypsin to create a set of tryptic peptides that are analyzed using mass spectrom-
etry, leading to an identification of the proteins and in some cases a quantification of the
amount of protein present.
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Table 1
Affinity Capture Approaches

Recognition protein Example

Antibody to a specific protein Anti-insulin, anti-hGH
Antibody to a post-translational Anti-phosphotyrosine

modification of a protein
Antibody to an epitope tag that has Anti-FLAG, His-Tag

been engineered into a protein
Antibody to a specific protein that Anti GST (glutathione-S-transferase)

is part of a fusion protein Anti MBP (maltose-binding protein)
Non-antibody proteins that interact Avidin interacting with biotin

specifically and with high affinity
with functional groups that can be
attached to a protein

Non-antibody proteins that interact Lectin interacting with specific carbohydrates
specifically and with high affinity
with functional groups that occur
naturally within proteins

Avidin and the lectins are usually used attached to beads in order to facilitate collection of the affinity-
captured proteins. Likewise, antibodies may be attached to beads. In some cases, a secondary antibody
attached to a bead is used to capture the first antibody, which is soluble. Beads are typically made of
agarose or sepharose, and can be collected by centrifugation. Magnetic beads, which can be collected
through the use of a magnet, are gaining in popularity.

Abbreviations used: hGH: human growth hormone, FLAG refers to a specific artificial epitope with the
amino acid sequence: Asp-Tyr-Lys-Asp-Asp-Asp-Asp-Lys containing an enterokinase cleavage site for
removal of the epitope from the protein, His-Tag: a sequence of six histidine residues, which serve as a
recognition epitope as well as a purification handle.

Fig. 3. 1-dimensional-gel of affinity-captured proteins stained with Coomassie blue. This
gel shows the proteins that are immunoprecipitated from a cell lysate using an antibody to a
specific receptor. Lane A is from the parental cell line, and Lane B is from the parental line
transfected with a gene encoding the receptor. The proteins from such a gel are analyzed by
excising the individual gel bands, digesting the proteins in the gel slice using the enzyme
trypsin, extracting the tryptic peptides, and analysis by mass spectrometry.
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to achieve a complete digestion (20). A step that has recently been introduced into
the processing of samples for mass spectrometric analysis is the modification of
lysine residues with the reagent O-methylisourea (OMU), resulting in the conversion
of lysine to homoarginine (21). This conversion has the effect of increasing the ioniza-
tion of lysine-containing peptides in matrix-assisted laser desorption/ionizaiton (MALDI)
resulting in a richer mass spectrum and improving the identification of proteins through
this technique. A final step prior to performing MALDI-TOF analysis of a peptide
mixture is desalting. A convenient method for doing this is to make use of a small
reversed-phase column packed in a pipet tip. Such columns are now commercially
available, and are marketed as “ZipTips” by the Millipore Corporation. These ZipTips
are available as 0.6- or 0.2-µL bed volumes packed in a 10-µL pipet tip. The reversed-
phase resins are either C4 or C8.

Fig. 4. Flow diagram for a general proteomics experiment starting with a protein separated
by electrophoresis. This scheme applies to both 1d-PAGE and 2d-PAGE. Proteins are visual-
ized, excised from the gel, and modified by reduction and alkylation. Proteolysis of the proteins
is accomplished through the action of trypsin or a similar protease. At this point, the lysine
residues may be converted to homoarginine by modification with O-methylisourea (OMU).
This modification greatly enhances the ionization of lysine-containing peptides by MALDI
(21). All of these steps are carried out on the protein while it is still in the gel slice. Finally, the
modified peptides are extracted from the gel, desalted, and analyzed by mass spectrometry.
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Finally, the modified peptides are analyzed by mass spectrometry. A convenient
strategy for protein identification is to first collect data from a MALDI-TOF experi-
ment which generates the masses of peptides in the mixture. This type of experiment is
commonly known as “peptide mass fingerprinting,” and provides data that can be used
to search a sequence database for matches. Proteins can often be identified with a high
level of confidence using only this procedure. More often, identification is made, but
corroborating data is needed to make the identification with confidence. The second
level of mass spectrometric analysis is an LC/MS/MS experiment, which provides pep-
tide-sequence information. These so-called “tandem mass spectra” can be used to
search a sequence database for matches. Agreement between the two mass spectromet-
ric methods provides a very high level of confidence in the protein identification. Mass
spectrometry is discussed in more detail in Subheading 3.2.1.

2.2. Expressional Proteomics

Expressional proteomics (sometimes known as comparative proteomics) is the study
of gene expression at the protein level, and is used to compare the expression levels of
individual proteins in one sample with those in another sample. This experimental
approach allows one to compare (a) diseased vs normal tissue, (b) treated vs control
cells, (c) the impact of altering cell-culture conditions, or any other situation in which
a comparison between two samples is desired.

There are three necessary components of an expressional proteomics experiment,
separation, identification, and quantification.

The method that has traditionally been used to separate proteins in an expressional
proteomics experiment is the technique of two-dimensional SDS polyacrylamide gel
electrophoresis (2d-PAGE). This technique may offer the greatest resolving power of
any separation method available to the protein chemist, and is described in Subhead-
ing 3.11. Briefly, the samples to be compared are applied to 2d gels, and electrophore-
sis is performed in each dimension. The methods for visualizing the proteins on the 2d
gels are the same as for 1d gels: staining with Coomassie blue, silver staining, or stain-
ing with fluorescent dyes. The 2d gel provides a two-dimensional array of the proteins
in the experimental sample with the proteins separated on the basis of charge and mol
wt. An image of the gels can be obtained using densitometric scanning of the gels
(described in Subheading 3.4.1.), providing a pattern of proteins that is characteristic
of the experimental sample. By comparing patterns from different samples, differences
in protein expression between the two samples can be detected. Identification of the
proteins on the 2d gels is the same as that described here for 1d gels. The flow diagram
in Fig. 4 applies to 2d-PAGE as well as to 1d-PAGE.

In order to be able to compare expression levels of the proteins separated by
2d-PAGE, a relative quantification of the proteins in the samples being compared must
be made. Quantification is discussed in Subheading 3.4. For 2d-PAGE, the densito-
metric scans perviously discussed are used, and a “spot volume” (the integrated inten-
sity across the protein spot) is calculated for each protein spot. This spot volume is the
basis for quantitative comparisons between experimental samples, and is used to assess
whether the proteins are up- or downregulated, or remain unchanged between samples.

Many practitioners of expressional proteomics are turning to chromatographic meth-
ods to replace the 2d-PAGE approach. These chromatographic methods are often mul-



328 Becker et al.

tidimensional, meaning that multiple orthogonal column chromatographic methods are
employed. Chromatography is discussed in Subheading 3.1.2. From a proteomics per-
spective, chromatography offers several advantages to the 2d-PAGE approach. Chro-
matography has a higher throughput than 2d-PAGE. Although it typically requires a
period of several days to a week to perform a 2d-PAGE experiment, a chromatographic
separation can be carried out in a matter of hours. If multidimensional chromatography
is used, 2–3 d may be necessary to complete the study. Automation of the chromato-
graphic process is relatively straightforward, with autosamplers and multiple switching
valves, and a process can be set up to minimize human intervention. Electrophoresis,
however, is labor-intensive, and is considerably more difficult to automate because it
requires substantial time of a laboratory technician. One of the most vexing problems
of 2d-PAGE is the limited dynamic range of the technique with at best, a 3-log range.
Often, proteins of extremely high concentration in a sample must be removed before
performing electrophoresis (22). Although this is an effective strategy, it complicates
the process considerably and slows the analysis even more.

Despite the drawbacks of 2d-PAGE, it is still a viable experimental technique that is
widely used in expressional proteomics. An example of an expressional proteomics
experiment using 2d-PAGE is shown in Fig. 5. The human endothelial-cell line,
ECV304, was transfected with a gene of interest. The experiment was intended to pin-
point proteins that were co-regulated with this gene. In other words, which proteins
were up- or downregulated in response to expression of the transfected gene? A series
of gels was run on lysates from cells transfected with the gene and compared with a
series of gels from control or mock-transfected cells. The results of this experiment
are summarized in Fig. 5, which shows a master gel or composite gel containing all
of the spots from all of the gels in both the experimental and control groups. The gel
images were compared using the Kepler software for 2d-PAGE analysis. One protein,
Spot 294, was found to be upregulated. The other numbered proteins were downregulated.

2.3. Structural Proteomics

Structural proteomics is the determination of the three-dimensional structures of the
proteins in a proteome, using the techniques of X-ray crystallography and NMR and
high-throughput protein production. The goals of structural proteomics include defini-
tion of all the key “functional” sites or domains of all proteins, support of lead optimi-
zation activities for the pharmaceutical industry, and increasing the number of viable
drug targets.

The requirements for the proteins used in structural studies are rigorous. Crystallog-
raphy necessitates highly purified proteins, which can form crystals suitable for dif-
fraction studies. NMR has similar requirements for protein purity, but incorporation of
stable isotopes (typically C13 and N15) into the protein is often necessary for the
required NMR experiments.

Currently, most proteins for structural proteomic studies are produced through the
application of recombinant DNA technology, in which the proteins are produced by
expression of the relevant genes in an appropriate cell-culture system. Conditions must
be optimized to minimize differences in post-translational modifications—particularly
glycosylation—arising from the cell-culture process. High-level expression is gener-
ally required to facilitate downstream purification. The purification process must
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accomplish enrichment of the protein of interest in the original cell-culture medium
to a point where the protein is highly homogenous. The stable isotope enrichment
mentioned here is accomplished through metabolic labeling by providing a carbon and
nitrogen source containing the stable isotopes to the recombinant organism in culture.

3. The Tools and Techniques of Proteomics

3.1. Separation Technologies

Separation technologies for protein analysis fall into two broad categories—electro-
phoretic and chromatographic. In the past, proteomics experimentalists usually
applied the highest resolving technique as the first step in order to obtain highly puri-
fied protein for identification. New advances in mass spectrometric technologies have
made the identification of proteins in mixtures possible, thus giving the proteomicist
greater choice in separation technologies.

3.1.1. Two-Dimensional Gel Electrophoresis

Two-dimensional gel electrophoresis (2d-PAGE) is the separation technique offer-
ing the highest resolving power. This technique is much the same now as when it was

Fig. 5. Two-dimensional SDS polyacrylamide electrophoresis. This image represents a com-
posite of several individual gels showing all of the protein spots visible in all of the gels. The
gel images were processed and evaluated using the Kepler software (see Table 3). One protein,
Spot 294, was found to be upregulated. The other numbered proteins were downregulated.
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introduced in the mid-1970s (23,24). Proteins are separated in the first dimension
according to charge on a thin isoelectric focusing tube gel or strip. This tube gel is then
transferred to the top of a polyacrylamide gel, and sealed to the surface, and proteins
are separated according to size by SDS-PAGE. Proteins are typically visualized by
Coomassie or silver staining. The largest drawbacks to this technology are the limited
sample size that can be applied to the IEF gel and problems with reproducibility intro-
duced from stretching of the IEF gel upon transfer to the PAGE gel. Immobilized pH
gradients introduced in the past few years have helped to resolve both of these issues
(25–27). These IEF strips, which are prepared by co-polymerization of ampholytes
within a polyacrylamide matrix on a GelBondtm film, are commercially available in a
number of pH ranges. Larger quantities of sample may be applied to these strips, and
they are not elastic like their tube-gel predecessors. An additional advance in 2d-PAGE
technology has occurred with the advent of more sensitive stains such as Sypro red
(28). The availability of high-throughput, high-sensitivity protein identification tech-
niques, coupled with a number of database-searching algorithms, has positioned 2d-
PAGE technologies to become an indispensable tool for proteomics. Despite all of its
advantages, 2d-PAGE suffers from some additional drawbacks. One will necessarily
visualize the more abundant proteins in a sample. Unmasking lower-abundance pro-
teins in a mixture requires prefractionation (22,29) prior to iso-electric focusing (IEF),
and because many prefractionation steps (such as chromatography) require conditions
that interfere with IEF, additional sample preparation is needed. Integral membrane
proteins and hydrophobic proteins do not separate well in the IEF step, and are not
well-recovered in 2d-PAGE experiments. Even with all of the recent improvements,
2d-PAGE is a labor-intensive and time-consuming endeavor. Many companies that
specialize in 2d-PAGE have begun to automate the process, which yields higher repro-
ducibility and throughput.

In many instances, 1-dimensional gels (1d-PAGE) may be used in combination with
other separation techniques in the visualization and identification of proteins.
Immunoaffinity and other affinity techniques and chromatographic separations sim-
plify protein mixtures enough that PAGE analysis resolve proteins well enough for
identification of individual components. This approach has been applied to the identi-
fication of proteins in signaling pathways (14,15,30,31) in studying protein-protein
interactions, and is a powerful technique in the identification of multiple components
of a mixture. In addition, membrane proteins behave better in 1d-PAGE gels because
there is no IEF step, and the proteins are kept in the presence of SDS.

3.1.2. Chromatography

Another powerful technology that has been applied to the proteomic characteriza-
tion of proteins is chromatography. This can take as many forms, as protein fraction-
ation technologies exist and a number of groups have utilized chromatographic
prefractionation strategies with 2d-PAGE gels in an effort to increase the detection and
identification of low-abundance proteins (22,29). Many researchers have begun to
couple chromatography directly to mass spectrometers in an effort to increase the sen-
sitivity of protein identification. Perhaps the most fully exploited technology has been
LC-mass spectrometry (LC-MS). It has become quite common to employ a reversed-
phase separation for proteins or peptides using resins such as C-18 or C-4, and to couple
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these columns to an electrospray mass spectrometer for determination of the masses of
eluting proteins or peptides. This chromatography fits particularly well with mass spec-
trometry, since the solvent systems employ volatile components that are compatible
with the ionization process (32). This technology has been used extensively to charac-
terize proteins by peptide mapping (32). Newer applications of LC-MS have been tar-
geted at determining the identities of proteins in mixtures (33). Recently cation
exchange and reversed-phase separations have been combined in a technique known as
Mudpit (multi-dimensional protein identification technology). In this technique, cat-
ion-exchange resin is packed before reversed-phase resin in a capillary, and mixtures
of peptides from protein digests are introduced at low pH. Peptides are sequentially
released from the cation-exchange resin by steps in the pH or ionic strength, and these
peptides are captured by the reversed-phase resin. The peptides are then fractionated
with an acetonitrile gradient (34). Combination of this chromatography with an ion-
trap mass spectrometer allows for automated data acquisition using programs such as
Finnigan’s “triple play,” which detects peaks, determines their charge states, and col-
lects MS/MS spectra. Another new technique developed for mass spectrometric appli-
cations is known as monolith columns. This technique involves packing a capillary
with an activated resin that may be polymerized by heating the capillary (35). Once
they have been polymerized, different functional groups may be coupled to the resin.
This technology allows for the construction of multilayered chromatographic media,
and may be customized to any particular application, as long as volatile solvent sys-
tems are used.

3.1.3. Affinity Techniques
The first step in any functional proteomics experiment is the isolation of the protein

complex being studied. This is usually accomplished by affinity capture, taking advan-
tage of the exquisite specificity of certain classes of proteins. The most obvious appli-
cation of this technology is the isolation of protein by antibody-affinity purification.
This technique may be tailored to specific cases, such as the isolation of an individual
protein to which an antibody exists. The technique may be applied to less specific
applications by using a class-specific antibody, such as an anti-phosphotyrosine anti-
body, to isolate all proteins containing a phosphorylated tyrosine residue. By adjust-
ment of washing conditions, proteins associated with the affinity-isolated protein may
also be recovered. This approach has been used to identify protein components of a
receptor-signaling complex (15). Other affinity techniques have been applied to
proteomics experiments. Overexpression of a protein of interest containing a purifica-
tion handle such as the His tag (36) or Flag tag (37) or as a GST-fusion protein allows
one to affinity isolate the protein and utilize it to monitor protein-protein interactions
through pull-down approaches (36). Proteins may be chemically labeled with specific
agents such as biotin, which have high affinity for some other agent (avidin for biotin),
and utilized to incubate with protein mixtures to pull down complexes. A summary of
various affinity strategies is provided in Table 1.

3.2. Analytical Technologies
3.2.1. Mass Spectrometry

There are currently two popular ways to identify the protein complement of a cell
after separation. The most widely used option today is to digest the separated proteins
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with an enzyme and analyze the resulting peptides by mass spectrometry. This approach
is known as peptide fingerprinting, and has proven to be robust and rapid. Another
approach that is gaining popularity is to analyze the peptides from a protein digest on a
capillary reversed-phase column connected to a mass spectrometer that is capable of
generating mass and sequence information on the peptides as they elute from the
reversed-phase column. This technique is generally referred to as LC/MS/MS, and can
identify many components of a mixture.

3.2.1.1. PROTEIN IDENTIFICATION BY PEPTIDE FINGERPRINTING

After a separation, the protein is digested with an enzyme, (trypsin is the most popu-
lar enzyme, cleaving the protein backbone at the C-terminal side of lysine or arginine).
The peptides are then analyzed by mass spectrometry. Usually the mass spectrometer
used is a MALDI-TOF instrument because it is very sensitive, can acquire a mass
spectrum very quickly, and generates a single peak for each peptide present in the
digest. The current generation of MALDI-TOF instruments used for protein identifica-
tion are equipped with delayed ion extraction and a reflectron analyzer. These addi-
tions to the instrument make it possible to measure the masses of the peptides with
great accuracy (38).

The peptide masses recorded in a MALDI-TOF spectrum represent a fingerprint for
a particular protein. Many software packages exist—Profound (39), Mascot (40), and
Protein Prospector (41)—which take the recorded masses and search the peptide-mass
fingerprint across a database of protein sequences. The software uses the specificity of
the digesting enzyme to create peptide-mass fingerprints of all the proteins in the data-
base, and then determines the best match to the MALDI-TOF spectrum.

The peptide-fingerprint approach works best if the peptide masses are accurate and
there is sufficient peptide coverage of the protein to make a confident assignment of
identity. One of the limitations of this technique is that the protein separation must
have a high degree of resolution—resulting in only one or two proteins in the sample to
be digested—to allow confident assignment of identity. Another difficulty is that
MALDI has significant discrimination between peptides with lysine and those contain-
ing arginine (42). The arginine-containing peptides dominate the MALDI spectrum,
and the lysine-containing peptides are weak or absent, thus limiting peptide coverage
of the protein. A significant improvement in peptide coverage can be made to the pro-
tein fingerprint visible in the MALDI spectrum by conversion of the lysine-sidechain
to homoarginine with OMU (21). Modified peptides have an even greater chance of
appearance in the MALDI spectrum, thus leading to greater peptide coverage of the
protein of interest and increased confidence in the resulting identification. A typical
MALDI spectrum of a protein digested from a gel slice is shown in Fig. 6.

3.2.1.2. PROTEIN IDENTIFICATION BY LC/MS/MS

If a more complex sample is to be analyzed, LC/MS/MS may be used to identify the
constituent proteins without further fractionation (43). The sample is digested into pep-
tides (trypsin is still preferred) that are then loaded onto a reversed-phase column and
eluted with an increasing organic gradient. For proteomic analysis, this is typically
done using columns with diameters of 300 µm or smaller to improve the sensitivity of
the analysis. The column effluent is directly introduced into an electrospray source of
an ion trap, Q-TOF or other electrospray-type mass spectrometer. These mass spec-
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trometers are capable of rapidly switching from MS to MS/MS mode, and are equipped
with software capable of selecting ions to fragment in real time. Once a peptide ion is
selected, the mass spectrometer performs a fragmentation of the peptide by collision-
induced fragmentation or by modulation of the ion-trap voltage. Peptides typically frag-
ment at the peptide bond and generate ions known as b or y ions (depending on whether
charge is retained on the N- or C-terminus). Thus, a series of these daughter ions will
yield sequence information about a peptide that can be used to search a protein data-
base using software such as Sequest (43,44), Mascot (40), or Sonar (45) to identify the
parent. Each peptide is an independent verification of the protein identity. All of the
peptides are then correlated to identify the proteins present in the sample. This is an
extremely powerful technique for identification of a complex mixture of proteins. An
example of an LC/MS/MS experiment is provided in Fig. 7. The upper panel shows the
total ion chromatogram of the peptide mixture, and the bottom panel shows a selected
MS/MS spectrum from that chromatogram.

The technique can be extended by including another mode of separation online with
the reversed-phase separation such as ion-exchange chromatography to greatly increase
the ability to identify more complex mixtures of proteins (46). Quantification can also
be achieved along with identification with the use of labeling reagents such as the
isotope-coded affinity tag (ICAT) reagent (47) (see Subheading 3.4.2.).

Fig. 6. MALDI-TOF spectrum. This represents a typical MALDI-Tof spectrum recorded on
a tryptic digest of the protein S6 kinase. The instrument used for this experiment was a Voyager
DE Pro manufactured by Applied Biosystems. Sample preparation was as diagrammed in Fig.
4, including the modification with O-methylisourea (OMU).
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Fig. 7. LC/MS/MS chromatogram and spectrum. An LC/MS/MS experiment was performed
on a tryptic digest of an unknown protein. Chromatography was on a capillary column (75 mm
× 50 mm, LC Packings, Aquasil C18) developed with a gradient of 0.1% formic acid/acetoni-
trile. The upper panel shows the total ion chromatogram, and the bottom panel shows a selected
MS/MS spectrum from the chromatogram. The spectrum was interpreted using the Sequest
program to yield the peptide sequence Asn-Pro-Val-Thr-Ser-Val-Asp-Ala-Ala-Phe-Arg.

Newer mass spectrometers currently in use have the capacity to measure peptide
masses to 1 ppm accuracy. These instruments, called Fourier transform ion cyclotron
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resonance (FTICR) mass spectrometers, may be used to identify proteins in extremely
complex mixtures using accurate mass tags (the peptide mass measured to extremely
high accuracy). Once a peptide has been identified by MS/MS, the accurate mass tag of
that peptide may be used as a diagnostic ion for the presence of its parent protein (48).
This technique may ultimately lead to a wider dynamic range of peptide detection,
which is one of the limiting factors in the sensitivity of proteomics experimentation.

3.2.2. Edman Sequencing

Edman sequencing refers to the sequential chemical modification and cleavage of
individual amino acids from the amino terminus of a protein or peptide. First devel-
oped by Edman in the 1950s (49), this technique has been modified and improved, and
today the chemical reactions are highly efficient and have been automated (50). Com-
mercially available instruments are available to perform the chemistry and to identify the
amino acids. The steps of the Edman reaction involve reaction of phenylisothiocyanate
(PITC) with the free N-terminus of the protein under basic conditions to form a
phenylthiocarbamyl derivative (PTC-protein). Cleavage of the modified N-terminal
amino acid is affected, with trichloroacetic acid, releasing this amino acid as the
anilinothiazolinone (ATZ-amino acid) and freeing the next amino acid for a subsequent
reaction. The ATZ-amino acid is extracted and converted to the phenylthiohydantoin
derivative (PTH-amino acid) by treatment with strong acid. This derivative is identi-
fied by reversed-phase HPLC and comparison of its retention time with those of PTH-
amino acid standards. This process is repeated many times to sequence the protein.
Under optimal conditions, it is possible to sequence as many as 75 amino acids.

In a proteomics experiment, Edman sequencing is typically applied to proteins that
have been separated by SDS-PAGE. After electrophoresis, the proteins are transferred
from the gel to a membrane of polyvinylidene difluoride (PVDF) (51). After staining
the membrane with a protein stain such as Coomassie blue, the protein spots are cut out
of the membrane and placed in the reaction chamber of the sequencing instrument. In
general, picomole quantities of protein or peptide are needed to obtain the sequence of
a sufficient number of amino-acid residues to unambiguously identify the protein.

This technique has played a significant role in the proteomic identification of proteins
separated by gels, but it is a time-consuming technique and with recent improvements in
mass spectrometry, Edman sequencing is playing a diminished role today. Modern mass
spectrometry methods offer significant advantages in sensitivity and throughput.

3.3. Protein–Protein Interactions
The study of protein-protein interactions can provide information about the function of a

protein. In this era immediately following the sequencing of the human genome, there are
a large number of proteins whose sequence has been predicted, but for which no physi-
ological function has been described. Knowledge of the binding partners for these proteins
provides both the basis for hypothesis generation concerning the function and the founda-
tion for further experimentation. Three approaches are used to study protein-protein
interactions: surface plasmon resonance, yeast 2-hybrid, and immunoaffinity approaches.

3.3.1. Surface Plasmon Resonance

Surface plasmon resonance (SPR) is an optical phenomenon that can be employed
to study protein binding in real time (52). The technique has been developed and
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commercialized by Biacore AB, a company that offers instruments and reagents to
carry out proteomic experiments using this technique. The basis of SPR is illustrated
in Fig. 8, in which a protein molecule has been immobilized on the surface of the
sensor chip and exposed to test solutions passed through the microfluidic channels.
Binding of analytes to the immobilized protein can be detected by monitoring changes
in the refractive index and when these changes are monitored as a function of time, a
sensorgram can be recorded (Fig. 9). The sensorgram contains information on both
the binding or association phase and the release or dissociation phase of the interac-
tion. Using curve-fitting algorithms, the two phases of the interaction can be pro-
cessed to yield kinetic-rate constants for both association and dissociation. The ratio
of these two kinetic constants yields the equilibrium or dissociation constant.

There are numerous applications of the SPR technology to drug discovery and
development including proteomics (target identification and ligand fishing), target and
assay validation for high-throughput screening, hit-to-lead characterization, lead opti-
mization, and characterization of antibodies and other proteins being developed for
therapeutic applications. This discussion will focus on the proteomic application of
ligand fishing.

Ligand fishing is the term that has been applied to the process of screening for ligands
that bind with specificity and high affinity to a target protein that has been immobilized
on the sensor chip. Solutions containing purified proteins that are suspected of being
ligands or cell extracts can be passed over the target protein quickly. If a binding response
is detected, the specificity of this response can be assessed by co-injection of the sus-
pected ligand with the target protein itself.

Applications of the ligand fishing approach may be found in the literature. For example,
Fitz and his colleagues (53) used ligand fishing to identify a ligand for the murine Flt4
(or vascular endothelial growth-factor receptor-3) protein. A fusion of the extracellular
domain of Flt4 and the constant domain of human IgG (Flt4-Fc) was immobilized to a
sensor chip and conditioned media from over 100 different cell lines were screened for
binding. Only 3 of the 100 media samples showed evidence of binding to Flt4-Fc, but
not to a control protein (human IgG). Specificity of the binding interaction was demon-
strated by co-injection of soluble Flt4-Fc along with the media sample, with abolish-
ment of the binding response. Following purification of the newly discovered ligand by
affinity chromatography, degenerate PCR primers were designed based on N-terminal
Edman sequencing, and these primers were used for molecular cloning of the murine
cDNA. The ligand was found to have a hydrophobic signal peptide, which, when
removed, generated an N-terminal sequence identical to that determined by Edman
sequencing. Expression of this cDNA produced a protein that had the property of acti-
vating Flt4 as measured by induction of tyrosine phosphorylation and induced mitoge-
nesis in vitro of lymphatic endothelial cells. This work forms the foundation for further
investigation into the function of Flt4 and its ligand in angiogenesis.

3.3.2. Yeast 2-Hybrid

The yeast 2-hybrid system is a yeast genetics/molecular biological approach to
determining protein-binding partners for selected “bait” proteins. Yeast 2-hybrid sys-
tems are simple, sensitive, and amenable to high-throughput methods. Initially designed
to find binding partners for single proteins, the system has evolved to the point that it
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Fig. 8. Surface plasmon resonance. Protein molecules are immobilized on the sensor chip,
which has a carboxymethylated dextran-gold surface. The chip is configured to expose the
immobilized proteins to a microfluidic flow channel through which test solutions may be
passed. A binding event results in an increase in mass in the aqueous layer next to the surface of
the chip. This mass increase can be detected by measuring changes in refractive index of polar-
ized light impinged upon the surface of the chip. The resulting sensorgram (see Fig. 9) provides
quantitative information on specificity of binding, the concentration of active molecules in the
sample, kinetics, and affinity.

Fig. 9. Sensorgram. The sensorgram is a recording of changes in resonance signal as a function
of time. A binding event results in an increase in resonance signal, whereas a dissociation results
in a decrease of this signal. Binding of molecules to the protein immobilized on the surface can
therefore be followed in real time as seen during the association phase shown above. The shape of
this curve can be analyzed to yield the rate constant for the association phase. Likewise, the rate
constant for the dissociation phase, shown above, can also be extracted. The surface of the sensor
chip can be regenerated by stripping all bound analytes for subsequent reuse.
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can be applied to the determination of partners of a multitude of proteins. Indeed, the
entire yeast genome, encoding over 6000 open reading frames (ORF), has been
screened by a 2-hybrid approach resulting in the detection of 957 putative interactions
involving 1004 yeast proteins (54).

The yeast 2-hybrid method, first described by Fields and Song (55), and illustrated
in Fig. 10, takes advantage of the properties of the yeast GAL4 protein, a transcrip-
tional activator of the genes encoding the enzymes required for galactose utilization in
the yeast Saccharomyces cerevisiae. The GAL4 protein contains two domains—a
DNA-binding domain and an activation domain—both of which are necessary to acti-
vate transcription. The binding domain is fused to a bait protein designated as “X” in
the diagram. The activation domain is fused to proteins derived from a cDNA library
containing coding sequences of potential binding partners of the bait protein. The library
protein is designated as “Y” in the diagram. If X and Y interact to form a complex, the
two domains of GAL4 are brought into proximity, reconstituting full activity of the
protein and resulting in transcription of the reporter gene.

3.4. Quantification

An essential component of an expressional proteomics experiment is the measure-
ment of the amounts of individual proteins in samples arising under different condi-
tions. This quantification of the protein is seldom done in an absolute sense; rather it is
the relative amount of protein in two samples that is measured. Two methods, depend-
ing on the separation technology employed, have been applied. Densitometry is the
method used when the proteins are resolved by 2d-PAGE. The chromatographic meth-
ods for protein separation allow another approach for quantification that is based on
stable isotope labeling.

Fig. 10. Diagram illustrating the yeast 2-hybrid system. The bait protein (X) is fused to the
DNA-binding domain of the yeast transcriptional activator protein GAL4. Potential binding
partners (Y) derived from a cDNA library are fused to the Gal4 activation domain. If X and Y
interact, the GAL4 protein is able to bind to the UAS promoter (upstream activation sequence),
thereby activating transcription of the reporter genes.
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3.4.1. Densitometry

A protein separation by 2d-PAGE (discussed in greater detail in Subheading 3.1.1.)
provides an array of the proteins in a mixture resolved on the basis of charge and mol
wt. Proteins in this array are visualized by staining with Coomassie blue, silver stain,
or a fluorescent dye such as Sypro red (28). Quantitative information is obtained by
scanning the protein array with a densitometer that measures either absorbance or fluo-
rescence of the stained protein spot. Several instruments that are commercially avail-
able on the market measure absorbance, fluorescence, or both, and examples of these
instruments are provided in Table 2.

The output of the densitometric scan is a digitized data file that can be processed
with a variety of software packages designed specifically for this application (Table 3).

3.4.2. Stable Isotope Labeling

A recent development in the quantification of proteins in complex mixtures is the
use of stable isotope labeling coupled with tandem mass spectrometry (47). Termed
“isotope-coded tandem affinity tags” (ICATs), these reagents are alkylating reagents
designed to specifically label cysteine residues, contain the affinity tag, biotin, to allow
capture of the labeled peptides using avidin affinity, and contain eight deuteriums in
the so-called heavy form of the reagent. The light form does not contain deuterium.
The structure of the ICAT reagent is shown in Fig. 11. A typical experiment using
these reagents involves two samples from an expressional proteomics experiment, in
which the determination of the relative amounts of proteins in the two samples is desired.
One sample is labeled with the light reagent, and the other with the heavy reagent. The

Table 2
Densitometers

Type Instrument Manufacturer

Absorbance GS-710 Imaging Densitometer Bio-Rad
Fluorescence Storm imager Amersham Bioscience
Fluorescence Typhoon imager Amersham Bioscience
Both Fluor-S MAX MultiImager System Bio-Rad

Instruments are available for performing densitometric scans of gels using absorbance, fluorescence, or
both. This table provides some examples of instruments of both types and list the manufacturers of these
instruments.

Table 3
Software for Image Analysis

Software Manufacturer

Kepler
Large Scale Proteomics

PDQuest Bio-Rad
Melanie GeneBio
ImageMaster Amersham Biosciences
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samples are mixed and proteolyzed with trypsin. The peptides containing either the
heavy or light isotope tag are affinity-isolated using avidin-affinity methods. Analysis
of the peptides by LC-MS provides quantitative information in the form of pairs of
peptides, differing in mass by eight daltons. Measurement of the ratios of heavy to light
provides the relative amounts of each protein in the two original samples, and identifi-
cation of the peptides is provided by data from an MS/MS experiment.

A related approach, called “global internal standard technology” (GIST), has been
advanced by Regnier and his colleagues (56). This method also uses deuterated and
non-deuterated reagents to modify the proteins or peptides. However, GIST makes use
of a variety of reagents, including acylating reagents and esterifying reagents, to make
the method more generally applicable than the ICAT approach. Whereas the ICAT
reagent reacts with the sulfhydryl group of cysteine residues, the GIST reagents can
react with the N-terminus and the -amino group of lysine (acylating reagents) or with
the carboxyl groups of aspartic and glutamic acid or the C-terminus (esterification
reagents). Acylating groups that have been tested include N-acetoxysuccinimide, suc-
cinic anhydride, and the N-acyloxysuccinimide derivatives of propionic and pentanoic
acid. Esterification of carboxyl functional groups can be accomplished with methanol,
which is available in deuterated form.

4. Future Directions

As attention focuses on proteomics as a key set of technologies to further understand
the functions of proteins, biochemical pathways, and the networks that make up sys-
tems biology, a great deal of effort is being expended to improve these technologies.
Improvements in sample throughput and analytical sensitivity are the primary areas
impacted by these efforts. This section reviews some of these improvements, espe-
cially developments in protein-chip technology and in mass spectrometry.

4.1. Immobilized Protein Chips

Immobilized protein chips represent a new avenue in proteomics research. Immobi-
lized protein chips can be divided into two major categories: protein chips designed for
protein-protein interaction and those designed for enzymatic studies.

Fig. 11. Structure of the ICAT reagent.
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4.1.1. Chips for Protein-Protein Interaction Studies

The ProteinChip™ System developed by Ciphergen, Inc. is intended to facilitate the
discovery of novel biomarkers and to monitor changes in known biomarkers. The tech-
nology utilizes a variety of surface activations to immobilize proteins. Solutions con-
taining interacting proteins can then be incubated with the surfaces. Captured protein
masses are determined by subsequent TOF MS. The use of chips with immobilized
polyclonal antibodies for secreted amyloid peptides has been applied to the profiling of
peptide variants in cell culture or biological fluids (57). The assay allows detection of
nanomolar amounts of amyloid � peptides (57,58). Protein-chip arrays have been
shown to be extremely effective in the identification of new biomarkers, and six poten-
tial biomarkers for prostate cancer have been identified in a short time (59).

Protein chips have been constructed using printing technologies (60), making pos-
sible very large arrays (as many as 10,000 proteins) in a small area. The limiting factor
in this case becomes the availability of purified protein reagents. It would be useful to
have protein chips with immobilized families of receptors or ligands that would allow
quick identification of interacting partners. This would also enable the profiling of
secreted and membrane-associated expressed ligands/receptors in cell culture under
various growth conditions. Antibodies to different families/groups of proteins immobi-
lized on chips are also of great interest. Arenkov et al. have applied this approach to
rapidly detect specific proteins in protein mixtures (61).

4.1.2. Enzyme Chips

A novel application of protein-chip technology is the immobilization of enzymes on
a chip with subsequent activity assays performed on the array of enzymes in a high-
throughput manner. Zhu and co-authors (62) have developed such a chip using yeast
protein kinases. Of 122 known yeast protein kinases, 119 were expressed in yeast as
glutathione-S-transferase (GST)-fusion proteins. The expressed proteins were purified
and covalently attached to wells of the silicone elastomer, poly (dimethylsiloxane) using
the crosslinker, 3-glycidoxypropyltrimethoxysilane. The immobilized proteins were
tested for activity using standard in vitro kinase assays employing 33P�-ATP and 17
different substrates, including the kinases themselves (autophosphorylation) with GST
as the control. Signals were measured and quantified on a high-resolution phosphoimager.

Such an approach using chips containing immobilized kinases or potential substrates
can facilitate new drug target discovery through the rapid identification of novel kinases
or kinase substrates. Furthermore, these chips can be applied in monitoring known
signal-transduction pathways, thereby speeding up the drug validation process. Other
families of proteins with specific enzymatic activities such as extracellular matrix pro-
teases or caspases, or their substrates can also be arrayed on chips.

A major issue with this new technology is the maintenance of enzyme activity
through the immobilization process and after the protein is arrayed on the chip. Clearly,
the work of Zhu et al. (62) has demonstrated that this is possible with at least one class
of enzymes. It remains to be seen whether other classes of enzymes will behave as well
using this technology.

A second issue concerns the development of suitable activity assays. These assays
require high sensitivity, must be relatively rapid, and must be amenable to the high-
throughput chip approach. Assays involving radioactive substrates fulfill these require-
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ments, but are generally less attractive than other nonradioactive approaches. Mass
spectrometry may ultimately be the answer to the chip-based assay requirements, but
substantial development work must to be done before this conclusion can be reached.

The ability to carry out high-throughput functional assays makes the protein-chip
approach attractive as a means for rapidly monitoring different signaling and metabolic
pathways, for identification and validation of novel biomarkers and drug targets. This
technology has the potential to transform the approach to the functional analysis of
entire proteomes.

4.2. Advances in Mass Spectrometry
Advances in mass spectrometry are focused primarily on increasing throughput,

enhancing sensitivity, improving accuracy, and making the overall process of acquir-
ing mass spectrometric data easier and more robust. Several recent developments have
occurred in this area, and hold promise for improving this type of analysis.

4.2.1. Electrospray Chips

An interesting approach to improving throughput is to create a so-called electrospray
chip, in which one (63) or many (64) electrospray nozzles are fabricated on a silica
chip. Chips exist with as many as 96 nozzles arrayed within a square inch of surface
area. These devices have been shown to work in the infusion mode where the chip is
interfaced with an infusion pump and the spray from the nozzles is directed into a mass
spectrometer. The true potential of this approach, however, will come from the inter-
face of the chip with a miniaturized chromatographic system where multiple peptide
samples can be separated and analyzed in an automated fashion in a relatively short
time period (65).

4.2.2. TOF-TOF

Time-of-flight (TOF) mass analyzers are known for their resolution and high mass
accuracy. The combination of two TOF analyzers with a collision cell between them
provides the ability to analyze product ions produced by collision-induced dissociation
with unprecedented resolution and accuracy (66). Coupled to MALDI ionization, these
so-called TOF-TOF instruments are just now becoming available. With the ability to
perform high-mass accuracy MS/MS analyses in a high-throughput fashion, these
instruments promise to greatly facilitate and enhance the identification of proteins in a
proteomics experiment.

4.2.3. AP-MALDI

Traditionally, the MALDI ionization source has been operated in a high vacuum
with a TOF analyzer. A recent advance has been the development of the AP-MALDI
source, which operates at atmospheric pressure (67) and is used with an ion-trap ana-
lyzer (68). This new source allows the user to generate the same ions that are seen on
the traditional MALDI-TOF and perform MS/MS analyses in the ion trap.

4.2.4. Advanced MS Technology

Increasing the speed of the protein identification and quantification is a goal of many
current research projects. Some interesting work is currently underway to identify pro-
teins by mass spectrometry without first digesting the proteins to peptides. FTICR MS
(see Subheading 3.2.1.2.) has been used to identify proteins by gas-phase fragmenta-
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tion of intact proteins and searching the fragment masses against a protein database.
The high accuracy and resolution of the FTICR MS is essential for this analysis to
work (69,70). If cheaper and less complex instruments become available that rival the
accuracy and resolution of the FTICR MS, this method may become a practical way to
achieve proteome identification and quantification.

5. Applications

5.1. Biomarkers

One area that shows great promise for proteomics is biomarker validation. Applica-
tions of biomarkers are numerous in the process of drug discovery. Protein markers of
drug effectiveness are needed at multiple stages of pharmaceutical development, both
preclinically and clinically. This application of proteomics typically would represent
an example of expressional proteomics in which a drug treatment is examined in terms
of its effects on the protein expression or metabolism of an organism or tissue. The
primary challenge for this application of proteomics is the development of high-
throughput, quantitative techniques, both for identification and quantification of pro-
teins responding to drug treatment.

5.2. Expression Evaluation

Proteomics technologies may be applied to evaluate the expression and processing
of recombinant proteins in heterologous systems. Parameters that may affect the activ-
ity of the protein can be followed. A simple example of this would be to monitor the
phosphorylation state of a protein. Phosphorylated forms of proteins will separate on a
2-D gel, and some quantitative information about phosphorylation levels may thus be
obtained. Beyond this, mass spectral analysis may be used to identify the sites of phos-
phorylation through careful analysis of the tryptic digest of the proteins separated in
the gel. Proteomic technologies may be utilized to identify trace contaminants and related
substances in bioproducts. Other post-translational modifications may also be evaluated
(glycosylation state, proteolytic activation/inactivation state, and many others).

5.3. ADME/Toxicology
Another area of the pharmaceutical industry that may utilize proteomic technology

is toxicology. The need for surrogate markers of drug efficacy and for toxic side effects
may be addressed by expressional proteomics approaches. Two-dimensional gels were
used for this purpose even before mass spectrometric techniques for protein identifica-
tion were developed (71). As with biomarker validation, a key consideration in this
application of proteomics is the ability to quantify proteins and evaluate relative increases
or decreases in protein expression in response to drug administration. A related area of
pharmaceutical development is drug disposition and metabolism (ADME). In particular,
in the study of protein therapeutics, functional proteomics approaches may lead to a
greater understanding of protein stability and provide opportunities for protein engineer-
ing to optimize pharmacokinetic and pharmacodynamic properties.

5.4. Quality Control
As more protein therapeutics are developed—including monoclonal antibodies

(MAbs)—regulatory agencies will require even more sophisticated analytical pack-
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ages to be prepared to monitor the quality and reproducibility of production processes.
Proteomic technologies will play an increasingly important role in this analysis. Simi-
lar to expression evaluation, this analysis will also control for protein parameters
affected at all stages of production (including purification, formulation, and stability
testing). Thus, proteomics will offer important tools to analytical chemists throughout
the development organization.

6. Conclusion

The field of proteomics is undergoing an explosive expansion now that attention has
turned from the sequencing of the genome to determining the function of all of the
newly discovered proteins and their impact on biological systems. This chapter sum-
marizes current technologies as of January 2002. As technologies are continually improved
and expanded, proteomics technologies are sure to increase in sensitivity and through-
put. Completely new technologies will be developed to meet these challenges, and
orthogonal technologies will be applied to the study of protein chemistry. What the
field of molecular biology was to the decade of the nineties and to the sequencing of
the human genome, analytical and protein chemistry will be to the next decade and the
study of proteomics. The most successful research efforts will be those that fully utilize
the capabilities of proteomics and integrate these technologies into the earliest stages
of discovery and development. These will be the technologies that ultimately lead to
the fullest exploitation of the promise of genomics.
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Metabolic Flux Analysis, Modeling,
and Engineering Solutions

Walter M. van Gulik, Wouter A. van Winden, and Joseph J. Heijnen

1. Introduction

Microorganisms have been used for many decades to produce valuable chemicals
for the food, pharmaceutical, and bulk industries. These include amino acids, vitamins,
antibiotics, alcohols, and organic acids. Random classical mutation techniques have
led to improvements in production properties.

Recently also cultures of higher eukaryotic organisms have been employed for prod-
uct formation, for example, the production of monoclonal antibodies (MAbs) from
animal cells and the production of alkaloids from plant cells.

The unraveling of complete genome sequences holds the potential to reveal the blue-
print of industrially important microorganisms and cell cultures. The assignment of
function to open reading frames (ORFs) is progressing, and functional assignment is
well underway for some genomes. These experimental techniques are likely to further
increase in speed and potential in the coming years. With the aid of available recombi-
nant-DNA techniques, this raises the possibility of precise modifications in microbial
metabolism, for improvement of microbial product formation, as well as for the pro-
duction of entirely novel compounds.

In order to deal with the massive amounts of data generated, mathematical analysis
and computer simulation are required. Because of the complexity of cellular metabo-
lism, the application of mathematical models is a prerequisite for the accurate predic-
tion of which modifications to the microbial metabolism are required to reach a desired
goal. The foundation of such models is formed by the stoichiometry of all relevant
biochemical reactions of the system under study. From steady-state balancing of input/
output and intermediate compounds, a set of linear equations is obtained. The resulting sys-
tem of linear equations can either be over-determined, determined, or underdetermined—i.e.,
the degree of freedom of the system is either smaller, equal to, or greater then the
number of measured rates. Over-determined and determined systems can easily be
solved. That is, all unknown rates can be calculated from the known rates. In case of an
over-determined system, the redundancy of the data allows for statistical data analysis
and minimization of error. In an underdetermined system, the number of possible solu-
tions is infinite, and either additional measurements, such as C13-NMR flux measure-
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ments or additional constraints combined with linear optimization techniques are re-
quired to obtain a solution.

Presently, stoichiometric modeling (“metabolic flux analysis”) is well-developed
(1–4). In the first part of this chapter, the principles of metabolic flux analysis are
explained. A number of examples of successful applications, as well as the limits of
stoichiometric modeling of microbial metabolism, are provided. Finally, the potential
and limits of C13-NMR flux analysis are examined.

It is clear that stoichiometric models alone are not sufficient to predict the targets for
recombinant DNA-based improvement of microbial metabolism. To accomplish this
goal, kinetic information is also required. Kinetic modeling of microbial metabolism is
still in need of development, and here a variety of approaches exist. Savageau (5) devel-
oped his Biological Systems Theory (BST). Kacser and Burns (6) and Heinrich and
Rapoport (7) developed the Metabolic Control Analysis (MCA), which was modified
for large perturbations (8). Kinetic models have also been developed using the com-
plex nonlinear enzyme-kinetic-rate expressions determined from in vitro experiments
(7,9). Recently, the tendency modeling approach was proposed using a combination of
mass action and power-law kinetics combined with time-scale analysis to minimize the
number of parameters (10). In the second part of this chapter, a general mathematical
description for (non-) steady-state metabolic networks is presented, which unifies, gen-
eralizes, and extends the concepts of the metabolic control analysis and of kinetic mod-
eling. This method will be illustrated with some examples.

2. Stoichiometric Modeling

2.1. Principles of Metabolic Flux Balancing (MFB)
2.1.1. Metabolic Balance Equations

The network of biochemical reactions representing microbial metabolism can be
written in a concise way by defining a reaction stoichiometry matrix, S, and a vector, c,
that contains all the biochemical compounds considered:

S · c = 0 [Eq. 1]

For each compound, i, involved in a metabolic system with volume, V, e.g., a
bioreactor with growing and/or producing cells, a mass balance can be defined:

dVCi
dt

= V rAi + i [Eq. 2]

where rAi denotes the net rate of conversion of compound, i, in the metabolic system
and �i denotes the net rate of transport of compound, i, over the boundaries of the
system, i.e., the boundaries of the bioreactor with volume V.

Assuming (pseudo) steady-state behavior, Eq. 2 simplifies to:

rAi + i = 0 or i = – rAi [Eq. 3]

Only a small number of compounds is exchanged between the metabolic system and
the environment, including nutrients, O2, CO2, H2O, biomass, and products. For com-
pounds that are exchanged with the environment, Eq. 3 holds. The net conversion rate
of these compounds is determined by the rates of the biochemical reactions in which
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compound, i is consumed or produced. For all compounds, which remain intracellular,
�i = 0, and thus Eq. 3 simplifies to:

rAi = 0 [Eq. 4]

Defining a rate vector, r, containing both the reaction rates (ri) and the net conver-
sion rates (rAi),

r = r1...ri...rn, rA1...rAi...rAm [Eq. 5]

and an (m × (m + n)) matrix A composed of an (n × m) reaction stoichiometry matrix S
and an (m × m) identity matrix Im:

A = [ST – Im] [Eq. 6]

The balance equations for the m compounds of a system consisting of n biochemical
reactions are denoted by:

A · r = 0 [Eq. 7]

Thus, a homogeneous system of m balance equations is obtained to describe the
metabolic network. The number of independent equations equals Rank A. Dependent
equations are typically balance equations for cofactors, such as adenosine diphosphate
(ADP), nicotinamide adenine dinucleotide (NAD), flavin adenine dinucleotide (FAD),
nicotinamide adenine dinucleotide phosphate (NADP), coenzyme A (COA).

2.1.2. Solving Determined Metabolic Networks

From compounds that are not exchanged with the environment, the net conversion
rate is known (note that in these cases rAi = 0). When the metabolic network is made up
of n biochemical reactions and p compounds are exchanged with the environment, the
total number of unknown rates equals (n + p). Thus, the system can be solved when
(n + p - Rank A) rates are defined.

Matrix A and vector r can be partitioned, respectively, into A' and A0 and r ' and r 0

where A0 is associated with the net exchange rates which are equal to zero, r 0, and A' is
associated with all other non-zero conversion and exchange rates, r ':

A' · r' + A0 · r 0 = 0 [Eq. 8]

Because r0 = 0 this is equivalent to:

A' · r' = 0 [Eq. 9]

This operation results in a considerable reduction of the size of matrix A. The solu-
tion of the metabolic network represented by the matrix A' is obtained by determining
the reduced row echelon form. The solution consists of a system of (n + p) linear equa-
tions describing the unknown rates as a function of (n + p - Rank A') rates to be defined.

2.1.3. Solving Underdetermined Metabolic Networks

Underdetermined metabolic networks can be solved by linear optimization. With
this technique, the numerical values of all unknown rates are calculated for a particular
constraint (e.g., maximization of the biomass yield) for a given set of measured rates.

Therefore, matrix A' is partitioned into Am and Ac, where Am is associated with the
measured fluxes represented by the vector rm and Ac is associated with the fluxes to be
calculated, represented by the vector rc. This results in:
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Ac · rc + Am · rm = 0 [Eq. 10]

which can be written as:
Ac · rc = b [Eq. 11]

where
b = – Am · rm

By formulating the solution as a linear programming problem, the objective function

Z = cT · rc [Eq. 12]

that is, a linear combination of the fluxes rc is minimized under the constraint that

Ac · rc = b [Eq. 13]

The vector c contains the weight factors. When, for example, the objective is maxi-
mization of the biomass yield, the weight, ci, for the biomass production rate is set to
–1, and all other weight factors are set to zero.

2.1.4. Solving Over-Determined Metabolic Networks

In case of over-determined metabolic networks, more rates have been measured than
is strictly necessary to calculate the unknown rates. The redundant information is used to
improve the quality of the flux estimates. The weighed least-squares solution to Eq. (9) is

rc = AT · �� –1 · A –1 · AT · �� –1 · rm
[Eq. 14]

Where � denotes the covariance matrix associated with the measured rates, repre-
sented by vector rm.

2.2. Applications of Metabolic Flux Balancing, Case 1:
Energetics of Growth and Penicillin Production
in a High-Producing Strain of Penicillium chrysogenum

2.2.1. Estimation of Maximum Yields

Reliable estimation of maximum theoretical yields of product on substrate is of great
value in industrial strain-improvement programs. If properly done, such estimations
may provide a good indication for the available room for further improvement. A pre-
requisite is that sufficient information is available on the metabolism of the particular
microorganism, not only with respect to product biosynthesis but also with respect to
the central metabolic pathways. An essential aspect for the proper estimation of biom-
ass and/or product yields is sufficient information on the stoichiometry of adenosine
triphosphate (ATP)-producing and consuming reactions and thermodynamic/biochemi-
cal irreversibility constraints. From this information, a stoichiometric model can be con-
structed that allows a straightforward calculation of the maximum yields of biomass
and product on substrate and the maintenance coefficient (2,11,12)—the parameters of
the well-known linear equation for substrate consumption:

qs =
µ

YSX
max +

qP

YSP
max + mS [Eq. 15]

A general problem in calculating these maximum yields is that the ATP-stoichiom-
etry of some metabolic processes is either unknown or unclear. Examples of such pro-
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cesses are intracellular transport (13), turnover of macromolecules and organelles, and
enzyme regulation by phosphorylation/dephosphorylation (14,15). To drive these pro-
cesses, unknown amounts of energy, ATP, are required. A practical solution to this
problem is the assumption that an unknown amount of additional energy is required for
growth-related and non-growth-related maintenance, leading to two unknown ATP sto-
ichiometry parameters (KX, mATP) on the consumption side. On the ATP production
side we have a third parameter, namely the ratio between oxygen consumption in oxi-
dative phosphorylation and ATP formation—i.e., the P/O-ratio. This approach has been
applied in the metabolic modeling of the growth of yeast cultures on a large number of
different carbon sources (2) and growth on glucose/ethanol mixtures (12). It has been
shown that experimental data for growth on at least two different substrates at different
growth rates allows the estimation of the unknown ATP-stoichiometry parameters P/
O, KX and mATP (2,12). In this case, this approach has been extended to microbial growth
with product formation that is the production of penicillin-G in Penicillium chrysogenum.

Although the energy (ATP) needed for the biosynthesis of a molecule of penicillin-
G can be calculated directly from the well-known biosynthesis pathway, it is evident
that additional energy is required e.g. for intracellular transport and for product excre-
tion. Recently, it has been found that the energy demand for the formation of the tripep-
tide L-�-aminoadipyl-L-cysteinyl-D-valine (ACV), which under optimal conditions
needs the hydrolysis of 3 mol ATP to AMP per mol of tripeptide formed, may require
more than 20 mol of ATP under unfavorable conditions (16). It was reported that the
additional energy consumed was caused by the hydrolytic loss of activated intermediates.

To account for additional energy consumption (mol ATP/mol penicillin) associated
with penicillin production, a parameter KP is introduced. The value of this parameter
represents an additional amount of ATP needed for penicillin-G biosynthesis, which is
in addition to the amount dictated by the known ATP-stoichiometry of the biosynthesis
pathway specified in the metabolic model. The result is that the metabolic network model,
described in detail in vanGulik et al. (17), contains four unknown ATP-stoichiometry
parameters (P/O, KX, KP, mATP), which have to be estimated from experimental data.

2.2.2. Model for the ATP Stoichiometry of the Metabolic Network

With the four unknown ATP-stoichiometry parameters, the ATP-balance can be
expressed as:

P OP O · q2e – q i
ATP – K X · µ – KP · qPen – mATP = 0 [Eq. 16]

where the first term represents the production of ATP in oxidative phosphorylation,
�qi

ATPrepresents the net rate of ATP consumption in the part of the metabolic network
model of which the ATP stoichiometry is known (i.e., the result of all stoichiometri-
cally fixed ATP usage, as well as production in substrate level phosphorylation), qPen is
the specific growth rate and µ is the specific �-lactam production rate.

It is important to realize that the P/O-ratio as defined in Eq. 16 can not be considered
a fixed parameter because this ratio is determined by the division of the electron flux
over the different proton-translocating complexes (1, 3, and 4) of the respiratory chain,
which have different H+/2e stoichiometries. The growth conditions—including the car-
bon substrate used, the growth rate, the rate of product formation—determine the rela-
tive amounts of mitochondrial (NADH and FADH) and cytosolic (NADH) electron
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fluxes. Because the electrons derived from mitochondrial NADH pass the complete
respiratory chain, whereas the electrons derived from FADH and cytosolic NADH gen-
erally pass only complexes 3 and 4, the division of the electron flux over the different
complexes is a function of the growth conditions. Therefore, the operational P/O-ratio
will also be a function of the growth conditions. If the metabolic model is sufficiently
detailed—e.g., intracellular compartmentation is included—the origin of the electrons
generated in microbial catabolism is known, as well as the relative contributions of
complexes 1, 2, and 4 of the respiratory chain to oxidative phosphorylation. To include
this, the first term of Eq. 16 must be replaced by:

P OP O · q2e = · q2e
NADH:mit + · q2e

NADH:cyt + · q2e
FADH [Eq. 17]

Where � and � represent the relative contributions to proton translocation of elec-
trons delivered by cytosolic NADH and FADH, respectively. The values of these
parameters depend on the configuration of the electron transport chain.

A combination of Eq. 16 and Eq. 17 with � = � = 0.6 (18) yields the ATP-balance as
it has been used for the estimation of the four ATP stoichiometry parameters (�, KX,
KP, and mATP):

· q2e
NADH:mit + 0.6 · q2e

NADH:cyt + 0.6 · q2e
FADH – qi

ATP – K X · µ – KP · qPen –mATP = 0 [Eq. 18]

2.2.3. Estimation of ATP Stoichiometry Parameters

From steady-state chemostat experiments performed on various carbon substrates
(i.e., glucose, ethanol, and acetate) at different dilution rates linear equations of the
form of Eq. 18 were derived. The (reconciled) specific fluxes, i.e. q2e

NADH:mit,
q2e

NADH:cyt, q2e
FADH, qi

ATP, µ, and qPen, have been obtained for each experiment from
metabolic flux balancing using the measured uptake rates of substrate, oxygen, ammo-
nia and the side-chain precursor phenylacetic acid (PAA) and the production rates of
biomass, penicillin, carbon dioxide, and by-products. From a chi-square test, it
appeared that in all cases the fit of the experimental data to the stoichiometric model
was satisfactory (confidence level for errors in data and/or model less than 75%). For
further details, refer to vanGulik et al. (17) and vanGulik et al. (18).

With the assumption that the ATP stoichiometry parameters can be considered as
constants and thus independent of the growth rate and the substrate used, their values
can be estimated by linear regression. This was done using experimental data from 20
steady-state glucose, ethanol, and acetate limited chemostat cultures performed at dif-
ferent dilution rates. The results of the estimations are shown in Table 1. Compared to
literature data, no exceptional values have been found for the P/O-ratio, growth-depen-
dent and non-growth-dependent maintenance energy requirements. Clearly, a very sur-
prising result was the estimated large additional amount of ATP needed for product
formation expressed as the high value of KP of 73 mol ATP per mol of penicillin-G
produced. This finding must have important consequences for the maximum theoreti-
cal yield of penicillin on C-source.

2.2.4. Maximum Biomass and Product Yield and Maintenance on Substrate

From the metabolic model, expressions can be derived for the parameters of the
linear equation of substrate consumption (Eq. 15) YSX

max, YSP
max, and ms and as a function of
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the ATP-stoichiometry parameters �, KX, KP, and mATP. This is accomplished by solv-
ing the set of linear equations representing the mass balances for all compounds present
in the metabolic network model for the specific growth rate, µ, and the specific rate of
penicillin production, qPen, as input variables and the ATP-stoichiometry parameters �,
KX, KP and mS as parameters. The result is a set of linear equations that expresses all
intracellular fluxes and net conversion rates as a function of µ and qPen. As an example, the
linear equation expressing the specific substrate uptake rate, qS, as a function of µ and
qPen for ethanol as the carbon source is derived as:

qS =
0.732 + 0.357K X + 0.82

– 0.179
·µ+

7.71 + 0.357K P + 9.29
– 0.179

· qPen +
5 – 2

13 – 2.32
+ 0.154 · mATP

[Eq. 19]

Clearly, the first term on the right-hand side of Eq. 19 can be recognized as substrate
uptake for growth, 1

YSX
max · µ, the second term represents substrate uptake for penicillin

production, 1
YSP

max · qPen and the last term represents substrate uptake for maintenance.
Similar equations were derived for glucose and acetate as carbon sources. For the
obtained expressions for YSX

max, YSP
max, and ms for the three carbon sources we refer to

vanGulik et al. (18). An analogous approach was used to derive expressions for the
parameters of the linear equation for oxygen consumption YOX

max, YOP
max and mo.

By substituting the estimated values of these parameters (Table 2) in the obtained
expressions the stoichiometric coefficients YSX

max, YSP
max, and ms of the linear equation for

substrate consumption (Eq 15) for glucose, ethanol, and acetate can be calculated. The
results are shown in Table 2.

No exceptional values were found for YSX
max and ms. However, with respect to the

maximum product yield, YSP
max comparison with previously calculated values (0.43–

0.60 mol penicillin per mol of glucose, (see refs. in vanGulik et al. [18]) shows that
the present calculated maximum yield of penicillin on glucose is more than a factor
of 2 lower. This is a direct consequence of the high extra energy costs (KP) estimated
in this study.

2.2.5. Validation of Estimated Additional Energy Needs for Penicillin Production

If the estimated extra energy needs for penicillin production of 73 mol ATP per mol
of penicillin indeed represents a realistic figure, changes in the specific penicillin pro-
duction rate should have a significant effect on the operational biomass yield, and thus
on the mycelium concentration in carbon-limited chemostat culture. Moreover, from
the relationship between these two rates the validity of the estimated value of KP can be

Table 1
Estimated Values of the ATP-Stoichiometry Parameters
with Their 95% Confidence Intervals

Parameter Value (measurement unit)

� (P/O ratio) 1.84 ± 0.08 mol ATP/mol O
Kx 0.38 ± 0.11 mol ATP/Cmol biomass
KP 73 ± 20 mol ATP/mol penicillin
mATP 0.033 ± 0.012 mol ATP/Cmol biomass/h
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verified. This was done in two ways: by performing glucose-limited steady-state
chemostat experiments without the side-chain precursor PAA, resulting in the absence
of Pen-G production and only formation of small amounts of the by-products
6-aminopenicillanic acid (6-APA), 8-hydroxypenicillanic acid (8-HPA), isopenicillin-
N (IPN) and 6-oxopiperide-2-carboxylic acid (OPC), and by studying the relation
between the pseudo steady-state biomass and Pen-G concentration in a degenerating
culture, where the penicillin-G production rate gradually declines to low values.

From the results of these experiments it was concluded that the estimated high extra
amount of ATP for product formation was indeed realistic (18).

2.3. Case 2: Flux Calculations and Estimation
of Maximum Yields for Mixed Substrate Growth
2.3.1. Metabolic Model for Growth of S. cerevisiae on Glucose/Ethanol Mixtures

By extension of a metabolic model for growth on glucose with the biochemical path-
ways necessary for growth on ethanol, that is gluconeogenesis and glyoxylate shunt
(2), a model for growth on glucose/ethanol mixtures was obtained. The resulting meta-
bolic network model appeared to be underdetermined—and, in addition to the feed
rates of glucose and ethanol, five additional rates had to be defined in order to calculate
all unknown rates.

It is likely that from the complete set of reactions of such an underdetermined model,
several subsets of reactions may be chosen, each yielding a valid determined stoichio-
metric model. The mathematical strategies to find these sub-models are null space and
convex cone analysis (19). This is essentially the same as finding all elementary flux
modes (1), being all non-decomposable flux distributions admissible in steady state.
Through the calculation of all possible elementary flux modes and subsequently choos-
ing the mode giving the highest biomass and or product yield, the optimum metabolic
flux pattern can be found (20).

An alternative method to reach the same goal is constrained linear optimization.
This was also applied to estimate the metabolic flux pattern as a function of the etha-
nol/glucose ratio in the feed. The constraint that was chosen for the optimization was
maximum biomass yield on the mixed carbon substrate. In this way, for each ethanol/
glucose ratio the subset of fluxes > 0 is computed, resulting in the highest possible
biomass yield. The fluxes through the metabolic network of S. cerevisiae were esti-
mated for growth on glucose and ethanol alone and for growth on a range of glucose/
ethanol mixtures using the previously estimated ATP-stoichiometry parameters KX and
� (= the P/O-ratio) (2). Changes in the metabolic flux pattern—switching on and switch-
ing off of metabolic pathways, were found to occur at ethanol fractions of the feed of
0.09, 0.48, 0.58, and 0.73 C-mol/C-mol (Fig. 1).

Table 2
Calculated Yield and Maintenance Parameters of Penicillin and Biomass
on Carbon Source with Their 95% Confidence Intervals

C-source YSX
max (Cmol/Cmol) YSP

max (mol/Cmol) mS (Cmol/Cmol/h)

Glucose 0.663 ± 0.013 0.029 ± 0.004 0.0088 ± 0.0032
Ethanol 0.721 ± 0.015 0.034 ± 0.005 0.0071 ± 0.0026
Acetate 0.425 ± 0.010 0.020 ± 0.003 0.0117 ± 0.0042
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Fig. 1. Estimated optimal metabolic flux patterns for aerobic growth of Saccharomyces cere-
visiae on a mixture of glucose and ethanol. All fluxes are given in Cmol carbon transferred, and
are presented as fractions of the consumption rate of mixed carbon substrate (Cmol/h). (A) growth
on 100% glucose. (B) cessation of NADPH production in the pentose phosphate pathway at 0.09
Cmol/Cmol ethanol in the feed. (C) cessation of the flux through pyruvate decarboxylase and start
of glyoxylate cycle at 0.48 Cmol/Cmol ethanol. (D) cessation of the flux through pyruvate car-
boxylase and instead reversal of the carbon flux via PEP-carboxykinase at an ethanol fraction of
0.58 Cmol/Cmol. (E) reversal of several reversible steps in glycolysis, cessation of the carbon flux
through phosphofructokinase and instead reversal of the carbon flux via fructose-1,6-biphos-
phatase at an ethanol fraction of 0.73 Cmol/Cmol. (F) growth on 100% ethanol (see next page).



358 van Gulik, van Winden, and Heijnen

2.3.2. Metabolic Flux Analysis

Fig. 1A shows the calculated metabolic fluxes through the glycolysis, the pentose
phosphate pathway, and the citric acid cycle for growth on glucose. The first change,
which was predicted by the metabolic network when the ethanol content of the feed
was increased, was the cessation of transketolase converting xylulose 5-phosphate +
erythrose 4-phosphate into glyceraldehyde 3-phosphate + fructose 6-phosphate
(Fig. 1B). This occurred at an ethanol fraction in the feed of 0.09 (Cmol/Cmol). The
second change was predicted to occur at an ethanol content of the feed of 0.48 Cmol/
Cmol. At this point the flux through pyruvate dehydrogenase falls to zero, indicating
that all acetyl CoA is now completely synthesized from ethanol (Fig. 1C).

When the ethanol content of the feed is increased further, the filling-up of the citric
acid cycle can no longer be provided for by pyruvate carboxylase alone, and the meta-
bolic network predicts that the glyoxylate shunt (i.e., isocytrate lyase and malate syn-
thase) becomes operative. A further increase of the ethanol content of the feed resulted
in a predicted cessation of the flux through pyruvate carboxylase at an ethanol fraction of
0.58 Cmol/Cmol. Instead, the carbon flux was channeled through PEP-carboxykinase to
convert oxaloacetate to PEP (Fig. 1D). Thereafter, increase of the ethanol fraction resulted
in a reversal of several reversible steps in glycolysis until at an ethanol content of 0.73
Cmol/Cmol the calculated flux through phosphofructokinase fell to zero and was replaced
by the reversed reaction through fructose-1,6-bisphosphatase (Fig. 1D). With these last
changes, the metabolic network for growth of S. cerevisiae on ethanol was finally obtained.
Fig. 1F shows the metabolic flux pattern for growth on 100% ethanol.

Fig. 1. continued.
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Comparison of the calculated changes in the metabolic flux pattern for growth of
S. cerevisiae on ethanol/glucose mixtures with measurements of the activities of key
enzymes may give insight to their regulation. De Jong-Gubbels et al. (21) found that
the activities of isocytrate lyase, malate synthase, PEP-carboxykinase, and fructose-
1,6-biphosphatase in cell-free extracts were negligible in glucose-limited chemostat
cultures. Malate synthase and fructose-1,6-bisphosphatase activities were detected at
ethanol contents of the feed of 0.4 Cmol/Cmol and above and 0.7 Cmol/Cmol and
above, respectively. This corresponds well with the predictions obtained from the meta-
bolic network. However, the activities of isocytrate lyase and PEP-carboxykinase were
already detectable at low ethanol fractions of the feed. It was found that pyruvate ki-
nase activity decreased at increasing ethanol content. This is indeed predicted by the
metabolic network (Fig. 1A to 1F), although it is also predicted to reach a constant
level above an ethanol content of 0.58 Cmol/Cmol. Unfortunately, the measurements
on pyruvate kinase activity contained too much scatter to draw further conclusions.

Metabolic network calculations predicted a constant flux through pyruvate carboxy-
lase up to an ethanol content of 0.58 Cmol/Cmol. At this point, the flux decreases to
zero when PEP must be synthesized partly from ethanol. However, the Jong-Gubbels
et al. (21) did not observe changes in the activity of pyruvate carboxylase upon transi-
tion from 100% glucose to 100% ethanol.

The flux through phosphofructokinase was predicted to decrease at increasing etha-
nol fractions and to fall to zero at an ethanol fraction of 0.73 (Fig. 1E). Also in this
case, the measured enzyme activity was not influenced by the ethanol fraction in the
feed. However, it was concluded by the authors that the actual fluxes through the
enzymes may well be modulated by intracellular concentrations of substrates and
effectors, and not at the level of enzyme synthesis alone.

2.3.3. Yield of Biomass on Mixed Substrate and Oxygen

For each of the five metabolic regimes predicted from the linear optimization stud-
ies (Fig. 1A–E), a determined metabolic network was constructed. This resulted in five
metabolic networks, each covering a part of the entire glucose/ethanol range. All net-
works had a degree of freedom of 2—each needed two input variables, namely the
consumption rates of glucose and ethanol.

Note that the solutions of these five determined metabolic networks consist of linear
equations expressing all unknown rates as a function of the consumption rates of glu-
cose and ethanol. For example, the biomass production rate can be expressed as:

rAx = e · rA,etoh + g · rA.gluc [Eq. 20]

where �e and �e are the coefficients of the linear equation and rA,etoh and rA,gluc are the
net conversion rates of ethanol and glucose, respectively. Dividing Eq. 20 by the con-
sumption rate of the mixed substrate results in an equation for the yield of biomass on
the mixed substrate as a function of the ethanol fraction in the feed, f.

YSX = e · f + g · 1 – f [Eq. 21]

The linear equations for YSX as a function of the ethanol fraction in the feed, which
were obtained from the five different networks are:
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YSX = j · 0.672 + (1 – f ) · 0.615 0.00 f 0.09

YSX = j · 0.625 + (1 – f ) · 0.619 0.09 < f 0.48

YSX = j · 0.625 + (1 – f ) · 0.615 0.48 < f 0.58

YSX = j · 0.598 + (1 – f ) · 0.657 0.58 < f 0.73

YSX = j · 0.598 + (1 – f ) · 0.679 0.73 < f 1.00

[Eq. 22]

The result is shown in Fig. 2. It can be seen from this figure that the yield of biomass
on the mixed substrate increases until where the pentose phosphate pathway is no longer
providing NADPH for biosynthesis (at 0.09 Cmol/Cmol ethanol in the feed). Thereaf-
ter, the yield continues to increase only slightly at an increasing ethanol fraction in the

Fig. 3. Metabolic network prediction of the yield of biomass on oxygen for growth on mix-
tures of glucose and ethanol.

Fig. 2. Metabolic network prediction of the yield of biomass on mixtures of glucose and
ethanol as a function of the ethanol fraction in the feed.
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feed. Note that the point at which the glyoxylate cycle is incorporated (f = 0.48) has no
influence on the relation between the ethanol fraction in the feed, f, and the biomass
yield. However, after incorporation of PEP-carboxykinase (f = 0.58) YSX starts to decline, as
a result of the expenditure of 1 ATP per PEP synthesized from oxaloacetate. The incor-
poration of fructose-1,6-bisphosphatase converting fructose-1,6-bisphosphate into fruc-
tose-6-phosphate by hydrolysis of the phosphate ester at C-1 results in a more
pronounced decline of YSX for f > 0.73.

The yield of biomass on oxygen, YOX, can be calculated in a similar way from the
metabolic network solutions for the rates of biomass production and oxygen consump-
tion. Alternatively, it can also be derived from the five linear equations describing YSX

as a function of the ethanol fraction of the feed and a generalized degree of reduction
balance (obtained equations not shown). A plot of the calculated yield of biomass on
oxygen, YOX, as a function of the ethanol fraction in the feed is shown in Fig. 3. As
expected, the calculated YOX decreases dramatically at increasing ethanol fraction in
the feed.

2.4. Case 3: Theoretical Yield Limits to Overproduction
of Amino Acids in Saccharomyces cerevisiae

When non-growth-associated maintenance energy needs are negligible, the well-
known linear equation for substrate consumption for growth and product formation can
be written as:

qs =
µ

YSX
max +

qP

YSP
max [Eq. 23]

The operational yield of product on substrate is then given by:

YSP =
qP
qS

=
qP

µ

YSX
max +

qP

YSP
max [Eq. 24]

By applying a metabolic network model for growth of S. cerevisiae (2), possible
stoichiometric limits to amino acid production were studied. Using the estimated val-
ues for the ATP-stoichiometry parameters and glucose as the substrate, the metabolic
network model provides values for the maximum theoretical yield for each of the 20
amino acids that can be produced.

From Eq. 24 it follows that at zero growth rate, µ, the maximum theoretical value of
the operational product yield, YSP, is equal to the parameter YSP

max. For each amino acid,
the value of YSP

max can be calculated from the metabolic network. However, it was found
that calculation of the fluxes through the metabolic network for the production of each
of the 20 amino acids at zero growth rate (rAx = 0) resulted, in some cases, in biochemi-
cal inconsistencies (e.g., backward operation of the citric acid cycle). It appeared that
these biochemical inconsistencies occurred only for amino acids when the production
was accompanied by a net production of ATP. These biochemical inconsistencies could
be avoided by dissipating the excess ATP produced. In these cases, biomass produc-
tion may be a sink for excess ATP produced. Another possibility the cells might have is
hydrolysis of ATP in futile cycles. However, the importance of futile cycles in yeast
should not be overestimated (22).
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For this example, it was assumed that excess ATP could only be consumed through
biomass production. For each amino acid produced, the minimum biomass production
rate was calculated for which no biochemical inconsistencies occurred. From Eq. 24, it
can be inferred that when biomass growth is required for production of these amino
acids, and thus part of the carbon substrate is necessarily consumed for biomass forma-
tion, this will result in a limit to the maximum theoretical yield, YSP

lim, where:

YSP YSP
lim < YSP

max [Eq. 25]

In such cases, ATP-dissipation by other means, such as increased maintenance en-
ergy requirements, would increase . These limits have been calculated for all 20 amino
acids. The results are shown in Fig. 4. It can be seen from this figure that for some
amino acids, YSP

lim may reach values of only 50% or less than YSP
max.

2.5. Case 4: Limit Functions for Lysine Production
in Corynebacterium glutamicum

As a case study for the applicability of metabolic network analysis, it has been
investigated whether a similar metabolic limit may exist for lysine production in
Corynebacterium glutamicum. Experimental data on the growth and Lysine production
of a genetically modified strain of C. glutamicum in threonine-limited chemostat cul-
ture were obtained from Kiss and Stephanopoulos (23). To describe the metabolism of
the C. glutamicum strain, the yeast metabolic network (2) was modified with respect to
amino acid biosynthesis (lysine biosynthesis is different, and this strain is auxotrophic
for threonine, methionine, and leucine) and glucose transport.

Fig. 4. Metabolic network estimation of maximum theoretical yields for amino acid produc-
tion in Saccharomyces cerevisae. White bars: maximum theoretical yield of product on carbon
source under the assumption of zero biomass growth. Black bars: limits to the theoretical prod-
uct yields resulting from biochemical constraints.
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Fig. 5. Fit of metabolic network to describe specific glucose consumption and specific respi-
ration as a function of dilution rate in chemostat cultures of Corynebacterium glutamicum.
Experimental data have been obtained from Kiss and Stephanopoulos (23). (A) filled circles:
specific glucose consumption, solid line: metabolic network description. (B) filled squares:
specific oxygen consumption, crosses: specific carbon dioxide production, solid line: meta-
bolic network description of specific oxygen consumption, dashed line: metabolic network
description of specific carbon dioxide production.

Fig. 6. Yield of lysine on glucose as a function of the dilution rate in chemostat cultures of
C. glutamicum. Filled squares: experimental data10. Solid line: limit function based on bio-
chemical constraint.

The general metabolic network solution for the specific rates of glucose consump-
tion, qS, oxygen consumption, qO, and carbon dioxide production, qc, as a function of
the growth rate, µ, specific product formation, qP, maintenance energy requirements,
and effective P/O-ratio, �, is shown in Eqs. 26 to 28.
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– qs =
0.147 + 0.153 ' µ + 0.838 + 1.128 ' qP + 0.967 Kµ + mATP XP

0.387 + 0.967 ' [Eq. 26]

– qo =
0.515 µ + 2.320 qP + 0.483 Kµ + mATP XP

0.387 + 0.967 ' [Eq. 27]

qc =
0.513 + 0.040 ' µ + 2.707 + 0.967 ' qP + 0.483 Kµ + mATP XP

0.387 + 0.967 ' [Eq. 28]

From a fit of the metabolic network solution, Eqs. 26 to 28, to the growth data (glu-
cose consumption, oxygen consumption, and carbon dioxide production as a function
of the growth rate), the effective P/O-ratio and the maintenance energy requirements
were estimated. It was found that the assumption of growth-associated maintenance
resulted in unrealistic values for the effective P/O-ratio (�' > 3). The assumption that
maintenance energy requirements were non-growth-associated resulted in more realis-
tic estimates: �' = 2.13 and mATP = 0.43 mol/Cmol protein/h. This is markedly different
from the parameters obtained for the yeast network. However, it should be considered
that the organism used and the growth conditions are different. The yeast is grown C-
limited, and C. glutamicum is grown N-limited.

Fig. 5 shows that the obtained fit of the calibrated metabolic network to the growth
data is satisfactory. Using the fitted parameter values, the influence of the lysine pro-
duction rate on metabolic flux distribution was investigated. It was found that the first
reaction that reversed at increasing lysine production rates was the conversion of succi-
nyl CoA to succinate by succinyl CoA synthetase. This was not surprising, because the
biosynthesis of lysine in C. glutamicum results in the conversion of an equimolar
amount of succinyl CoA into succinate. Thus, lysine biosynthesis serves as a bypass of
succinyl CoA synthethase and will eventually result in the exhaustion of succinyl CoA.
However, from a thermodynamic point of view, succinyl CoA synthethase is readily
reversible. The rates of lysine production and substrate consumption at the point when
the flux through succinyl CoA synthethase starts to reverse can be calculated from the
solution of the metabolic network (derivation not shown). Both are a function of the
growth rate, µ, the effective P/O-ratio, �', and the growth-independent maintenance on
ATP, mATP. The ratio qp/qs, that is, the yield of product (lysine) on substrate at this
point is equal to:

YSP
lim =

0.153 – 0.058 ' µ + 0.166 mATP

0.207 + 0.116 ' µ + 0.290 mATP

[Eq. 29]

From the result shown in Fig. 6, it can be seen that the experimental YSP values are
just below the limit predicted by the assumed metabolic constraint. It should be empha-
sized that because succinyl CoA synthethase is thermodynamically reversible, the
example given here is rather hypothetical. However, it is not known whether succinyl
CoA synthethase is easily reversible under physiological conditions in C. glutamicum.
It should be noted that when such a metabolic limit exists, the increase of enzyme
levels in the product pathway has no effect.
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Fig. 7. A metabolic network in which substrate S is converted to intermediate I that is
converted to biomass X and products P1 and P2. CF is a cofactor; the prime indicates its
activated state.

2.6. 13C-NMR-Based Metabolic Flux Analysis
2.6.1. The Inobservability Problem

As outlined in the introduction to this chapter, the calculation of fluxes in
underdetermined metabolic networks requires additional measurements, or can be per-
formed by constrained linear optimization. However, in some cases the structure of the
metabolic network prohibits determination of all intracellular fluxes, regardless of the
measurements that have been performed. An example of such a feature is the occur-
rence of parallel pathways in the cell—compound A is converted into compound B via
two different routes, and the net result is exactly the same. In such cases, mass balances
only yield the sum of the fluxes through the parallel pathway branches but never the
separate fluxes. A real-life example of a parallel pathway is found in lysine biosynthe-
sis, (see Sonntag et al.) (24).

Another phenomenon that is not observable from traditional metabolic flux balanc-
ing is the occurrence of bidirectional fluxes (25). Mass balancing only yields net fluxes
between the metabolite pools, but it does not give information on the forward and
backward fluxes. However, from a cell-regulatory point of view, it is interesting to
know whether reactions in the cell are uni- or bidirectional. Reversibility assumptions
can be made on the basis of thermodynamic calculations. However, thermodynamic
data that are determined in vitro are often found to be invalid in vivo, because of the
complex properties of the viscous, protein-rich cytosol of the cell.

2.6.2. Solutions to the Inobservability Problem

In order to determine fluxes that cannot be found from mass balances alone, addi-
tional information is needed about the reactions in the cell. Enzyme assays are one of
the additional sources of information. By determining which enzymes are expressed in
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the metabolic system under investigation, it can be inferred which pathways are active.
However, enzyme assays do not give information about the magnitude of the fluxes
through these pathways unless the exact enzyme kinetics and intracellular metabolite
concentrations are known. At present, the validity of in vitro enzyme kinetics under in
vivo circumstances is under debate, and methods for the accurate measurements of
intracellular metabolites are under development. Therefore, determining all intracellu-
lar fluxes from enzyme and metabolite measurements is not yet feasible.

Alternatively, the problem of parallel pathways can be solved if different cofactors
are involved in the two branches. (Note that some researchers state that pathways em-
ploying different cofactors may not be called “parallel.”) A hypothetical example of
how a cofactor balance can make the fluxes through two parallel pathways observable
is shown in Fig. 7. In this figure, the fluxes through the parallel reactions v3 and v4
leading from intermediate I to product P2 are different with respect to their cofactors. If
the activated cofactor is assumed to be ATP, one can imagine that reaction v4 is effi-
cient and does not involve the hydrolysis of ATP, whereas reaction v3 does. If the
cofactor balance is taken into account, it can be seen that the rate at which product P1 is
produced, determines the rate at which ATP is generated. This rate fixes the fluxes
requiring ATP (i.e., v3 and v5). Now all intracellular fluxes can be determined, since the
set of flux constraints is determined. Equation 30 shows that the rank of the combined
stoichiometric and measurement matrices equals the number of fluxes.

Mass balance I –1 1 1 1 1 0

Mass balance CF 0 –1 1 0 1 v1 0

Measured consumption S –1 0 0 0 0 v2 s

Measured production X 0 0 0 0 1 v3 x

Measured production P1 0 1 0 0 0 v4 P1

Measured production P2 0 0 1 1 0 v5 P2

rank
S
M = 5 [Eq. 30]

An example of this situation is encountered in the primary carbon metabolism. The
glycolytic and pentose phosphate pathways may be considered as parallel pathways
converting glucose 6-phosphate to pyruvate. Whereas the pentose phosphate branch of
this parallel pathway yields ATP, NADH, and NADPH, the glycolytic branch yields
more ATP and NADH, but no NADPH. In contrast to NADH, NADPH is known to be
involved in the biosynthesis of biomass and (in the case of Penicillium chrysogenum)
penicillin. Therefore, equating the consumption of NADPH in biosythetic reactions to
its production in the oxidative steps of the pentose phosphate is one way to determine
how much glucose is consumed via the pentose phosphate pathway. Mass balances for
the cofactors NADH and NADPH are often used in metabolic flux balancing; however,
they have some disadvantages. Clearly, cofactor balances do not enable determination
of the separate forward and backward fluxes in bidirectional reaction steps. Further-
more, in some cases assumptions must be made with respect to NAD(P)H specificities
of various enzymes and the presence or absence of transhydrogenases that interconvert
NADH and NADPH (2,25–29). Finally, cofactors are involved in many reactions in
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the cell so that it is difficult to take them all into account. As a result, the inclusion of
cofactor mass balances may lead to erroneous flux estimates.

2.6.3. Application of 13C-NMR for Metabolic Flux Analysis
13C-NMR-based metabolic flux analysis is a method that has the potential to resolve

fluxes flowing through a complex metabolic network. This method exploits the fact
that the pathways in the cell break and synthesize carbon-carbon bonds in a well-known
way. Experimentally the method comes down to feeding a 13C-labeled compound to a
cell culture and subsequently measuring the amounts of labelled carbon atoms at vari-
ous carbon positions of the metabolic intermediates. These measurements either rely
on the different magnetic momentum of 12C- and 13C-atoms (Nuclear Magnetic Reso-
nance spectroscopy, NMR) or on the different atomic masses of the two isotopes (Mass
Spectrometry, MS).

The intracellular metabolic fluxes can then be calculated from the 13C-labeling data
that are obtained from NMR or MS (28,30). The general approach of 13C NMR based
metabolic flux analysis is outlined in Fig. 8. As the figure shows, fluxes cannot be
directly determined from the measured labeling data. Because of non-linearities in the
model that relates the 13C-distributions of metabolites to the steady-state metabolic
fluxes, the fluxes have to be found using an iterative optimization.

2.6.4. Results of 13C-Labeling Studies

Returning to the case of the parallel glycolytic and pentose phosphate pathway, it
can be shown that both branches lead to a different rearrangement of the carbon atoms

Fig. 8. The overall algorithm used for determining a set of fluxes from measured NMR spectra.
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that enter the cell in the form of glucose. As a case study, the fluxes through the glyco-
lysis and the pentose phosphate pathway in P. chrysogenum have been estimated from
NMR measurements of the 13C-label distributions of intermediates of both pathways.
The question was to determine whether these labeling studies result in different flux
estimations than those that were previously determined using NADPH-balances (17).
This may shed new light on the question of whether the availability of the cofactor
NADPH is a potential bottleneck in the production of penicillin.

From preliminary experiments, the steady-state fluxes in cultures of P. chrysogenum
growing on defined medium containing either NO3– or NH4+ as a nitrogen source and
containing 10% uniformly labeled [13C6]-glucose have been estimated. The analyses
indicate that fluxes into the pentose phosphate pathway may be higher than previously
determined. However, thus far the procedure shown in Fig. 8 has not yet yielded satis-
factory fits between measured and simulated 13C-labeling data. Therefore, the primary
focus of our research has been on some important methodological aspects of the 13C-
labeling technique.

Problems we have addressed include the sensitivity of the outcomes of 13C-labeling
studies to modeling errors (31). Two potential errors in metabolic models are the
oversimplification of the non-oxidative part of the pentose phosphate pathway and the
ignorance of the effects of so-called “channeling”—i.e, the direct enzyme to enzyme
transfer of intermediates. Furthermore we have studied which fluxes in a metabolic
network are theoretically identifiable from a given set of 13C-labeling data (32). Finally,
spectal analysis software has been developed in order to improve the quality of the
measurement data that are extracted from the NMR spectra (33). Apart from accurate
labeling data, this spectral analysis software yields covariances of the measurement
data that are indispensable for the determination of the reliability of the fluxes that are
found using the 13C-labeling technique. These new developments will result in more
reliable 13C based flux estimates of primary carbon metabolism.

2.7. Stoichiometric Modeling: Conclusions and Outlook

At present, the theory and practice of metabolic flux analysis has been well-devel-
oped. In the most recent papers on metabolic flux analysis, no new techniques are
presented, but developed techniques are used for new applications. Pramanik et al. (34)
applied metabolic flux analysis combined with linear optimization to model the metabo-
lism of enhanced biological phosphorus removal (EBPR) from wastewater. The model-
ing provided better insight into the metabolism and an improved understanding of the
EBPR process. Moreover, it allowed description of biopolymer synthesis and degrada-
tion in the context of the entire metabolism of the cell.

A very detailed stoichiometric model of E. coli, based on biochemical literature,
genomic information, and metabolic databases, was constructed by Edwards and
Palsson (35). Using this model, metabolic flux balancing was applied for the in silico
analysis of gene deletions. It was concluded that this model could be used to interpret
mutant behavior and that the modeling results lead to a further understanding of the
complex genotype-phenotype relation. A similar study was conducted for Haemophilus
influenzae (36). Here, the stoichiometric model was completely derived from the anno-
tated genome sequence of the organism. This study showed that the synthesis of in
silico metabolic genotypes from annotated genome sequences is possible. The results
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indicated that to accomplish growth on mixed substrates, six different optimal meta-
bolic phenotypes could be defined, that arose from the same metabolic genotype, each
with different constraining features.

It can be inferred from numerous applications described in the literature that sto-
ichiometric modeling is a powerful technique to calculate otherwise unmeasurable intra-
cellular metabolic fluxes, to estimate ATP-stoichiometry parameters and maximum
theoretical yields, to obtain a deeper insight in metabolism, to derive optimal metabolic
flux patterns for maximum biomass or product yield, and to investigate genotype-phe-
notype relationships. However, metabolic engineering of industrial strains for improved
product formation or the production of novel compounds also requires insight into the
kinetic properties of the relevant pathways. The state of the art in the kinetic modeling of
microbial metabolism is discussed in Subheading 3.

3. Kinetic Modelling
3.1. The Need for In Vivo Kinetic Modeling
in Rational Metabolic Engineering

With the development of recombinant-DNA tools and the explosion of genetic infor-
mation from many microbial genome-sequencing projects, it has become feasible to
implement precise changes in the metabolism of microorganisms. These changes aim
to introduce new product pathways or improve existing product formation. Using such
metabolic engineering, it is theoretically possible to use microorganisms (e.g., E. coli
or S. cerevisiae) for the production of a multitude of bulk and fine chemicals.

During the past decade, these opportunities have been explored with moderate suc-
cess (37). Most of the efforts have been directed toward increasing enzyme activities in
product pathways and increasing the availability of molecules entering the product
pathway by increasing substrate import, thus expecting increased product formation,
which was often not realized. Recently, it has been recognized that this might be caused
by negligence of the effect of this “push” approach on metabolite levels, in particular,
the importance of product export may have been underestimated. Knowing that end-
product feedback inhibition is a general property of many product pathways, it is
essential to keep the intracellular product concentration low. This calls for a “pull”
approach, as opposed to the generally used “push” approach (38).

Fig. 9. Organization of metabolism in microorganisms.
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An intuitive approach to increase product formation would then be the following:

1. Increase the export of the product (see Fig. 9) by increasing the export capacity (pull out
the product). The resulting lower intracellular product concentration will often naturally
lead to higher product formation rates because of the cellular control mechanisms (end-
product feedback control of enzyme activity and genetic control of enzyme level).

2. Diminish the end-product inhibition on the first enzyme of the product pathway (using
protein engineering). It should be noted that in the absence of sufficient product export
capacity, diminishing feedback inhibition may be counteracted by the increased intracel-
lular end-product concentration. The result may be that end-product inhibition still plays a
role, which may lead to lower enzyme levels in the product pathway caused by genetic
control mechanisms (preservation of homeostasis). Having first increased the product
export capacity allows the full product-flux benefit of decreased feedback inhibition. It
can be expected that the levels of enzymes of the product pathway have also increased
following increased product export capacity and decreased end-product inhibition
(homeostatic response of genetic control mechanisms to decreased metabolite levels).

3. It can be expected that increase of all enzyme levels in the product pathway will further
increase productivity.
Following this approach, the inevitable point will be reached where changes in the product
formation pathway (including export) will have only a marginal effect on productivity.

4. Further increase in product formation must then be realized by changes in primary metabo-
lism. Obvious candidates here are the anaplerotic reactions feeding the TCA-cycle for
those products of which the precursors are supplied by the TCA-cycle.

In general, however, changing primary metabolism is much less straightforward than
this approach for a linear product pathway. This is because of the high pathway entangle-
ment, (complex interactions, and presence of branches, cycles, and conserved moieties).

Given this situation, the following general questions are encountered.

• How to estimate the maximum theoretical product yield on substrate? As such, this maxi-
mum theoretical yield provides an indication of the absolute limit to a further improve-
ment of the overall product yield. This can be estimated from a reliable stoichiometric
model (see Subheadings 2.2.–2.5.).

• How to determine, for a given organism, whether the product pathway or primary metabo-
lism is rate limiting? A relatively simple method to obtain an answer to this question,
applied to penicillin-G production in an industrial strain of Penicillium chrysogenum, will
be presented in Subheading 3.2.

• How to determine, in a simple way without knowledge of the enzyme kinetics of the
various steps, the distribution of the flux control in a product biosynthesis pathway? This
is illustrated for the biosynthesis pathway of Penicillin-V in P. chrysogenum in Subhead-
ing 3.3.

• How to construct reliable, albeit not overly complicated, kinetic models of primary metabo-
lism based on in-vivo kinetics. This has not been achieved so far. In Subheading 3.4., we
present our ideas to tackle this problem and provide an overview of the mathematical and
experimental tools developed so far.

3.2. Is Primary Metabolism a Bottleneck
for the Biosynthesis of Penicillin-G ?
3.2.1. Identification of Principal Nodes for Penicillin Production

A priori analysis of a metabolic network model for growth and product formation of
P. chrysogenum (17) was carried out in order to identify the subset of metabolic nodes
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Fig. 10. Calculated fluxes through the central metabolic pathways of P. chrysogenum from the stoichiometric model. The model contains two
degrees of freedom, namely the specific growth rate and the specific penicillin production rate. Fluxes were calculated for a growth rate of 0.01 h–1;
(A) without production of penicillin; (B) with production of penicillin at a hypothetical rate of 1 mmol/Cmol biomass/h. Branch points showing
significant changes in flux partitioning are underlined.
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for which the flux partitioning strongly depends on the rate of product formation. These
nodes are referred to as principal nodes (4).

The analysis was carried out by calculating the flux distribution through the com-
plete metabolic network as a function of the production rates of biomass and penicillin-
G. For this a priori analysis, literature values for the ATP stoichiometry parameters
(P/O-ratio and maintenance energy requirements) have been used (39). Fluxes through
the metabolic network were calculated for a growth rate of 0.01 h–1 without production
of penicillin (Fig. 10 A) and with production of penicillin (Fig. 10 B). For the second
case, the specific penicillin production rate was set to a hypothetical value of 1 mmol/
Cmol/h, which is twice the maximum value observed by Jørgensen et al. (39) during
fed-batch cultivation of P. chrysogenum. Although this seems to be a high value, it can
be calculated that the yield of penicillin on glucose under these conditions is still only
30% of the published theoretical maximum of 0.43 mol/mol glucose (39). It can be
inferred from a comparison of the calculated flux patterns for both conditions that peni-
cillin production leads to an increase of the (biomass-specific) glucose uptake rate, and
accordingly, to increased specific fluxes through the central metabolic pathways. It can
be seen from Fig. 10 that all additional glucose consumed is channeled through the
pentose phosphate pathway, thus increasing the flux through this pathway significantly.

Also the flux through the glycolysis is found to increase as a result of penicillin
production, especially through the upper part, above 3-phosphoglycerate (3PG). Because
of the withdrawal through cysteine of 3PG for penicillin synthesis, the increase in the
glycolytic flux below 3PG is smaller. Because part of the pyruvate flux is channeled
(via valine) toward penicillin biosynthesis, the smallest flux increase is found to occur
in the TCA-cycle.

As a result of these changing flux patterns through central metabolism, four branch
points show significant changes in flux partitioning. These are underlined in Fig. 10
and are located at 1) glucose-6-phosphate, because penicillin production requires an

Fig. 11. Measured specific production of penicillin-G in glucose (�), ethanol (�) and acetate
(�) limited cultures of Penicillium chrysogenum DS12975. Points indicated with arrows repre-
sent no stable steady states, but observed maximum specific penicillin production rates during
the experiments. Solid line: qPen - µ relationship for the glucose-limited chemostats.
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increased flux through the pentose phosphate pathway to meet the increased demands
for cytosolic NADPH for cysteine biosynthesis, 2) 3-phosphoglycerate, which is the
carbon precursor of cysteine, 3) mitochondrial pyruvate, which is the carbon precursor
of valine, and 4) mitochondrial isocitrate, because mitochondrial NADP-dependent
isocitrate dehydrogenase is the source of mitochondrial NADPH for valine biosynthe-
sis. Significant penicillin production requires relatively large changes in flux partition-
ing around these four principal nodes. The rigidity of these nodes determines whether
they are potential bottlenecks for a further increase of penicillin production. Metabolic
flux calculations for glucose, xylose, ethanol and acetate as carbon sources and ammo-
nium and nitrate as nitrogen sources revealed, that growth and product formation on
these substrates leads not only to dramatic changes in fluxes through the central meta-
bolic pathways, but also in large changes in flux partitioning around the four principal
nodes for penicillin production (results not shown). Chemostat cultivation on these
substrates was used as an experimental tool to manipulate the fluxes through the cen-
tral metabolic pathways of P. chrysogenum, and thus to investigate the rigidity of these
principal nodes for increased penicillin production.

3.2.2. Calculation of the Flux Distribution
Around Principal Nodes from Experimental Data

In Fig. 11, the observed relation between the biomass-specific production of penicil-
lin-G and the specific growth rate is plotted for steady-state, carbon-limited chemostat
growth on glucose, ethanol, and acetate.

In glucose-limited chemostats, penicillin production was observed to increase
strongly at an increasing dilution rate (which is equal to the growth rate in steady-state
chemostat culture) to a maximum of 0.56 mmol Pen-G / Cmol biomass/h at a growth
rate of 0.03 h–1. When the dilution rate was further increased, specific Pen-G produc-
tion declined in a linear fashion. The same general trend was observed for both the
ethanol- and acetate-limited chemostats.

The calculated fluxes around the four principal nodes for steady-state glucose, etha-
nol, and acetate limited chemostats performed at the same dilution rate of 0.045 h–1 are
shown in Figs. 12A to D. At this dilution rate specific Pen-G production was almost
identical for the three substrates (see Fig. 11).

Figure 12A shows the different flux patterns around the glucose-6-phosphate branch
point for growth on glucose, ethanol, and acetate. If glucose is the carbon source, the
glucose-6-phosphate produced by hexokinase is partitioned between glycolysis, the
pentose phosphate pathway, and anabolism. For C-2 carbon sources such as ethanol
and acetate, glucose-6-phosphate is generated by gluconeogenesis. The flux is now
partitioned between two main pathways—the pentose phosphate-pathway and anabo-
lism. For growth on ethanol, it is assumed that cytosolic NADPH is generated mainly
through NADP-dependent acetaldehyde dehydrogenase and that the pentose phosphate-
pathway has only an anabolic function. This leads to a significantly lower flux of glu-
cose-6-phosphate entering the pentose phosphate-pathway than for growth on acetate
and glucose.

The fluxes around the 3-phosphoglycerate node are shown in Fig. 12B. Because
growth on the C-2 carbon sources ethanol and acetate requires gluconeogenesis, this
leads to a reversal of the flux. Nevertheless, the flux of 3-phosphoglycerate via cys-
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Fig. 12. Calculated fluxes around the principal metabolic nodes for penicillin production for glucose, ethanol, and acetate-limited chemostat
growth at a dilution rate of 0.045 h–1 (A) glucose-6-phosphate node; (B) 3-phosphoglycerate node; (C) mitochondrial pyruvate; node (D) mito-
chondrial isocitrate node. The standard deviations of the calculated fluxes generally varied between 0.7% and 2.5%. For fluxes with standard
deviations higher than 2.5%, the corresponding standard deviations are indicated between brackets.
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teine to penicillin is approximately the same in all cases. The flux partitioning around
the mitochondrial pyruvate node is shown in Fig. 12C. For growth on C-2 carbon
sources, carbon enters the TCA cycle as acetyl CoA, and therefore the fluxes around
mitochondrial pyruvate are largely reduced when the cells are grown on ethanol or
acetate instead of glucose as the sole carbon source. This has no apparent influence on
the flux of pyruvate via valine to penicillin.

In Fig. 12D the fluxes around isocitrate dehydrogenase are shown. Also, in this case,
large differences occur, here the flux for growth on acetate is the largest because of the
relatively large energetic cost of biomass and product formation from acetate.

From these observations, it can be concluded that despite the fact that growth on the
carbon substrates glucose, ethanol, and acetate introduced large changes in flux parti-
tioning around principal nodes for penicillin production in primary metabolism, the
observed changes in the specific penicillin production rate were marginal. This indi-
cates that the four principal nodes are highly flexible and are unlikely to form potential
bottlenecks for (a further increase of) penicillin production.

3.3. Metabolic Flux-Control Analysis
of the Penicillin-V Biosynthesis Pathway
3.3.1. Introduction

The discipline of metabolic engineering aims to adapt the metabolism of a
microorganism to improve the productivity and/or yield of certain cellular products. In
order to tell the geneticist which enzyme activities in the cell should be up- or
downregulated, a metabolic engineer must analyze which enzymatic steps are limiting
the overall performance of the cell. This process is called “Metabolic Control Analy-
sis.” This analysis has been described extensively elsewhere (1,40). In this section,
some of the fundamental elements of metabolic control analysis are presented.

The central concepts in the control analysis are normalized sensitivities of metabolic
variables to other variables or parameters in the system. For example, the normalized
sensitivity of the metabolic flux through a pathway (J) to the activities of the enzymes
that constitute the pathway (ei) are termed flux-control coefficients and are defined as:

Cei

J =
ei · J
J · ei

[Eq. 31]

These coefficients show how strongly the increase or decrease of a given enzyme
activity affects the flux through the pathway. The flux-control coefficients of all the
enzymes in a linear metabolic pathway are related by the flux-control summation
theorem (41):

Ce1,0

J Cen,0

J ·
1

1
= 1 [Eq. 32]

This theorem states that the flux-control coefficients in a pathway sum up to one,
which means that if one of the pathway enzymes has a flux-control close to one, the
others have negligible control. Increasing the activity of this enzyme is a good first step
in increasing the pathway flux. However, this will lead to a decrease of the flux-control
coefficient of the concerning enzyme that evidently entails an increase of the flux con-
trol of all other enzymes. By consequence, another enzyme may become flux-limiting
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and will therefore form the next target for genetic modification. It has become clear
that flux increase often requires the simultaneous increase in several (if not all) path-
way enzymes.

A second important group of entities in control analysis are the elasticity coeffi-
cients,—the normalized sensitivities of the reaction rates (vj) to metabolite levels in the
cell (xi). Elasticity coefficients are defined as:

xi

v j =
xi · v j

v j · xi
[Eq. 33]

An elasticity may represent the influence of the concentrations of substrates or prod-
ucts of a reaction on the rate of the concerning reaction. Alternatively, they may repre-
sent the allosteric influence (inhibition/activation) that a nonreacting metabolite has on
the reaction rate. Elasticity coefficients and flux-control coefficients are related by the
flux-control connectivity theorem (6):

Ce1,0

J Cen,0

J ·

x1,0

v1
xm,0

v1

x1,0

vn
xm,0

vn

= O
[Eq. 34]

Flux-control coefficients and elasticity coefficients can be determined by combin-
ing Eqs. 32 and 34 with a mathematical description of the enzyme kinetics and mea-
surements of metabolic rates, enzyme activites, and metabolite levels. There are
alternative ways to do this, as shown in Subheading 3.3.2.

Fig. 13. The penicillin-V biosynthesis pathway.
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3.3.2. The Penicillin Biosynthesis Pathway

The application of metabolic control analysis to a product pathway is illustrated by a
case study involving the biosynthetic pathway of the antibiotic penicillin, which is pro-
duced as a secondary metabolite by P. chrysogenum. In this discussion of the biosynthe-
sis of the penicillin molecule only the formation of this antibiotic from its amino acid
precursors is discussed—the biosynthesis of the precursors themselves is not included.

The biosynthetic pathway of pencillin V consists of three enzymatic steps (see
Fig. 13). In the first step the amino acids valine, cysteine and �-aminoadipic acid are
condensed by the enzyme ACV synthetase (ACVS) to form the tripeptide ACV. The
following step is the closure of the �-lactam ring structure and the formation of
isopenicillin N (IPN) by the enzyme IPN synthase (IPNS). Finally, the �-aminoadipic
acid side-chain of the IPN molecule is exchanged for a phenyl acetic-acid side chain
by the enzyme acyl transferase (AT).

In order to find out whether one or more of the enzymatic steps in this linear biosyn-
thesis pathway are limiting the penicillin production rate, we should to determine the
flux control of the enzymes in this route. First it is shown how the flux control is
traditionally determined. Subsequently, a new method is proposed that requires con-
siderably less assumptions regarding the exact enzyme kinetics.

3.3.3. Traditional Method

The traditional way of determining flux-control coefficients was applied to the peni-
cillin biosynthesis pathway by Nielsen et al. (42). They formulated kinetic equations
for the enzymes ACVS and IPNS based on the extensive research on the kinetic mecha-
nisms of these two enzymes. The exact kinetics of AT—the enzyme that catalyzes the
last step in the pathway—is less well-known. However, based on the fact that IPN was
not observed to accumulate in cells, Nielsen et al. concluded that this enzyme could not
be rate-limiting, so its flux-control coefficient was assumed to be equal to zero.

Algebraic derivatives of the kinetic expressions of AVCS and IPNS to the metabo-
lites that appear in the expressions yielded the elasticity coefficients as functions of
metabolite levels and kinetic parameters. Using these equations, the values of the elas-
ticity coefficients were calculated from the metabolite levels that were measured dur-
ing the course of a fed-batch cultivation of P. chysogenum and the literature values for
the kinetic parameters. When the elasticities are known, Eqs. 32 and 34 yield enough
constraints to calculate all flux-control coefficients.

The determination of control coefficients as the derivatives of the detailed kinetic
expressions as described here has some important disadvantages. First, the kinetic expres-
sions of a pathway often contain many kinetic parameters, such as maximal rates, affin-
ity constants, and inhibition constants. If these are to be estimated from in vivo data, a
rich and high-quality set of measurement data of all the involved metabolites (includ-
ing cofactors) should be available. As this is seldom the case, parameter values are
often taken from the literature (42).

Literature data are often based on in vitro studies in which purified enzymes are used.
However, care should be taken when using the outcomes of these studies for predicting in
vivo kinetics. In vitro experiments are generally not performed under physiological con-
ditions with respect to the pH, concentrations of ionic solutes, the presence of (unidenti-
fied) regulatory metabolites, substrate and product concentrations, and the presence of



378 van Gulik, van Winden, and Heijnen

(high concentrations of) proteins that may alter the activity of the studied enzyme. For
example, Teusink et al. (9) showed that many of the in vitro determined kinetic param-
eters of the glycolytic enzymes had to be adapted in order to make their mechanistic
model correctly predict the metabolite concentrations measured in vivo.

Finally, kinetic expressions are never complete. When the detailed kinetics of the
enzymes are introduced, assumptions are made about which metabolites exert an effect
on each reaction and which do not. The omission of an important regulatory compound
in a kinetic equation leads to a misestimation of the reaction rate.

3.3.4. Alternative Method

For the reasons outlined here, we propose the use of approximate kinetic expres-
sions for describing in vivo kinetics. It will be shown that the use of a general linear-
logarithmic approximate rate equation for the kinetics of all enzymes in a metabolic
pathway has the advantage that the flux-control coefficients can be estimated without
making a single assumption about the exact kinetics and regulatory structure of the
pathway. Moreover, the only measurement data needed to determine the control coef-
ficients in this way are the pathway flux and the enzyme activities. No metabolite lev-
els need to be measured. Based on the control coefficients that are calculated for a
reference steady state, the pathway flux and control coefficients in other steady states
can be predicted from measured enzyme activities alone. This shows that the linlog-
approximation has predictive as well as descriptive power.

The only assumption that has been made is that the reaction rate (v) is proportional
to the enzyme activity (e). It is related to the levels of metabolites x (represented by a
vector containing the metabolite concentrations) in an arbitrary way:

v t = e t · f x t [Eq. 35]

In traditional metabolic control theory, Eq. 35 is completely linearized around a
reference state (indicated by subscript “0” and characterized by levels of enzymes e0,
fluxes v0 and metabolites X0). This linearization results in:

v t = e t · f x0 + e0
f x
x 0

T

· x t – x0 [Eq. 36]

Note that because x is a vector of metabolite levels, the last term in Eq. 36 represents
the sum of the derivatives towards the various metabolite concentrations multiplied
with the finite differences of those concentrations from the reference state. When rate
Eq. 36 is divided by the rate in the reference state (v0), the equation reads:

v t
v0

=
e t
e0

+
x · f x

f x · x 0

T

·
x t – x0

x0
[Eq. 37]

Again, the last term is in fact a sum of terms for the various elements of vector x. The
products and quotients within the bracketed terms should be read as element-by-ele-
ment operations. Making the generally accepted assumption that the enzyme amount
(e) is independent of the metabolite levels (x), it is clear that the normalized derivative
in Eq. 37 is the normalized derivative of the reaction rate in Eq. 35. This derivative is
exactly the definition of an elasticity coefficient in the reference state ( x,0

v , see Eq. 33)!
Therefore, we can rewrite the equation as follows:
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v t
v0

=
e0

e t
· x,0

v ·
x t – x0

x0
[Eq. 38]

Eq. 38 is only applicable to very small changes around the reference. A practical
application to real experimental situations, where fluxes and enzyme levels change
manifold, is therefore not possible. To solve this problem, Small and Kacser (43,44)
proposed a theoretical extension of traditional metabolic-control analysis toward large
changes of enzymes and fluxes by introducing deviation indices. The repelling math-
ematics, however, are highly intricate and difficult to apply.

Here we will show that an alternative extension of metabolic control analysis to
accommodate large changes is easily attained, leading to simple equations. The key is
the realization that only the nonlinear f [x(t)]—not the complete Eq. 35—needs to be
linearized. It is always better to approximate a nonlinear function by another nonlinear
function. A proper choice is to use a linear combination of logarothmic terms (lin-log
format). For example, if reaction rate v is some nonlinear function of the metabolite
concentrations X1 and X2—that is v = f (X1,X2)—this can be approximated as v = a + b
·ln(X1) + c ·ln(X2).

Fig. 14 shows for Michaelis Menten kinetics the quality of the lin-log approxima-
tion. This format is also inspired by the concept that the enzyme rate is related to the
thermodynamic driving force of the reaction. The linearization procedure leads then to:

v t
v0

=
e t
e0

· 1 + x,0
v · ln

x t
x0

[Eq. 39]

where
e t
e0

 is a square diagonal matrix.

This equation can be rewritten as:

v t
v0

e0

e t
= 1 + x,0

v · ln
x t
x0

[Eq. 40]

Multiplying the left and right hand sides with the flux control matrix CJ and using
the summation and connectivity relations yields the general flux equation:

Fig. 14. Lin-log approximation of hyperbolic Michaels Menten kinetics.
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Fig. 15. The raw data of Nielsen (1995) (*) and polynomial approximations (line). Upper
four: fed-batch 23, lower four: fed-batch 28. Shown are the enzyme activities of ACVS, IPNS,
and AT, and the penicillin production flux. The horizontal axes show the fed-batch duration in
hours, the vertical axes show enzyme activities and flux in mmoles/g DW/h (except for INPS
where the unit is mmol/g DW/h).
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C J v t
v0

e0

e t
= 1 [Eq. 41]

The term between brackets is an n-dimensional vector with elements 
vi t
vi,0

ei,0

ei t .

For a linear penicillin pathway Eq. 39 can be rewritten as:

Ce1,0
J ·

v1 t
v1,0

e1,0

e1 t
+ + Cen,0

J vn t
vn,0

en,0

en t
= 1 [Eq. 42]

If the microorganism of which the flux-control coefficients are to be determined is
grown in a fed-batch fermentation, one may assume that at any time during the fed
batch the cells, are in a pseudo steady state. Because of the depletion of some of the
nutrients and the accumulation of the products in the vessel, this steady state will change
during the course of the fed batch. From Eq. 42, we can derive a relationship that
predicts the flux through the n-step linear pathway for any steady state that is attained
during the fed batch. Because of the steady-state condition all reaction rates (v) equal
the pathway flux (J), so we can rewrite Eq. 42 as:

J t = J0 / Ce1,0
J e1,0

e1 t
+ + Ce(n–1),0

J en–1,0

en–1 t
+ 1 – Ce1,0

J – – Ce(n–1),0
J en,0

en t
[Eq. 43]

The last term between brackets in this equation is again based on the flux-control
summation theorem (Eq. 32). The expression requires as inputs the enzyme activities
at the specific time t plus the flux-control coefficients and enzyme activities in the
reference steady state.

From Eq. 43, we can also obtain relationships that give the control coefficients for
any time during the fed batch by determining the normalized derivatives of Eq. 43
toward the various enzyme activities:

Ce1
J t =

e1,0

e1 t
· Ce1,0

J / Ce1,0
J e1,0

e1 t
–

en,0

en t
+ + Ce(n–1),0

J en–1,0

en–1 t
–

en,0

en t
+

en,0

en t
[Eq. 44]

In Subheading 3.3.5., this theory is applied to the flux control in the penicillin bio-
synthesis pathway.

3.3.5. Application: Control Analysis of the Penicillin-V Biosynthesis Pathway

The data used for the metabolic control analysis based on the linlog approximation
discussed here were taken from two fed-batch cultivations (numbers 23 and 28) of
P. chysogenum published by Nielsen (45). For both fed batches, the feed medium con-
sisted of glucose, ammonia, and phenoxyacetic acid. The difference between the two
fed-batch cultures was that in case of fed batch 28 the three precursor molecules of
penicllin (�-amino adipic acid, valine and cysteine) were added to the medium.

In order to interpolate between the data points, second-order polynomials were used.
The raw data and the approximations are shown in Fig. 15.

The flux-control coefficients were determined for each possible reference state by
nonlinear minimization of the sum of squared deviations between the fluxes measured
during the fed batch and the fluxes calculated by filling in the measured enzyme activi-
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Fig. 16. The calculated flux-control coefficients (left) and the penicillin production flux (right):
raw data of Nielsen (*), polynomial approximation and calculated according to Eq. 11 (lines).

ties in Eq. 43. The reference state was chosen as the time t, at which the minimized sum
of squares between the measured and calculated flux was minimal.

We determined the following flux-control coefficients. For fed-batch 23: CACVS,0
J =

0.70, CIPNS,0
J = 0.30 and CAT,0

J = 0.00 (reference: t = 42 h). For fed-batch 28: CACVS,0
J =

–0.28, CIPNS,0
J = 1.28 and CAT,0

J = 0.00 (reference: t = 31 h). Based on the flux-control
coefficients in the reference state and the measured enzyme activities (Fig. 15), the
flux-control coefficients and penicillin production flux in all other steady states can be
calculated using Eqs. 43 and 44. The outcomes are shown in Fig. 16.

In Fig. 15, it can be seen that the polynomials used to interpolate between the data
points are relatively rough approximations. Therefore, the outcome of the calculations
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in Fig. 16 should be interpreted with caution. The outcomes in the left-hand side graphs
of Fig. 16 confirm Nielsen’s assumption that the enzyme AT has no control over the
flux through the pathway.

In his study, Nielsen et al. (42) found a shift of flux control from AVCS in the begin-
ning of the fed batch to IPNS at the end of the fed batch in both fed batches 23 and 28. We
find a very different flux-control profile: in fed-batch 23, ACVS has 70–80% of the con-
trol during the entire fermentation, whereas the same enzyme has –30 to –18% (negative)
control in fed-batch 28. In the latter experiment, IPNS has full control of the penicillin
production flux. The fact that we found that ACVS has no control in the fed-batch, in
which the substrates of this enzyme were present in the feed (fed-batch 28), whereas it
has control in the experiment without precursor feeding (fed-batch 23) seems reasonable.
Another support for the validity of the proposed method is that the graphs on the right-
hand side of Fig. 16 show that the penicillin production flux calculated using Eq. 43 fits
well with the polynomial approximations of Nielsens data. This case clearly shows that
detailed kinetic-rate equations are not needed to calculate flux-control coefficients.

3.4. New Experimental and Theoretical Tools
to Direct Metabolic Engineering of Microorganisms and Cell Cultures

At present, an increasing gap is developing between our experimental capabilities in meta-
bolic engineering of cellular metabolism and our quantitative theoretical understanding of the
kinetic interaction between primary metabolism and product pathways. Such a theoretical
understanding is absolutely essential for a rational reprogramming of metabolism.

3.4.1. The Problem of Identifying Rate Limiting Steps
in Complex Metabolic Networks

In case the rate of product formation is limited by primary metabolism, the question
arises: which enzyme(s) are to be targets for recDNA modification? This is a very
difficult question for a number of reasons. An intuitive guess is hardly possible
because of the complex network structure (branches, cycles, bypasses, conserved moi-
eties) and the complex interactions (allosteric and/or kinetic effects, cofactor-based
interactions). Also, it is very likely that more than one enzyme must be changed simulta-
neously (46) to achieve a substantial increase in the rate of product formation. Finally, it has
been recognized that an increase in metabolic fluxes through changing enzyme levels
should not result in excessive increases in intracellular metabolite and protein levels.
Intracellular concentrations of metabolites that are too high generally cause undesir-
able effects as kinetic interference and/or degradation into toxic by-products. Also,
strong changes in metabolite concentrations trigger genetic-control mechanisms to
bring them back to acceptable levels (principle of homeostasis). This will result in
undesirable changes of enzyme levels.

Excessive increases in enzyme levels can lead to such high intracellular protein con-
centrations that unwanted effects such as protein interactions and protein crystalliza-
tion occur, all leading to unpredictable changes in enzyme conformation and enzyme
kinetic properties.

Consequently, in kinetic modeling of microbial metabolism it should be realized
that the intracellular metabolite levels and the total protein concentration should
remain between physiological feasible levels. This is achieved by defining constraints
(52), such as:
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• Only moderate changes in metabolite levels are allowed (e.g., +/– 50%).
• The total protein content—the sum of all enzymes—should not change too much. Thus, if

the level of an enzyme goes up, than the levels of other enzymes should go down.

The problem is therefore to find the set of enzymes to be changed under these con-
straints to provide the highest increase in rate of product formation.

This problem can only be solved by using kinetic models of primary metabolism,
and then using computer-based constrained optimizations to determine the best enzyme
targets for recDNA changes.

This immediately raises the question of how to arrive at these kinetic models of
metabolism. Traditionally, these models have been based on kinetic properties deter-
mined from experiments with purified enzymes (in vitro kinetics). It is now becoming
clear that the in vitro conditions differ significantly from the intracellular conditions.
Under in vitro conditions, the enzyme concentration is generally much lower, the sub-
strate concentration is higher, and other proteins and metabolites, which may have
kinetic effects, are absent. Wright et al. (47) and Teusink (48) have found that applying
in vitro determined kinetic properties in mathematical modeling does indeed lead to
large differences between measured and simulated concentration profiles and fluxes.

These findings indicate that the kinetic properties of metabolic pathways can only
be determined in a reliable way from in vivo experiments. These are typically perturba-
tion experiments (49), in which a culture growing under steady-state conditions is per-
turbed through the addition of a pulse of a substrate or an inhibitor. During a short time
period, the intra- and extracellular concentrations are measured. A time window of
about 200 s is considered to be short enough to avoid changes in enzyme levels. From
the measured concentration patterns in time, the in vivo kinetic properties can be
extracted. However, the range of possible concentration changes under in vivo condi-
tions is limited because of the homeostatic mechanisms that operate in microorgan-
isms. This will severely limit the number of identifiable kinetic parameters. Therefore,
the kinetic format used must be sparse in parameters. In conclusion, in vivo kinetic
models with a small number of parameters are needed in order to find (using math-
ematical techniques) enzyme(s) in primary metabolism that significantly determine

Fig. 17. Artificial metabolic network, as proposed by Mendes (1998).
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product fluxes, while maintaining constraints on metabolite levels and total enzyme
amounts.

3.4.2. Theoretical and Experimental Methods for in vivo Kinetics

The application of linear logarithmic-rate equations has been proposed recently (50)
as a suitable approximate kinetic format. It is suitable because the number of param-
eters is minimal and the approximation quality is excellent. The format is a generaliza-
tion of the concept of thermodynamic driving force, which creates speed (51). Fig. 16
shows the lin-log approximation of hyperbolic Michaelis Menten kinetics. The rate
approximation is surprisingly good over a large concentration range. Recently, Visser
and Heijnen (52) have applied a lin-log kinetic model to a simple artificial metabolic
network, as proposed by Mendes and Kell (53), to show the performance of lin-log
kinetics. This metabolic network (Fig. 17) contains realistic features as a branch point,
conserved moieties and complex highly nonlinear (reversible) kinetics.

The original kinetic-rate equations were approximated by the lin-log format (in which
the number of kinetic parameters dropped from 59 to 33). Subsequently, the original full
kinetic model of Mendes and Kell and the lin-log model were used to simulate the
dynamics of the metabolic system as response to a substrate pulse (Fig. 18). The lin-log
kinetic format clearly shows a good performance. Furthermore, the lin-log kinetic format
has another very useful property. Because the influence of metabolite concentrations (Xi)
on the rate (v) is given as a linear sum of logarithmic concentration terms (� = a + b ln X1
+ c ln X2 + ...), full analytical solutions (50) can be obtained of:

Fig. 18. Comparison of simulated metabolite profiles, full kinetic model and Lin-log ap-
proximation.
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• All steady-state network reaction rates as function of all enzyme levels;
• All steady-state metabolite levels as function of all enzyme levels;
• The changes in enzyme levels that are needed to obtain a desired flux redistribution in the

network (Metabolic design equation)

This design equation was tested (52) using the network of Mendes and Kell. Desired
large changes in fluxes and metabolite levels were specified (Fig. 19). The design equa-
tion directly provides the enzyme levels to be modified (Fig. 20, upper panel). These
enzyme levels were implemented in the original full kinetic model, and the resulting
metabolite levels and fluxes (Fig. 20) obtained are compared with the design specifica-
tion. The agreement was found to be very good. Clearly, the approximate lin-log kinetic
format and the derived design equation have proven to be very useful.

Finally, the lin-log kinetic format has recently (54) been used in a simulation study
to optimize the glucose uptake flux in E. coli glycolysis under constraints for metabo-
lite levels and total enzyme amount. A complex kinetic model for the glycolysis was
approximated by using lin-log rate equations. Both kinetic models were used to calcu-
late the optimal enzyme levels for maximal glucose uptake flux using the same con-
straint. It was found that both models gave virtually the same optimal solution.

So, in conclusion, it appears from the performed simulation studies that the lin-log
kinetic format is very promising as a theoretical basis for in vivo kinetics. In the near
future, this concept will be applied to construct in vivo kinetic models of metabolism.
It should be clear that the concept is not limited to microbial cells, but can also be
applied for plant and animal cells.

The experimental data used to construct these kinetic models, are obtained from pulse-
response experiments, performed within a short time interval (typically, 100–200 s).
Although the experiments are performed very rapidly, the subsequent sample handling
and the analysis of a large number of intracellular metabolites has proven to be very

Fig. 19. Redesigning a metabolic network: desired simultaneous changes in fluxes/metabolites.



Metabolic Modeling 387

laborious (49). To facilitate this type of research, high-throughput analysis methods are
essential. Recently, a new method for the measurement of intracellular metabolites using
LC-MSMS has been developed (55). The value of this approach is the very small sample
volume (10 µL), in which a large number of glycolytic intermediates can simultaneously
be analyzed. Furthermore, Visser et al. (56) developed a new device, the BioSCOPE,
(Fig. 21) which can perform pulse-response experiments, including sampling, outside the
chemostat. This is a valuable alternative method for the method of Rizzi et al. (49), where
the perturbing agent is added to the fermentor. The BioSCOPE is actually a stopped-flow

Fig. 20. Enzyme levels calculated from the design equation (upper) and comparison be-
tween desired and obtained result.



388 van Gulik, van Winden, and Heijnen

Fig. 21. The Bioscope sampling device for rapid sampling of biomass during a pulse experiment.

Fig. 22. Measurement of ATP intracellular concentration during a glucose pulse (1 g/L) to a
steady-state chemostat culture of Saccharomyces cerevisiae (glucose, aerobic, D = 0.05 h–1).
(A) Pulse experiment performed in the BioSCOPE, in duplicate. (B) Comparison between pulse
experiment performed in the BioSCOPE and directly in the fermentor, according to Reuss/
Rizzi method.
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device, and consists of a plug-flow reactor with sampling ports along the length of the
reactor. The sampling time corresponds to the port location. The BioSCOPE is fed con-
tinuously with steady-state broth taken from a chemostat. This broth stream is combined
with a small stream of perturbation agent, and thus, the reaction proceeds along the length
of the plug-flow reactor. Typically, 10–15 samples can be taken in a time frame of about
100 s. The BioSCOPE is a continuous method, and in principle, it allows the withdrawal
of unlimited amounts of sample and needs only a limited amount of perturbing agent.
Furthermore, the steady-state chemostat is not perturbed, and thus, several perturbation
experiments can be performed in a limited amount of time using the same chemostat. For
further details on the construction of the BioSCOPE, and operational parameters such as
residence-time distribution and oxygen supply, see Visser et al. (56). The reproducibility
is shown in Fig. 22A, where the measured response of the ATP level during a glucose
pulse is illustrated. Fig. 22B shows a comparison of the measured ATP response between
a glucose pulse experiment performed in a steady-state chemostat and a similar experi-
ment performed in the Bioscope. This graph clearly indicates that the agreement was
very satisfactory.

In performing the pulse experiments for in vivo kinetics, the response of the intrac-
ellular metabolites as well as the response of the extracellular metabolites must be
measured in order to calculate their rates of consumption (e.g., glucose, O2 and produc-
tion (e.g., ethanol, acetate, and glycerol, CO2).

O2 and CO2 pose great problems because of their exchange to the aeration gas used for
O2/CO2 transfer. Recently, a new method has been developed to calculate the in vivo oxy-
gen uptake rate (qO2

, mmol O2/gDMh) and CO2 production rate (qCO2
, mmol/gDMh) from

continuous offgas concentration measurement of O2/CO2 during pulse experiments (57).

4. Conclusion

Successful metabolic engineering of microbial, plant, and animal-cell metabolism
requires quantitative insight in its properties and its interaction with product pathways.
Recently, significant progress has been made in both theoretical and experimental tech-
niques to tackle the formidable problem of unraveling in vivo kinetic properties of
metabolic pathways. However, the presented techniques have still not resolved the
problem of how to predict the control of enzyme levels by genetic regulation. Here,
such additional techniques as DNA-arrays (mRNA levels) and proteome measurement
must be made operational in the near future. Also, the theoretical techniques (modeling
of mRNA expression levels) to predict enzyme levels must be developed. Although
this is also a formidable problem, the benefits of being able to design a cell factory for
a wide range of products is appealing enough to enter this adventure.
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16
Advances in Analytical Chemistry for Biotechnology
Mass Spectrometry of Peptides, Proteins, and Glycoproteins

Jeffrey S. Patrick

1. Introduction

1.1. Background

The analysis and characterization of biomacromolecules presents numerous chal-
lenges to the analytical chemist. For proteins, this stems from the general complexity
of the polypeptide backbone, and is confounded by the complex processes that may
occur in biological systems to further modify the peptide core. The number of inherent
possibilities (20 common amino acids), and the fact that bioactivity is inherently linked
to protein primary, secondary, tertiary, and, often, quaternary structure creates a daunt-
ing challenge for the bioanalytical and biophysical chemist. A simple decapeptide com-
posed of a random combination of the 20 common amino acids has more than of 100
billion possible combinations. If the composition is limited to five amino acids but the
order is random, this number becomes 24 possible peptides. This problem becomes
even more challenging when the myriad of post-translational modifications is added to
the possible peptides. This level of complexity often requires more than one dimension
of analysis.

Until the past 20 yr or so, proteins to be characterized were isolated in small amounts
in a slow and agonizing process. The advent of techniques for high-level and con-
trolled expression of native and mutated proteins outside of their normal system has
created both opportunities and challenges for the analytical biochemist. The ability to
rapidly express and isolate multiple, closely related proteins in a comparatively short
period of time creates the need for detailed characterization in relatively brief periods
of time. This requires more sensitive, higher-throughput methods of biomolecular
analysis and characterization. Significant information about which proteins may poten-
tially be expressed has been gleaned from genetic analyses such as PCR, including the
characterization of entire genomes from organisms. However, the information obtained
from these analyses does not address the cellular machinery responsible for translating
and processing the gene into a functional protein, but does provide clues with which to
search for selected proteins. This information has spawned the rapid identification of
proteins as expressed and processed by organisms in a collection of experiments known
as proteomics. The confirmation of the presence of a protein under a particular set of
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physiological conditions only begs for more detailed characterization to further define
the function of the protein in the system of interest through experimentation rather than
comparison with database information. This is particularly important for proteins that
may be candidates for drug therapies, or may be drug candidates themselves.

Together, these developments in molecular biology have created increasing demands
on physical and analytical techniques to more rapidly provide more information on less
material. Indeed, analytical chemists and physical biochemists are becoming the infor-
mation scientists of the biotechnology world. These demands have been met through a
range of technical advances, including the enhancement of capillary electrophoretic
techniques (1), improvements in capillary HPLC systems and columns (2), miniatur-
ization of entire analytical experiments to effectively operate in arrays the size of a
computer processor (3), the use of powerful computational methods to rapidly acquire
and decipher complex multi-dimensional NMR data (4), and the simplification and
extension of mass spectrometric experiments to accommodate the challenges of
biomacromolecular characterization (5). Of these, the technology which has seen the
most rapid advances and provides the most information in a short period of time is
mass spectrometry. This technology provides an inherently high level of sensitivity
and selectivity. These advances, reflected in the amount of work done on peptides and
proteins by MS, are evident from the increased percentage of abstracts at the Annual
Conference of the American Society for Mass Spectrometry—this number has more
than quadrupled between 1998 and 2001 (6). The experiments available to the scientist
investigating proteins and peptides of biotechnological origin have revolutionized the
capacity to characterize these molecules and reduce the time from months and years to
weeks or less. As the number of therapeutic proteins of recombinant origin increases,
the application of mass spectrometric tools to the determination of the physical attributes
and critical properties of proteins and the safety and efficacy is of growing importance.

1.2. Scope
This chapter provides an overview of the fundamentals of the characterization and

analysis of peptides, proteins, and glycoproteins using mass spectrometry. Topics cov-
ered include ionization methods and mass analyzers common to biomolecular analy-
ses, nomenclature used in describing the molecules and their ions, and a broad range of
common experiments (CE/MS, HPLC/MS, and MS/MS) used in the mass spectrometric
analysis and characterization of peptides, proteins, oligosaccharides, and glycoproteins.
The focus is on recent advances (1996–2001), which have contributed to the extended
application of mass spectrometry to the characterization and analysis of glycoproteins,
oligosaccharides, proteins, and peptides. The goal is to provide researchers in molecular
biology and biochemistry who are interested in applying mass spectrometry with key
background and a general understanding of the tools and techniques available and some
of the opportunities and caveats of these experiments. In addition, the chapter provides a
perspective on the future possibilities of biomolecular mass spectrometry.

2. Fundamental Aspects of Mass Spectrometry

The mass spectrometry (MS) experiment has five steps: sample introduction, ioniza-
tion, mass analysis (i.e., ion separation), ion detection, and data recording/manipula-
tion. A depiction of a typical MS experiment is shown in Fig. 1. These steps are the
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same regardless of the analyte, its size, or its matrix. Introduction and ionization can
be coincidental (i.e., ESI), or they may be separate processes that together influence
the quality of the mass spectral information obtained. Mass analysis can be achieved
using any of several different instruments, each with its own assets and liabilities, and
the mass analyzer often defines the mode of ion detection. The final component of the
experiment is data acquisition and manipulation, which is becoming increasingly
important but less difficult as software for the interpretation of spectra and databases
to identify biomolecules becomes more readily available (7). Although each element
of the analysis is important, only ionization and mass analysis are discussed here.
Below, the principles and strengths/weaknesses of the two ionization methods, ESI
and MALDI, and the four mass analyzers (quadrupole, ion traps, TOF, FT-ICRs) most
commonly used in biomacromolecular analysis are discussed. More detailed examina-
tions of their operating principles and utility are referenced.

2.1. Principles of Ionization and Common Techniques
for the Ionization of Biomolecules

Sample introduction and ionization are the first and most significant components to
a mass spectrometry experiment. This determines whether or not ions will be observed
and whether they are representative of the actual sample. If ionization fails, is unpre-
dictable, or is non-representative, the experiment will provide far less information than
the mass analyzer may possibly provide. However, it is important to remember that
different mass analyzers are more or less compatible with different means of sample
introduction and ionization. In general, biomolecules (here assume a mol wt in excess
of 1000) are introduced by one of two mechanisms. The first is as a free-flowing solu-
tion such as the effluent from high-performance liquid chromatography (HPLC) or CE.
Sample introduced by this means is most often ionized using the spray techniques gen-

Fig. 1. Schematic diagram of the necessary components of a mass spectrometric experiment.
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erally known as Atmospheric Pressure Ionization (API), which includes atmospheric
pressure chemical ionization (APCI), electrospray ionization (ESI), and ionspray (or
pneumatically assisted ESI). Each of these is amenable to varying introduction condi-
tions and a different class of compounds and range of mol wts, and each has its advan-
tages and disadvantages in biological mass spectrometry. The second method of sample
introduction is as a mixture of the sample and a non-volatile matrix. Samples intro-
duced by this mechanism are ionized by one of the desorption ionization (DI) methods
(8), which include plasma desorption ionization (PD), fast-atom bombardment (FAB),
secondary-ion mass spectrometry (SIMS) and matrix-assisted laser desorption/ioniza-
tion (MALDI) as the most common methods for biomolecules. MALDI has achieved
the highest level of utilization in modern analyses. Among the matrices used in these
experiments are glycerol, nitrocellulose, sorbitol, ammonium chloride, organic poly-
mers, and small organic molecules that absorb UV/Vis/IR radiation, among others.
The sample/matrix mixture is applied to a probe tip or plate that is then introduced into
an evacuated ionization source.

The details of ionization by API and DI methods have been the subject of exhaustive
reviews and books (8,9).

2.1.1. Atmospheric Pressure Ionization (API)

This is a group of related experiments in which the sample is introduced as a fluid or
solution to an electric field at approximately atmospheric pressure. This includes ESI
and APCI, although ESI is the preferred method for biomacromolecules. Depending on
the design of the source, liquid flow rates of between a few nL per min up to a few mL
per min can be used with commercially available ESI and APCI sources. The effluent
or solvent in the API experiment can vary widely in composition, and this directly
influences the ability to distribute charge onto the analyte of interest.

In the ESI experiment, the effluent is passed through a “needle” of capillary internal
diameter. A typical ESI source is shown in Fig. 2. The needle is typically charged to
between 500 and 5000 volts relative to the mass analyzer dependent upon the source
design, analyte, and matrix, and can have flows of inert gas (typically nitrogen) used to
assist the evaporation of solvent. The applied voltage creates potential fields that gen-
erate charged droplets. The charged droplets then lose solvent through evaporation
until the repulsive forces between like charges on the droplet surface destabilize the
droplets and eject analyte ions through a so-called Coulombic explosion (Fig. 3). As
the droplets condense and explode, charge is transferred from the solvent molecule to
the analyte based on the capability of an analyte to carry charge in the condensed or
solution phase. The considerations include size of the biomolecule, basicity (pK) of the
analyte, and the pH of the solvent used in the ESI experiment. The particulars for opti-
mizing the generation and transfer of ions generated by ESI into a mass spectrometer
are exemplified in a study by Tempst and colleagues (10). This translates into analyte
ions with multiple charges (up to many 10s of charges), which may result from proton
transfers ([M+nH+]n+ or [M-n H+]n-), cationization ([M+nXm+]n*m+ where X is Na, K,
Ca, or NH4

+ among others), or combinations thereof. This process creates a distribu-
tion of ions with z (charge) values across a narrow range (e.g., 12–20), which creates a
so-called charge envelope (see Fig. 4) so that for any one analyte there are several
pseudo-molecular ions produced, each with a different charge-state. Fig. 4A and 4B
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depict the electrospray mass spectra obtained from solutions of single proteins that are
presented in the simplified (deconvoluted) form in the figure insets. Fig. 5A provides a
more extreme mass spectrum with the deconvoluted spectrum (Fig. 5B) showing not
less than 13 different protein isoforms. In general, as a rough estimate, one might expect
one charge per 500–1000 daltons of size.

The advantage of this process is that the resulting multiple charges create ions with
mass-to-charge ratios (m/z), which are proportionately lower than the molecule itself

Fig. 2. Diagram of a typical (simple) electrospray ion source indicating some standard con-
ditions (25). Figure reproduced with permission of John Wiley and Sons, Inc.

Fig. 3. Schematic description showing the processes of ion generation during electrospray
ionization according to the Charged Residue Model (CRM; top) and Ion Desorption Model
(IDM; bottom) for ion formation (11). Figure reproduced with permission of the American
Chemical Society.
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and make it possible to mass-analyze ions from proteins and biomolecules in excess of
100,000 Daltons using a mass spectrometer with an m/z range of 4000 or less. The
disadvantage of ESI is that deciphering which analyte produced the detected ions is not
trivial in mixtures (see Fig. 5A). This is overcome by a process in which the resulting
mass spectrum and distribution of ions from a given analyte, referred to as a “charge
envelope,” is then treated with a mathematical algorithm that deconvolutes the spec-
trum to produce a single m/z or mol wt for each component in the mixture. For protona-
tion, this process is represented mathematically as:

m/z(1) = [M(analyte) + n1*H+]/ n1 and m/z(2) = [M(analyte) + n2*H+]/ n2

Where M(analyte) is the mol wt of the analyte, nx is the number of protons or charges,
and H+ is the mol wt of a proton. If one now solves both equations for M(analyte) and
assumes that neighboring ions differ by a single charge so that n2 = n1 + 1, one is left
with the following relationship:

M(analyte) = n1*m/z(1) + n1*H+= n2*m/z(2) + n2*H+ = (n1 + 1)*m/z(2) + (n1 + 1)*H+, etc.

Fig. 4. The electrospray ionization mass spectra and deconvoluted spectra (insets) of (A)
equine apomyoglobin and (B) bovine hemoglobin obtained using a Finnigan LCQ™ ion trap
mass spectrometer (23). The insets show the average mol wts obtained from application of the
deconvolution algorithm. Figure reproduced with permission of John Wiley and Sons, Inc.

GUEST
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Here, m/z (1) and m/z (2) are determined experimentally from the mass spectrum
and n1 is determined algebraically, leading to the discovery of M(analyte). This pro-
cess, known as deconvolution, is now routinely available as part of the software pack-
ages of most instrument vendors, but it is important for the analyst to be familiar with
this calculation to confirm determinations, because deconvolutions can be highly
dependent upon the parameters used. The practical results of deconvolution can be
seen by comparing the raw mass spectrum in Fig. 5A and the deconvoluted mass spec-
trum in Fig. 5B, in which the MW values extrapolated by deconvolution are listed.
Clearly, identification of any single species in the raw mass spectrum with any confi-
dence would be difficult at best. The MWs are provided with an uncertainty that comes
from the statistics applied to the multiple determinations mentioned previously in the
deconvolution process. Additional rigor has been added to this process in what is referred

Fig. 5. The electrospray mass spectrum (A) and deconvoluted mass spectrum (B) of bovine
ovalbumin are shown to demonstrate the need for deconvolution of electrospray mass spectra
(12). Figure reproduced with permission of John Wiley and Sons, Inc.

GUEST
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to as the maximum entropy approach to deconvolution (13,14). With this addition,
deconvoluted spectra are highly quantifiable.

A volatile matrix and controlled conditions are critical to the success of electrospray
experiments. Typically the solvent entering the ionization source is between 25% and
90% (v/v) organic (usually methanol, propanol and acetonitrile) containing a relatively
low concentration (<100mM) of a proton-donating component such as an organic acid.
Although typically avoided, nonvolatile salt additives such as sodium, potassium, or
calcium acetate can be added when protonation of the analyte is unfavorable. Some
typical effluent compositions are shown in Table 1. Since the extent of ion formation in
ESI largely reflects the solution phase processes, a range of pHs are utilized to accom-
modate both positive and negative ion formation.

Consistency of conditions for the experiment of interest is critically important to the
analysis of biomolecules. For example, if the pH of the infused sample is changed
across a reasonable range, the charge distribution changes appreciably. This is shown
in Fig. 6A–E for cytochrome c. Although multiple factors are involved in the observed
effect, the correlation between solution pH and ion distribution is clear. For proteins
and peptides, the charge is largely associated with the basic N-terminus as well as
arginine and lysine residues in positive-ion mode, and with the acidic C-terminus as
well as glutamate and aspartate residues in negative-ion mode. For oligosaccharides,
the charges are formed on the amines, amides, hydroxyls, and carboxylic acid func-
tional groups. However, because of the relatively low difference in gas-phase basicity
of oligosaccharides compared to the solvents of interest (e.g., water and methanol clus-
ters), among other reasons, oligosaccharides provide lower ionization yields than pro-
teins or peptides in either positive or negative ion modes. In any case, the total charges
can exceed the total number of basic (acidic) residues because of other sources of charge
formation. Low levels of inorganic salts are useful in some ESI experiments. However,
if the amount of salts or other nonvolatile buffers is not limited and controlled, the
distribution and relative signal will fluctuate throughout an experiment and Na, K, and
H-dependent ionization will compete in an uncontrolled fashion. Too much salt (greater
than a few mM) will cause mechanical problems (plugging of the tip), and can cause
suppression of ionization.

2.1.2. Desorption Ionization (DI)

Desoprtion ionization is a family of techniques (8) in which the analyte or sample is
applied to a surface as a mixture with a nonvolatile matrix followed by insertion of the

Table 1
Common Solvent Mixtures for ESI-MS of Biomolecules

0.1% trifluoroacetic acid in 5–95% acetonitrile, methanol, or propanol
10–100 mM ammonium hydroxide in 5–95% acetonitrile, etc. (negative ion analysis)
1–5% acteic acid in 5–95% acetonitrile, methanol, or propanol
0.1–1% formic acid in 5–95% acetonitrile, methanol, or propanol
5–200 mM ammonium acetate (or formate) in 5–95% acetonitrile, methanol, or propanol
5–50 mM ammonium acetate (or formate) ca. pH 6 containing 0.1–5 mM sodium, calcium or

potassium acetate in 5–95% acetonitrile, methanol, or propanol
5–200 mM ammonium acetate (or formate) in 5-95% acetonitrile, methanol, or propanol
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surface into a source with moderate vacuum (a few mTorr) and bombardment of the
sample with an energetic beam. The beam is either a keV beam of atoms (FAB) or ions
(SIMS), a laser (MALDI) or laser desorption/ionization (LDI), or a beam of subatomic
particles (PD). To provide a signal of longer duration and stable intensity, the beam is
delivered at a relatively low flux or in a pulsed mode (e.g., MALDI and PD). Imping-

Fig. 6. The electrospray ionization mass spectra obtained for cytochrome c are shown as
obtained from solutions of the protein at varying pH values (63). The pHs of the protein solu-
tions (obtained using ammonium hydroxide and acetic acid) are indicated in the individual
figures. The figures show the sensitivity of the ESI process to solution conditions. Figure repro-
duced with permission of Wiley Interscience, Inc.
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ing upon the sample spot, the beam acts in two ways: 1) it imparts energy into the
matrix to create a chain of proton (ion) transfer reactions in a gas-phase region known
as a selvegde (8); 2) the beam provides the substantial energy required to launch the
large, nonvolatile analyte into the gas-phase with a minimum of undesired thermal
energy deposited into the analyte.

The matrix and energy beam are what defines the DI experiment, and MALDI is
the most common of these for biomolecules. In MALDI, the sample is deposited into
a matrix that absorbs light at a wavelength emitted by a moderate-powered laser. The
ionization process is characterized in Fig. 7 (15) for MALDI, but is typical for any DI
method. In the case of MALDI, the absorbance of the laser electromagnetic energy
(compare Fig. 7A,B) by the matrix is critical to obtaining effective ion production
(Fig. 7C,D). A nitrogen laser that emits at 337 nm is most commonly used on com-
mercial MALDI instruments. The most commonly used matrices are provided in
Table 2 along with the analytes for which they are typically used. It is important to
note that new matrices are constantly being applied to these analyses. In addition,
as new lasers become more readily available, the number of potential matrices will
grow exponentially, creating the potential for “custom” matrices. The selection of the
matrix that provides the best signal-to-noise ratio, is most compatible with the com-
ponents of the sample, minimizes adduct formation, and provides the optimal signal

Fig. 7. Fundamental processes in the MALDI. The fundamentals of the MALDI process are
depicted for (A) and (C) a matrix that absorbs strongly at the wavelength (energy E’) and
results in ion production. The processes are similarly depicted, (B) and (D), for a matrix which
absorbs poorly at the wavelength (energy E’) and results in no ion production (21). Figure
reproduced with permission of Micromass, Ltd.
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and resolutions may require some experimentation. It is recommended that in pre-
liminary experiments more than on matrix be investigated. The reasons for this are
apparent in Fig. 8 (16), which shows the analysis of a tryptic digest of recombinant
human erythropoietin in dihydroxybenzoic acid (DHB) (Fig. 8A), 2-aminobenzoic
acid (Fig. 8B), and a-cyano-4-hydroxycinnamic acid (Fig. 8C). The ions apparent,
resolution, background, and overall quality of the spectra vary considerably in the
various matrices. This is further reinforced in Fig. 9 (17), where spectra for b-galac-
tosidase are provided after preparation in different solutions and using different
MALDI matrices. The complete absence of ions represents an obvious extreme in
results, but one which the experimenter may encounter and should be aware of. This
can be addressed by preparing and analyzing the sample using different solution sys-
tems and MALDI matrices in preliminary experiments.

In order to produce ions effectively, in addition to absorbing the radiation pro-
duced by the laser, the matrix must form crystals. It is the disruption of the crystals
by the absorbed light that initiates the ionization process and induces proton-transfer
reactions, which result in the protonation/deprotonation of the analyte molecules.
The implications of matrix crystallization are shown in Fig. 10A–F, in which the
different mechanisms of matrix crystalization are matched with the resulting MALDI
spectra (26). Factors that influence matrix crystallization include the purity of the
chemical used as the matrix, the buffer or salt content of the sample to be analyzed,
analyte concentration, and matrix and sample deposition method. Although crystalli-
zation is important, the process is relatively robust, and therefore MALDI—unlike
ESI—is relatively robust to sample contaminants, including low levels of buffers,
detergents, chaotropes, and other reagents commonly used in biochemical manipula-
tions. For typical samples, the tolerable amounts of some common additives found
in biological samples are shown in Table 3. The experimenter should consider that
these amounts are typical, and the actual amount permissible in any experiment will
depend upon the factors listed above, the propensity of the analyte(s) to form ions,
and other factors, including the adsorption of peptide (and protein) analytes to the
desorption surface (18).

MALDI ionization produces predominantly singly charged pseudomolecular ions with
lesser amounts of multiply charged analyte ions and analyte-cluster ions MxHy

y+ (where
M is the analyte and x and y are the numbers of analyte and protons in the pseudomolecular

Table 2
Common Matrices for MALDI

Matrix Application

2,5-dihydroxybenzoic acid Peptides, lipids, oligosaccharides
3,5-dimethoxy-4-hydroxycinnamic acid Larger peptides, proteins, glycoproteins

(sinapinnic acid)
�-cyano-4-hydroxycinnaimic acid (CHCA) Peptides, smaller proteins, oligonucleotides
Ferrulic acid Larger proteins (>100 kD), glycoproteins,

oligonucleotides
Trihydroxyacetophenone (THAP) Oligosaccharides, glcyoproteins, other
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ion complex, respectively). Conditions that influence the relative amounts of the multi-
ply charged species and the extent of cluster ion formation as well as the quality (signal-
to-noise) of a spectrum include analyte concentration, laser flux, MALDI matrix, sample

Fig. 8. MALDI-TOF mass spectra for a tryptic digest of recombinant erythropoietin using
different matrices (16). Spectra were obtained from: (A) DHB (dihydroxybenzoic acid);
(B) 2-aminobenzoic acid; (C) -cyano-4-hydroxycinnamic acid matrices. Spectra indicate
changes in signal-to-noise and ionization selectivity possible with different matrices. Figure
reproduced with permission of WJG Press.
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Fig. 9. Comparison of different matrix systems with -galactosidase as analyte. (A) Ferrulic
acid with 2-propanol and water. (B) Sinapinic acid with acetonitrile (17). Figure reproduced
with permission of Humana Press.

Fig. 8. (continued)

matrix, physical properties of the molecule of interest (hydrophobicity or pK), mol wt of
the target molecule, and its state in solution (monomer or dimer).

The advantage of producing singly charged ions (facile mol-wt determination) is
offset by the need for a mass analyzer with the ability to separate and detect ions hav-
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ing very high m/z ratios (e.g., >100,000). Furthermore, since MALDI is a pulsed ion-
ization technique, mass analyzers amenable to pulsing are most often used. This is also
in contrast to ESI, which is amenable to any instrument with minor vacuum or ion
optical modifications.

Fig. 10. Discrimination effects in ionization effects for two truncated forms of the proteins
p42 and p62 using different matrix/solvent combinations. Spectra were obtained using solu-
tions of 4HCCA matrix dissolved in: (a,d) formic acid/water/2-propanol (1:3:2 v/v/v); (b,e)
0.1% trifluoroacetic acid.acetonitrile (2/1 v/v); (c,f) 0.1% trifluoroacetic acid/acetonitrile
(2/1 v/v) with 8 mM N-octylglucoside (26). Figure reproduced with permission of the Ameri-
can Chemical Society.



Mass Spectrometry in Biotechnology 407

2.2. Fundamental Aspects of Modern Instrumentation

The fundamental design of mass spectrometers has not changed appreciably during
the past few decades. Details of each instrument have been modified to optimize sensi-
tivity, resolution, and reliability. Most significant, however, is the user-friendliness of
the operation, which has largely been the result of computer and software advances.
Each instrument has unique physical principles of operation, and thus, advantages and
disadvantages for selected applications and fundamental limitations. The instruments
most commonly used in modern biochemical mass spectrometry include the quadru-
pole mass filters (including the triple quadrupole), the time-of-flight mass analyzer
(linear and reflectron), and the quadrupole-ion trap. Instruments such the tandem TOF
(TOF-TOF) (19) and the hybrid quadrupole time-of-flight (Q[q]TOF) (20) are now
more frequently used, but their operation and performance are extensions of their sim-
pler predecessors. Another instrument that is not used at a high rate among analytical
biochemists, but merits mentioning for its unique capabilities is the Fourier Transform
Ion Cyclotron Resonance (FT-ICR) mass spectrometer (i.e., FTMS) (21). Each of the
instruments mentioned is listed in Table 4, in which the capabilities of the systems are
provided. The principles behind the operation of the quadrupole-ion traps and mass
filters, and TOF mass analyzers, the most commonly utilized mass analyzers for
biomolecules, are discussed briefly to provide a fundamental level of understanding of
each system.

2.2.1. Time of Flight

Time-of-flight (TOF) mass analysis is founded on the principle that for a given
applied electric potential the kinetic energy of any ion, regardless of mass, will be
constant, and in the absence of other accelerating forces the velocity will be a function
of the m/z of the ions of interest. As a result, the time required for an ion to travel a
fixed distance in the absence of electric potentials and under relatively high vacuum
(i.e., approaching zero collisions) is defined by the following equation:

T = L · (m/ (2KE) z)1/2

Where T is time, L is the distance the ions travel from the point of acceleration to
detection, m is the mass of the ion, z is the charge on the ion, and KE is the kinetic

Table 3
Acceptable Additives for MALDI Analysis

Additive Acceptable concentration

Urea 1 M
NaCl (and similar monovalent salts) 50 mM
Guanidine (HCl) 1 M
Sodium dodecylsulfate 0.01% (w/v)
Phosphate buffers 10 mM
TRIS and similar amine-based buffers 50 mM
Glycerol 1% (w/v)
n-Octyl- -glucopyranoside 1% (w/v)

Note that concentrations below this are preferred to provide optimal signal and mass resolution.
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Table 4
Considerations of Mass Analyzers

Instrument Mass range Mass resolution MS/MS Ionization Misc.

Quadrupole 2000–4000 Unit resolution No ESI/APCI; poor Rugged and cost-effective;
match to MALDI simple to use

$75–150,000

Triple quadrupole 2000–4000 Unit resolution CID; neutral loss/ ESI/APCI; poor Rugged and cost effective;
precursor/product match to MALDI simple to use
ion scans $175–300,000

Ion trap 2000–4000 Unit resolution Product ion scans; ESI/APCI; Rugged and cost effective;
mass range …may be CID; amenable compatible with simple to use; v. small
extension higher in special to laser-induced MALDI but footprint
available cases (“zoom dissociation; limited by mass $90–250,000

scan”) MS^n available range

Time-of-flight Unlimited mass v. good for reflectron No true linked scan Compatibility Simplest operation; High
range (in (>5,000 if m/z capabilities depends upon resolution/accurate mass
practice < 10,000) Post-source-decay design available
around poor if linear rTOF OaTOF is $75–300,000
500,000) compatible with

ESI or MALDI
Linear - MALDI



M
ass S

pectrom
etry in B

iotechnology
409

Table 4 (continued)
Considerations of Mass Analyzers

Instrument Mass range Mass resolution MS/MS Ionization Misc.

Q-TOF 2000–4000 Unit mass resolution CID; Neutral loss/ Compatible with Flexibility of QqQ with the
(limited by in quadrupole; precursor/product ESI/APCI and high resolution/accurate
quad) v. good resolution ion scans MALDI mass; Q limits utilization

and mass accuracy of rTOF
with rTOF $250–500,000

FT-ICR Unlimited mass v. good mass accuracy Product ion scans Ultra-high vacuum Large footprint and very
range and resolution CID; also required; special costly; magnet upkeep

(>100,000 capable amenable to laser- considerations in >$500,000
with << 10 ppm induced dissociation interfacing API
mass error) and electron-capture methods

dissociation; MS^n

TOF-TOF See TOF High mass accuracy Low- and high-energy ESI or MALDI Best operated in high
and resolution in CID available interfaces vacuum; off-angle
both stages of Linked scanning available Introduction required for
MS/MS available through API methods
Combine with PSD software est. $600,000
for effectively MS^3



410 Patrick

energy imposed by electrical potentials to accelerate the ions. For a fixed L, the flight
time (T) is proportional to (m/z)1/2. The implications of this relationship are that cali-
bration of time and mass is not linear, and the accurate calibration comes from the
application of a multipoint calibration that covers the range of interest. Accurate mass
analysis requires the use of calibrants of m/z known with an accuracy of 0.001 m/z unit
or less. Generic diagrams of TOF mass analyzers are shown in Fig. 11A,B.

The TOF analyzer can be operated in either of two modes. These are known as linear
mode as shown in Fig. 11A (low resolution; higher mass range; high sensitivity) and

Fig. 11. Depiction of the separation of ions in a TOF mass spectrometer. Figure A depicts
the separation of ions in a linear TOF. The ions (same mass) separate through the flight tube
(drift region) because of different initial accelerating forces. This results in a dispersed ion
bundle and poor mass spectral resolution. Fig. 11B depicts the separation of ions in a reflectron
TOF (rTOF). The ions are separated in the linear flight tube (drift region) as described above.
In the reflectron the dispersed kinetic energy distribution is corrected in the electrostatic mirror
(reflectron). The result is a discrete ion bundle traveling in the second drift region after the
reflectron and enhanced mass spectral resolution (21). Figure reproduced with permission of
Micromass, Ltd.
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reflectron mode as shown in Fig. 11B (high resolution; lower mass range; reduced
sensitivity). In the linear mode, the flight path of the analytes is shorter, and terminates
at the end of the flight tube at a microchannel plate detector. Analytes move from the
source to the detector in a linear path. In this mode, represented in Fig. 11A, resolution
is compromised from optimal by peak broadening because of positional and kinetic-
energy differences caused in the ionization source across the ion packet. For example,
if two ions start from two points in the ion source of different distances from the detec-
tor when the pulse is applied to accelerate the ions down the flight tube, they will arrive
at the detector at different times, yet they will still be the same m/z. This problem has

Fig. 11. continued.
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Fig. 12. Raw mass spectrum from a peptide digest. The ion observed at m/z 725.02 is sug-
gested to be triply charged. The expanded region in the inset shows the ion of interest is in fact
triply charged based on the spacing of the isotopes in the spectrum (ca. 0.3 daltons) (38). Figure
reproduced with permission of John Wiley and Sons, Inc.

Fig. 13. Depiction of a quadrupole-mass filter and the path of ions through a quadrupole
mass filter. The three ions of different mass-to-charge ratios (M1, M2, M3) travel between the
four rods. M2 and M3 do not have stable trajectories under the scan conditions, while M1 is
stable under these conditions and passes completely through the quadrupoles. The RF and DC
potentials applied to the quadrupoles defines which m/z will be stable and pass through the
quadrupoles (21). Figure reproduced with permission of Micromass, Ltd.

GUEST
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been thoroughly examined by delayed extraction (22), in which ions are collisionally
cooled and compressed in space before acceleration down the flight tube. The mass
range in the linear mode is also theoretically infinite, and ions exceeding 1,000,000
Daltons have been successfully analyzed.

In the reflectron mode, represented in Fig. 11B, the ions are reflected using an elec-
trostatic mirror or reflectron. This enhances performance in two ways—the effective
flight length (L in equation) is roughly doubled; and the mirror acts to focus ion pack-
ets with the kinetic energy distribution of ions of a given m/z entering the mirror being
broader than the energy distribution of the same ions leaving the mirror (depicted in
Fig. 11B). The result is that the width of the peak for a given m/z is reduced and the
ability to distinguish ions of similar m/z (resolution) is improved. The compromise of
the improved resolution in the reflectron mode is a reduction in the available mass
range because of difficulties in turning ions of high kinetic energy (m/z) in a reason-
ably sized reflectron. The high resolution obtained in the reflectron TOF analyzers
(rTOF) along with the high temporal resolution of modern digitizers (better than nano-
second resolution) permit rTOF mass analyzers to be utilized for accurate mass experi-
ments. The use of calibrants that closely bracket the analyte of interest and are of
accurately known m/z, can regularly determine the m/z of an unknown to within <10 ppm
accuracy (0.001 m/z for an ion at 1000 m/z). As demonstrated later in this chapter, this
capability is highly beneficial in many experiments for the characterization of
biomolecules. The most trivial of these, but of great significance in the analysis of
peptide maps, is the ability to determine the charge state of an ion by simply observing

Fig. 14. A three-dimensional quadrupole-ion trap consisting of two hyperbolic end caps and
a central hyperbolic electrode positioned between an ESI source and a detector. Equations to
define trapping (ring electrode) and excitation/ejection potentials (end cap electrodes) are
shown (23). Figure reproduced with permission of John Wiley and Sons, Inc.

GUEST
14. A three-dimensional quadrupole-ion trap consisting of two hyperbolic
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the isotope distribution. This is demonstrated in Fig. 12, where the isotope distribution
of a typical peptide is shown. The spacing of the isotopes at approx 0.3 m/z units, along
with a reasonable isotope envelope, indicates that this ion is most likely carrying three
charges (z = 3).

2.2.2. Quadrupole Mass Filters and Ion Traps

Mass analyzers in the quadrupole family operate through the combined use of DC
(direct current) and RF (radio-frequency) electric fields to guide ions in two-dimen-
sional (mass filter) (21) (Fig. 13) or trap ions in three-dimensional (ion trap) (23)
(Fig. 14) space. In either case the RF (U) and DC (V) potentials are scanned as a
function of time, resulting a time-correlated mass separation. The scan coordination
of the DC and RF voltages is coordinated and described by the Mathieu equation.
The equation and its details are discussed elsewhere (see refs. 23,24). The magnitude
for the two potentials and their relationship to one another are also dependent upon
the frequency of the RF potential, as described by the equation.

Mass filters are four cylindrical or hyperbolic rods that are spaced uniformly with
respect to one another with RF and DC potentials applied to all four rods but phases
synchronized on opposing rods (Fig. 13). In the case of the mass filter, ions pass
through the quadrupole rods at only the appropriate (stable) combination of RF and
DC potentials. Ions that are not solutions to the Mathieu equation under the condi-
tions of the scan at a particular time collide with the rods and are not detected. This
mode of operation is referred to as mass-selected stability.

Fig. 15. Schematic diagram of the electrospray 9.4 Tesla FT-ICR mass spectrometer at the
National Magnetic Field Laboratory including a laser for photodissociation. This represents all
of the critical components of an FT-ICR (FTMS) instrument to be applied to biomolecule analy-
sis by mass spectrometry. The details of the electrospray ionization source and inlet are shown
in the top portion of the figure (28). Figure reproduced with permission of Humana Press.
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The ion trap (Fig. 14) is composed of two end caps and a single ring electrode. Ions
are typically generated external to the trap, injected into the trap at low energy, and
trapped for mass analysis. The trap contains He gas at 1 mTorr pressure to facilitate the
trapping of the ions through low-energy collisions. The ring electrode typically has DC
potential applied to it, and the end caps have an RF potential applied to them. Similar to
the mass filter, the ion trap permits a slightly different mode of mass analysis, in which
ions are retained in the trap and then selectively destabilized (mass-selected instability)
to permit mass analysis. The ion trap can also be operated in the mass-selected stability
mode, but is more efficiently operated in the mass-selected instability mode in which
all ions (or a desired range) are trapped and then selectively destabilized, or ejected
from the trap and detected. In both cases the combination of DC and RF conditions are
applied to provide a stable path for an ion of specific m/z. In addition to selective
ejection, ions can be selectively retained in the ion trap (23,24). This permits further
analysis of the ions and, usually, collision-induced dissociation of the trapped ions by
the application of a supplemental RF potential. The resulting fragment ions can then be
retained in the ion trap and mass-selectively ejected (23,24). This ability to selectively
retain and eject ions makes ion traps an extremely powerful mass spectrometer, which
is capable of performing what is referred to as MS^n (23,24).

The quadrupole family represents the most common group of mass analyzers because of
their flexibility, ruggedness, size, and their relatively early commercial availability. The mass
filters provide at least unit resolution across the entire mass range (typically 2000–4000 m/z).

2.2.3. Fourier Transform Ion Cyclotron Resonance

Fourier Transform Ion Cyclotron Resonance (FT-ICR, e.g., FTMS) is the highest-
resolution means of mass analysis, with resolutions in excess of 100,000 fwhm observed
regularly. It is also the highest-sensitivity means of mass analysis, and zeptomole
amounts of peptides have been mass-analyzed (27). It is also the most space consuming
and costly of the methods. A typical FT-ICR unit is depicted in Fig. 15. The most
important component of an FT-ICR is the magnet that permits the high resolution accord-
ing to Eq. 4. The magnet is the reason for both the costly nature of the instrument
($300,000 up to in excess of $1,500,000) as well as the space requirements (isolation of
the magnetic filed for optimum performance; liquid nitrogen tanks for magnet cool-
ing). FT-ICR is an ion-trapping technique in which ionization for biomolecules occurs
external to the mass-analysis cell, and the ions formed are introduced into the mass
analyzer as a guided ion beam of low kinetic energy.

The mass analysis itself is based on the cyclic motion—ion cyclotron motion—that
an ion follows in the gas phase in the presence of an electromagnetic field. This motion
is caused by the application of electrostatic pulse that sends the ions out into the cell
towards the electrodes. The current produced by the circulating ions is recorded as a
function of time after the pulse is applied, and a Fourier Transform is applied to pro-
vide the transition from frequency to mass. The cyclic motion then restores the ion to
the center of the cell with a decay in signal that is characteristic of the m/z of each ion.
The motion creates a current, which is detected through the cell, and the magnitude of
the current is proportional to the abundance of the ion of interest. The signal in the
frequency (of cyclotron decay) domain is treated by Fourier Transform to create a time
and m/z signal. The relationship between cyclotron frequency and m/z is shown in the
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following equation, where � is the cyclotron frequency, v is the velocity, r is the radius,
z is the charge on the ion, m is the mass, and B is the magnet-field strength, therefore
the frequency is inversely proportional to m/z.

� = (v/r) = (z/m)*B

Each orbit that an ion makes provides an opportunity to measure its frequency, and
thus m/z. Unlike the quadrupole-ion trap, the ion does not need to be ejected to be
detected (nondestructive), which permits nearly infinite measurements on its cyclotron
frequency. This permits extensive statistical and mathematical treatment of the signal,
raw or transformed, which is the source of the extremely high resolution and mass
accuracy observed in FT-ICR analyses. Central to the FT-ICR experiment is the use of
high-powered computing systems to both control the many experiments (such as puls-
ing or scanning) which occur on sub-microsecond time-scales, and to permit the acquisi-
tion of the data generated in this way. Similarly to the quadrupole-ion trap, ions can be
selectively retained by FT-ICRs for further manipulation and analysis, including dissocia-
tion via collisional activation, photodissociation, and electron-capture dissociation (29,30).

2.3. Basic Definitions and Terminology in Mass Spectrometry

For clarity and consistency, a brief review of some of the key nomenclature of
mass spectrometry is provided, which includes a readily accessible summary of some
of the most common terms for the reader who may not be well-versed in mass spec-

Fig. 16. Diagram of the measurements used to determine mass spectral resolution. Most
commonly used is M @ 50% h (FWHM = full-width, half maximum). Note that the absolute
measurement is dependent only upon the properties of the ion of interest (34). Figure repro-
duced with permission of Humana Press.
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trometry. For more rigorous treatment and discussion of this background informa-
tion, the interested reader is referred to texts edited by Caprioli (31), Roboz (32),
McLafferty (33) as well as other works directed toward the application of mass spec-
trometry to biomolecules (34–35).

The key definitions common in biomolecular mass spectrometry and used through-
out this chapter are provided in this section in bullet format. These, supplemented by
the descriptions of the modes of operation of the various types of mass analyzers
(Subheading 2.2.) should provide the reader with all the information needed to
understand the experiments in this chapter and determine whether further investi-
gation is warranted.

2.3.1. Mass-to-Charge Ratio (m/z)

This is the mass (Daltons) of the molecule or complex that has been ionized divided
by the total number of charges on that species. This measure is particularly important
for molecules generated by soft ionization methods, which may produce ions having
more than one charge per molecule expressed as a.m.u. per Coulomb; although this is
different than the mol wt, with the correct information it can lead to the determination
of the mol wt.

2.3.2. Resolution (R)

This defines the capability of a mass analyzer to distinguish ions of varying m/z. Unlike
R in separation sciences, this is measured on a single analyte (ion of a given m/z), and is
usually referred to as the resolution at full-width at half-height. A typical measurement is
shown in Fig. 16, and is described by the equation: R (full-width at half-height) = M/w1/2,
where M is the m/z of the ion of interest and w1/2 is the width of the ion at one-half of its
amplitude (both in the same units). For example, an ion of m/z = 1500 with a w1/2 of 0.2
would have a resolution of 7500. (This resolving power would be achieved using rTOF
or FT-ICR mass analyzers.) The term “unit resolution” is often applied, and represents an
ion with a width of 1 Dalton (m/z). The resolution observed is dependent upon the mass
analyzer used, and ranges from approx <500 for linear TOF mass spectrometers at higher
m/z to more than 10,000 for FT-ICR instruments.

2.3.3. Mass Accuracy

This term defines the relative error in the target mass, and can be expressed as an
uncertainty (e.g., similar to a %rsd). It is typically expressed in parts per million (ppm).
Although mass accuracy is different from resolution, resolution can impact the mass
accuracy because a system with poor resolution may not be capable of resolving closely
related ions (e.g., isotopes), and this results in an apparent mass error. This is estimated
using peptide or protein calibrants, typically other than those used in the mass calibra-
tion. For example, a peptide has a target mol wt (M+H+) of 1257.2569, and in an
MALDI-rTOF experiment the measured mass is 1257.2795. The difference is 0.0226
m/z units, which when divided by the target mass provides a relative difference of
(0.02226/1257.2569)*106 = 17.97 ppm. This calculation is usually applied to data from
rTOF, FT-ICR and sector experiments.

2.3.4. Pseudo-Molecular Ion

This term refers to the adduct between an analyte molecule and a charged species
such as a proton (H+), sodium ion or similar or in the negative-ion mode M-H+ or
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M+Cl-. The term is derived from chemical ionization, and is applied to biomolecules
through the various techniques known as API.

3. Tandem Mass Spectrometric Analysis
of Peptides, Proteins, and Oligosaccharides

3.1. The MS/MS Experiment and Instrumentation

The analysis of the structural elements of biopolymers is achieved through a series
of related experiments in which the biopolymer is ionized and energy is deposited to

Fig. 17. Comparison of true and pseudo MS/MS (source CID or PSD) experiments. The ion
of interest (*) in the mass spectrum (top) yields fragment ions (bottom). In the true MS/MS
experiment (left) the ion (*) is selected and fragmented to produce a “clean” product ion spec-
trum (ions A–D). In the pseudo MS/MS experiment, the ion (*) is not selected and product ions
are observed for both the ion of interest (ions A–D) and other ions (unlabeled).
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induce the fragmentation of the ions in a fashion that reflects their smaller monomer
components. This is known as a tandem mass spectrometric, or MS/MS, experiment,
and can take many forms using a variety of instruments. The principal means of achiev-
ing this are through the true MS/MS experiment in which an ion or ions of interest are
mass-selected in a first mass analysis, and are then activated, typically by collision
with an inert gas (nitrogen, argon, or helium). The collisions provide internal energy to
the ions, which is released through several mechanisms including bond dissociation. The
resulting fragment ions are mass-analyzed in a separate mass-analysis experiment. Alter-
natively, a pseudo-MS/MS experiment can be utilized in which a mixture of ions are
activated and fragmented during ionization and the fragments mass-analyzed along
with residual unfragmented ions in a single-dimensional mass analyzer. The true MS/
MS experiment is most familiar, and has been used traditionally in the analysis of small
organic and biomolecular analytes. However, the pseudo MS/MS experiments are gain-
ing in popularity. In Subheadings 3.2. and 3.3., the elements of true and pseudo-tan-
dem MS experiments are discussed on a theoretical basis, and applications of the
experiments to the analysis and characterization of proteins, peptides, and glycoforms
are provided.

3.2. Tandem Mass Spectrometry Using Collsional Activation

Traditionally, the MS/MS experiment has been performed using collisional activa-
tion or collision-induced dissociation (CAD; CID) on an array of instruments including
sectors, triple (and higher-order) quadrupoles, and ion-trapping instruments (quadru-
pole ion trap and FT-ICR). In this experiment, the ion(s) of interest are mass-selected
from the other ions in the sample and are energetically collided with an inert gas such
as He, Ar, or nitrogen to introduce energy into the ion and induce fragmentation through
covalent-bond dissociation. This experiment is depicted in a general manner in Fig. 17,
where it is compared to the pseudo MS/MS experiment.

In collisional activation, the mass-selected ion is accelerated at a neutral gas with
from a few to several thousand eV of kinetic energy. The position in this range of
energies depends upon the mass analyzer being used, and is approximately grouped as
low-energy CID at <100 eV and high-energy CID at >1000 eV. These inelastic colli-
sions occur in a pressurized cell in which ion focusing but no mass selection occurs
(during activation). The nature of the gas target and its pressure (as well as collision-
cell geometry) significantly influences the resultant ion fragmentation. After activa-
tion, the fragment ions are extracted from the collision cell, and are mass analyzed to
produce the MS/MS spectrum. Other modes of activation, which are also utilized to
lesser extents on select instruments, offer their own unique advantages: electron cap-
ture in FT-ICRs (29,30), and photodissociation primarily on trapping instruments (30),
among others (24,36). Depending upon the design of the instrument, more than two
passes of mass analysis may be performed or special experiments in which only selected
ions are monitored and associated with ions in the original sample (parent or neutral-
loss scans).

These individual experiments, which are outlined here, offer their own unique advan-
tages including selectivity and fragmentation efficiency. Recently, new instruments
have been added to the repertoire of tandem-mass spectrometers and include the Q-
TOF (20,37), and TOF-TOF (19). These instruments provide unique advantages includ-
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ing high resolution, high-throughput MS/MS, and flexibility with respect to ionization.
In all cases, the activation achieves nominally the same results—fragmentation of the
target ion into smaller ions (product ions), which can be used to elucidate the structure
of the original ion. Each instrument offers different advantages and different opportu-
nities for the MS/MS experiment.

3.3. Pseudo MS/MS: Source CID and Post-Source Decay
with One-Dimensional Mass Analysis

The analysis of peptides, proteins, and glycoforms by MS/MS has been outlined
above. The simplest but least selective approach to this analysis is in-source fragmenta-
tion or source CID (38). In this experiment, increasing the skimmer and/or tip po-
tentials accelerates ions through the relatively high pressure of the source region,
and thereby elevates the internal energy of the ions and induces fragmentation while
the analyte ions are in transit to the mass analyzer (see Fig. 2). This experiment is
typically done with ESI or related ionization modes, and a single quadrupole-mass
analyzer or orthogonal acceleration time-of-flight (oaTOF) mass analyzer, although it
is also possible to introduce additional internal energy using MALDI or other ioniza-
tion methods. (The MALDI experiment, which has special considerations, is discussed
in this subheading.) The pitfall to this analysis is that for a direct infusion analysis or in
the case of unresolved or poorly resolved analytes in HPLC, the precursor ion of any of
the fragment ion is not readily identifiable without some effort. If the analyte is relatively
pure or the separation provides adequate resolution, this experiment can yield consider-
able information about the structure (e.g., sequence or composition) of the biopolymer.

In the extremes of application, this experiment is used to screen for functional groups
in the analyte pool of interest, with a focus on relatively labile adducts by monitoring
selected fragment ions in the mass spectrum. It has proven particularly useful in iden-
tifying post-translational modifications such as glycosylation and phosphorylation in
peptide-mapping experiments. For example, Thibault and colleagues have used the
CZE-nanoelectrospray-MS experiment with source CID to characterize protein
glycoforms (37). In this application, CZE under acidic conditions is used to separate
proteolytic fragments of several glycoproteins containing N- and O-linked glycosylation
sites. Using elevated orifice potentials, selected fragment ions generated in the source
are monitored as an indicator of peptides containing possible glycosylation sites. The
results obtained for this experiment on a lectin from L. tetragonolobus are shown in
Fig. 18A,D. In this experiment, the total ion response between 500 and 1700 m/z is
compared with the fragment ions at m/z 163, 204, and 366 which are indicative of
hexoses (163), N-acetyl-hexosamine (204) and N-acetyl-lactosamine (366). If the
analytes eluting in the CZE effluent are ionized under different cone voltages, informa-
tion can be provided on the mol wts of the analytes as well as some degree of fragmen-
tation. Spectra obtained from a single CZE peak obtained in this manner are shown in
Fig. 19A and 19B. These were obtained from two separate CZE analyses at 50V and
120V orifice potentials. The substantial fragmentation provides information on the gly-
cans present (in this case, core mannose). As mentioned previously, this is most readily
applied to relatively labile compounds such as carbohydrates, which have much lower
bond energies that link them to proteins compared to the peptide bonds themselves.
This difference in bond energies actually permits some level of selectivity in the source
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Fig. 18. Nanoelectrospray CZE-MS analysis of a tryptic digest of L. tetragonolobus show-
ing: (A) Total Ion Electropherogram; (B) selected ion electropherogram for m/z 163 (hexose/
mannose); (C) selected ion electropherogram for m/z 207 (N-acetylgalactosamine); (D) selected
ion electropherogram for m/z 366 (N-acteyllactosamine) (39). Figure reproduced with permis-
sion of Elsevier Science.
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Fig. 19. Use of low and high orifice potential in nanoelectrospray CZE-MS analysis of a
tryptic digest of L. tetragonolobus showing a) mass spectrum of the peak migrating at 17 min
(Fig. 18) obtained at low (50 V) orifice voltage; b) mass spectrum of the peak migrating at 17
min (Fig. 18) obtained at high (120 V) orifice voltage. GlcNAc, N-acetylglucosamine; Man,
mannose (39). Figure reproduced with permission of Elsevier Science.
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CID experiment, because fragmentation of the peptide bond is more difficult to achieve,
and the fragmentation will follow the most thermodynamically favored pathway (in
this case, the glycosidic bond). Compared to collisional activation accompanied by
true tandem-mass analysis, this experiment is cost-effective yet limited in the in-
formation it can provide.

Although performed in two separate experiments above (Figs. 18 and 19), many
instruments offer the opportunity to change the orifice voltage within a single analysis

Fig. 20. Depiction of the source CID experiment in the “toggle” mode. Dark and cross-
hatched bars (top panel) represent high and low orifice potentials. Typical scans are shown
under the high (right) and low (left) orifice potentials. The spectra obtained for all scans at
both high and low potentials are summed (bottom panel) to provide both mW and fragment
ion information.
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by rapidly changing between high and low voltages based on time, the number of scans/
spectra acquired, or based on data-dependent feedback. In this case, the skimmer
potential is alternated between high and low voltages in an automated fashion, in a
so-called toggle experiment. This experiment permits information on both the intact spe-
cies (low potential) and fragments (high potential) to be obtained on the pseudomolecular
ions present in the ion source (see Fig. 18). (The limitation in energy deposition is the
result of several factors including source ion optics, compromise in sensitivity, and
typical source designs.) The rate at which the potentials can be varied depends upon the
instrument being used. In some cases, relatively intelligent experiments can be per-
formed. For example, in an LC/MS source CID toggle experiment, specific fragment
ions can be monitored as the source is toggled. When the ion of interest is detected
above a threshold level, the potential can be held at the high level until the species

Fig. 21. Chromatograms from HPLC-UV-MS analysis of the B domain of recombinant hu-
man Factor VIII glycoprotein. (A) UV chromatogram; (B) selected ion chromatogram of frag-
ment ions characteristic of sialic acid (m/z = 274, 292); (C) selected ino chromatogram of
fragment ions characteristic of N-acetylhexosamine (m/z = 168, 186, 204, 366) (40). Figure
reproduced with permission of the American Chemical Society.
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Fig. 22. LC/ESI/MS and SIM (selected ion monitoring) analysis of bovine fetuin tryptic
digest. Panel (A) absorbance at 215 nm; (B) TIC chromatogram; (C–D) selected ion chromato-
grams of carbohydrate ions at m/z 204 and 292, respectively (41). Figure reproduced with
permission of the American Chemical Society.
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generating the fragment of interest has completely eluted. This permits additional spec-
tra to be available for signal averaging or summing. In this case, summed spectra will
have both molecular-ion and fragment-ion information, or the spectra can be selectively
accumulated to emphasize either the fragment or molecular ions. This experiment would
be similar to a precursor-ion scan typically performed on triple-quadrupole, Q-TOF, or
sector instruments. The toggle experiment is diagrammed conceptually in Fig. 20. The
advantage of the toggle experiment is that it requires only a single mass analyzer.

Mazsaroff and colleagues (40) have used the source CID experiment to quantita-
tively compare sialic acid and N-acetyl-hexosamine on recombinant human factor VIII
(rhfVIII), a large recombinant glycoprotein. A typical set of chromatograms is shown
in Fig. 21, in which the response at 214 nm, the response caused by fragments charac-
teristic of sialic acid (m/z = 274, 292), and the response caused by the fragments char-
acteristic of N-acetyl-lactosamine (m/z = 168, 186, 204, 366) after appropriate
background corrections are provided. Clearly, the selected ion traces indicate that only
the B-domain contains components that produce the fragment ions indicative of
glycosylation. The resulting fragment ion ratio (FIR) provided a measure of the extent
of sialylation of, in this case, the B domain of rhfVIII.

Fig. 23. Depiction of the post-source-decay (PSD) experiment. Ion in the source is acceler-
ated with excess internal energy (top panel). The ion fragments with all fragments moving In
unison and maintaining same velocity as parent ion (middle panel). The fragment ions are then
accelerated through the reflectron with each fragment ion, acquiring a velocity indicative of its
m/z and thus being resolved in time in the final drift region (bottom panel).



Mass Spectrometry in Biotechnology 427

Similarly, this approach has been utilized in characterizing the tryptic peptides pro-
duced from the archetypal glycoprotein, bovine fetuin. Burlingame et al. (41) have
used LC/MS with source CID and selected ion monitoring to identify glycopeptides.
The various chromatograms are shown in Fig. 22, and provide the clear identity of the
potential peptides and glycopeptides of interest. Clearly, this experiment provides a
powerful tool to identify peptides of a known or desired modification, but may require
additional characterization by true MS/MS, chemical, or biochemical methods to con-
firm the exact nature of the identity. This experiment has seen applied to a variety of
problems (34,35,42).

In a fashion similar to the source CID discussed here for ESI, additional internal
energy can also be imparted to analyte ions generated through desorption ionization
methods. The most common of these experiments employs MALDI. In this case, the
laser flux is increased and/or the matrix is changed, which causes a higher internal
energy deposition during ionization, creating a higher probability for a transient or
metastable fragmentation. A timing gate at the reflectron is used to select an ion,
typically with low resolving power. The mass-selected, energized ions of the desig-
nated m/z are then accelerated down the flight tube. As they proceed, the ions frag-
ment but travel as a group as if they were all of the original m/z. The ions then enter
the reflectron, where new accelerating forces are applied, and the fragment ions then
travel toward the detector at velocities characteristic of their unique masses. This
process is depicted in Fig. 23. This experiment is known as post-source decay (PSD)
(43), and is done using a reflectron TOF mass analyzer. The experiment offers the
ability for a moderate resolution mass isolation of the excited ions prior to fragmen-
tation using a timed ion gate. Typically, the mass selection range is up to ten Daltons,
with the compromise of reduced signal-to-noise at the narrow ranges. An example of
the resolution obtained during ion selection by the timing gate is shown in Fig. 24
(43), where, in separate experiments, two ions of interest are selected from a mixture
of peptides. In this case, the ions differ from their neighbor by an amount between 9
and 18 m/z. The isolated ion spectra indicate some undesirable ions (none more than
5%) which would ultimately contribute to the product ion spectra obtained. Mass
analysis of the fragment ions occurs in segments, and between these the potential on
the reflectron is changed to accommodate the kinetic-energy differences in the frag-
ment ions and focus them for proper mass analysis in the second TOF region. The
mass spectra acquired at each reflectron potential are then added together to provide
a complete spectrum of the fragment ions. A typical MALDI-PSD spectrum is shown
in Fig. 25D (19) for the M+H+ ion of the peptide KLDVLQ (m/z = 715.4), where it is
contrasted with more traditional CID-MS/MS spectra. The MALDI-PSD experiment
is less ambiguous than the API source CID experiment, because in this case there is
some element of mass selection. By contrast, Fig. 25 indicates that the PSD spectrum
has poorer resolution (parent ion) and signal-to-noise, and less informative fragmen-
tation information than the CID spectra (compare Fig. 25D with 25 A–C). Applica-
tion of the PSD experiment is demonstrated by the MS characterization of peptides
and oligosaccharides.

PSD has a similar potential to obtain structural information comparable to that from
a true MS/MS experiment. This is demonstrated by the differentiation of simple oli-
gosaccharides similar to those from glycoproteins as examined using MALDI-PSD-
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Fig. 24. MALDI mass spectrum of a contest sample containing ten different peptides demonstrating the ability of the ion gate to select ions for
PSD. Upper spectrum: ion gate off. Middle spectrum: ion gate on and set to transmit the peptide at m/z = 1375.8. Lower spectrum: ion gate on and
set to transmit the peptide at m/z = 1438.7. Spectra acquired on ALADIM I MALDI-TOF instrument (43). Figure reproduced with permission of
John Wiley and Sons, Inc.

GUEST
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Fig. 25. MALDI-TOF/TOF CID spectra of synthetic peptide KLDVLQ (MH+ at m/z 715.4).
The reflectron voltage was 26.5 kV for each acquisition. (A) Spectrum acquired using CHCA
as the matrix and He as the collision gas; (B) Spectrum acquired using DHB and He; (C) Spec-
trum acquired using DHB/Ar; (D) MALDI-PSD spectrum of the same peptide acquired on a
Voyager DE STR (MALDI-TOF) mass spectrometer with CHCA as matrix, recorded in eight
steps, lowering the voltage by 25% for each subsequent frame (19). Figure reproduced with
permission of the American Chemical Society.
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TOF by Yamagaki and Nakanishi (44). The model trisaccharides differ only in their
branching structure, and are known as Lewis type a (Lea) and Lewis type x (Lex). This
study examined the PSD fragmentation of the analyte using both fragment-ion analysis
and relative fragment abundance to demonstrate the ability to distinguish these ions,
which are positional isomers. Both fragment-ion analysis and relative fragment-ion
abundance demonstrated the ability to distinguish these linkage isomers. Similarly,
Endo and colleagues (45) have examined the MALDI-PSD mass spectra obtained from
a range of oligosaccharides that have been derivatized using 2-aminobenzamide, a com-
mon reagent to facilitate the HPLC analysis of glycans through fluorescence detection.
Significantly, the authors did not modify the hydroxyl groups on the glycan, as in other
instances (46). Using 2–3 pmol of analyte spotted on a plate and a DHB matrix, inves-
tigators obtained significant sequencing and, more significantly, linkage information.
Notably, in contrast to amino acids, monosaccharides can be linked in several different
ways through different hydroxyls with different linkage stereochemistries. This was
observed for the PSD spectra of two tetrasaccharide 2-aminobenzamide derivatives,
which provided significant differences in the abundance of fragment ions. Although
this permits the determination that two glycans are different in linkage—or more appro-
priately, two glycan-derived ions are composed of different linkage compositions—it
does not permit the absolute assignment of linkages without the availability of glycan
standards analyzed under the same conditions.

Significant application of the PSD experiment to peptides also exist. An exemplary
study by Rouse and colleagues (47) compares the information obtained from high-energy
CID MS/MS, low-energy CID MS/MS, and PSD (metastable). Typical results from this set
of experiments are shown in Fig. 26. In this experiment, the fragmentation of a model
peptide, Des-Arg-1-bradykinin (PPGFSPFR), observed in the three MS/MS modes is com-
pared. Clearly, the most information (greatest breadth of fragmentation), is obtained from
the high-energy (7 keV) CID experiment, in which a higher proportion of ions derived from
the C-terminus (arginine) and ions derived from cleavage of the peptide backbone (dn, wn,
vn ions) are observed compared to the low-energy CID and PSD experiments. The observa-
tion of the C-terminal ions in this case is energetically more favorable because of the argi-
nine at the C-terminal residue. However, although it does not provide detailed information
about the peptide backbone or amino acid side-chains, the PSD experiment strikes a bal-
ance between N- and C-terminal ions and internal fragmentation. It also provides sufficient
information for complete sequence coverage of this octapeptide.

3.4. Information Obtained from the MS/MS of Biomolecules

Fragmentation of biopolymers provides substantial information on the composition
of the biopolymer and the order in which the monomer units are connected. This is true
for both oligosaccharides and proteins. Each of these biopolymers has its own rules for
fragmentation and nomenclature. These are discussed in this section for the principal
fragmentations. The rules are also diagrammed as they relate to ion fragmentation. As

Fig. 26. (opposite page) Mass spectral comparison of Des-Arg(1) bradykinin (avg. mW 904.0)
PPGFSPFR. (A) high-energy CID (7 keV); (B) low-energy CID (45 eV); (C) MALDI-PSD in a
reflector TOF-MS. Glycerol and metastable peaks are designated with an asterisk (*) in the LSIMS
and CID spectra, respectively (47). Figure reproduced with permission of Elsevier Science.
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Fig. 27. Nomenclature for peptide fragment ions according to Biemann (43). Figure repro-
duced with permission of John Wiley and Sons, Inc.

Fig. 28. Nomenclature for fragment ions from carbohydrate (after Domon and Costello [51]).
(86). Figure reproduced with permission of Wiley-VCH.

a general rule, fragmentation of multiply charged ions is often accompanied by a change
(typically reduction) of the charge. In high-resolution instruments such as the oaTOF,
FTMS, and Q-TOF, the charge state of the ion is readily identified.

The rules for the nomenclature of peptide-fragment ions have been clearly estab-
lished (48,49), and are regularly updated to accommodate new fragmentations. The
primary fragmentations are depicted in Fig. 27 (43). The observation and relative abun-
dance of these ions depends mostly upon the composition of the peptide, the mecha-
nism and energetics of ionization and fragmentation, and the charge-state of the peptide.
Typically, b and y'-fragment ions are observed in greatest abundance. However, chemi-
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cal methods to direct the fragmentation have been developed (50). In these instances, a
fixed charge is placed at either the N- or C-terminal amino acid of a peptide. This
method provides a mechanism by which the fragment ions observed in the MS/MS or
pseudo-MS/MS spectrum are largely limited to one or a few series of ions.

The nomenclature rules for the fragmentation of oligosaccharides have been estab-
lished by Domon and Costello (51). These rules are complicated by the fact that, unlike
peptides, oligosaccharides can be connected in stereochemically different ways, and a
single monosaccharide may have more than two additional monomer units attached to it.
In addition, the sugar rings have a tendency to fragment internally to create a series of
A-ions. The stereochemistry is not addressed in the nomenclature rules, because under
normal conditions of fragmentation the stereoisomers will produce the same ions, but
perhaps at different relative levels. The nomenclature of oligosaccharide fragment ions
is depicted in Fig. 28. As with peptides, the fragmentation observed is dependent upon
the oligosaccharide composition. However, for carbohydrate monomers, there is a rela-
tive lack of variability in the basicity or acidity of the monomer side chains.

4. Applications of Mass Spectrometry to Biotechnology

The tools and instruments discussed in Subheading 2.2. provide the potential to
identify and characterize complex biologicals in a rapid fashion and augment—yet do
not totally replace—many traditional methods, including SDS-PAGE for mW estima-
tion and Edman degradation for amino-terminal sequencing. Their refinement and uti-
lization in the study of problems of biotechnological origin continues to advance the
quantity and quality of information available to the cell and molecular biologist, as
well as the biochemical engineer.

4.1. Molecular Weight Determination
The determination of the mol wt of a peptide or protein is one of the first steps in

establishing its identity. As demonstrated here, a tremendous amount of information
can be obtained from this apparently simple determination. Prior to 1990, this was
achieved primarily through the use of techniques such as sodium dodecyl sulfate-poly-
acrylamide gel electrophoresis (SDS-PAGE) and size-exclusion chromatography,
which are typically limited to errors greater than 20% for a protein of mW >20,000
(52). Currently, mW determinations are achieved in a simple MS experiment that typi-
cally applies MALDI, although electrospray or other techniques may also be used.
Since the initial application of MALDI-TOF to the analysis of proteins in complex
mixtures, analytes ranging from a few Daltons to millions of Daltons (intact viruses)
have been analyzed. The utility of these experiments and scope of application can be
seen in the table of mW determinations provided in a recent review of the current
literature in Analytical Chemistry by Burlingame, Boyd and Gaskell (5).

The advantage to MALDI as an ionization method is the relative simplicity in its
interpretation of the resultant spectra and the robustness of the ionization method toward
additives such as buffers, detergents, and chaotropic agents. Table 3 provides the toler-
able concentrations of many of the common reagents found in biological samples from
which a useful MALDI spectrum may be attained. The success of the MALDI experi-
ment is largely dependent upon both the sample matrix and matching the sample with
an appropriate matrix. If this is not done properly, inefficient ionization and artifactual
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adducts are likely to occur. The primary considerations in this approach are: 1) the
compatibility of the MALDI matrix with the analyte matrix (poor crystal formation
will inhibit ionization); 2) the propensity of the analyte(s) of interest to adduct forma-
tion, either as simple sodiation or more elaborate complexes (polarity or hydrophobic-
ity); 3) the capabilities of the instrument used (laser power, ion optics, or detector); and
4) the mW of the analyte. However, in most instances, minimal sample cleanup will
result in meaningful spectra. An example of the relative robustness of MALDI(-TOF)
as a method is demonstrated in Fig. 29, where a recombinant protein (MalE/MerP) is
mass-analyzed from the cellular supernatant of a bacterial culture (53). The only treat-
ment to the sample was as follows: after application, the spot was rinsed with purified
water to remove excess salts. Examples of complex sample melieu analyzed directly
by MALDI include serum, urine, cell-culture media, and intact microbial cultures.

Fig. 29. (A) Mass spectrum of MalE/MerP fusion protein obtained from nonsonicated bacte-
rial cells using linear mode detection. (B) Mass spectrum of the same protein obtained from
sonicated cells (53). Figure reproduced with permission of the American Chemical Society.
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In addition to the direct analysis of samples by MALDI, there are other options for
sample cleanup prior to analysis. Among these, the most commonly used are cleanup
using pipet tips loaded or coated with adsorptive material (e.g., ZipTips™), desalting
using a sizing column or membrane (gel column or sizing membrane), and cleanup on
the plate (see ref. 53). Details of these methods are not included here. A caveat to any
cleanup attempt is that, dependending upon the nature of the analyte, there may be
irreversible adsorption to the sorptive surface. A second caveat to this approach is that
during the loading the analyst is fundamentally concentrating the protein and any other
chemical that may be present in the sample matrix. This can produce artifacts including
covalent and noncovalent modification of the protein, resulting in either higher or lower
apparent mol ws. Typical conditions for sample cleanup prior to MALDI analysis are
available from numerous websites, including those listed in Table 5. Remember that
analyte/sample matrix may have unique concerns and may require minor adjustment of
the typical conditions to meet the desired result.

A particularly interesting area of development in mol-wt determination from com-
plex or dirty samples is the modification of the surface of the MALDI target to permit
either selective retention of the analyte of interest (54,55) or to enhance the detection
of the analytes of interest (56–58). Further advances in enhanced detection and the use
of an affinity surface have the potential to provide selective, simple, and rapid methods
by which to analyze many classes of analytes, using relatively simple and well-charac-
terized chemistries. In the simplest case, the surface has been modified by the addition
of adsorptive beads directly onto the sample wells at the probe surface (59). In this
experiment, the sample is applied (along with trypsin) onto absorptive beads into the
sample wells. The beads permit the sample to be concentrated by repeated application
of small volumes and salts, or removal of low-mol-wt interferences (e.g., urea or
sodium chloride). The sample is digested by the trypsin that was applied with the
sample. Comparison of this approach, in which bovine serum albumin (BSA) was
digested on the plate with the direct analysis of a solution digest of BSA in various
matrices, is depicted in the mass spectra in Fig. 30. These spectra show that the
on-plate approach provides significantly more BSA peptides (i.e., sequence coverage)
at equivalent or superior signal-to-noise ratios, even from samples with high concen-
trations of matrix components.

In the electrospray experiment for mW determination, the sample must be mostly
free of salt and other nonvolatiles, with particular attention to phosphate and sulfate
prior to introduction into the ion source. Once this is achieved, the analysis can be

Table 5
Websites for Information on MALDI Sample Preparation

Organization Website

Association of Biological www.abrf.org
Research Facilities (ABRF)

Vanderbilt University ms.mc.vanderbilt.edu/tutorial.htm
Penn State University www.hmc.psu.edu/core/Maldi/malditofprotocols.htm
Applied Biosystems www.appliedbiosystems.com
MicroMass www.micromass.co.uk/
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made, with analytical conditions and resulting mass spectra dependent upon a variety
of factors including source design, mass analyzer, and data manipulations. Advances
in electrospray-source design have permitted the analysis of analyte directly from solu-
tions containing relatively high salt concentrations including sodium chloride, phos-
phate, and ion-pairing reagents. Examples of these sources (55) include the off-axis
(Fig. 31B) and the angular entry (Fig. 31C), which are both available commercially
and compared with the traditional on axis source (Fig. 31A). Each of these uses slightly
different approaches to facilitate the use of salt-containing solutions while keeping the
salt out of the mass analyzer and eliminating build-up from the source tip. In general,
most orthogonal source designs will tolerate moderate amounts of salts for brief periods.

Key among the data manipulations for mol-wt determination by ESI-MS is
deconvolution. As spectra become exceedingly complex—a process that is observed for
proteins that are glycosylated—the deconvolution of the multiple multiply charged compo-
nents, which vary by relatively small amounts, becomes less trivial. This is exemplified by
the spectra in Fig. 5A and Fig. 5B in, which the electrospray mass spectrum of ovalbumin,
a moderately complex glycoprotein, is shown along with the deconvoluted mass spectrum.
The math behind deconvolution has been discussed in Subheading 2.1.1. The develop-
ment of deconvolutions based on maximum entropy calculations (13) has permitted more
robust deconvolutions from which quantitative information can be obtained.

Fig. 31. Arrangements for the position of the ES capillary in the ion source. (A) on axis; (B) off axis;
(C) diagonal (articulated) (55). Figure reproduced with permission of John Wiley and Sons, Inc.

Fig. 30. (opposite page) MALDI spectrum obtained from the free solution digestion of 500
nM BSA in (A) pure water; (B) 2 M NaCl; (C) 2 M Urea; MALDI spectra obtained from
micorbead preconcentration and digestion of 100 nM bovine serum albumin in (D) pure water;
(E) 2 M NaCl; (F) 2 M Urea. B represents a peptide from BSA (59). Figure reproduced with
permission of American Chemical Society.

GUEST
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ESI experiments offer certain advantages over MALDI. One advantage is that since
the observed charge-state distribution may vary for different protein isoforms, ESI-MS
provides the ability to distinguish and resolve closely related species—through both
mass and onization behavior—in a single sample, yet MALDI-TOF may not provide
this capability because of resolution limitations. A second advantage is that the single
ESI experiment actually offers multiple estimates of the mol wt through the appear-
ance of several ions of varying m/z ratio (see ESI section above). Deconvolution of the
spectra provides an opportunity to average these mW estimates (M+n1H+; M+n2H+,
M+n3H+,…) and arrive at a reliable estimate of the mW of the protein on interest.
However, the experimenter is cautioned to avoid reliance on a single MS tool or set of
conditions for the determination of mol mW. Dependending upon source conditions
and sample matrix (composition and pH), labile adducts that are inherent to the protein
(such as sialic acid, pyridoxal, phosphate, and gamma carboxylation) may be elimi-
nated during the course of ionization, or covalent and noncovalent adducts may be
formed artifactually with the protein. Each of these may result in an inaccurate esti-
mate of the protein mW or the modifications inherent to the protein’s activity. From
this perspective, it is critically important for the analyst to understand the nuances of
the ionization method as well as the instrument being used for the determination.

In addition to the ionization method, the mass analyzer can make a significant
difference in the ability to identify peptides and proteins using mass. The more ready
availability and application of high-resolution instruments such as the FT-ICR, Q-
TOF, and oaTOF have provided the tools to help the process considerably by reduc-
ing the uncertainty of an identification and reducing the dependence on software for
the MW determination.

One problem that is historically answered using either N-terminal sequencing or
high-energy MS/MS, or these tools combined with enzymatic and chemical means, is
the differentiation of glutamine (Q) and lysine (K) in a peptide. These two amino acid
residues contribute 128 Daltons to the nominal mass of a peptide, but have an actual
mass difference of 0.0364 Daltons. An example of the differentiation of these two
residues is shown in Fig. 32 (60) in which the ESI mass spectra of MICHAELKARAS
and MICHAELQARAS are provided as obtained in a nanospray-oa-TOF experiment.
The accurate mass determinations on the triply charged ions deconvolute to provide
M+H+ values of 1328.6368 (Q) and 1328.6757 (K). The difference between these two
values is 0.0389 Daltons as compared to the theoretical difference of 0.0364. The pro-
vides a mass measurement error of 0.0025 out of 1328.636 Daltons or 1.8 ppm. The
mass difference at this level is absolutely significant, but very much dependent upon
appropriate internal mass calibration with calibrants on the high and low sides of the
analyte. (The closer the m/z of the calibrant to the analyte, the better—TOF calibration
is not linear across broad ranges, but approximates linear in small mass increments.) In
the case of a mixture (co-eluting peaks in HPLC), the observed resolution would not be
adequate to define this substitution. The spectrum would show only uncharacteristi-
cally poor resolution of the peptide isotopes. If better definition is required, then either
the generation of ions at lower-charge states (singly charged, for example) may be
attempted or ultra-high-resolution instruments may be required (e.g., FT-ICR).

A second advantage of the higher resolution, accurate-mass analyzers is the ready
availability of information on the charge-state of the peptide/protein ion and the ability
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to differentiate with confidence amidated/deamidated and reduced/nonreduced forms
of moderately sized peptides/proteins. An example of this is shown in Fig. 33 (38), in
which the isotope pattern in Fig. 33A indicates a doubly charged species (isotope sepa-
ration of approx 0.5 Daltons and that of Fig. 33B clearly indicates a different charge-
state with isotope separation of approx 0.3 Daltons, indicating a triply charged species.

Tertiary and quaternary structure are important aspects of protein functionality. This
includes the three-dimensionality of the folded form, the assembly of multiple protein

Fig. 32. ESI-oTOF mass spectra of (A) peptide MICHAELQARAS and (B) MICHAELKARAS.
The signals of the triply protonated molecules are shown together with the peaks from the calibra-
tion solution. Triply charged molecules of angiotensin I and neurotensin are used for internal cali-
bration. The deconvoluted peaks show the masses for the uncharged molecules (60). Figure
reproduced with permission of John Wiley and Sons, Ltd.
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Fig. 33. Raw and deconvoluted mass spectra from peptide digests. The ions observed at nominal m/
z 725 are compared and suggested as triply charged. The expanded regions in the insets show the ions
of interest are not both triply charged based on the spacing of the isotopes in the spectra: (A) 0.5 m/z
units; (B) ca. 0.3 m/z units (38). Figure reproduced with permission of John Wiley and Sons, Inc.
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subunits to make a functional protein complex, and the binding of prosthetic groups
and metal ions critical to the function of the protein of interest. This is significant for
both proteins isolated from natural sources and those from recombinant sources. In the
case of proteins produced as inclusion bodies from E. coli, proper protein folding is
required when disulfide bonds are present in the functional protein. Traditional meth-
ods such as electrophoresis or chromatography often disrupt these complexes or pro-
vide insufficient information (e.g., the differences between properly and improperly
folded forms of a 20-kD protein may not be substantial). The gentle nature of ESI
makes it possible to often obtain detailed mol wt information on protein complexes and
folding intermediates.

A simple example of this is the binding of metal ions to carbonic anhydrase (61).
When native enzyme is treated with aqueous acid to remove nascent Zn, the apo-

Fig. 34. Zinc-binding to carbonic anhydrase (CAAN). (A) Deconvoluted MS spectrum obtained
after CAAN dissolved and washed in 0.1% trifluoroacetic acid; (B) Deconvoluted MS spec-
trum obtained after CAAN dissolved and washed in 100 mM calcium acetate; (C) Deconvoluted
MS spectrum obtained after CAAN dissolved and washed 100 mM zinc acetate. Protein con-
centrations were normalized to 1 pmol/mL and acidified with acetic acid prior to acquisition of
mass spectra (61). Figure reproduced with permission of Wiley-VCH.
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enzyme provides a mW of 29,025. Equilibration of the apo-enzyme with calcium
acetate provides no perceivable change in mW. However, the same experiment using
zinc acetate produced a change in the apparent mol wt of the protein consistent with the
complexation of Zn by the protein to produce the holo-enzyme. The results of this
experiment are in shown Fig. 34. The selective binding of zinc is consistent with the
known behaviors of carbonic anhydrase.

Similar experiments have also provided information of the quaternary structure of
multi-subunit proteins. For example, Smith and colleagues (62) have examined the
composition of alcohol dehydrogenase isozymes, using capillary isoelectric focusing
with ESI-FTMS. In this case the investigators were able to utilize the gentle nature of
ESI and the resolving power of FTMS to evaluate the subunit composition of the alco-

Fig. 35. (A) ESI mass spectra of cytochrome c recorded at different pH values: (top) 8.5;
3.2; 2.7; 2.6; (bottom) 2.0. The pH was adjusted by the addition of ammonium hydroxide and/
or acetic acid. (B) relative abundance of the cytochrome c charge states +7, +8 and +9 (top);
relative charge states +10, +13, +15, and +16 (middle); dependence of average charge state on
the pH (bottom). (63) Figure reproduced with permission of John Wiley and Sons, Inc.
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hol dehydrogenase isoenzyme complexes, which had monomeric mol wts between
39670.7 and 39729.9 Daltons and isoelectric points between 8.26 and 8.67. The mass
spectrometry experiment coupled with capillary isoelectric focusing provided the abil-
ity to evaluate the distribution of the isoenzyme forms.

The capability of electrospray to monitor the folding of proteins is exemplified by
the pH-dependent denaturation of cytochrome c (63). This is shown in Fig. 35A and
35B. The electrospray spectra indicate a substantial change in the charge distribution
of the ions as a function of time. As the pH is increased and the cytochrome c changes
its three-dimensional structure, the number of protons retained under the conditions of
the ESI experiment changes. The deconvoluted spectra (not shown) would provide the
same effective mol wt for the cytochrome c in either experiment, so in this case it is the
raw mass spectrum that provides the key information. The dynamics of denaturation or
folding can be followed when selected ions indicative of a given folded form or charge-
state are monitored as either a function of time or, in the present case, pH. In the case of
cytochrome c (Fig. 35B), the changes in several ions are monitored as a function of pH,
and these show a multiphasic folding phenomenon. This suggests that multiple, stable
intermediates are involved in the denaturation, which is consistent with other physical
data. The authors (63) examined the behavior of several other proteins as a function of
pH. In a similar fashion, the folding of a denatured protein into its properly folded,
biologically active form can also be monitored using ESI-MS. This method has been
applied to the characterization of the folding pathway of recombinant human macroph-
age-colony-stimulating factor- (rhM-CSF ) (64), using the formation of adducts of
melarsen oxide with folding intermediates to trap the intermediates through free disul-
fides and induce a small but measurable mass shift. This compound bridges neighbor-
ing cysteinyl groups, and thus traps the intermediate and provides a mass shift based on
the number of melarsen oxide molecules bound to the rhM-CSF . Fig. 36 shows the
spectra obtained when rhM-CSF is folded in the presence of melarsen oxide. The
ESI-MS spectra are compared for unfolded protein (Fig. 36A), after folding the protein
for 6 h and 42 h (Fig. 36B and C), and native, presumably properly folded rhM-CSF 
(Fig. 36D). As the folding progresses, the charge envelope clearly progresses toward
the native protein. Also apparent in Fig. 36 are the ions caused by dimer (D), which can
be differentiated from the monomeric protein (M) by the binding of 50% of the
melarsen oxide molecules per molecule of rhM-CSF . This suggests, and is consistent
with, the involvement of a dimeric form of the protein in the folding pathway.

A more thermochemical approach to protein unfolding was undertaken by Foti and
colleagues (65), in which they utilized ESI-MS and a spectrophotometric method to
monitor the unfolding of wild-type azurin and wild-type amicyanin under different
conditions over time. The Go of unfolding the azurin and amicyanin obtained by ESI-
MS, 38.3 and 30.5 kJ/mol and spectrophotometry, 33.9 and 28.3 kJ/mol, showed good
relative agreement and further supports the idea that the ESI-MS provides some quan-
titative evaluation of protein folding when appropriate experimental precautions are
taken. For a more extensive review of some of the work on the study of noncovalent
interactions by electrospray mass spectrometry, see the review by Loo (66).

A more complicated yet elegant experiment for the evaluation of protein structural
differences involves the use of proton/deuterium exchange in solution followed by mass
spectral analysis (67). This methodology has a long history in nuclear magnetic reso-
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nance (NMR) studies of proteins, and has been followed by mass spectrometry (68).
The isotope-exchange method has been applied to the study of insulins of differing
sequences in which the exchange is monitored over time using ESI-MS. The five dif-
ferent insulins examined—recombinant human, porcine, bovine, LysPro analog, and
denatured bovine—showed different numbers of exchanged protons and slightly dif-
ferent exchange rates. The most intriguing finding is that recombinant human insulin
and LysPro analog (in which the sequence of Lys and Pro have only been switched)
show different numbers of exchangeable protons (Fig. 37). This is probably a result of
different three-dimensional conformations for the two closely related polypeptides,

Fig. 36. ESI-MS monitoring of in vitro refolding of recombinant human macrophage-colony
stimulating-factor �. ESI spectra of Mel-trapped intermediates at (A) 0, (B) 6 and (C) 42 hours
of refolding, and (D) of mature (folded) homodimer (64). Figure reproduced with permission
of Wiley-Liss, Inc.
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which are isobaric and differ in only the order of the two amino acids. Future extended
applications have not yet been determined, but may contribute to future methods for
the release of pharmaceutically active peptide analogs that are either isobaric or
exceedingly close (e.g., peptide analogs and homologs).

Many of these applications and experiments use the integrity and definitive nature
of the mol-wt information to derive secondary information about a protein. In the course
of analyzing recombinant proteins, the mol wt is often predicted from the molecular
biology (cDNA or mRNA sequences). In these cases other information can be obtained
from the determination of the mol wts. With the growing use of mammalian cells,
yeast, and other systems capable of extensive post-translational modifications, the need
to rapidly evaluate the presence or absence of these entities is highly beneficial in the

Table 6
Observed Molecular Weights for “Known” Proteins (16)

Theoretical M Relative Carbohydrate
Protein (protein only) Measured M error (%) (w/w %)

IL-2 15478 15610 2.8 n.a.
GM-CSF 14477 15451 5.56 n.a.
IFN- 2b 19378 19533 0.79 n.a.
TNF- 17484 17517 0.18 n.a.
EPO n.a. 28707 n.d. 35.6
IFN- 1 n.a. 20465 n.d. 5.2

Fig. 37. Kinetics of H/D exchange for LysPro, r-human, bovine, denatured bovine and por-
cine insulins (67). Figure reproduced with permission of the American Chemical Society.
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development of culture conditions. For example, Table 6 shows how the mol-wt deter-
minations can be used to simply confirm identity. Even in cases in which the sequence
and mW are predictable, the cellular processing is often not. Most of the errors observed
in this experiment are typical (< 1%) for a determination in a linear TOF or simple ESI-
MS experiment. Errors in excess of 1% are probable indicators of real modifications such
as sulfation, phosphorylation, N-terminal modification, amino acid misincorporation, or
genetic errors. The glycosylation of proteins can be critically important to the biologi-
cal or pharmacological activity of a protein, and therefore it is important that the extent
or existence of carbohydrate is established as quickly as possible. This can be done in
the experimental determination of the mol wt of a protein when a target protein mW is
available. The percent glycosylation is calculated as the 100*[measured mol wt—theo-
retical mol wt]/[theoretical mol wt]. Alternatively, the presence and extent of
glycosylation of carbohydrate can also be supported based on other information. For
example, the width of a MALDI peaks from a desalted mixture (best case) can be a
good semiquantitative indicator of the presence of carbohydrate. The extra width of the
peak is caused by the heterogeneity of the glycoforms resulting from the variable bio-
chemistry that occurs in all mammalian cell systems. The width of the peak is corre-
lated to glyco-heterogeneity, and the percentage of glycosylation can be estimated as
shown for EPO and IFN- 1 in Table 6 (16). Care should be take with this approach,
because excessively broad peaks (compared to calibrants of comparable mol wt) is an
indicator of post-translational modifications that may include glycosylation, lipidation,
sulfation, other forms of post-translational modification, or ragged N- or C-terminal
ends on the protein.

These tools for mol-wt determination have often been applied for the near complete
characterization of proteins. When only MS is used in conjunction with HPLC or other
separation tools, the disulfide bond patterns of human epidermal growth-factor-recep-
tor (69) and the disulfide bonding and carbohydrate composition of human -hex-
osaminidase B (70) and bovine lactoperoxidase (71) have been determined. In these
instances, the investigators utilized mass spectrometry together with the selectivity of
chemical treatments—reduction with dithiothreitol (DTT)—and enzymes including
trypsin and peptidyl-N-glycanase F (PNGase F) to identify the location and identity of
these specific structural entities. In all three of these examples, MALDI-MS was used
as the tool of choice to generate spectra off-line from HPLC, although ESI-MS can also
be used when concentrations and sample matrix are appropriate. There are an increas-
ing number of other examples of this type of thorough characterization of proteins in
which mass spectrometry is the principal tool.

4.2. Sequencing Using Molecular Weights

Although the mol wts of peptides and proteins can provide considerable information
about the analytes being studied, the characterization of peptides, proteins, and oli-
gosaccharides must ultimately include the analysis of the sequence of monomeric units
in the case of amino acids and linkage of the monomers in the case of carbohydrates.
The combined use of highly selective, or highly non-selective, enzymes with mass
spectrometry can provide the information to confirm or determine the sequence of the
peptide or oligosaccharide of interest. In addition, in the case of peptides or proteins,
one can obtain information on the carboxyl terminal sequence of the peptide or protein.
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Although instruments to perform this determination using solution-phase chemistry
are commercially available, the amount of any one peptide required to obtain C-termi-
nal sequence information is often too high to be useful, and the throughput is often
prohibitive for simple screening of C-terminal information. The inherent selectivity and
sensitivity of mass spectrometry makes this a very useful tool for these applications.

Known as C-terminal ladder sequencing (72), the time- and concentration-depen-
dent digestion of a peptide using carboxypeptidase Y (CPY) with analysis of the digest
using MALDI provides a tool for the C-terminal sequencing of a peptide or protein.
Martin and colleagues (72) pioneered this approach. By monitoring the sample as a
function of time, one can monitor the sequence based on the mass-difference between
the parent ion and the various other ions in the mass spectrum. An example of this
approach is shown in Fig. 38, in which the model peptide ACTH 7-38 is digested with

Fig. 38. MALDI spectra of on-plate concentration-dependent carboxypeptidase Y digestions
of ACTH 7-38 fragment. (A). digest using 6.1 × 10–4 U/mL; (B) digest using 1.53 × 10–3 U/mL.
* indicates doubly charged ions (72). Figure reproduced with permission of the American Chemi-
cal Society.
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CPY at two concentrations, and the resulting MALDI mass spectra are used to indicate
which amino acid is removed during the digestion. This digestion can occur either in
solution or on the plate where digestion time is limited by the rate of solvent evapora-
tion. Clearly, in Fig. 38A and B, only a portion (C-terminal residues 20–38) of the
peptide is covered in the reaction. To create a composite spectrum in which artifacts
and calibration error can be eliminated, the time-points can be pooled after quenching
to provide one spectrum containing all of the peptides and provide the so-called ladder.
Alternatively, the concentration of the enzymatic digestion can be monitored as a func-
tion of time. One caveat to this approach is that this is MS and Ile and Leu cannot be
differentiated, and Gln and Lys are only differentiable on a high-resolution instrument
when relatively small peptides are used. Alternatively, in order to differentiate the
release of Gln and Lys in the spectrum, the Lys residues can be converted to
homoarginine (73), which provides a unique mass difference for Lys relative to Gln.
The Ile/Leu issue is not amenable to this type of approach.

The application of chemical of enzymatic methods may also be undertaken for
N-terminal sequence analysis, but the need is not as great when the sensitivity and
reliability of the Edman method are considered. James and colleagues (74) have devel-
oped chemical methods for obtaining N-terminal sequence information from MALDI
spectra using thiol organic acids. Application to proteins from the E. coli ribosomes
indicates that this is a first-pass method for the determination of the N-terminal residues
of proteins in a rapid fashion. The chemistry involved parallels that of Edman chemistry.

Similar to peptides and proteins, oligosaccharides can be characterized through the
combination of enzymes and selected mass spectrometric experiments. This is a com-
mon experiment in the current research to screen for the presence of N-linked oligosac-
charides and to characterize the carbohydrate features if their presence is detected. The
flexibility of MALDI often permits the enzymatic reactions to occur directly on the
MALDI plate, if desired, so that the handling of the sample is minimized and the inves-
tigator may actually run several screening reactions at one time on precious little sample
and permit the analysis of the deglycosylated protein as well as the oligosaccharide.
One problem with this approach is the differences in ionization yields between the
peptide/protein and the oligosaccharide caused by mol wt and basicity. On occassions
this may require spotting the sample in two wells and using two different matrices after
the digestion (e.g., perform two digestions and apply sinapinnic acid matrix for protein
and dihydroxybenzoic acid for the oligosaccharides). In addition, it is strongly advised
that information on relative amounts of different glycoforms be qualified when obtained
by those methods. Some examples of this application follow.

Ribonuclease B (RNase B) is a common model glycoprotein. Novotny and col-
leagues (46) have explored the utilization of on-plate enzymatic digestion to character-
ize the oligosacchcarides released from model glycoproteins. As seen in Fig. 39A, it
provides a significant level of heterogeneity in native MALDI spectrum, with a series
of peaks separated by approx 162 Daltons (hexose monomer). Upon treatment of 5
mcg of protein with PNGase F on the plate for 1 h and analysis from DHB matrix (Fig.
39B) the heterogeneity of the molecular ion is diminished and (Fig. 39B inset) the
appearance of ions at lower mol wts characteristic of two N-acetylglucosamines with
from 5 up to 9 mannose (hexose) residues attached. This is a well-characterized, high-
mannose structure known to be present in RNase B.
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In a slightly different approach, the oligosaccharides can be released from bovine
fetuin, a more complex glycoprotein, and reacted with various mixtures of glycosidase.
The presence and characteristics of the oligosaccharides can be established by MS
(46). In Fig. 40 A, B, and C, the oligosaccharide mol wts are seen after release and
desialylation (A), the additional removal of terminal galactose residues (B), and the
removal of terminal galactose and N-acteyl-glucosamine residues (C). A more thor-
ough study involving glycans, glycopeptides, and glycolipids was undertaken by Geyer,
et al. (75). The digestion of model N-linked glycans by a range of enzymes is shown in
Fig. 41A–F. The treatments were by galactosidase (B), N-acetylglucosaminidase (C),

Fig. 39. MALDI mass spectrum of ribonuclease B before (A) and after (B) treatment with
PNGase F. The inset represents the profile of N-glycans after digestion of 5 µg of ribunuclease B
for 1 h on the plate (46). Figure reproduced with permission of the American Chemical Society.
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N-acetylhexosaminidase (D), fucosidase (E), and mannosidase (F), sequentially. Treat-
ments with hexosamindase and glucosamindase differentiate between N-acetyl-glu-
cosamine and N-acetyl-galactosamine residues.

The use of PNGase F in many applications precludes the necessity of information
about any O-linked oligosaccharides that may be present. Treatment with PNGase F is
the key to distinguishing N- and O-linked glycans. The inability of O-glycosidases to
uniformly release all O-linked oligosaccharides makes a parallel universal application
difficult. Kionka and colleagues (76) have utilized enzymatic treatments to evaluate

Fig. 40. MALDI mass spectra of the N-linked oligosaccharide profile recorded from 5 µg of
bovine fetuin after treatment with PNGase F and neuraminidase (A); PNGase F, neuraminidase,
and galactosidase (B); and PNGase F, neuraminidase, galactosidase, and N-acetylglucosaminidase
(C). (All digests were at pH 7.5.) The inset represents the m/z range where the sialylated species
appear as multiple sodium adducts. The peaks marked with an arrow are contaminants originating
from the enzyme preparations (46). Figure reproduced with permission of the American Chemi-
cal Society.
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the glycans on a recombinant F(ab’)2 fragment. In this case, the intact protein was treated
with neuraminidase (sialidase) with and without O-glycosidase. The deconvoluted ESI-
MS spectra are shown in Fig. 42. The losses of approx 307 and 365 Daltons from
various peaks are indicative of sialic acid and HexNAcHex, in this case GalNAcGal
based on the specificity of O-glycosidase. This demonstrates the ability to monitor the

Fig. 41. Mass spectra of a mixture of oligosaccharide alditols (80 pmol) before and after
sequential enzymic treatment: native glycans (A); incubation with -galactosidase from
D. pneumoniae (B); -acetylglucosaminidase from D. pneumoniae (C); -acetylhexosa-
minidase from jack beans (D); 0.08 munit -fucosidase (5 h) (E); and -mannosidase from
jack beans (F) (75). Figure reproduced with permission of the American Chemical Society.
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Fig. 42. Influence of glycosidase digestion of the ESI mass spectrum obtained from murine
F(ab’)2 fragment. Sequential treatments with neuraminidase with or without O-glycosidase induce
mass shifts of ca. 307 and 672 (365 + 307) m/z units (76). Figure reproduced with permission of
Elsevier Science.

intact protein and serves as an example of the use of ESI-MS in addition to the more
often used MALDI-MS experiment. Huang and Riggin (77) and Mazsaroff et al. (40)
have also used this type of approach in characterizing protein-derived carbohydrates
by ESI-MS. These two approaches, however, provide for quantitative analysis of the
contributions of various glycoforms to the carbohydrates on glycoproteins and rely on
the release of the oligosaccharides prior to analysis.

4.3. Protein, Peptide, and Oligosaccharide Sequencing by MS/MS

Historically, protein identification and de novo peptide sequence determinations
have been achieved using Edman chemistry on an automated platform. In this scenario,
Edman chemistry is applied to intact protein as well as peptides isolated from pro-
teolytic digests of the protein, and the information is assembled over a period of weeks
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to provide the identification of the protein of interest. Sequence information, combined
with mW determination of the intact protein, permits the establishment of the complete
primary structure of the protein under study. If the secondary and tertiary structure are
also desired, additional experimentation is required. A typical roadmap for the utiliza-
tion of mass spectrometry for the complete characterization of a protein is shown in
Fig. 43. Mass spectrometric experiments now provide opportunities to obtain the same
information in a fraction of the time, with limited sample handling and far smaller
amounts of material relative to the historical methods of collecting fractions and ana-
lyzing the peaks by Edman degradation. Coverage of the peptide sequence for the types
of experiments in Fig. 43 are typically greater than 50% for a single enzymatic digest
and greater than 75% for two proteases. Factors that influence the sequence coverage
by LC/MS include the extent of glycosylation and other post-translational modifica-
tions, number of subunits, N-terminal blockage (formyl or pyroglutamyl termini),
amount of material, and purity, among others. Mass spectrometry is not a complete
replacement for Edman chemistry, but provides the opportunity to substantially reduce
the amount of time required to confirm or identify a protein or peptide. Each technique
has its limitations, and can provide information that is complementary to the other.

This approach has been utilized in numerous reports that detail the characterization
of new or modified proteins. In addition, three modern variations on this approach are

Fig. 43. Typical process for the characterization of a protein by proteolytic digestion and
mass spectrometry.



454 Patrick

being increasingly used as substitutes or complements to the LC/MS/MS experiment—
the application of CE/MS and CE/MS/MS (78–81) and MALDI peptide mapping (82–83).

The application of these MS and MS/MS tools also allows for the determination of
post-translational modifications and their location in the protein or peptide primary struc-
ture. Precursor-ions scans and neutral loss scans (MS/MS) have been applied extensively
to screening proeolytic digests of proteins for phosphorylation (84,85) and glycosylation
(41,86). A specific example of this is the selective determination of phosphopeptides, in
which two dimensions of mass spectrometric analysis are utilized. The first dimension is
a peptide map with UV, full-scan MS, and precursor ion scans, which are applied to the
analysis of tryptic digest of the protein of interest. In the case of Sic1p in vitro phospho-
rylation, Carr and colleagues (84) characterized phosphorylation sites that utilize both
HPLC-ESI-MS and MS/MS (both positive and negative ion modes) and off-line
nanospray MS/MS. Negative-ion precursor-ion scans and positive-ion full-scan MS were
used to identify which peptides in a tryptic digest were phosphorylated and to identify the
mol wt of the peptide of interest, respectively. Fractions were collected and characterized
off-line by nanospray MS/MS (positive ion) to provide the appropriate signal for the
sequence determination in the MS/MS experiment. The experiment is shown in Fig. 44.
The identification of a peptide at 19 min, which produces m/z 79 (PO3

–), is clear (Fig.
44A). The positive ion MS experiment indicates that the ions under that peak are at m/z
637, 955 and 1049 (Fig. 44B). The MS/MS experiment then provides a higher level of
selectivity and indicates that there are five species which produce m/z 79 during frag-
mentation (Fig. 44C). The off-line MS/MS experiments then provide details of the
sequence of the two unknown species. The details permit the identification of the
sequence within the Sic1p protein, and specifically, the site of phosphorylation.

In a similar fashion, precursor ion scans have been used extensively to screen
peptide maps for glycosylated peptides (41). This is typically achieved by monitoring
m/z 162, 291, or 365, which are carbonium ions characteristic of hexoses (typically
galactose), sialic acid, and N-acetyllactosamine, respectively. Detection of the peak of
interest permits identification of the glycosylated peptide and more facile and effective
MS characterization (product-ion MS/MS). An application of this type has been pro-
vided earlier in this chapter. Unlike previous examples (38–40), which use source CID,
the MS/MS experiment permits the identification of the actual ion that produces the
fragment ion being monitored. Burlingame and colleagues (41) have used this to iden-
tify the N-linked glycopeptides in Factor VIII.

The TOF-TOF instrument offers unique capabilities compared to the other commer-
cially available tandem mass spectrometers. The ability to explore both high- and low-
energy collisions affords the experimenter access to a more exhaustive array of
fragmentation, which permits the potential for more extensive characterization of the
protein or peptide of interest. In addition, high mass-resolving power of the reflectron
TOF permits accurate mass evaluation of the fragment ions, providing the potential to
differentiate between Gln- and Lys-containing peptides, for example, without the aid
of a sequencer. In operations using either MALDI or ESI for analyte ionization, the
TOF-TOF has significant flexibility and power. The capabilities of the TOF-TOF in an
MS/MS experiment are demonstrated and compared with MALDI-PSD analysis in Fig.
25 (19). Aside from the fact that the spectra obtained on the TOF-TOF are obtained in
a continuous experiment while the PSD spectrum is acquired in an automated step
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mode, the spectra from the TOF-TOF show significantly more depth in the fragmenta-
tion. The TOF-TOF provides the ability to rapidly analyze peptide maps or other pep-
tide/protein mixtures using the relatively quick MALDI mass-mapping technique and
acquire MS/MS spectra in a data-dependent manner on singly charged ions. Although
still limited in its utilization in the general research world, the TOF-TOF will provide
significant opportunities for the rapid characterization of peptides and proteins.

Perhaps the most revealing and useful application of MS and MS/MS in the analysis
of proteins of recombinant origin is the identification of the unusual and the unpredict-
able. Post-translational modifications occupy much of this uncertainty, and have been
discussed throughout this chapter. In addition to “normal” and “useful” modifications
from the cellular machinery, many organisms used in the production of recombinant
proteins have a propensity for genetic instability that may manifest itself through the
production of a protein molecule with an incorrect amino acid sequence. The two paths
toward this end are codon wobble and misloading of the transfer RNA during peptide
synthesis. The codon wobble is caused by small differences in the codons for various
amino acids. The other mechanism, amino acid misloading, is even less predictable,
but usually results in a like-for-like substitutition (e.g., aliphatic for aliphatic amino
acid). The implications of these undesired processes result in mass differences of between
nominally 0 (Ile/Leu; Lys/Gln) and 186 Daltons in the peptide or protein. Issues related
to the zero mass difference have been discussed elsewhere in the chapter.

An example of the successful identification of a genetic issue is provided by Yates
and colleagues (87). This approach utilized LC/MS/MS peptide mapping to identify a
mutation resulting in change from E to K (a difference of 1 Dalton) at the 26 position in
the beta subunit of hemoglobin E. Although MS/MS provided the route to identifica-
tion, this particular mutation changes both the sequence of the protein and the net charge
(polarity) of the peptide, and also provides a new cleavage site for trypsin—creating
not one but two new peptides (before and after the site of mutation).

In addition to the improper translation of protein or the modification of its genetic
coding material, properly generated protein can be modified through a variety of chemi-
cal processes (in vivo and in vitro). The most common of these are deamidation of Q
and N, oxidation of H, W, M, and C, and transamidation. One form of transamidation is
the internal rearrangement of asparagine residues to form an isoaspartyl residue
( peptide bond) resulting in a net change of 1 Dalton in the peptide or protein. However,
based on mass alone, this cannot be distinguished from traditional N (or Q) deamidation.
However, as shown in Fig. 45 (88) it is possible to distinguish - and -aspartyl resi-
dues in an MS/MS experiment. The loss of 46 m/z units clearly differentiates the spec-
tra of these two peptides. The low relative yields of this fragment suggests that the
experiment may not be universally applicable, and may encounter problems if the pep-
tides in question co-elute or occur as some other form of mixture. However, it does
clearly demonstrate the potential of the MS/MS experiment.

5. Conclusions and Future Directions

The tools, principles, and application of mass spectrometry to the problems and chal-
lenges of the analysis of proteins of recombinant origin have been discussed. This chap-
ter demonstrates the what and the how of the mass spectrometric experiments common
to protein, peptide, glycoprotein, and glycan characterization. Other topics that have
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Fig. 44. (opposite page) Multidimensional electrospray MS mapping of G1 Cdk-depen-
dent in vitro phosphorylation of Sic1p. (A) LC/UV and selected ion spectrum of m/z 63 and
79-; (B) full scan mass spectrum of peak (*); (C) precursor scan for m/z 79-; (D) proposed
identities of observed ions; (E) MS/MS product ion spectra of ISEFMAPSpTPPR; (F) MS/
MS product ion spectra of YLAGPpSGNTSSSALMQGQKpTPQKPSQNLVPVpTPSpTTK
(84). Figure reproduced with permission of the American Chemical Society.

Fig. 45. Full ESI-MS/MS spectra of the peptides LVFFAE-(L- -Asp)-VGSNK and
LVFFAE-(L- -Asp)-VGSNK are shown in (A) and (C), respectively. The expanded regions
(m/z 500-625) between the y”5 and y”6 ions of the - and -Asp tryptic peptides are shown in
(B) and (D), respectively (88). Figure reproduced with permission of John Wiley and Sons, Inc.

GUEST
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been mentioned, although not discussed in depth include the application of databases
to the problems of biotechnology, cutting-edge instrumentation (presently being applied
to problems in a academic setting but is not yet commercially available), and the appli-
cation of high-throughput technologies to problems of biotechnological origin. In many
ways, the first and last of these topics have been addressed and are not fully described
in this chapter. Rather, the use of databases and high-throughput technologies devel-
oped to support the identification of proteins based on high-sensitivity detection of
their pieces will lead to the development of tools to investigate glycomics (e.g., the
identification of the glycoforms that constitute the population of a specific glycopro-
tein). The continued evolution of applications for instruments such as the TOF-TOF,
and the continuing commercial development of instrumentation the ion trap—TOF
hybrid (trap-TOF) (89) will provide the new tools to address the issues presented by
problems such as glycomics. The key to future developments may be found in the
sample pretreatment—for example, interfacing MS experiments with affinity-based
sensors, as done by Nelson (90) using a nickel-affinity surface (Fig. 46). Also, analyses
aimed at single-cell analysis to achieve information on cellular proteins, as done by
Feng and Yeung (91).

Clearly, mass spectrometry cannot address all of the problems inherent in the
analysis and characterization of macromolecules of biotechnological origin. In this
respect, the continuing development of hybrid tools including the refinement of the
interface for capillary electrophoresis to—for example—ESI, which provides the
opportunity for high-resolution separation and high-resolution mass analysis. In
addition, miniaturization of the interfaces will afford the scientist the opportunity to
utilize minimal amounts or samples. Also, the development of new forms of instru-
mentation will afford the opportunity to obtain information on biomolecules at sev-
eral levels in a single experiment. The future for the utilization of mass spectrometry
in the analysis and characterization is exceedingly bright, and will encompass more
routine analyses of key quality attributes as well as more detailed structural informa-
tion at earlier stages in the development of a recombinant protein.
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DNA Shuffling for Whole Cell Engineering

Steve del Cardayre and Keith Powell

1. Introduction

Pasteur patented the use of whole microbial cells in fermentation in the latter part of
the nineteenth century. However, there are much earlier references to microbial fer-
mentations, dating back to alcohol fermentation thousands of years ago. Although more
recent times have seen the introduction of many novel processes. We have yet reached
a full understanding of even the simplest fermentation. Today the commercial applica-
tion of whole cells is broad and impacts industries as varied as pharmaceuticals, fuels,
foods, and chemicals. Despite the complexity of whole cells, they remain the most
commercially successful of the “biocatalysts.” Still, as with the commercialization of
all biological systems, the challenge is both identifying new and useful properties of
commercial interest, and the performance of these biological systems under conditions
that are commercially relevant. The most promising biocatalysts never find commer-
cial success simply because they do not perform under conditions that would make
them cost effective.

A great deal of money, resources, and effort is committed to the improvement of
promising biocatalysts so that they might reach or maintain commercial success. Pro-
tein, enzyme, and metabolic engineering are all dedicated to this ultimate goal.
Although great advances have been made in each of these disciplines, none have proven
robust in their ability to deliver new commercial biocatalysts in a timely fashion. This
is primarily because these rational approaches rely on models and assumptions that
discount the complexity of biological systems. As an alternative to rational approaches,
directed evolution was developed as a productive and robust means of purposely ma-
nipulating biological systems. Directed evolution is based upon a natural model of
systems engineering, and asks the question “what works?” as opposed to “will this
work?” The recursive process of diversification and selection mimics the natural evo-
lutionary process and rapidly explores many potential solutions, as opposed to gam-
bling on only a few.

In addition to plant and animal breeding, the earliest application of directed evolu-
tion lies in industrial classic strain improvement. The strategy of chemical or physical
mutagenesis and screening has been and remains the primary method for improving
commercial microorganisms. A similar strategy of sequential random mutagenesis and
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screening has successfully been applied to the improvement of single genes, proteins,
and enzymes. However, these approaches suffer because they are asexual processes.
Mutations arise linearly one at a time, useful genetic diversity within a population is
wasted since only one improved gene advances, and deleterious mutations that are
acquired over time are difficult to lose. In 1994, Stemmer combined this approach with
the theories of breeding and introduced DNA shuffling technology (22). DNA shuf-
fling provides a means to breed a poplation of subgenomic DNA fragments in vitro
(Fig. 1). The shuffling reaction produces a combinatorial library of new genes contain-
ing the possible permutations and combinations of the genetic diversity that exists
within a starting population of genes (21). This innovation allowed directed evolution
to become a sexual process as opposed to an asexual process, and to realize advantages
of a sexual process immediately (Fig. 2). Multiple advantageous mutations are acquired
simultaneously, evolution occurs at the population as opposed to the individual level,
and deleterious mutations are easily segregated from beneficial mutations. Stemmer
and his colleagues at Maxygen, the company that commercialized the shuffling tech-
nology, demonstrated that DNA shuffling in combination with high-throughput screen-
ing dramatically accelerates directed evolution (23). The technology has since
revolutionized the field and the business of directed evolution. This chapter explores
the application of DNA shuffling to the improvement of single genes, enzymes, and
metabolic pathways, and describes how this technology has been extended to the
improvement of whole cells for commercial use.

2. Functional Improvement of Genes and Enzymes
through DNA Shuffling

2.1. DNA Shuffling and Directed Molecular Evolution

The application of DNA shuffling and other methods of directed evolution to the
improvement of enzyme properties has been documented extensively in the primary
literature, and numerous reviews of the success of these approaches are available
(14,16,19,23). There are actually three fundamentally different methods of directed
evolution, each differing by the method of diversification in the evolutionary process.
Sequential random mutagenesis is analogous to classic strain improvement at the sin-
gle DNA-fragment level. Diversity originates as random mutations. A mutant popula-
tion is screened and the single best is taken forward for further diversification and
screening (2,7,15). This process works, but is impeded by its asexual nature and the
low intrinsic value of a random point mutation. Single gene shuffling also relies on
random mutations, but after each round of screening, a population of improved vari-
ants is advanced to the next round of diversification as opposed to the single best.
Shuffling catalyzes recombination within this population, producing a library of
amplified diversity with new mutant combinations (Fig. 2). Recombination amplifies
the diversity in a binomial fashion. If there are 10 point mutations in the population,
shuffling theoretically produces the 210 = 1024 possible combinations of those
mutations (21). Family shuffling differs from these two approaches because it takes
advantage of the natural diversity that exists between homologous genes (5,17). Recom-
bination within a family of homologous genes allows the exchange of large segments
of divergent sequence, thus generating a gene library that spans a much larger portion
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of sequence space than can be accessed simply by the random mutagenesis of a single
gene. Since the sequence diversity that is generated derives from natural sequences that
for millions of years have been selected for function and adaptability, the resulting
family-shuffled library is both more active and more functionally diverse than one
based on random mutations. Numerous permutations of the shuffling methods have
been developed, but most aim to accomplish the same end result—recombination be-
tween structurally and functionally diverse sequences.

2.2. DNA Shuffling of Genes and Proteins

DNA shuffling has been applied to the improvement of numerous proteins and
enzymes. The properties that have been improved can be generally organized into five
groups: improved expression, environmental adaptation, improved selectivity, improved
activity, and novel selectivity. These each have a profound implication for the enabling
of enzyme as catalysts in organic synthesis, but may provide more application in the
engineering of cellular systems.

2.3. Improved Expression

One of the earliest published reports of DNA shuffling was its application to the
improvement of green fluorescent protein (GFP) activity in Escherichia coli. The gene
was shuffled by single gene shuffling, and the library was screened visually by seeking
E. coli colonies that fluoresced more intensely. Analysis of the improved variants dem-
onstrated that the evolved GFPs were not more fluorescent, but rather were expressed
more efficiently. Expression of the original gene resulted in the formation of inclusion
bodies, and the new gene resulted in the formation of a higher proportion of properly
folded and functional protein. Whether this was the result of folding kinetics or protein
solubility is unknown, but the colonies expressing these variants appeared to fluoresce

Fig. 1. DNA shuffling catalyzes recombination between a family of related gene sequences.
These sequences can be DNA fragments that differ only by several random point mutations, as
in single gene shuffling, or can be naturally occurring gene homologs, as in family shuffling.
Shuffling generates a library of chimeric genes with genetic information from many of the
parental sequences. Screening of this library identifies those genes that combine the best traits
from numerous parents. These genes can then be further improved by additional rounds of
shuffling and screening.
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more intensely (6). Often the most prevalent mutations found are “expression muta-
tions” that affect improved transcription, translation, or folding and result in more active
protein in the cell as opposed to a change in the stability, function, or kinetic param-
eters of the protein. Indeed, a mutation may often result in only a change in DNA
sequence, with no change in amino acid sequence. Expression mutants are extremely

Fig. 2. The rate of evolution can be limited by the number of useful mutations that a member
of a population can accumulate between selection events. In sequential random mutagenesis,
useful mutations are accumulated at a rate of one per selection event. Many useful mutations
are discarded in each cycle in favor of the best performer, and deleterious mutations that sur-
vive are difficult to lose and accumulate. In sexual evolution, pairwise recombination allows
mutations from two different parents to segregate and recombine in different combinations.
Useful mutations can accumulate, and deleterious mutations can be lost. Poolwsie recombina-
tion, such as that effected by DNA shuffling, has the same advantages as pairwise recombina-
tion, but allows mutations from many parents to recombine into a single progeny. Poolwise
recombination provides a means to increase the number of useful mutations that can accumu-
late for each selection event. The graph shows a plot of the possible number of mutations an
individual can accumulate by each process. Recombination is exponentially superior to
sequential random mutagenesis, and this advantage increases exponentially with the number of
parents that can recombine.
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useful in a practical sense, but can be problematic when seeking variants that affect
other properties such as specificity or environmental tolerance, since they represent
“false positives” that must be ruled out in subsequent hit characterization.

2.4. Environmental Adaptation

Perhaps the most frequent application of directed evolution described in the litera-
ture is the improvement of enzyme environmental tolerance, generally thermal stabil-
ity. The application of such enzyme variants is broad, and ranges from use in organic
synthesis to laundry detergent. Environmental tolerance here is meant to include varia-
tions in the physical and chemical properties of the medium in which an enzyme is
expected to optimally perform, and includes temperature, pressure, pH, ionic strength,
solvent, and solute concentrations. Perhaps the best example of the utility of DNA
family shuffling in this regard was the family shuffling of 26 subtilisin variants by
Ness et al. (17). Subtilisin is one of the most thoroughly studied and engineered
enzymes. The Maxygen group shuffled Savinase, a commercial subtilisin produced by
Novo Nordisk for use in laundry detergent, with 25 homologs. The library was plated
on casein plates, and active clones—those resulting in a halo as a result of secreted
active enzyme—were picked for further analysis. Approximately 20% of the library
was active, and sequence analysis of random clones (active and nonactive) revealed
that 95% were complex chimeras, with >4 crossovers between parental sequences. Of
the active clones, 654 were studied for “functional diversity.” Each was tested for
improvements in thermal stability, activity in organic solvent, and activity at high and
at low pH, and 4–12% of the active shuffled variants (depending on the parameter
screened) demonstrated improved activity over the best starting parental sequence used
(Fig. 3). Thus 1–24 clones, from a thousand members of the crude library, had signifi-
cant improvements in each of the properties investigated. Even if there had been no
simple plate assay for active clones, a manual screening of 3000 members of the
library would have identified several with improvements in each of the parameters.
Further, improvements were up to two- to threefold relative to the best parent, and
were not a result of expression mutations. This high level of functional diversity is
significant. It means that more sophisticated, lower-throughput screens that reveal more
useful information about each clone can be used to identify useful hits from a library.
There is a frequent misconception in the literature that a genetic selection is required
for the purpose of directed evolution. Screens are sufficient; they generally provide
much more reliable results than a selection, and can be specific. Selections allow a cell
to exercise the numerous mechanisms available to circumvent lethal events and ensure
survival, and hence can be problematic.

An additional insight from this study came from the analysis of the library for clones
with improvements in multiple properties. The population showing improvements at
pH 10 was analyzed for improvements in thermal and solvent stability. A plot of the
performance of this population is shown in Fig. 4. The diverse distribution of perfor-
mance tells a great deal about the functional diversity of the library. First, the popula-
tion with improved performance at high pH is diverse, it is not a redundant (clustered)
library but a population of genetic variants that has converged on this phenotype. When
exposed to different environmental challenges, these differences become apparent as
each clone performs differently under the other environmental conditions. Second, there
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are clones that perform with all combinations of the screened activity. Some have improved
thermal stability, some improved solvent stability, some have neither, and some have
both. The important point is that within this small population, all the complex pheno-
types are present. It is simply a matter of screening for them.

Fig. 3. Ness et al identified 654 shuffled subtilisin enzymes from a family-shuffled library
and measured the activity of each under different environmental conditions: pH 5.5, pH 7.5.,
pH 10, pH 7.5, and 35% dimethylformamide (DMF), and pH 10 after incubation at 70°C for 10
min. For every condition, there were >20 library members with activity better than the best
parent under the measured conditions.

Fig. 4. Seventy-seven shuffled subtilisin enzymes that had improved activity at pH 10 were
identified from a family-shuffled library. The activity of these enzymes were then measured in
35% dimethyl formamide (DMF), and after incubation at 70°C for 10 min. The functional
diversity of the population demonstrates that numerous solutions to the pH 10 challenge were
identified, and that within this small population, there are enzymes that are tolerant to all of the
environmental challenges, pH, solvent, and heat.
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2.5. Improved Selectivity

Enzymes, although exquisitely selective, often do not show exclusive selectivity,
and will function on a variety of substrates with varying preference. Broad specificity
can be of value when one hopes to use a single enzyme for a variety of applications.
More often, however, a lack of selectivity can result in more than one reaction product.
This is often the case when the enzyme is part of a metabolic pathway and the desired
product is contaminated with shunt products. However, in the case of organic synthe-
sis, regio- and enantio-selectivity are intrinsic to the value of enzymes as catalysts, and
improving the selectivity of natural catalysts is one of the most promising opportuni-
ties in the field of directed evolution.

One of the early publications by Stemmer’s group described the application of DNA
shuffling for the improvement of the fucosidase activity of a galactosidase. The E. coli
lacZ �-galactosidase was shuffled and the library was screened for activity on ortho-
and para-nitrophenyl fucopyranoside esters (25). Those with improved activity were
taken forward for additional rounds of shuffling and screening. After 7 cycles, a new
enzyme having 13 base changes and six amino acid changes was identified as having a
1000-fold improvement in (kcat/KM for the o-nitrophenyl fucoside)/ (kcat/KM for
the o-nitrophenyl galactoside) and a 300-fold improvement for the (kcat/KM for
the p-nitrophenyl fucoside)/ (kcat/KM for the p-nitrophenyl galactoside) relative to the
E. coli enzyme. In a striking example of the utility of directed molecular evolution,
May et al. overcame the rigid stereoselectivity of known hydantoinases, one of the key
drawbacks to hydantoinase-mediated amino acid production (13). Using directed evo-
lution, this group inverted the stereospecificity of an Arthrobacter hydantoinase from
the D to the L enantiomer of methionine hydantoin. Degussa now employs this evolved
enzyme in a commercial process for the production of L-methionine. The important
observation is that enzyme specificity—whether for distinct chemicals, distinct func-
tional groups of a single chemical, or for a specific stereoisomer of a chiral compound—
can be rapidly adapted through the process of directed molecular evolution.

2.6. Improved Activity
Although it is often possible to identify an enzyme that catalyzes a reaction of

interest, the enzyme may not catalyze the reaction at a rate that is acceptable for com-
mercial application. Thus, improving the catalytic efficiency of the enzyme is what is
required. To use an enzyme in a commercial situation, one may require properties that
are clearly divergent from those required to enable the organism to use that enzyme
during growth. Thus, the enzyme can be evolved to adapt to this new function simply
by screening for the new function. An example of the latter can be found again in the
subtilisin evolution study by Ness et al. Although the group screened for improve-
ments in activity under a variety of conditions, a two- to threefold improvement in
activity at the native enzyme’s pH optimum, pH 7.5, was identified within the family-
shuffled library (Fig. 3). Similar improvements in activity were identified from a fam-
ily-shuffled library of atrazine hydrolases discussed in Subheading 2.6. (Fig. 5) (20).

2.7. Novel Selectivity

The chemical reactions catalyzed by enzymes are limited (oxidation, hydrolysis,
acylation, etc.), however, the range of molecules on which each class of enzyme oper-
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ates is extremely diverse. The fact that naturally occurring enzyme homologs catalyze
the same class of chemical reaction (go through a similar transition state) but function
on distinct substrate molecules implies that family shuffling could lead to enzymes that
function on new substrates for which there is undetectable activity from any of the
parental enzymes. Gerlt and Babbitt’s studies on the mechanistic conservation of
enzyme superfamilies (1) provide further support for this theory. Raillard et al. tested
this hypothesis by screening a library of family-shuffled atrazine hydrolases for activ-
ity on a panel of 15 triazine substrates that differed by leaving groups and ring substitu-
ents. The parental enzymes were active on a small set of the substrates, but there were
members of the shuffled library that had acquired “new substrate specificity.” These
enzymes catalyzed the hydrolysis of substrates for which there was no detectable activ-
ity by the two parental enzymes (Fig. 5). This observation was the first demonstration
that completely new substrate selectivity could be generated through DNA family shuf-
fling. The study implies that it is not necessary to have initial detectable activity on a
given substrate to initiate a directed evolution program. Thus, the massive screening of
naturally occurring enzymes for one with detectable activity for a desired substrate is
not necessary. One needs only to shuffle a family of related enzymes that catalyze the
proper chemistry and screen for activity on the desired substrate.

3. Single Enzymes in Whole Cells

For a chapter dedicated to the discussion of the application of directed evolution to
cell-culture engineering, the discussion has thus far focused solely on the improvement

Fig. 5. Raillard et al. shuffled two triazine hydrolases and screened the resulting library for
the ability to hydrolize a small set of triazine substrates. The substrates differered by the bulki-
ness of their ring substituents (R1) and the nature of their leaving group (R2). New enzymes
(blue) were improved on the native substrates, and some had acquired the ability to function on
substrates for which there was no detectable activity by the parental enzymes. The dotted line
shows the threshold sensitivity of the high-throughput mass spectronomic assay used in the study.
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of individual enzymes for cell-free applications. This was to highlight the type of
improvements that have been achieved through directed evolution. This section
describes how these types of improvements can be applied to the improvement of whole
cell systems, addresses the applications of improving single enzymes and complete
pathways, and describes the expansion of DNA shuffling to whole-genome shuffling
for the global improvement of whole-cell complex phenotypes.

3.1. DNA Shuffling as a Tool for Metabolic Engineering

Metabolic engineering can be broadly defined as the intentional manipulation of a
cell by specific genetic modification. Although the goals are complex, the tools are
relatively simple. Most efforts combine the modeling of a system, the identification of
genetic limitations, and the correction of those limitations by targeted genetic modifi-
cation. Common goals of metabolic engineering are improving the titer, yield, or pro-
ductivity of a whole-cell catalyst or the expansion of the catalytic capacity—for
example, to accept an alternative carbon source or to catalyze non-native chemical trans-
formations. Genetic modifications include gene cloning, duplication, overexpression,
deletion, mutagenesis, and selection for the loss of feedback inhibition, and often are
supplemented with medium engineering. Each of these strategies has proven success-
ful; however, there is still considerable room for improvement.

Targeted genetic modifications often do not result in the desired physiological
changes, and can result in unexpected deleterious effects. This occurs because modern
models greatly simplify biological systems, and the common methods of genetic
manipulation diverge from natural biological strategies. DNA shuffling provides an
additional tool in the engineer’s toolbox that is based on the natural evolution algo-
rithm for biological systems. Employing this technology, the ultimate goals of meta-
bolic engineering described here can more routinely be achieved. For example, poor
gene expression can result from regulation, RNA structure, or codon usage. These can-
not be overcome by gene duplication, but rather require alteration of the gene sequence
itself. Further, the activity of a gene product may be impaired simply as a result of the
cellular environment in which it is expected to function. Commercial culture condi-
tions seldom reflect a cell’s natural environment. Thus, it is wrong to expect the physi-
cal and chemical intracellular environment to reflect the optimal functional state of the
target gene. This is especially true when the target gene is heterologous, and cellular
perturbations include variation in cellular proteins, metabolites, machinery, or chaper-
ones, in addition to the stressful environment of a commercial bioreactor. As demon-
strated in the cell-free systems described previously, one can direct the evolution of an
enzyme to have improved expression, improved function in complex environments, to
have improved selectivity for a single substrate present in the cell, to have enhanced
catalytic activity, or to have completely novel substrate selectivity. Thus, in combina-
tion with a metabolic model, a targeted gene or metabolic pathway can be shuffled, and
cells expressing the library can be screened for improved function. Completely new
pathways can be constructed by using heterologous pathways that are adapted to a
new host environment, or new pathways using evolved enzymes with completely
new activities can be assembled. This approach greatly expands the possible genetic
variations that can be tested in a metabolic engineering program and employs a strat-
egy more likely to succeed, as it is the same strategy used in nature. Subheading 3.2.
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describes two examples of how this approach has led to significant improvements in
commercial fermentations.

3.2. Avermectin

Avermectin and its analogs are major commercial products for parasite control in
the fields of animal health, agriculture, and human infection. The avermectins were
discovered in 1979. The highly complex carbon chain backbone of avermectin is syn-
thesized by the sequential activity of a multifunctional polyketide synthase (PKS) (10–
12). Mutants of Streptomyces avermitilis that are deficient in branched-chain-2-oxo
acid dehydrogenase (bkd-deficient mutants) can only produce natural avermectins when
fermentations are supplemented with the fatty acids S-(+)-2-methylbutyric acid and
isobutyric acid. If supplemented with other fatty acids, novel avermectins are produced.
Supplementation of fermentations with cyclohexanecarboxylic acid results in the pro-
duction of the novel B1 avermectin, Doramectin (Fig. 6), which is sold commercially
as Dectomax™. In the commercial production of Dectomax™, both the cyclohexyl-B1
(CHC-B1) and cyclohexyl-B2 (CHC-B2) forms are produced in fermentation.
Although characterization of the genes in the avermectin gene cluster has clarified
much of biosynthetic pathway (10,12), the mechanism for determining the ratio of
B2:B1 produced during fermentation remains unclear. The synthesis pathway branch-
ing point between the B1 and B2 compounds is probably an early event in the biosyn-
thetic pathway (3). A gene, aveC, which lies between two sets of PKS genes in the
avermectin biosynthetic gene cluster, when mutated, resulted in the production of a
single avermectin component, B2a (11).

Among the related avermectins, the B1 type of avermectin is recognized as having
the most effective antiparasitic activity and is therefore the most commercially desir-
able form. The production of a single B1 component would simplify production and
purification of commercially important avermectins. Because directed evolution
requires only a gene sequence, a link to the phenotype, and a functional assay, we
opted to further evolve aveC by DNA shuffling and screening for variants pro-
ducing increasing amounts of the CHC-B1 compound relative to the CHC-B2 compound.
Libraries of the shuffled aveC gene were introduced into an aveC deletion strain of
S. avermitilis, grown in a 96-well solid format and screened by mass spectroscopy for
variants yielding an improved CHC-B2:CHC-B1 ratio. Positive clones were isolated

Fig. 6. Chemical structures of the CHC-B1 and CHC-B2 avermectin analogs.
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and sequenced. The aveC mutations yielding the greatest improvement were introduced
into the production strain chromosome, thereby improving the CHC-B2:CHC-B1 ratio
obtained in fermentation by fourfold over wild-type levels.

3.3. Pathway Shuffling

The first demonstration of the directed evolution of a metabolic pathway was by
Crameri et al. who showed that E. coli’s resistance to arsenate could be improved by
evolution of the aresenate resistance operon from Staphylococcus aureus (4) (Fig. 7).
The arsRBC operon, when introduced in E. coli, confers resistance up to only 4 mM
arsenate (as opposed to 16 mM in S. aureus). After three rounds of shuffling, a clone
was found that grew in 0.5 M arsenate. The improved clone was an enigma. Of the
thirteen mutations, only three resulted in amino acid substitutions, and these were in
the arsenite pump as opposed to the anticipated arsenate reductase (4). In addition, the
improved operon had integrated into the E. coli chromosome. The beauty of these
findings is twofold. First, DNA shuffling provided the means to both adapt the path-
way to the environment of the new host (4 mM to 16 mM resistance) and to further
improve its function in E. coli to unprecedented levels (to 0.5 M, the solubility of
arsenate). Second is the nature of the mutations. The fact that improvement required
mutations in the pump as opposed to the reductase, which was hypothesized to be the
limiting step, demonstrates the advantage of an evolutionary approach as opposed to a
rational approach. If the reductase had been targeted, these improvements would prob-

Fig. 7. Crameri et al. used DNA shuffling to improve the arsenate resistance operon from
Staphylococcus aureus to confer arsenate resistance to E. coli. The operon contains three genes,
a regulatory protein, a reductase, and an arsenite pump, and it confers to S. aureus resistance to
16 mM arsenate. When expressed in E. coli, the wt operon confers resistance to only 4 mM.
After three rounds of shuffling and screening for improved resistance, a new operon containing
13 mutations was identified that conferred to E. coli resistance to 500 mM arsenate. Appar-
ently, shuffling had both adapted the operon to the new environment of E. coli and improved its
performance 30-fold over that observed in S. aureus.
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ably not have been identified. The fact that an improvement in the pathway resulted
from its integration into the genome is not surprising. However, it is surprising that
integration can result simply from DNA shuffling, a very unexpected result of simple
gene-sequence variation.

4. Genome Shuffling

Genome shuffling is a recent breakthrough in shuffling technology that combines the
advantage of multi-parental crossing allowed by DNA shuffling with the recombination
of entire genomes normally associated with conventional breeding. The technology was
developed to catalyze the process of industrial strain improvement and to provide a means
of rapidly evolving an entire organism in the absence of sophisticated models or genetic
tools. Since most whole-cell phenotypes are complex by nature, it is difficult to model or
identify which genes in the dynamic cellular machine may be limiting for a desired phe-
notype. By evolving an entire genome, no assumptions as to what is limiting are made,
and an organism can improve through the evolution of its entire genome.

Genome shuffling is similar to classic strain improvement (CSI) in that it is a
recursive cycle of genomic diversification and screening for improved strains (24). Its
primary difference is that it is a sexual as opposed to an asexual process, and that
populations of improved strains as opposed to individual strains are evolved. CSI is an
asexual process of sequential random mutagenesis and screening (Fig. 2) (26). A prom-
ising microoganism is mutagenized to produce a diverse library of random mutants.
Individuals from this population are then screened for improvement in a commercially
relevant phenotype, such as titer, yield, or environmental tolerance, and the single best
of the screened population is taken forward into additional cycles of mutagenesis and
screening. CSI is inefficient, since each cycle produces mutations resulting in pheno-
typic improvements, other than the single best, which are discarded. The most resource-
and time-intensive aspect of CSI is screening, so these discarded mutants are a waste of
time and money. The shuffling of improved strains resulting from a single round of
CSI theoretically should produce new strains of enhanced performance, as is observed
from the shuffling of improved genes (Fig. 8). Zhang et al. tested this hypothesis (26).
They first demonstrated that recursive genomic recombination within a population of
bacteria efficiently generated a shuffled library of new strains. They then used this
approach to shuffle a population of classically improved bacteria. Described here are
the findings of these studies, as well as two examples of how this technology has been
successfully applied to the rapid improvement of commercial microorganisms.

4.1. Recursive Recombination
The key to genome shuffling is providing a means to efficiently catalyze hyper-

recombination within a population of related microorganisms. Bacteria generally are
not considered sexual organisms; however, there are numerous mechanisms by which
genetic material is exchanged between microbes in nature. These include natural com-
petence, conjugation, transduction, and transposition. In addition, protoplast fusion,
physical, and chemical transformation can enhance genetic exchange in the lab. Of all
these methods, protoplast fusion is the most efficient, the most general, and requires
the fewest genetic tools (9). For this reason, Zhang et al. explored protoplast fusion as
a means of effecting genome shuffling in Streptomyces.
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Hopwood, Baltz, and others, have reported that recombination between fused proto-
plasts of Streptomyces was extremely efficient, resulting in up to 50% recombination
in regenerated fused protoplasts (9). Hopwood and Wright further measured the effi-
ciency of recombination between fused protoplasts of four multiply auxotrophic strains
of Streptomyces coelicolor (8). They found that the simple two marker progeny made
up 3% of the regenerated population, and the complex three- and four-marker progeny
were present at only 0.04%, and 0.00005% of the population. Since most strain-improve-
ment programs require screening as opposed to selection (for example, for improved titer
of a desired metabolite), efficient production of complex progeny was essential. This
would decrease the number of individual colonies to be screened, and increase the
likelihood of identifying strains that have accumulated multiple useful mutations.

Zhang et al. reasoned that improvement in the distribution of complex progeny could
be achieved by the recursive fusion of a mixed protoplast population. Each pooled
fusion would mimic each thermal cycle of a DNA-shuffling reaction. In the first fusion,
strains with mutations from two parents would be generated. In the second fusion,
these could recombine with each other to produce strains with three and four muta-
tions, and so on. Thus, recursive fusions should result in the efficient shuffling of the
population (Fig. 9). To test this idea, the same set of S. coelicolor strains used by
Hopwood and Wright were shuffled by recursive protoplast fusion. Protoplasts from

Fig. 8. Classic industrial strain improvement (CSI) is an asexual process of sequentially
accumulating individual mutations. Selection of the “fittest” results in the capture of only a
single mutant. It is slow because individuals within a population evolve alone as opposed to
sharing information and evolving as a group. Genome shuffling allows the information within
a population of classically improved strains to be shared. Mating within a selected population
consolidates genetic information by providing a mechanism for the combination of useful mu-
tations and the loss of deleterious mutations. Genome shuffling thus produces new populations
containing individuals that are much more fit than their parents.
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the four strains were mixed, fused, and regenerated under nonselective conditions. Spores
from the regenerated protoplasts were pooled, resulting in the first fusion library (F1). F1
was grown as a population and used to prepare protoplasts, which were similarly fused
and regenerated. This process was repeated four times, resulting in population F4. Con-
sistent with Hopwood and Wright, a single fusion resulted in the efficient production of
two-marker progeny (10%) and the poor production of three-marker (0.4%) and four-
marker (0.00007%) progeny. However, recursive fusion efficiently produced the two
(60%), three (17%), and four (2.5%) marker progeny, a 40–105-fold increase in complex
progeny. This demonstrated that recursive protoplast fusion was successful in the shuf-
fling of the four S. coelicolor strains, and could be used for the shuffling of a phenotypi-
cally selected population for the purposes of directed evolution.

4.2. Improved Tylosin Production from Streptomyces fradiae

Streptomyces fradiae is used for the commercial production of tylosin, a complex
polyketide antibiotic sold for veterinary health and nutrition. The biosynthesis of
tylosin requires a biosynthetic cluster of ~100 kb in addition to numerous genes dis-
tributed throughout the S. fradiae genome. Starting in 1961, Eli Lilly carried out an
extensive strain-improvement program to improve tylosin production from S. fradiae.
The program began with strain SF1, a stable derivative of the natural isolate obtained
through natural selection. This strain was taken through 20 rounds of CSI for
improved tylosin production, resulting in the commercial production strain SF21.

Fig. 9 . Genome shuffling by recursive protoplast fusion. Protoplasts are prepared (1) from
a population of genetically distinct mycelial cultures. These are pooled (2) and recombined
through fusion (3) and regeneration (4). The majority of the regenerated population contains
the original strains and recombinants from all pairwise combinations of those parents (paren-
theses). Mycelia from the regenerated population are then used to prepare a second population
of protoplasts (5), which are then fused as a pool. In subsequent rounds of pooled fusion, cells
with DNA from two parents can breed with each other, generating strains with DNA from four
parents, etc. Shuffled populations are screened (6) for desired phenotypes.
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Zhang et al. tested their hypothesis that genome shuffling could catalyze the strain-
improvement process by shuffling a population of classically improved strains derived
from SF1. 22,000 mutants derived from SF1 via nitrosoguanidine mutagenesis were
screened in 96-well plates for improved tylosin production. A total of 11 strains were
identified and used as breeding stock for genome shuffling by recursive protoplast
fusion. After two rounds of genome shuffling and screening of only 2000 mutants, the
group identified new shuffled strains that produced tylosin at levels superior to SF21 in
96-well cultures (Fig. 10) and indistinguishable to SF21 in shake-flask cultures. A
molecular and morphological comparison of two of the best performing strains, GS1
and GS2, to SF1 and SF21 demonstrated that GS1 and GS2 were morphologically
similar to SF1, yet shared a functionally similar but structurally distinct mutation in a
regulatory gene in the tylosin biosynthetic cluster. This study demonstrated that shuf-
fling of the improved population resulting from one round of CSI could produce strains
that performed as well as those resulting from 20 rounds of CSI. As a practical com-
parison, this represented the difference between 20 yr and over a million screens for the
generation of SF21 as compared to 1 yr and less than 25,000 screens for the generation
of GS1 and GS2.

4.3. Improved Acid Tolerance in Lactobacillus

Patnaik et al employed the same strategy of genome shuffling to improve the acid
tolerance of a commercial strain of Lactobacillus (18). Lactobacilli are of interest for
the commercial production of lactic acid, a compound that has long been used as a food
additive and has recently emerged as an important feedstock for the production of other

Fig. 10. Zhang et al. improved tylosin production from a strain of Streptomyces fradiae, SF1
(wt). A population of classically improved strains were shuffled by recursive protoplast fusion.
1000 members of the first genome shuffled library were screened in 96-well plates, and 7 were
identified as having improved tylosin titers (1 cycle). This population was then further shuffled
and from another 1000 screened, 7 were identified as having further improvements in tylosin
titer. These new strains had tylosin titers significantly improved over SF1 as well as SF21, a
commercial strain derived from SF1 through 20 rounds of CSI.
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chemicals such as polylactic acid (PLA), acetaldehyde, polypropylene glycol, acrylic
acid, and 2,3-pentadione. Fermentation pH contributes to the economics of the lactic
acid purification process. Although typical commercial Lactobacillus fermentations
run at a minimum pH of 5.0 to 5.5, fermentation at or below the pKa of lactic acid
(~3.8) is desirable. At this low pH, significant product is in the free-acid form, and can
be purified by direct organic extraction of the fermentation broth. At higher pH, lactate
is the predominant form, and a more expensive purification is required. The improve-
ment of microorganisms for improved growth and lactic production at low pH is a
commercial goal.

Patnaik et al. took a similar approach to Zhang et al. (26) for evolving acid tolerance.
Starting with a wild-type strain, LB-WT, which was potentially useful for commercial
lactic acid production, the group classically produced a population of acid-tolerant
strains. This population of strains was shuffled by recursive protoplast fusion, and the
resulting population was enriched for new strains that had an improved ability to grow
at low pH relative to LB-WT and the classically improved population. High-through-
put screening of the enriched population identified strains that grew well at pH 3.8 and
produced up to threefold more lactic acid at pH 4.0 than LB-WT. These results further
confirm the value of genome shuffling for the rapid improvement of complex bacterial
phenotypes that are of commercial importance.

5. Conclusions and Future Developments

DNA shuffling has proven to be essential for the rapid improvement of genes, pro-
teins, enzymes, and pathways. Genome shuffling will likely prove just as essential for
the rapid improvement of whole cells and organisms. As shuffling technology contin-
ues to improve, its applications will expand to even more complex systems. These will
probably include: targeted pathways distributed throughout the genome of an organ-
ism, eukaryotic and tissue-cell culture, multi-celled organisms, and communities of
microbes. The natural methods employed by shuffling technologies are the key to their
success and the reason why these technologies continue to expand and affect diverse
biological systems.
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Cell Culture Preservation and Storage
for Industrial Bioprocesses

James R. Moldenhauer

1. Introduction

The purpose of this chapter is to present the current understanding of issues and
methods relating to the preservation and storage of cell cultures utilized for industrial
bioprocesses. In order to serve as useful tools in biotechnology, cell cultures must be
properly preserved and stored to ensure that their biological properties remain
unchanged. Although other methods are mentioned, such as lyophilization, this chapter
focuses on the use of ultra-cold temperatures to cryogenically preserve and store cells.
Three major categories of cells are discussed—microbial, plant, and animal cells. This
chapter provides an opportunity for the reader to review current technical, quality, and
regulatory issues that influence the use of this broad biological spectrum of cells, which are
currently used as tools of biotechnology. The focus of this chapter is the cryopreservation
of these cell cultures—i.e., the maintenance of cell viability and biological properties
through the application of freezing methodologies.

1.1. Use of Frozen Cells

The use of frozen cell cultures is of fundamental importance to industrial
bioprocesses. Only through the application of proper laboratory techniques can cells
be preserved for long periods of time to serve as useful substrates for the industrial
production of biologically active molecules. These frozen cell cultures must provide
a source of phenotypically and genotypically stable substrates for the manufacture of
products with consistent properties over a long period of time that may span decades.
Freezing of cells is the most commonly used method to ensure proper maintenance of
stable cell cultures for manufacturing use. Properly frozen and preserved cell cul-
tures form the basis of biological manufacturing. These cell cultures are cryogeni-
cally preserved to establish banks of cells for use in manufacturing processes. The
goal of cryopreservation is to achieve metabolic stasis at the cellular level in order to
prevent or suppress any genetic or biochemical drift that may occur during storage.
Although a worthy goal would be to develop a common method to preserve all types
of cells, this has not been achieved. Each type of cell possesses certain unique bio-
logical properties that must be retained throughout the preservation and storage pro-



484 Moldenhauer

cesses. However, despite the physiological differences between cell types, the basic
techiques of cryopreservation are remarkably similar for such diverse organisms,
thereby providing a surprisingly unified laboratory approach to the preparation of
cryopreserved cell cultures.

1.2. Unifying Themes of Cryopreservation

One of the goals of this chapter is to bring to light the common themes and issues
shared by this broad spectrum of industrially important cells. The solutions to many of
the technical challenges that confront the laboratory practitioner are remarkably simi-
lar because of the common problems of preservation and storage shared by all three
groups of cells. This chapter highlights the remarkable commonality among these
three diverse biological systems with respect to the methods used to successfully
preserve the integrity of cellular function during and after exposure to freezing condi-
tions. This is a reflection of the fundamental characteristics shared by different types of
cells (e.g., DNA, plasma membrane, and energy metabolism) that provide a unifying
theme to cell biology. As a result, the basic principles learned from one type of cell
have made it possible to apply and generalize to other cell types. It is hoped that the
reader will gain an appreciation for the unity of laboratory strategies employed to suc-
cessfully preserve and store such diverse cell cultures.

2. Principles of Cell Banking

2.1. Master Cell Bank

Cell cultures employed for laboratory and industrial use must be carefully preserved
and catalogued, and properly stored and maintained. Typically, a three-tiered cell-bank-
ing system is used for biotechnology products (see Fig. 1). The first cell bank to be
produced ultimately for use in manufacturing is the Master Cell Bank (MCB). The
MCB (the second tier) is generally prepared from a well-studied research cell bank or
pre-Master Cell Bank (see Fig. 1) generated in research and development laboratories
by various technologies involving some method of transfection, transformation, or mu-
tagenesis, and finally, selection of desirable cell clones. A series of tests is performed
on this research cell bank prior to preparation of the MCB. These assays vary depend-
ing on cell type, but are conducted to confirm characteristics such as purity, phenotype,
genotype, and product expression. The MCB is produced by filling vials with a homog-
enous cell suspension derived from a single harvest (e.g., passage) of cells propagated
under controlled laboratory conditions using a well-defined medium. These vials are
frozen in a medium designed for long-term preservation under cryogenic conditions.

The number of MCB vials are prepared must last for the entire commercial life of
the product, typically about 200 cryogenically preserved vials (i.e., “cryovials”). The
MCB vials—considered the “crown jewels” of the company—are subjected to the most
rigorous set of tests to ensure that all applicable quality and regulatory standards are
met. The MCB serves as the cornerstone of the global regulatory process, and is the
foundation on which the company builds a product registration package for submission
to regulatory agencies for review. The production process starts with creation of the
MCB and ends with a final purified and biologically active product. Therefore, the
product license and continued product livelihood are dependent on the proper prepara-
tion, preservation, and storage of the MCB.
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2.2. Working Cell Bank

The third tier of the cell-banking system involves the production of a Working Cell
Bank (WCB) derived directly from a single cryovial or, if necessary, multiple (i.e.,
pooled) cryovials of the MCB. If cell banks are managed properly, an almost unlimited
supply of WCB can be generated from a single MCB (see Fig. 1). The number of
cryovials produced for a given WCB will depend on the manufacturing demands for a
particular product. At Eli Lilly and Company, it ranges from a few hundred produced
for mammalian cell banks to a few thousand produced for some microbial cell banks.
The WCB serves as the first building block in the production process. It is the WCB
that is used directly in the manufacturing scale-up process to achieve final production

Fig. 1. Diagram of a three-tiered cell-banking process.
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volume in the bioreactor. Since the production process starts with the WCB, success in
manufacturing depends on its proper preparation, preservation, and storage. In this
way, the WCB may constitute the most critical raw material to enter the production-
process flow. Thus, the quality of this raw material must be rigorously controlled and
meet the highest standards. As a result, both the MCB and WCB must undergo exten-
sive post-bank testing for purity, absence of adventitious agents (e.g., bacteriophage,
viruses, or mycoplasma), phenotypic properties, and genotypic stability in order to
become fully qualified for manufacturing use.

3. Principles of Cryobiology

3.1. Cryopreservation in Nature

Cryobiology is the study of the effects of freezing temperatures on living organ-
isms—microbes, plants, and animals. Freezing is usually lethal to living organisms.
However, some animals in nature have evolved mechanisms to survive the effects of
freezing. They possess properly adapted physiological properties to withstand the del-
eterious effects of freezing. One such example from nature is the wood frog, Rana
sylvatica (1). Wood frogs overwinter in leaf litter on the forest floor, where they may
experience multiple freeze-thaw cycles during the winter months. They are able to
endure freezing temperatures as low as –6°C to –8°C and durations of freezing of
2 wk or more. These frogs have adapted to such harsh climatic conditions through the
use of glucose, as a natural cryoprotective agent to help counteract the osmotic shock
and control changes in volume of tissue cells. Freezing triggers the rapid breakdown
of liver glycogen reserves to produce large amounts of glucose, which is circulated to
all organs of the frog’s body. Other examples of natural cryopreservation include cer-
tain species of polar fish and overwintering insects that produce so-called “antifreeze”
agents, which inhibit the growth of ice crystals by binding water molecules to prevent
the buildup of ice in cells and tissues (2). The larvae of Bracon cephi, a parasitic wasp,
accumulate 25% glycerol in their hemolymph (i.e., body fluid) during the autumn.
This adaptive process allows these insects to tolerate temperatures as low as –50°C
(2) by placing them into a state of so-called “suspended animation,” in which molecu-
lar activity has ceased or is minimized. Similarly, the adult northern carabid beetle,
Pterostichus brevicornis, can withstand temperatures as low as –40°C during over-
wintering under natural conditions in its Alaskan habitat (3). Studies of these winter
beetles have confirmed this phenomenon in the laboratory (3). These studies have
also determined that the glycerol concentration in hemolymph samples varied from as
low as 0.0 % in summertime to as high as 22.5 % in wintertime. Incidentally, summer
beetles lacking glycerol could not tolerate even mild freezing down to –5°C in those
laboratory studies.

3.2. Cryoprotectants

In the laboratory, attempts are made to mimic nature’s ability to protect certain ani-
mals during times of low-temperature stresses. Using appropriate cryoprotectants at
proper concentrations, laboratory practitioners can preserve cellular integrity and func-
tions for long periods of time at extremely low temperatures. Since the 1949 report (4)
that glycerol could protect spermatozoa during freezing and thawing, it has become a
common practice to include one or more such cryoprotective chemicals in freezing
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media formulations. The effectiveness of glycerol, or any other cryoprotectant, is a
direct result of its high solubility in water and its ability to maintain this property at
very low temperatures. In this way, a cryoprotectant is able to induce a profound depres-
sion of the freezing point of the affected biological solution. It must easily permeate
cell membranes, and be able to rapidly diffuse into and out of the cytosol. An effective
cryoprotectant must also have a low toxicity for use at concentrations required to pro-
tect biological systems against the detrimental effects of freezing. Commonly used
compounds that exhibit these properties are dimethylsulfoxide (DMSO), glycerol, 1, 2-
ethanediol (ethylene glycol), and 1,2-propanediol (propylene glycol).

DMSO (Me2SO) is one of the most commonly used cryoprotectants in the labora-
tory because of its universal ability to rapidly penetrate membranes of living cells and
retain its fluidity at ultra-low temperatures as low as –60°C (5). DMSO was first reported
in the literature in 1959 (6) as an alternative to glycerol for the cryopreservation of
human and bovine red cells. Not surprisingly, the cryoprotective effects of DMSO are
influenced by its purity. Ultraviolet-spectroscopy-grade solution is recommended for
use in cryopreservation (7–9). Whereas cryoprotective agents are essential for the pres-
ervation of biological systems, they do not guarantee 100% survival of cells after freez-
ing and thawing. In fact, the utility of cryoprotectants may be limited by their inherent
toxicity at higher concentrations, which has been described as “cryoprotectant-associ-
ated freezing injury” (10). Sufficiently high concentrations of cryoprotectants can sup-
press all ice formation in a biological system by a process known as vitrification, in
which a vitreous or glassy state is induced during rapid cooling (2). All commonly used
cryprotectants will vitrify (i.e., form an amorphous solid) if used at sufficiently high
concentrations. Unfortunately, the concentrations required for vitrification of cells, tis-
sues, or organs can be toxic. Fahy (10) suggested that if there were no biological con-
straints on the concentration of cryoprotectants, then 100% survival of cells and tissues
would be theoretically possible. For example, because of its intrinsic lack of toxicity,
glycerol can be concentrated to 22.5 g % in the hemolymph of an Alaskan winter beetle
and protect it during overwintering at temperatures as low as –40°C (3).

The other category of cryoprotectants includes those nonpermeating solutes that can-
not penetrate cell membranes, such as sucrose, lactose, trehalose, mannitol, sorbitol,
hydroxyethyl starch, and polyvinyl pyrrolidone. These solutes are often used in combi-
nation with the permeating cryoprotectants such as DMSO as adjuncts in freezing media
to increase the recovery of viable cells. The exact mechanism whereby these chemicals
reduce freezing injury is not known. They appear to exert their effects through the
alteration of membrane permeability induced by changes in extracellular osmotic forces
(5). The protective properties of these larger mol-wt substances may be a result of the
ability to facilitate intracellular dehydration through diffusion of water out of the cell
via osmotic forces and inhibition of ice-crystal formation.

3.3. Effects of Cooling and Warming Rates
3.3.1. Intracellular Freezing

Two critical factors in the survival and viability of organisms frozen in nature and
in the recovery of cells frozen in the laboratory are the rates of cooling and warming.
The challenge for the laboratory practitioner is to find the optimal cooling and warm-
ing rates for a particular cell type in order to prevent intracellular freezing and miti-
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gate the osmotic stresses induced by high concentrations of solutes in the extracellu-
lar medium (i.e., hypertonicity). Since intracellular freezing is lethal, the prevention
of intracellular ice formation is a universal goal of both natural and laboratory strat-
egies for the cryopreservation of living cells. Although it is recognized that there is
no universal freezing protocol that applies to all cells, the physical and chemical
forces acting on all cells are the same, and as a result, finding an optimal cooling rate
(i.e., a freezing rate) is critical to cell survival (11). For example, in Saccharomyces
cerevisiae cells, the incidence of intracellular ice formation increased dramatically
when cooling rates were greater than –10°C/min (11). Even in nature, the cooling
rate is important. A slow cooling rate (<-1.0°C/h) is even important to the survival of
the freeze-tolerant wood frog Rana sylvatica (13). Similarly, the freeze-tolerant
northern carabid beetle, Pterostichus brevicornis, could not tolerate rapid cooling
(>200°C/h) induced in the laboratory (3).

It has been established that the rate of change in temperature controls the diffusion
of water across the cell membrane, and indirectly, the probability of intracellular freez-
ing (12). This rate of cooling controls the rate at which water is converted to ice, and
therefore, controls the rate at which the concentration of the solutes change in the solu-
tion surrounding the cell. The resulting change in osmolarity (i.e., osmotic pressure) of
the surrounding medium drives the rate at which water diffuses out of the cell during
cooling and into the cell during warming. To prevent intracellular freezing, cells must
be cooled slowly enough to allow for removal of about 90% of cytoplasmic water.
Evidence has indicated that the residual water (approx 10%) is chemically bound within
the cytoplasm and cannot freeze at any temperature (12). Thus, the rate of freezing
must be optimized for cell survival based on the physical principle that if cooling rates
are too rapid, they will result in intracellular freezing and cell death. Intracellular freez-
ing is a result of inadequate time for cytoplasmic water to diffuse out of the cell in
response to the vapor pressure differential (i.e., osmotic pressure) between the extra-
cellular environment and the supercooled cytosol. The optimum freezing rate for a
particular cell type is achieved when a rate is found that is slow enough to prevent
generation of intracellular ice (see Fig. 2c) and, at the same time, rapid enough to
minimize exposure to the damaging hypertonic effects of the surrounding medium.
These effects include reduction in cell volumes and stresses on cell membranes such as
those of organelles (e.g., mitochondria or nuclei) (14).

Ice crystals formed at very high rates of cooling are usually small (see Fig. 2a) or
even undetectable using the electron microscope. However, these submicroscopic ice
crystals are thermodynamically unstable in relation to larger crystals. Thus, they tend
to aggregate during slow warming to form larger crystals in a process known as recrys-
tallization. The rate of warming is the key factor in prevention of recrystallization of
frozen water in cells during thawing. It has been shown that the survival of yeast cells
is highly dependent on a rapid rate of warming following freezing to –196°C using a
rapid cooling rate much faster than optimal (12). As reviewed by Mazur (12), there is a
correlation between recrystallization of intracellular ice and cell death as observed in
yeast, higher plant cells, ascites tumor cells, and hamster tissue cells. Therefore, by
controlling the rates of freezing and thawing, the laboratory practitioner can success-
fully cryopreserve cells by reducing or eliminating the physical stresses on cells exposed
to these critical temperature transitions.
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Additional factors for post-thaw cell viability (i.e., survivability) are the rates at
which cryoprotectants are added before freezing and removed after thawing. Cryoprotectants
are added and removed slowly to reduce the effects of cellular shrinkage and swelling,
respectively, caused by osmotic fluctuations. Prior to freezing, cryoprotectants are
added slowly to aid in acclimation of cells to the hypertonic environment created by
these solutes. The inclusion in the freezing milieu of cryoprotectants such as DMSO
and glycerol decreases the temperature at which ice will form within the cell, known as
the intracellular ice nucleation temperature. This allows time for dehydration of cells
to osmotic equilibrium before the intracellular freezing (ice nucleation) temperature is
reached. Intracellular ice nucleation occurs when the cytoplasm is in a supercooled
state (<0°C) and exposed to cooling rates too rapid to allow for sufficient osmotic
movement of water out of the cytoplasm before the remaining cytosolic water freezes
(see Fig. 2b).

3.3.2. Extracellular Freezing

Another important determinant in cell survival during freezing and thawing is the
effect of extracellular ice formation. As extracellular ice forms, the concentration of
solutes increases in the residual unfrozen milieu outside the cell. If the rate of cooling
is not slow enough to allow time for equilibration of both the intra- and extracellular
osmotic forces, then cells shrink as cytoplasmic water moves out through the cell mem-
brane. This movement of water results in the increasing invagination of the cell mem-
brane because of the reduction in membrane surface tension (i.e., decreasing cell
volume and “turgor pressure”), with changes to the structure and function of phospho-
lipid bilayers. Physical forces also contribute to the damage of cells by extracellular ice
formation. The damage induced by extracellular ice formation is increased as the cell
density increases. One explanation for this cellular damage (12) is that growth and
expansion of ice crystals exert physical stresses on cells during freezing and cause
deformation and disruption of cytoplasmic membranes.

Fig. 2. Illustration showing the effects on mammalian cells of different cooling rates during
freezing: (a) very rapid rate, e.g., –100°C/min; (b) rapid rate, e.g., >–10°C/min; (c) optimal
rate, e.g., about –1°C/min. Size of arrow indicates extent of water diffusion out of the cell.
Hexagons indicate the presence and relative size of ice crystals.
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3.4. Storage Temperature

Storage temperature is one of the most critical factors in maintaining the long-term
viability of cryopreserved cells. At temperatures below the glass transition temperature
(–139°C for pure water), no recrystallization of ice will occur and rates of chemical
reactions and biophysical processes are too slow to affect cell survival (15). Essen-
tially, liquid water does not exist at temperatures below about –130°C. The only physi-
cal state that exists at these temperatures is crystalline or glassy with an associated
viscosity high enough to prevent molecular diffusion. For this reason, laboratory prac-
titioners universally recommend the use of temperatures below -130°C for long-term
storage of frozen cell cultures. Additionally, at liquid nitrogen temperatures (e.g.,
–196°C) there is not enough thermal energy to drive chemical reactions. Therefore, at
these temperatures, cell viability should be independent of the storage time. However,
even at liquid nitrogen temperatures, photochemical insults can still occur and macro-
molecules, especially deoxyribonucleic acid (DNA), remain susceptible to background
levels of ionizing radiation or cosmic rays (16). At these ultra-low temperatures, the
normal cellular DNA repair mechanisms are not functional, and any genetic damage
induced will be accumulated throughout the period of storage and be expressed upon
thawing and subsequent growth of cells. Interestingly, it has been calculated that with
the background irradiation at existing levels, it would take approx 30,000 yr to accu-
mulate the median lethal dose (approx 63% of exposed cells) for mammalian tissue-
culture cells cryopreserved in liquid nitrogen at –196°C (16). Conversely, many cells
stored at temperatures above –80°C are not stable, and lose viability at rates ranging
from several percent per h to several percent per yr, depending on the type of cell and
conditions of cryopreservation (12,14). Cellular instability at higher storage tempera-
tures is most likely the result of to damage caused by the presence of residual intracel-
lular liquid water and the progressive recrystallization of ice within the cytoplasm and
organelles (14).

4. General Methods of Cryopreservation

The following is a guide to common laboratory methods and practices applicable for
long-term cryopreservation of the wide range of commercially important cell cultures
covered in this chapter.

• Select a suitable cryogenic container or “cryovial” (i.e., vial or ampoule) that is designed
to withstand the rigors of freezing to temperatures produced by the vapor phase of liquid
nitrogen (below –130°C). This cryogenic container must either be pre-sterilized by the
product vendor or be sterilizable by steam, gamma irradiation, or ethylene oxide gas.
Cryovials should be pyrogen-free. It is preferable to use some type of screw-cap plastic
cryovial (e.g., high-density polyethylene) to avoid the explosion hazards associated with
the improper sealing of glass ampoules and after subsequent storage directly in liquid
nitrogen. Pin-hole leaks in glass ampoules will allow liquid nitrogen to penetrate the
ampoule, and upon thawing the rapid expansion of the liquid nitrogen to gas can cause
ampoules to explode. If glass ampoules are used, they must be checked for leaks prior to
freezing by immersion in 0.05% aqueous methylene blue at 4°C for about 30 min (17).
Any ampoules containing traces of the blue dye are discarded. Do not store plastic
cryovials directly in liquid nitrogen, because most screw-cap seals are not designed to
prevent the penetration of liquid nitrogen.
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Because of these issues, cell banks at Eli Lilly and Company are stored in high-density
polyethylene or polypropylene cryovials. Similarly, the American Type Culture Collec-
tion (ATCC) converted from glass to plastic ampoules for the liquid nitrogen storage of
microbial cultures (18). Interestingly, the ATCC reported that the contents of plastic
ampoules took four times longer to thaw in a 35°C water bath than in glass ampoules, but
the effect on viability of the thawed microorganisms was not studied. Additionally, the
ATCC initiated an active program in the mid-1990s of substituting plastic for glass in its
animal-cell-culture repository laboratories (personal observation). Another consideration
is the use of newly manufactured plastic cryovials that are used within their expiration
date. Notably, some plastics can deteriorate during storage at room temperatures and
may exhibit post-thaw leakage after exposure to liquid nitrogen temperatures (19).

• Harvest, transfer, and filling of cryovials with cell cultures should be conducted in a prop-
erly certified laminar airflow biological safety cabinet designed for the dual purpose of pro-
tecting both the operator and the cultures from exposure to extraneous microorganisms. This
practice helps to maintain the purity of the culture and the health of the operator.

• Generally, most cell types should be harvested for preservation during late logarithmic-
phase growth (or in early log phase for some plant cells) when cell viability is maximal.

• To properly identify each cryovial, use a suitable label or an indelible marking pen that
can withstand the rigors of freezing and thawing at liquid nitrogen temperatures.

• All cryoprotectants (such as DMSO or glycerol) are sterilized by filtration prior to use
and stored at room temperature. Cryoprotective freezing media containing glycerol or
DMSO are used shortly after preparation (e.g., 24–48 h), stored and used at refrigerator
temperatures.

• After the addition of cryprotectants and during filling of cryovials, cell suspensions
should be kept cold (or as cool as possible) with the use of flexible frozen cold packs
that can be wiped clean and disinfected (e.g., 70% isopropyl alcohol). These cold packs
can be wrapped or placed against the sides of the vessel holding the cell suspension. To
minimize the risk of contamination, avoid using wet ice in the laminar airflow biologi-
cal safety cabinet.

• The cell suspension must be mixed or agitated during the filling process to help ensure the
uniform distribution of cells into cryovials. This will help to minimize vial-to-vial varia-
tions within a given cell bank. This can be done manually by simply swirling the culture-
dispensing vessel, through the use of a tissue-culture stir flask designed for gentle mixing
of mammalian cells, or by more vigorous agitation with a stir bar for use with more robust
cell types (e.g., bacterial cells).

• Most cell types have an optimal or limited range of cooling rates for maximum survival.
The use of a programmable commercial instrument for controlled stepwise freezing of
cells (i.e., “controlled-rate freezer”) is recommended to ensure optimal freezing condi-
tions for any cell bank used in manufacturing processes. This process of stepwise freez-
ing, with an increased rate of cooling after –40°C to –60°C is reached, is used to minimize
the size of ice crystals formed from any residual intracellular water that has not been
removed osmotically during dehydration of cells in the first cooling step. These freezers
are designed to produce accurate linear cooling and heating by controlled injection of
atomized liquid nitrogen into a highly insulated chamber and the pulsing of a heater. A fan
and chamber baffles are designed for uniform circulation of nitrogen gas and temperature
control across the racks that hold cryovials. These freezers are equipped with thermo-
couples (e.g., platinum resistance thermometers) to provide precise monitoring of cham-
ber and sample temperatures during freezing, and are programmable to allow the
laboratory practitioner to optimize the conditions for a particular cell type and load or
configuration of cryovials. Use of this equipment helps to ensure process reproducibility
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and lot-to-lot consistency when successive cell banks are prepared for manufacturing use.
The laboratory practitioner must optimize the freezing program to ensure that controlled
cooling rates are achieved during the critical fluctuations of temperatures induced by
release of latent heat energy (i.e., “latent heat of fusion”) as the water in cryovials freezes.

The latent heat of fusion (or crystallization) can be described as the release of energy
in the form of heat (exothermic reaction) as ice crystals are formed from supercooled
water molecules. As water molecules are cooled to the freezing point and bind to form
an orderly crystalline structure (ice), the associated decrease in entropy results in the
release of heat energy as molecules move from a higher to lower energy level. An
increase in the cooling rate at this temperature is required to compensate for the tran-
sient increase in the temperature of the sample caused by the release of heat energy into
the surrounding medium. Without control over the cooling rate, the release of this heat
can cause a temperature spike (increase) of the supercooled liquid away from its freez-
ing point and expose cells to a detrimental freeze/thaw cycle. The release of latent heat
can significantly affect the cooling curve during freezing. In fact, temperature increases
of up to 10°C have been observed in cryovials during this early stage of freezing (20).
The time-course of individual cryovials traversing the latent heat of fusion is depen-
dent on the location of the sample within the freezing chamber, but typically occurs
near –8°C (unpublished validation data). In order to account for positional variation of
temperature, the freezing program must be developed with the most challenging (i.e.,
“worst case scenario”) location within the chamber as a reference.

Fig. 3 is a copy of a temperature profile from an optimized program used to freeze
mammalian cell lines at Eli Lilly and Company. This freezing program was developed
through a series of pre-validation test runs using calibrated thermocouples interfaced
with a temperature recording instrument (Validator® 2000, Kaye Instruments, Inc.).
Eleven thermocouples were distributed throughout the cryovial load within the freez-
ing chamber, and temperature data were gathered from these representative sample
locations. The cryovials were allowed to equilibrate at 4°C for 20–30 min before start-
ing the cooling program. This step also allowed time for cells to reach osmotic equilib-
rium with the surrounding medium containing a cryoprotectant such as DMSO. The
goal of the freezing program validation was to achieve an average freezing rate of
–1.0°C +/–0.1°C per min in all test cryovials immediately after traversing the latent
heat of fusion (approx –8°C) to a temperature of approx –60°C. At this point in the
program, the cooling rate was increased to –10°C/min until a final hold temperature of
–110°C was reached. After completion of the cooling program at –110°C, cryovials
would have been transferred to cryogenic storage in the vapor phase of liquid nitrogen.

• If a controlled-rate freezer is not available, then cryovials may be frozen manually by
placing them in an insulated container within an ultra-cold mechanical freezer at –60°C or
lower for at least several hours before transfer to the vapor phase of liquid nitrogen.
Cryovials may be kept in the freezer for up to 24 h. This uncontrolled freezing does not
provide a constant rate of cooling and does not compensate for the release of latent heat of
fusion during freezing, but it may be used for cell cultures demonstrating an acceptable
loss of viability upon thawing (e.g., <15%) when this method is employed.

• Whichever method of freezing is used, cryovials should always be stored in the vapor
phase of liquid nitrogen, where temperatures colder than –130°C can be maintained. What-
ever type of liquid nitrogen storage vessel (i.e., cryogen) is used, it should be continuously
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monitored either for temperature or level of liquid nitrogen (or both). Cryogens should be
continuously alarmed to alert lab personnel to temperature excursions above –130°C in
locations where cryovials are stored (except during transient opening of a vessel). Open-
ing of cryogens should be minimized to prevent any repeated temperature fluctuations,
which could reduce cell viability upon thawing. It is preferable to use cryogens that are
designed for a low static rate of liquid nitrogen evaporation (see Fig. 4). Such high effi-
ciency cryogens have a relatively small diameter offset neck opening (e.g., 12 in.) which
reduces the rate of liquid nitrogen evaporation to approx 4 L per day. Other cryogens with
larger diameter neck openings (e.g., 21 inches) may have static evaporation rates of approx
6 L per day. However, it should be noted that static evaporation rates can vary signifi-
cantly with ambient temperature, barometric pressure, and altitude. Mechanical freezers
capable of maintaining temperatures as low as –150°C should only be used if back-up
power is available or if a liquid carbon dioxide back-up is installed to maintain ultra-cold
temperatures in the event of a temporary power outage.

• Access to cryogens holding critical cell banks should be limited to only authorized labora-
tory personnel. Once again, as the “crown jewels” of the company, MCB and WCB must
be adequately protected in a secured location.

• Generally, the best recovery of frozen cell cultures is achieved by removing the cryovials
from liquid nitrogen storage and thawing them as quickly as possible in a water bath pre-

Fig. 3. Graph of a controlled-rate freezing run for a mammalian cell bank. The top line is the
cryovial temperature and lower line is the chamber temperature. Notice the release of latent
heat of fusion at about –8°C (i.e., slight “bump” in cooling curve) and need to compensate with
a dramatic increase in the cooling rate of the chamber in order to maintain an optimal cooling
rate in the cryovial of close to –1°C/min.
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warmed to 37–40°C. Cryovials should be gently agitated during thawing to facilitate uni-
form and rapid thawing of the frozen cell suspension. In this way, frozen cell cultures (1–
2 mL volumes) can be thawed in less than 1 min. Cryovials should be removed from the
water bath when a small sliver of ice remains in the liquid sample, and transferred imme-
diately to a laminar airflow biological safety cabinet for inoculation of cells into an appro-
priate growth medium. Disinfection of the outside of the thawed cryovials with sterile
70% (v/v) isopropyl alcohol (available from vendors) prior to opening will help to reduce
the risk of culture contamination. It is advisable to thaw cryovials in water that has been
sterilized by autoclaving or filtration to minimize the risk of contamination.

• Generally, growth medium should be added slowly to freshly thawed cells to minimize
the osmotic shock resulting from dilution of a cryoprotectant such as DMSO. Different
cell types may be more or less affected by this osmotic perturbation. In any case, it is
usually beneficial to introduce the first few milliliters of growth medium slowly with
gentle agitation to the cell suspension or cell pellet, if centrifugation is used after thawing.

5. Microbial Cell Cultures

This section explores cryopreservation methods used with a wide range of microbial
cells, from bacteria to multicellular fungi. These organisms exhibit a great diversity of
morphology, genetics, biochemistry, and physiology, and would, a priori, pose a for-
midable challenge to the laboratory practitioner who is responsible for culture preser-
vation. However, as indicated in Subheading 4., all these groups share a number of
common responses to the detrimental effects of freezing and thawing. This section

Fig. 4. Drawing of a high-efficiency liquid nitrogen cryogen showing system of metal racks
holding plastic boxes for storage of cryovials. Note the relatively small diameter of the neck
opening and insulated lid (B) designed to reduce static evaporation of liquid nitrogen. (Repro-
duced by permission of MVE, Inc.)
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presents a fairly unified set of laboratory techniques used to mitigate these damaging
effects: use of common cryoprotectants, slow cooling, rapid warming, storage tem-
peratures, and the condition of cells at the time of preservation.

5.1. Continuous Subculture

Probably the oldest and most traditional method of preserving microbial cultures
has been the practice of serial transfer or continuous subculture on an agar medium
stored at ambient temperatures on the laboratory benchtop or at selected temperatures
in incubators. Agar slants were often covered with mineral oil to aid in the preservation
of cultures. However, this practice is fraught with many problems. The most signifi-
cant include:

• Genetic drift and associated change in phenotypes of sub-populations;
• Contamination with exogenous organisms either introduced by the lab technician or the

environment;
• Cross-contamination between preserved strains;
• Loss of viability or death of cultures over time; and
• Lab bench or incubator space to store large numbers of agar slant cultures.

Cryopreservation techniques can either eliminate or minimize the problems associ-
ated with this traditional practice. For decades, cryopreservation has proven to be a
relatively simple, reliable, and robust method for microbial cell culture preservation at
Eli Lilly and Company. Of course, nothing can substitute for well-trained, conscien-
tious laboratory practitioners who are skilled in the art of aseptic practice to maintain
cell culture purity and viability!

5.2. Freeze-Drying

The role of lyophilization, or freeze-drying, of microorganisms—particularly
viruses—has been firmly established over the years as a reliable means of preservation.
During the freeze-drying process, water and other solvents are removed from a frozen
aqueous sample by sublimation. Sublimation occurs when a frozen liquid changes
directly to a gas without passing through the liquid phase (21). The freeze-drying pro-
cess consists of three steps, including pre-freezing of the product, primary drying to
remove most of the water, and secondary drying to remove bound water. The result is
a stable, dry product, which must be reconstituted with water before use. The use of
freeze-drying for long-term preservation of more complex biological systems (such as
animal cells) has not been successful. Even for microbial cells, the size and type of cell
can affect recovery following freeze-drying. For example, it is easier to freeze-dry
Gram-positive bacteria than Gram-negative cells (21). Presumably, this phenomenon
is the result of the differences in their cell-wall structures.

Freeze-drying has some undesirable side effects that are not observed with
cryopreservation. These include the potential for genetic changes during freeze-drying
caused by DNA-strand breakage and selection of mutants (22), denaturation of sensi-
tive proteins (23), and decreased viability for many bacterial cell types (24). Mutation
has been reported to be induced in freeze-dried Escherichia coli during repair of dam-
aged DNA after rehydration (25).

Freeze-drying is labor-intensive, and requires more complicated equipment and pro-
tocols than cryopreservation. Use of freezing temperatures to preserve and store cul-
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tures is universally simpler and generally more robust for long-term maintenance of a
broad range of biologically diverse cell types. For these reasons, only cryopreservation
techniques are discussed in subsequent sections.

5.3. Bacteria

The metabolic state of bacterial cells harvested for cryopreservation is of major
importance. To maximize recovery, cultures to be preserved should be grown under
conditions of temperature, pH, and nutrient concentrations, that minimize lag phase
after inoculation and support optimal growth of cells into late logarithmic phase or
very early stationary phase (21,26,27). Generally, cells harvested from late log or early
stationary growth phases are more resistant to freeze-thaw damage and provide the
highest post-thaw recovery of viable cells. It has been demonstrated that aerated and
shaken cultures are more resistant to freezing and thawing than cultures grown stati-
cally on agar (21). At Eli Lilly and Company, microbial cultures harvested for cell bank-
ing are typically propagated in shake flasks that are vented to ambient air and incubated
in integrated shaker-incubators. One critical parameter to consider is the optimal volume
of medium for a particular size and type of shake flask to provide adequate surface area
for exchange of gases (i.e., aeration). Typically, growth conditions are chosen to achieve
the highest viable cell density at the end of log-phase growth.

Broth cultures are harvested at the optimal time and concentrated by centrifugation.
The resulting cell pellets are resuspended in freezing medium to a final concentration
in the range of 108 to 1010 cells/mL (personal observations, 26). For maximal recovery,
it is important to achieve a final cell suspension for freezing above the minimal con-
centration of 107 cells/mL (28). The cells are typically resuspended in freezing medium
containing either 5–10% (v/v) DMSO or 5–10% (v/v) glycerol in addition to standard
growth medium. A glycerol concentration exceeding 20% (v/v) in the freezing medium
resulted in reduced post-thaw colony-forming units (CFU) of a recombinant E. coli
production strain (W. Muth, unpublished data). Most recently, at Eli Lilly and Com-
pany, the freezing medium is composed primarily of a synthetic glycerin and a plant-
derived peptone, both formulated to optimal concentrations.

The optimal cooling rate for most bacterial cell cultures is in the range of –1° to
–5°C/min down to about –40°C, followed by an increased rate of –10° to –30°C/min
down to a temperature of about –100°C or lower. The cryovials are then transferred for
storage in the vapor phase of liquid nitrogen.

5.4. Actinomycetes

This group of microorganisms has been extensively studied for the production of
useful metabolites, primarily antibiotics for treatment of infectious diseases. These
organisms share cell-wall characteristics and multicellular structures such as fila-
ments and conidia with both the bacteria and fungi, respectively. High-yielding cul-
tures that produce valuable compounds, such as antibiotics or other secondary
metabolites, must be properly preserved to retain these important biological proper-
ties for industrial production. The actinomycetes produce both aerial and submerged
spores, and exhibit distinctive morphological features such as spore-chain structures,
which can be useful in characterization and identification (29). These are a diverse
group of organisms, which have been preserved with a variety of methods.
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Cultures propagated for cryopreservation are harvested either from agar or broth
media and resuspended in a freezing medium typically containing 10–20% (v/v) glyc-
erol as a cryoprotectant. Alternatively, some cultures have been grown on agar, har-
vested as plugs in pre-sterilized plastic straws, and frozen directly in the vapor phase of
liquid nitrogen or in a mechanical freezer at –70°C (29). In that case, the agar medium
provided cryoprotective or cryostabilizing properties to the frozen cultures.

At Eli Lilly and Company, the same methods used in the cryopreservation of bacte-
rial cell cultures described here have been successfully applied to the actinomycetes.
However, at least one production strain of Streptomyces has been cryopreserved suc-
cessfully for many years (i.e., 2–3 decades) in the absence of glycerol or any other
cryoprotective agent. It should be noted that this production strain was cryopreserved
in conditioned medium which, like the agar mentioned here, apparently played a cryo-
protective role in the process of freezing.

5.5. Fungi

The fungi comprise a large and diverse group of spore-forming organisms that have
adapted to exploit a wide range of ecological niches. They have been utilized for the
commercial production of enzymes, antibiotics, alcohols, and other industrial chemi-
cals such as citric acid (30). In general, it has been found that freezing and storage in
liquid nitrogen is the preferred method of culture preservation. The advantage of
cryopreservation it that is can be successfully used for both sporulating and non-sporu-
lating cultures. In contrast, lyophilization has been useful primarily for sporulating
cultures that will survive the combined freezing and drying process. In fact, not all
types of spores will withstand the freeze-drying process (31).

Generally, 10% (v/v) glycerol is the cryoprotectant of choice. At the International
Mycological Institute (IMI, Egham, UK) over 4000 species belonging to 700 genera
have been successfully preserved in media containing 10% (v/v) glycerol (30). A
proven method of cryopreservation at IMI has been controlled through cooling at a rate
of –1°C /min to approx –35°C, followed by rapid uncontrolled freezing in a liquid
nitrogen storage vessel. The use of either glycerol or DMSO as a cryoprotectant has
been demonstrated to be effective. DMSO has been used successfully at concentrations
of 5, 10, and 15% (v/v). A combination of 10% DMSO and 8% (v/v) glucose has also
been used to preserve nine strains of Deuteromycetes (29). Additionally, there is evi-
dence to demonstrate that 10% (v/v) DMSO performed significantly better than 10%
(v/v) glycerol for preservation of eight strains of mycelial cultures (31). In fact, it was
reported that the two strains surviving up to 6 yr in storage were preserved in DMSO,
as compared to others preserved in glycerol. As seen with other cell cultures, slow
cooling and rapid warming generally provide the highest recoveries of viable cells. It
has been reported that pre-growth (i.e., conditioning) of cultures in the refrigerator at
4–7°C can improve post-thaw viabilities of some fungi (30). This method is similar to
the “cold hardening” or conditioning of plant cultures (or plant tissues) at reduced
temperatures prior to freezing, and is discussed in Subheading 6.

5.6. Yeasts

The yeasts are a group of single-cell eukaryotic organisms that have been success-
fully manipulated to produce biotechnology products (e.g., recombinant proteins). A
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wide variety of strains have been preserved successfully by freeze-drying. However,
some strains, including pseudomycelium-forming cultures, cannot be lyophilized.
The National Collection of Yeast Cultures (NCYC, Norwich, UK) has found that
post-thaw viabilities of their repository strains are much higher when cryopreserved
than when freeze-dried (32). Additionally, the ATCC has reported on the reduction
in viability of two plasmid-bearing strains of S. cerevisiae by two to three orders of
magnitude after lyophilization (33). The NCYC (32) has found no significant loss of
either viability or genetic stability of cultures cryopreserved for up to 10 yr. The
standard method of cryopreservation at NCYC includes the use of 10% (v/v) glyc-
erol as the cryoprotectant, uncontrolled cooling of filled polypropylene cryovials or
straws by transfer to a –30°C methanol bath for 2 h, and final storage in liquid nitro-
gen. Apparently, this method using an uncontrolled cooling rate has proven success-
ful for all NCYC repository strains.

Experiments conducted with two strains of S. cerevisiae at the NCYC using other
cooling temperatures of –20°C and –40°C indicated that the primary freezing tempera-
ture did not affect the cell-culture viabilities. However, a study of plasmid-based gene
expression in recombinant S. cerevisiae has indicated that cooling rates of greater than
–8°/min resulted in a marked decrease in post-thaw cell viabilities, as well as perma-
nent loss of plasmid DNA (34). Results from another study of S. cerevisiae has demon-
strated optimal cooling rates of between –3° and –10°C/min (35). Using cryomicroscopy,
they found that the incidence of intracellular ice formation increased markedly at cooling
rates greater than –10°C/min.

Growth conditions prior to cryopreservation were found to have a profound effect
on the response of S. cerevisiae cells to freezing and thawing (35). They found that
post-thaw viability was significantly higher when cell concentrations were greater than
5 � 108/mL. In addition, it was reported that cells obtained from early stationary-phase
growth were more resistant to freezing damage.

At Eli Lilly and Company, methods used in the cryopreservation of a recombinant
production culture (i.e., Working Cell Bank) of Pichia pastoris included the use of a
filter-sterilized freezing medium comprised of a plant-derived peptone and 10% (v/v)
synthetic glycerin. Cells were harvested from shake flasks in late log-phase growth and
filled into plastic cryovials at cell concentrations in the range of 107 to 108 viable cells/mL.
Cryovials were cooled at a slow rate and frozen in a controlled-rate freezer to approx
–120°C and then transferred to the vapor phase of liquid nitrogen.

6. Plant Cell Cultures

The economic importance of plants cannot be overstated. Plants are sources of
food, construction materials, fabrics, paper, and fuel. They are also important
sources of pharmaceuticals, flavors, dyes, pigments, resins, enzymes, waxes, and
agrochemicals. These plant-derived chemicals are referred to as secondary metabo-
lites, meaning that these compounds are not essential to the survival of the plant,
but fortunately can serve as useful products for human use or consumption. Some
of the commonly known plant-derived pharmaceuticals and their natural sources
include morphine (Papaver somniferum), digoxin (Digitalis lanata), theophylline
(Camellia sinensis), vinblastine (Catharanthus roseous), quinine (Cinchona sp.),
and codeine (Papaver sp.) (36).
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Plant tissue culture technology has found application in a number of important areas,
including crop improvement, mass plant production, secondary metabolite production,
plant physiology, biochemistry, molecular biology, and plant genetic conservation (37).
All these areas of research, development, and production require techniques for the
preservation and maintenance of plant cell genotypes and phenotypes to ensure consis-
tent and predictable production of cells, tissues, and whole plants. Cryopreservation
and storage of plant cells and tissues are fundamental technologies underlying the cur-
rent progress in plant biotechnology. Plant biotechnology is an emerging field that
holds great promise for the use of transgenic plants in the production of recombinant
products for human therapeutic use, with several products currently in clinical trials (38).

A remarkable biological property unique to plant cells is known as totipotency. Unlike
differentiated animal cells, many plant cells possess the inherent ability to generate the
specialized cell types and structures that comprise an entire plant. Therefore, by appro-
priate laboratory manipulation of culture conditions, undifferentiated plant cells can be
induced to form a variety of plant tissues, including roots, stems, and leaves. In fact, an
entire plant can be regenerated from a single cultured cell (39). This striking biological
phenomenon has opened avenues for important progress in genetic manipulation of
plants. One study demonstrated the successful application of cryopreservation meth-
ods for the regeneration of fertile maize (Zea mays) plants from protoplasts of elite
maize inbreds (40). Successful application of cryopreservation techniques to such
research could have significant impact on genetic improvement of maize and other
agricultural crops that are grown worldwide.

Although some success has been achieved in the freeze-drying of pollen, this preser-
vation technique has not been successfully applied to other plant tissue (37). The first
report of successful cryopreservation and short-term storage of a plant cell suspension
(i.e., flax cells) was published in 1968 (41). That initial work opened the door to devel-
opment and refinement of cryopreservation techniques over the last 15–20 yr for a
variety of plant materials. In contrast to other cell types, the pre-freeze acclimation of
cells and tissues (i.e., “cold-hardening”) is one area of development in cryopreservation
techniques that has been emphasized in plant-cell and tissue culture. The transient stage
referred to as “pre-growth” provides an opportunity to increase the freeze tolerance of
cells and tissues by adjusting culture conditions (e.g., reduced temperature, presence of
cryoprotectants) prior to cryopreservation without inducing phenotypic or genotypic
selection (37). The phenomenon of “cold-hardening,” or low-temperature acclimation,
is more critical for cryopreservation of organized plant tissues such as shoot/meristem-
tip cultures or callus cultures. Although such methods have also been developed to
enhance post-thaw viability and regrowth of plant cell suspensions and protoplasts, it
has been found that exposure to low, non-freezing temperatures induces changes in the
proportions of all lipid components in plant-cell membranes, particularly in the com-
position of sterols and phospholipids (42). Steponkus and Lynch (42) demonstrated
that the alterations in lipid composition of cell membranes during exposure to low
temperatures (e.g., 0° to –5°C) were correlated with increases in plasma membrane
stability during freezing and associated freeze-tolerance. During pre-growth, in addi-
tion to low temperatures, the cells or tissues may be exposed to combinations of amino
acids, cryoprotectants such as DMSO, and sugar alcohols such as mannitol or sorbitol
to provide further pre-freeze conditioning (37).
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A number of cryoprotectants have been identified as effective in freezing plant
cells and tissues, including DMSO, glycerol, sucrose, mannitol, trehalose, sorbitol,
and amino acids such as proline. In general, combinations of these compounds have
been empirically tested to optimize post-thaw viability and regrowth potential.
An extensive list of cryopreservation methodologies for various plant materials has
been presented by Owen (43). An overview of this list reveals the use of DMSO (5–
15% [v/v]), typically in combination with glycerol (5–15% [v/v]), and sucrose (0.5
to 1 M) as cryoprotectants. The reader is referred to Owen’s list for specific labora-
tory applications.

As observed with other cell types, laboratory methods that involve slow, stepwise
cooling rates during freezing followed by rapid warming during thawing, generally
produce the highest post-thaw recovery of viable cells and plant materials. However,
the development of optimal cryopreservation procedures for a given plant cell or tissue
remains an empirical process. However, some generalizations can be made regarding
successful methods. Generally, a cooling rate in the range of –0.25°C to –2.0°C/min,
down to –30° to –40°C, held for 30–60 min, and finally rapid cooling to liquid nitrogen
temperature, has proven to be effective for many species and different types of plant
materials. Typically, a cooling rate of –1.0°C/min (to –40°C) is used for cell suspen-
sions, protoplast cultures, callus cultures, and immature embryos (20,37,43–45). These
frozen plant materials are stored either in vapor phase or liquid phase of liquid nitrogen
and rapid thawing of cryovials in a pre-warmed water bath at 35–40°C are proven meth-
ods for the successful regrowth of a majority of frozen plant cultures and materials.

A generally applicable procedure for cryopreservation of plant-cell materials is based
on a model developed for cell suspension cultures (37). This model protocol employs
the following methods:

• use of cells harvested in early exponential growth phase (cell division at maximum rate)
when cells are small and highly cytoplasmic as opposed to large, highly vacuolated cells
found at later growth stages

• use of a cryprotectant solution containing 1 M DMSO, 1 M glycerol, and 2 M sucrose in
standard culture medium

• pre-freeze acclimation of cell suspension in cryoprotectant solution at 4°C for 1 h
• cooling rate of –1°C/min to –35°C, hold for 40 min and then plunge into liquid nitrogen
• store directly in liquid nitrogen, or in vapor phase above liquid
• rapid warming of frozen ampoules in a 40°C water bath
• transfer of cells to a semisolid medium for recovery (2–4 wk) followed by inoculation into

liquid medium and cultivation in shake flasks

For a detailed review of methods optimized for a variety plant materials including
shoot tip (i.e., meristem), callus, protoplast, and embryo cultures, the reader is referred
to Withers (37). Additionally, for laboratory protocols specific for cryopreservation of
protoplasts and cell suspensions, the reader is referred to Grout (45) and Schrijnemakers
and Van Iren (20), respectively.

It should be noted that such a model protocol as outlined here may not be universally
successful. For particularly sensitive cell suspension cultures, a more directed empiri-
cal approach may be required to optimize cryopreservation conditions for maximum
cell recovery and re-growth. For example, it has been found that the survival and
regrowth of two-cell suspension lines, Cinchona robusta (quinine and derivatives) and
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Tabaernaemontana divaricata were markedly increased when a cryoprotectant mix-
ture or “cocktail” (proline/DMSO/glycerol) was modified to include sucrose as a sub-
stitute for proline (46). What would appear to be a rather simple change had a significant
impact on the viability and regrowth potential of these cell lines. The study demon-
strated that larger mol-wt solutes (e.g., sucrose) that act as extracellular components in
standard cryoprotectant mixtures could have a significant effect on the success of the
cryopreservation method. Whereas these large mol-wt compounds exert their cryopro-
tective effects extracellularly during freezing and thawing, the contributions and
mechanisms of action of these components in such a cryoprotectant cocktail are not
precisely understood.

7. Mammalian Cell Cultures

Mammalian cell lines have become established as the true “work horses” for the
industrial production of complex protein molecules that require post-translational modi-
fications such as the proper glycosylation required for stability and biological activity
in humans. Mammalian cells have been cultured in vitro since the beginning of the
twentieth century. In 1955, a chemically defined basal medium, developed by Harry
Eagle at the National Institutes of Health, opened the door to cell culture on a mass
scale and ushered in the modern era of industrial cell culture. His formulation was
comprised of key groups of nutrients including amino acids, vitamins, salts, and sug-
ars. No longer were the development of cell lines and tissue cultures limited by
the availability of crude extracts derived from chicken plasma, human serum,
bovine embryos, and human placental-cord serum. The basal medium developed
by Eagle remains one of the fundamental and universal medium formulations in use
today, and is sold as Eagle’s Minimum Essential Medium. Despite these early advances
in the development of chemically defined media formulations, today’s cell culturist still
relies extensively on the use of fetal bovine serum (FBS) for nutritional supplementation
of media, both for cell propagation, and in particular, for cryopreservation.

Not surprisingly, the methods employed for cryopreservation of mammalian cell
cultures are a reflection of those already described for other cell types. The most com-
monly used cryoprotectant is DMSO. Typically, DMSO is used at a concentration of
7.5% (v/v) or 10% (v/v). However, it is has been used successfully at a concentration
as low as 5% (v/v) for many cell lines (personal observations, 47). Use of a lower
concentration of DMSO has the benefit of quicker post-thaw removal of this toxic
agent from cells upon dilution with a growth medium. The DMSO must be of the high-
est grade, and must either be provided as a sterile solution by the vendor or filter-
sterilized by the user. Typically, DMSO manufactured and tested as “cell-culture grade”
is purchased sterile from a vendor. The sterile DMSO can be purchased in 5- or 10-mL
aliquots in sealed amber glass ampoules, which have an extended shelf-life. It must be
stored at room temperature, as it will gel or solidify at refrigerator temperatures.

When preparing the final cryopreservation medium, DMSO should be added slowly
to cold medium while mixing because of the heat generated by this exothermic
reaction. Because of the inherent toxicity of DMSO, particularly at higher tem-
peratures, the final cryopreservation medium must be cold (e.g., 2–8°C) and added
quickly to cells. During the process of filling cryovials, the duration of exposure of
cells to DMSO must be minimized to reduce the detrimental effects of increased osmo-
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larity and pH of the cryopreservation medium. Interestingly, DMSO has both hydro-
phobic and hydrophilic properties, depending on temperature (48). The toxic effects of
DMSO at higher temperatures (e.g., room temperature) is are a result of the fact that it
exhibits a hydrophobic character and preferentially binds to proteins, thus leading to
denaturation. Conversely, at low temperatures (e.g., below 0°C), DMSO exhibits a
hydrophilic quality and is preferentially excluded from the surface of proteins, thus
leading to stabilization of the folded proteins.

Typically, mammalian cells are harvested for cryopreservation during mid-to-late
logarithmic growth phase during active cell division, when mitotic indices are high.
Cells that have entered a stationary or quiescent phase (i.e., G0) should not be used.
The effect of the cell cycle on recovery of cells has been investigated. One such study
reported that Chinese hamster cells were most resistant to the stresses of freezing and
thawing when harvested in the M and late S phases of the growth cycle, but least resis-
tant in G2 (49). Another study reported similar results for HELA S3 cells, for which the
highest recovery rate was found when cells were frozen in the mid-to-late S phase and
lower in G2 (50). Most importantly, cultures with viability measurements of less than
approx 90% should not be used for cell-banking purposes (personal observations, and 51).
However, others have recommended not freezing cell cultures with viabilities of less
than 80% (52). In either case, both cell viability and cell-cycle or growth phase are
crucial factors in successful cryopreservation. Upon harvest, cells are centrifuged, and
the resulting pellets are gently resuspended in cryopreservation medium using a larger
bore pipet (e.g., 10 mL) to prepare a uniform single-cell suspension whenever pos-
sible. The viable cell density used for filling cryovials should fall into the range of
4 × 106/mL to 2 × 107/mL (personal observations, 51,52).

Generally, the optimal cooling rate for mammalian cells is –1°C/min to a tem-
perature of about –60°C, when the cooling rate is increased to –10° to –30°C/min
down to a final hold temperature below –100°C before transfer to the vapor phase
of liquid nitrogen. However, cooling rates in the ranges of –1° to –5°C/min (19) or
–1° to –3° C/min (51) have been reported, and optimal rates are determined empiri-
cally. At the European Collection of Animal Cell Cultures (ECACC), a cooling
rate of –3°C/min in a programmable freezer is used for the majority of cells (51,52).
The ECACC has observed post-thaw viabilities that typically exceed 85% using
their controlled freezing process (51). At Eli Lilly and Company, we have opti-
mized and validated a controlled-rate freezing program in which the initial cooling
rate is –1.0°C/min down to –60°C, followed by a more rapid cooling rate of –10°C/
min down to a final holding temperature of –110°C before transfer to the liquid
nitrogen vapor phase for cryogenic storage.

Typically, frozen cells are thawed as rapidly as possible in a warm water bath (e.g.,
37–40°C) in order to effect a high warming rate. However, it was reported that the
cooling rate had a markedly greater impact than warming rate on post-thaw recovery of
a Chinese hamster ovary (CHO) cell line (53). These authors reported that at the slow-
est cooling rate of –1.7°C/min (found to be optimal) the CHO cells were relatively
unaffected by the warming rate. However, it should be noted that seemingly very high
warming rates in the range of +140°C to +670°C/minute were tested. Additionally,
CHO cell recovery was significantly affected by warming rates when the cells were
frozen at the higher cooling rates of –10°C and –100°C/min.
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Once thawed, cells should immediately be diluted with fresh growth medium at
either ambient or refrigerator temperatures. It has been noted that dilution of freshly
thawed cells with medium at room temperature may be less stressful and may facilitate
cell recovery (52,54). It is also recommended to slowly dilute the cryoprotectant from
freshly thawed cells in order to reduce the osmotic shock of changes in cell volumes
(18,51,55). Slow dilution is particularly important if prewarmed medium is used, and
may be accomplished by dropwise addition of fresh growth medium (first few millili-
ters) to the cells with gentle agitation. The use of prewarmed medium for post-thaw
dilution has the major disadvantage of increasing the inherent toxicity of DMSO seen
at higher temperatures. Alternatively, cold medium (e.g., 2–8°C) can be used to mini-
mize the toxicity of DMSO exposure to cells after thawing (personal observations). As
the temperature of the medium is decreased, it may be added to cells at a faster rate,
presumably because of the reduction of membrane permeability at lower temperatures.

Post-thaw centrifugation of cells should be done at a minimal g-force (e.g.,100g) in
order to reduce shear forces on cell membranes that have been altered by the presence
of DMSO. However, the centrifugation g-force and time must be adequate to effec-
tively pellet all (or most) of the intact cells, or a significant loss of viable cells may
result (personal observations).

As for all other cell types, it is a universally recommended practice to store mamma-
lian cells in the vapor phase of liquid nitrogen at temperatures lower than –130°C. One
issue of particular importance for the storage of mammalian cell cultures in a liquid
nitrogen environment is the potential for contamination with viruses. Transmission of
two bovine viruses—bovine viral diarrhea virus (BVDV) and bovine herpesvirus-1
(BHV)—to frozen bovine embryos was demonstrated during storage directly in liquid
nitrogen (56). The liquid nitrogen was experimentally inoculated with viruses and
unsealed containers of embryos were plunged and stored in the liquid phase. After 3–5 wk
of storage, 21.3% of embryos tested positive for viral contamination. Conversely, all
control embryos sealed in cryovials were free from contamination. This study illus-
trates the importance of maintaining cryovials in the vapor phase at all times during
storage. As the reader may recall from Subheading 4., plastic cryovials used for
cryopreservation are not designed for storage in liquid and are prone to leakage if
exposed to liquid nitrogen. This is particularly critical for storage in dewar vessels that
are filled manually, where liquid nitrogen levels may not be monitored carefully and
cryovials are allowed to be immersed in liquid nitrogen for varying lengths of time.

Because of the concern for contamination of mammalian cell lines with viruses,
certain studies have eliminated the use of FBS or other serum sources (which may
harbor viruses) in the formulations of cryopreservation media. Serum—particularly
FBS—is used universally as a cryoprotective additive to provide a source of proteins
and other factors to enhance the long-term cryostability of cells. The mode of action of
serum during the freezing and thawing process is unknown, or at least has not been
precisely described in the literature. However, FBS is well-recognized by laboratory
practitioners for its anecdotal protective effects on cells during cryopreservation (per-
sonal observations, 57). Although FBS is typically used in concentrations ranging from
5% (v/v) to 50% (v/v), it has been used at concentrations as high as 90% (v/v) for the
development of hybridoma cell lines (i.e., early post-fusion cultures) and other particu-
larly sensitive cell lines. Whereas there have been universal efforts in the development
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and use of serum-free and protein-free media for propagation of cells, by comparison,
the development and use of serum-free cryopreservation media have received much
less attention.

One early study in this area found that the addition of 0.1% (w/v) methylcellulose to
freezing medium containing only 10% (v/v) DMSO and basal Minimal Essential
Medium (MEM) increased by almost twofold the post-thaw viability of a mouse L cell
line (L.P3) over the same freezing medium without methylcellulose (58). Additionally,
Ohno et al. (58) reported the successful cryopreservation of HeLa cells and various
hybridoma cell lines using serum-free freezing medium containing 0.1%(w/v) methyl-
cellulose. Other investigators have reported the successful cryopreservation of a mouse
hybridoma cell line and three transformed human lymphoblastoid cell lines using
serum-free freezing medium containing 4.5 mg per mL of human serum albumin as a
substitute for FBS (59). Another study reported comparable post-thaw viabilities and
antibody titers of a hybridoma cell line frozen in medium containing 0.4 % (v/v) or
0.8% (v/v) bovine serum albumin (BSA) in place of 15% (v/v) fetal calf serum (60).
Merten and Couveé (61) reported the successful replacement of 10% (v/v) fetal calf
serum with either 0.1% (w/v) methylcellulose or 3.0% (w/v) polyvinyl pyrrolidone in
freezing media for preservation of Vero and BHK-21 cell lines. It should be noted that
in all these studies, the cell lines were propagated in serum-free media prior to freez-
ing, and all cryopreservation media contained 5% (v/v) or 10% (v/v) DMSO. It should
also be emphasized that replacement of FBS with human or BSA does not eliminate the
risk of virus transmission to cell lines from these animal-sourced materials, unless they
have been produced by recombinant methods using animal-source free processes.

Other cryoprotective compounds (of non-animal origin) used in cryopreservation media to
enhance recovery of mammalian cells include trehalose and S-adenosylmethionine. It is cur-
rently understood that trehalose exerts its cryoprotective properties through stabilization of
membranes and proteins both intracellularly and extracellularly during freezing and thawing.
Trehalose, in combination with DMSO, has been introduced through the membranes of human
pancreatic islet cells during the phase transition of membrane lipids, which increases mem-
brane permeability (62). Another group has used a genetically engineered alpha-hemolysin to
create pores in the cell membranes of 3T3 fibroblasts and human keratinocytes to induce
uptake of trehalose into cells without the synergistic action of DMSO (63). The addition of S-
adenosylmethionine to cryopreservation media containing DMSO proved to increase both
viability and the metabolic activity of thawed rat hepatocyte cultures (64).

8. Facilities for Preparation and Storage of Cell Banks

Laboratory facilities used for the preparation and storage of cryopreserved cell banks
should be designed and operated to preserve the purity (i.e., axenicity) of the cell cul-
tures during propagation, harvest, and filling processes and to maintain the integrity of
frozen cultures during long-term storage in liquid nitrogen vessels. At Eli Lilly and
Company, cell-banking facilities are designed to provide a cleanroom-type environ-
ment through the use of HEPA-filtered air supplies, air-pressure differentials, air locks,
gowning/degowning rooms, cleanable surfaces, and segregation of operations. The
facilities are designed for unidirectional traffic flow of both personnel and equipment
(see Fig. 5). The core cell-culture laboratories lead to the cryogenic storage areas
through degowning rooms and airlocks.
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At Eli Lilly and Company, each cryogenic storage room is equipped with automatic-
fill liquid nitrogen cryogens for storage of cell banks in the vapor phase at approx
–150°C or lower. Liquid nitrogen is delivered to the storage cryogens from an outside
bulk storage tank through a vacuum-jacketed insulated piping system. The liquid nitro-
gen bulk tank is serviced by a vendor, and is continuously monitored for level and
pressure. Each storage cryogen is continuously monitored and alarmed for temperature
through a validated computerized system. Access to the storage cryogens is controlled
both through the use of card readers and keypad password control.

Each cryogen has been validated for maintenance of required temperatures (i.e.,
<–130°C) throughout the vapor-phase storage compartment. This validation study was
accomplished by the use of a calibrated temperature logging instrument (i.e., Validator®

2000, Kaye Instruments, Inc.) interfaced with thermocouples placed in representative
locations within storage racks arranged to provide for maximum capacity. At Eli Lilly
and Company, validation studies involved the use of 12 thermocouples distributed
throughout the cryovial storage racks to test all positions from top to bottom within the
vapor-phase storage areas of the cryogen (see Fig. 6). Those studies demonstrated the
capability of the cryogens to maintain temperatures below –145°C at all locations and
levels tested in the vapor-phase storage compartments even when lids were opened for
2 min (unpublished validation data). It is recommended that cryogens be validated to
maintain the required vapor-phase temperature of <–130°C in all locations where
cryovials are stored.

It is essential that liquid nitrogen storage vessels are located in a well-ventilated
room to prevent depletion of oxygen by nitrogen gas. To safeguard laboratory person-
nel, oxygen monitors and alarms should be located within the room. For example, at
the ECACC an oxygen monitor has been connected to an automatic ventilation system
that operates when the oxygen level decreases to 18.5% (v/v) (52). Similarly, at Eli
Lilly and Company, each cryogenic storage room is equipped with two oxygen moni-
tors and associated audible and visual alarms to alert personnel to reduced oxygen levels.

9. Current Quality/Regulatory Issues

The elimination of animal-sourced or animal-derived raw materials in cell banks is
an emerging issue that impacts global licensing and marketing of biotechnology prod-
ucts generated through fermentation of cell cultures. Because of the continuing threat
of transmissible spongiform encephalopathy (TSE)- and bovine spongiform encephal-
opathy (BSE)-related diseases, global regulatory agencies are closely scrutinizing the
use of animal-sourced raw materials used either in the medium to propagate or pre-
serve cell cultures used in manufacturing processes. At Eli Lilly and Company, we
have been actively substituting all animal-derived medium components with animal-
source medium (ASM)-free components, whenever possible. Unfortunately, in some
cases—including the use of FBS for cryopreservation of mammalian cell cultures—
there is currently no comparable substitute that will provide proven long-term stability
to frozen cultures. This is becoming an active area of investigation for those in the
biotechnology industry who use mammalian or insect cells in manufacturing processes.
In other cases, we have successfully replaced animal-sourced peptones and glycerol with
plant-derived or synthetic alternatives for both growth and cryopreservation, respectively,
of recombinant E. coli cultures. Similarly, ASM have been removed from media used
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to propagate and freeze the cell-bank cultures of various antibiotic-producing micro-
bial strains, including species of Streptomyces and Amacolatopsis. Additionally,
ongoing efforts to replace FBS and serum derivatives in media used to cryopreserve
mammalian cells (see Subheading 7.) is a result of the previously discussed global
regulatory concerns.

Fig. 5. Layout of cell-banking laboratories at Eli Lilly and Company. Arrows indicate the
direction of personnel and equipment flow through the facility. Doors are not shown.
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Fig. 6. Digital photograph of a cryovial storage rack showing placement of thermocouples
from top to bottom in the cryogens during validation studies. Four thermocouples were placed
in cryovials within the top, middle, and bottom storage box (i.e., box #1, 7, and 13). The num-
bers with arrows indicate the thermocouple identification number.

The following list provides general guidance on quality and regulatory issues that
influence the control and testing of cell banks for commercial use:

• The history of cells used to manufacture biotechnology products must be included in the prod-
uct registration application package. The history of cells can identify potential risks and
testing requirements associated with their use in a manufacturing process. Some com-
monly used host cells have already established safety profiles, and are more easily accepted
by regulatory agencies. In any case, information should be gathered and filed on: 1) par-
entage/origin, including scientific references; 2) laboratory manipulations, including trans-
fection/cloning records; 3) past testing results, including mycoplasma, microbial, and viral
assays.

• All incoming cultures for banking should be obtained from a pre-approved or reputable
source with appropriate documentation. Incoming cells should be segregated into a desig-
nated quarantine area until appropriate test results are confirmed (e.g., purity).
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• Raw materials used in the preparation of cell banks can have a significant impact on the
regulatory acceptance of a manufacturing process. One of the key areas of concern is the
exposure of cells to animal-derived materials (e.g., trypsin, FBS) used during propagation
and cryopreservation. Use of non-animal-sourced components (or defined protein-free
media) is recommended. All FBS should be purchased from a vendor who can document
sourcing from New Zealand herds. Additionally, the vendor must conduct appropriate
testing to confirm absence of bovine viruses. As an added precaution, all FBS should be
gamma-irradiated by a reputable vendor.

• The critical nature of cell-banking operations makes it essential to maintain accurate and detailed
records of production, testing, and inventory transactions. All records should be filed to enable
efficient retrieval for use in regulatory submissions, inspections, and quality audits. As an
example, the following documents should be available: 1) manufacturing ticket or record; 2) pre-
bank testing results; 3) certificates of analysis on raw materials; 4) environmental monitoring
records; and 5) copies of relevant R&D notebook records, and 6) post-bank testing records.

• It is critical to conduct both pre-bank and post-bank testing on cells destined for manufac-
turing use. Pre-bank quality testing may include the following: 1) sterility (purity); 2)
mycoplasma; 3) viral assays specific for the host-cell species; 4) bacteriophage; and 5)
phenotyping. Post-bank testing may include all of these plus the following, 1) additional
viral assays, both in vivo and in vitro, as required for a given cell type; 2) DNA sequenc-
ing; 3) plasmid copy number; and 4) restriction enzyme analysis.

• Stability of cell banks during storage should include testing for post-thaw viability (e.g.,
trypan blue or fluorescein diacetate staining), population doubling time, and consistent
expression of product (e.g., yields or glycosylation patterns).

• Shipping and transport of critical cell banks (e.g., MCB, WCB) should be done in a vapor
phase liquid nitrogen shipper designed and validated to maintain temperatures of <–130°C
in the compartment holding cryovials. In this type of shipper, all liquid nitrogen is adsorbed
into the liner of the vessel before shipment, thus creating a vapor phase environment and
reducing the safety hazards of liquid nitrogen. See Fig. 7 for an example of a shipper
designed for this purpose. It is also advisable to include some type of temperature logging/
thermocouple device in the shipping container to record actual temperature conditions
during transit. Data stored in these devices can be downloaded to a personal computer,
and hard-copy printouts can be generated and filed for regulatory and quality review.

Interested readers are referred to key guidance documents (65,66) for additional
information on current international regulatory and quality standards applied to bio-
technology products derived from cell cultures.

10. Current and Emerging Trends

One important focus of investigation includes the continued search for animal-
source-free (e.g., serum-free) cryopreservation medium formulations that are truly
effective for long-term storage of cell banks—years to decades. Short-term studies
have identified some potentially useful cryostabilizing agents such as methylcellulose,
polyvinyl pyrrolidine, trehalose, and S-adenylsylmethionine, which appear to provide
some measure of protection during freezing and thawing. However, long-term studies
are needed to provide data on the efficacy of these and other agents, either alone or in
combination for storage of cell cultures for the years and decades required to maintain
the integrity of MCB and WCB used to support commercial manufacturing.

The successful development and availability of recombinant proteins such as the
recombinant human serum albumin (Recombumin® 20%), now in clinical trials from
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Aventis Behring, may prove to be effective replacements for FBS, which is universally
used in cryopreservation media to stabilize frozen mammalian cell cultures. Unfortu-
nately, unit costs are high for such products marketed for human therapeutic use, but
use of small quantities required for cell banking should not be cost-prohibitive. Alter-
natively, the availability of a recombinant BSA product targeted for both research and
commercial use could prove to be an excellent cost-effective substitute for FBS and
bovine serum derivatives. In the meantime, to avoid TSE transmission potential in
commercial products, any animal-derived materials used to propagate and cryopreserve
MCB and WCB should be sourced from New Zealand or other countries that are docu-
mented to be BSE/TSE-free. Additionally, to further reduce the potential risk of virus
transmission, these materials (e.g., FBS, BSA, or trypsin) should be gamma-irradiated
by a qualified vendor. Alternatively, the use of plant-derived proteins and peptones
may serve as effective substitutes for FBS and animal serum derivatives.

As mentioned in Subheading 6., the introduction of technology for the plant-based
production of biopharmaceuticals provides a promising avenue for avoidance of the
regulatory and quality risks associated with use of animal-derived raw materials and
use of animal cell lines. This alternative approach to the production of recombinant
proteins has been developed using transgenic plants as so-called “in vivo bioreactors”
(38). It has been found that plants possess all the necessary cellular machinery for the
post-translational modification and maturation of eukaryotic proteins, although differ-
ences do exist between mammalian and plant glycosylation patterns. This promising
technology has generated several products that are now in clinical trials. Gruber and
Theisen (38) predicted that within the next year or so, the first products will be licensed
and will enter the marketplace.

As a result of the increasing scrutiny and inspection of commercial cell banks by
global regulatory authorities, other key areas for further development and implementa-
tion to increase the degree of regulatory compliance include: 1) cell-bank computer-
inventory databases; 2) equipment used to freeze, store, and ship cell banks; and, 3)
state-of-the-art assays and procedures used to characterize the quality and genetic sta-
bility of cell banks. Recent inspections of biopharmaceutical companies by the Food
and Drug Adminstration (FDA) have generated written observations (i.e., FDA inspec-
tion form “483”) addressing all of these areas, particularly validation of equipment and
databases (personal observations). Another area that has more recently gained the
attention of regulatory authorities is the procedure or program used to monitor the
stability of commercial cell banks during long-term cryogenic storage. This program
or set of procedures should include measurements of post-thaw cell viability, product
expression, and/or genetic stability at some predetermined frequency—for instance, as
cryovials of MCB and WCB are thawed for use in clinical trial or commercial produc-
tion (65). Additionally, it is well-recognized by regulatory agencies that genetic stabil-
ity is a critical component of the overall testing program required to fully qualify (i.e.,
certify) recombinant cell banks for commercial use. These tests, such as DNA sequence
analysis and restriction enzyme mapping, are required to ensure genetic stability of the
expression construct throughout the cell passages or generations (i.e., in vitro cell age)
needed for scale-up through the end of fermentation, and even extended cell growth
beyond the final bioreactor harvest. For more information on this issue, the reader is
referred to a practical overview of the subject (67) and a key international regulatory
document that provides guidance in the area (68).
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11. Conclusions

It is hoped that the reader has gained a deeper understanding and appreciation of the
many similarities between laboratory methods employed in the successful cryopreservation
of three very diverse categories of cells used in biotechnology—microbial, plant, and
mammalian. As this chapter has illustrated, cryopreservation procedures are remark-
ably similar for very dissimilar organisms. As the literature and personal experiences
suggest, all cells to be preserved by freezing share the same requirements for chemical
cryoprotectants: slow rates of cooling, rapid rates of warming, optimal metabolic state
(e.g., growth phase), cell concentrations, and storage at liquid nitrogen temperatures.
However, it is obvious that all cells are not created equal. Thus, the development of an
optimal cryopreservation protocol still requires an empirical approach to “fine tune”
laboratory methods for a particular cell culture. It is hoped that this chapter provides
useful guidance to the reader in their quest for that optimal process required to success-
fully cryopreserve cell cultures and create cell banks that can be used effectively for
many years in industrial bioprocesses.
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resonance (FTICR), 413–414
mass spectrometers, 333

FP, 127
Fractional factorial design, 84f
Fragmentation of biopolymers, 430
Fragmentation of oligosaccharides
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scale-up of microbial fermentations, 188
Global internal standard technology

(GIST), 339
Glucose, 72–74
Glucose analog, 140
Glucose consumption

metabolic network, 365f
Glucose/ethanol mixtures

metabolic model, 356–357
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High-efficiency liquid nitrogen cryogen

drawing, 494f
High-performance anion-exchange

chromatography
microheterogeneity analysis, 4

High performance liquid
chromatography (HPLC),
4, 123–124

UV-MS analysis
factor VIII glycoprotein, 424f
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Intracellular freezing, 485–486
Introns, 227–229

placement, 228
Inverted repeat (IR) region

plastid genome, 261
Inverted terminal repeats (ITR), 35
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N-linked oligosaccharide, 450f
peptides, 428f
ribonuclease B, 448

PSD experiment, 427
sample preparation

websites, 435t
spectra

bovine serum albumin, 437f
carboxypeptidase, 447f

TOF, 204, 333f, 459f
CID spectra peptide, 429f

peptide mixture analysis, 326–327
proteomics, 332
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transcription, 266–267
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techniques, 76–89
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transgenic plants, 225–227
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Protein analysis tools, 198–200
Protein C, 59-60
Protein chips
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technology, 341
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control, 5–6
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Protein-protein interaction
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chips, 340–341
Protein-protein interactions, 335–337
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ADME/toxicology, 343
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mass spectrometry, 332
protein identification by LC/MS/MS,

332–333
protein identification by peptide

fingerprinting, 332
quality control, 343
quantification, 338–340
separation technologies, 329–331
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tolls and techniques, 329–340
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Raw and deconvoluted mass spectra
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532 Index
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materials and methods, 12–13
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expression, 24–29
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Retroviral vectors, 35
Retroviruses
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Reverse genetics approach, 205–209
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S
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preparation
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screen follow-up, 123–124
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SAR, 230
Scale-up issues, 90
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Secondary metabolites
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SED methodology, 183
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bovine fetuin tryptic, 425f
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Sensorgram, 337f
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proteomics, 329–331
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Sequencing

using mol wts, 446–452
Sequential experimentation

flowchart, 82f
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Shear-associated cell death, 89
Shrapnel biology, 247–278
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CHO cells, 6
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expression unit
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transfection, 6
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episomal vectors, 36–38
viral vectors, 35–38

Stable isotope labeling
proteomics, 338–340

Stand-alone commercial tools
list, 199

Stand-alone publicly available tools
website addresses, 199

Statistical experimental design (SED)
methodology, 183

Stirred-tank reactor (STR), 186
Stirred tank systems

engineering considerations, 90–91
Stoichiometric modeling, 350–369

outlook, 368–369
Storage temperature, 392
Storage vehicle

list, 200
Streptogramin-regulated system, 23
Streptomyces clavuligerus, 186
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Streptomyces fradiae, 147
improved tylosin production, 478, 479f

Streptomyces pristinaespiralis, 149
Streptomyces species, 138
Streptomyces venezuelae, 151
Structural attachment region (SAR), 230
Structural proteomics, 329–329,

see also Proteomics
Subcellular targeting

recombinant oleosins, 282–284
Substrate

maintenance, 355
maximum biomass, 355
product yield, 355

Substrate S
converted to intermediate I, 366

Subtilisin enzymes
shuffled, 472f

Sunflower (Helianthus annuus), 280
Superoxide anion, 15
Surface plasmon resonance (SPR),

335–337
illustrated, 338f

Synthetic rbcL leader, 269

T

Tabaernaemontana divaricata
thawing, 500

Tandem mass spectrometric analysis
peptides, proteins, oligosaccharides,

418–433
Tangential flow filtration, 92
Targeted gene duplications
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Targeted integration

strategies, 28f
TCA cycle, 71–74, 370

illustrated, 74f
T-DNA, 206–209, 246

integration, 247
TEIRESIAS pattern discovery

algorithm, 198
Temperature profile

mammalian cell lines, 489, 489f
Theophylline, 496

Thermochemical approach
protein unfolding, 443

Three-dimensional
quadrupole-ion trap, 413f

Three-tiered cell-banking process
diagram, 485f

Thymidylate synthase (TS) inhibitor, 310
Time-of-flight (TOF)

analyzer, 4
mass analysis, 342, 407–414
mass spectrometer

separation of ions, 410f
TOF instrument, 454–455

Tissue-culture-free systems, 252
Tissue-culture-free transformation

system, 248
TNF-

mol wts, 445t
Tobacco chloroplasts

human therapeutics, 272–273
Tobacco hornworm (Manduca sexta)

larvae, 249
Tobacco plastid genome

map, 262f
Tobacco plastid transformants

biolistic transformation process
and selection, 263f

TOF, see Time-of-flight (TOF)
Tomato

plastid transformation, 265
Totipotency, 243–244
Transactivator tTA, 23
Transcriptional capacity

chromosomal region, 24
Transcription levels

influence of position and gene copy
number, 24–25

Transcription units
coordinate expression, 31

Transcriptome analysis
Actinomycetes, 144

Transcript profiling, 201–203, 306–307
microarrays, 310–311

Transfer-DNA element (T-DNA),
206–209, 246

integration, 247
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posttranslational processing

of complex proteins, 55–61
production, 51–55

Transgenic Arabidopsis plants, 228
Transgenic crop production, 249
Transgenic livestock animals

recombinant and endogenous milk
proteins, 58t

Transgenic maize, 251–252
Transgenic plants

human somatotropin genes
expression, 273t

for industrial applicants, 273
Transient expression

viral vectors, 32–35
Translation

IRES-mediated initiation, 29–30
Translation elongation factor EF2 

gene promoter, 21
Translation initiation in plastids

role, 268–270
Transplastidic, 264
Transplastomic, 264
Transplastomic expression

and transfer, 273
Transposon mutagenesis

Actinomycetes, 142
Triazine hydrolase

shuffled, 472f
Triazines, 221
Trigger compounds, 119
T7 RNA polymerase, 270
True and pseudo MS/MS

comparison, 418f
TSC website, 306
TS inhibitor, 310
TTA system, 23
Two-compartment scale-down system

illustrated, 187f
Two-dimensional SDS polyacrylamide

gel electrophoresis (2d-PAGE),
204, 321, 327–329, 329f

separation technique, 330

Two-phase partitioning system
process diagram, 292f

Tylactone (protylonolide), 150
Tylosin, 147
Type II polyketides, 147–148

glycosylation, 151–153
Type I polyketides, 145

glycosylation, 150

U

Ultrahigh throughput screening (UHTS),
126–127

Uncultured microorganisms
genetic potential, 129–130

Underdetermined metabolic networks
solving, 351–352

Universal host CHO line, 7–12
Unknown microbes

isolation and cultivation, 112–113
Untranslated flanking regions, 227–229
Untranslated region (UTR), 227, 267–268

V

Vancomycin, 149
Vapor phase (dry) liquid nitrogen

shipping dewar
drawing, 510f

Venezuelan Equine Encephalitis virus
(VEE), 32

Vinblastine, 499
Vitamin K-dependent (VKD) family

of proteins, 59
Vitamin K epoxide reductase system

(VKOR), 60
VKD family of proteins, 59
VKOR, 60

W
Warming rate on post-thaw recovery

mammalian cells, 500
Warming rates

effects, 488–490
illustration, 489f

Water-miscible solvents, 121
WCB, 485–486
Western blotting

oligosaccharide, 4
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WHISKERS, 247–249
Whole-genome drug screening, 308
Whole-genome sequences, 301
Working Cell Bank (WCB), 486–487

X

Xylanase
expression, 287

Y

Yeast 2-hybrid system, 337
diagram illustrating, 338f

Yeasts
lyophilization, 495

YES1, 310
Yield drag, 224
Yield enhancement

applications, 137

Z
Zinc-binding

carbonic anhydrase, 441f
ZipTips, 327
Zoonosis, 54
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