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Preface

 

The modern study of the membranes of cells from a biochemical and structural point of view is
only about four decades old. The first phase was the age of lipids, commencing with definitive
evidence for the lipid bilayer as the fundamental structural element of all biological membranes.
In the decades of the 1970s and 1980s, an explosion of data burst forth on the fascinating properties
of lipid bilayers, along with enormous speculation on the potential roles in biology for the variety
of physical behaviors that had been observed. Much was discovered about this two-dimensional,
highly anisotropic world that resembles no other biological structure.

Partly because of the lack of adequate analogy, the lipid bilayer was, and is today, widely
misunderstood, which forms part of the rationale for the preparation of this book. Some of what
was learned in that first age of lipid studies is not part of the current view on membrane structure.
We would do well to review such studies, to rediscover the unique properties of the lipid bilayer
that must inform our contemporary interpretation of membrane structure and function. For that
reason, much fundamental lipid lore is included in this volume, most of it updated, but all of it
critical to an adequate understanding of this most fundamental of biological structures. 

This understanding begins with lipid structure (Chapter 1), which determines the chemistry
and the thermodynamics of the collision of lipid properties with water properties. Biological lipids,
because they are not soluble in water, form separate phases with behaviors directly relevant to
biological function and interesting phases that are not yet related to biological function (Chapter
2, Chapter 3, and Chapter 5). Understanding this phase behavior would obviate the too common
treatment of membranes as analogous to soluble components in an experimental system and help
the student to appreciate that the biological membrane is one of the largest biological structures
that is held together by 

 

non

 

covalent forces. The multiple phase behavior of lipid bilayers is also
critical to a correct understanding of “rafts,” as described in Chapter 9. Chapter 4 takes us inside
the lipid bilayer to explore the highly anisotropic structure and dynamics of this system. We come
away with a view that the interior of a membrane is quite unlike liquid hydrocarbon, to which it
has been compared, and that recourse to such inappropriate models will lead to incorrect conclu-
sions. Chapter 6 explores the interaction between membranes at their surfaces, an interaction critical
to a variety of cellular phenomena, including nonlamellar lipid phases (Chapter 5), lipid fusion
(Chapter 8), and viral fusion (Chapter 16). Cholesterol has long fascinated those who study
biological membranes, initially because of the interesting physical chemical phenomena exhibited
by cholesterol in a bilayer, and subsequently because of the varied roles cholesterol plays in
membrane function. Chapter 7 attempts to synthesize all the kinds of data on cholesterol generated
over the past several decades into a unified view of several distinct functions of this molecule. One
of the important functions exhibited by cell membranes is membrane fusion. Membrane lipids
clearly have a role to play in this phenomenon, and much has been learned from studies on lipid
fusion systems, as described in Chapter 8. This section of the book ends with a look at a topic of
intense interest at the time this book is being prepared: lipid rafts (Chapter 9). Understanding this
model for nonuniform lipid behavior in the plasma membrane requires virtually all the material in
the previous chapters and thus is an appropriate way to close Part I.

Part II takes us into the other major component of biological membranes: membrane proteins.
The study of membrane proteins has lagged seriously behind both the study of the lipid components
of membranes and the study of soluble protein structure and function. This is partly a result of the
historical difficulty researchers have experienced in obtaining crystals of membrane proteins suitable
for X-ray diffraction experiments. As a result, membrane protein studies have in the past focused
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more on function than on structure. Thus, much of this section is devoted to function, in particular
transport (Chapter 10 through Chapter 13). Because membranes of cells form barriers to transport,
separating organelles from the cytoplasm and the cytoplasm from the exterior of the cell, movement
of specific materials across membranes requires specific transport systems. Much progress has been
made, which has been enhanced recently by the solution of a limited number of structures of
membrane transport proteins. Chapter 14 shows an example of membrane proteins for which three-
dimensional structural information is now available. Although it is not possible in this book to
review exhaustively all the structural information on membrane proteins that has been developed,
mostly in just the past few years, this chapter will illustrate, with one protein, how the structural
information can be obtained and how it can be used to understand function.

In general, membranes are the location for linking of three functions: lipid–lipid, lipid–protein,
and protein–protein interactions. These three sets of interactions are not independent; perturbation
in one will affect one or both of the others. Therefore the study of lipid–protein interactions has
attracted great interest over the years. Chapter 15 brings together the protein and lipid components
to see how one affects the other. Finally, in the chapter on viral fusion, the influence of proteins
on the mixing of membrane components, initially lipid, can lead to the fusion of two membranes
into one.

This series of topics offers the student of membrane structure and function in-depth insight
into a number of the topics necessary to appreciate fully biological membranes in today’s research
climate. With the development of new structural information on membrane proteins, we can expect
a new burst of research activity and understanding in the first part of this new millennium.

I thank all the authors for their erudite contributions. I also thank readers of the previous edition
of this book for their helpful comments. Appreciation is due to the editorial staff at CRC Press for
their assistance and patience in this effort.

 

Philip Yeagle

 

University of Connecticut
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1.1 LIPID CLASSIFICATION

 

Using the broadest possible definition, a lipid (Greek 

 

lipos

 

 = 

 

fat

 

) may be defined as a compound
of low or intermediate molecular weight (5000), a substantial proportion of which is made up of
hydrocarbons. Included are diverse compounds such as fatty acids; soaps; detergents; steroids;
mono-, di-, and triacylglycerols; and more complex compounds such as phospholipids, sphingolip-
ids, glycolipids, and lipopolysaccharides. Because this volume addresses the structure and function
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of biological membranes, we are primarily concerned with the more complex lipids that are
constituents of biological membranes. 

Membrane lipids consist of a wide and still expanding range of amphipathic (amphiphilic)
compounds containing a nonpolar (hydrocarbon) and a polar region. It is clear that such diverse
molecules as lipids will differ widely in their physicochemical behavior. Nevertheless, solubility
is a property that is used as a unifying criterion. Lipids are soluble in organic solvents such as
alkanes, benzene, ether, chlorinated alkanes (e.g., chloroform, tetrachlorcarbon), methanol, and
mixtures of these solvents. For instance, mixtures of chloroform and methanol are used as universal
lipid solvents. Lipids with long hydrocarbon chains are practically insoluble in water. Depending
on their chemical structure, they are either completely immiscible in water, such as hydrocarbons,
or they interact with water, forming colloidal dispersions (Small, 1986).

The classification of lipids is arbitrary. In many texts, lipids are ranked in order of increasing
complexity. Sometimes, however, practical criteria are used. As mentioned above, lipids differ widely
in their physicochemical properties, e.g., they vary considerably in their interaction with water and
in their spreading properties at the air–water interface. Hence, lipid classification may be based on
hydration, swelling of lipid in the presence of water, or spreading of lipid at the air–water interface
(Small, 1986). In Table 1.1, lipid classes are listed in order of increasing complexity.

 

1.1.1 N

 

ONHYDROLYZABLE

 

 (N

 

ONSAPONIFIABLE

 

) L

 

IPIDS

 

1.1.1.1 Hydrocarbons

 

1.1.1.1.1 Simple Alkanes

 

Pure hydrocarbons — saturated or unsaturated, aliphatic or aromatic — are usually classified as
lipids. They are rare in the animal kingdom and, with few exceptions, are not particularly important.
They are, however, major constituents of petroleum deposits.

 

TABLE 1.1
Classification of Lipids

 

Nonhydrolyzable (Nonsaponifiable) Lipids

 

Hydrocarbons
Simple alkanes
Terpenes (isoprenoid compounds)

Substituted hydrocarbons
Long-chain alcohols
Long-chain fatty acids
Detergents
Steroids
Vitamins

Simple Esters
Acylglycerols
Cholesteryl esters
Waxes

Complex Lipids
Glycerophospholipids
Sphingolipids

Glycolipids
Glycoglycerolipids
Glycosphingolipids
Cerebrosides
Gangliosides
Lipopolysaccharides
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1.1.1.1.2 Terpenes (Isoprenoid Compounds) 

 

Many plant odors are due to volatile C

 

10 

 

and C

 

15 

 

compounds termed 

 

terpenes

 

. Isolation of these
compounds from various parts of plants by steam distillation or ether extraction yields the so-called
essential oils. They can be regarded as derivatives of isoprene, 2-methyl-1,3-butadiene (C

 

5

 

H

 

8

 

, see
Figure 1.1A). Essential oils are obtained from cloves, roses, lavender, citronella, eucalyptus, pep-
permint, camphor, sandalwood, cedar, and turpentine. They are widely used in perfumery, as food
flavorings, medicines, and solvents (Roberts and Caserio, 1979). The essential oils, such as these
C

 

10

 

 and C

 

15

 

 compounds, may be regarded as members of a much larger class of substances with
carbon skeletons that are multiples of the isoprene (C

 

5

 

H

 

8

 

)-unit. 
These compounds are categorized as isoprenoid compounds and are widespread in both plants

and animals. They comprise open-chain (acyclic) and cyclic compounds, and, in addition to the
C

 

10

 

 compounds that are customarily designated terpenes, they comprise C

 

15

 

 (sesquiterpenes), C

 

20

 

(diterpenes), C

 

30

 

 compounds (triterpenes), and so on (Figure 1.1). Important examples of isoprenoid
compounds are 

 

b

 

-carotene, vitamin A, and squalene. Carotenoids in general are tetraterpenes (C

 

40

 

compounds) and are widespread as yellow or red pigments of plants. 

 

b

 

-carotene (Figure 1.1A) is
a precursor of vitamin A. It is oxidized in the liver at the central double-bond to yield vitamin A,
which is a diterpene alcohol. Squalene is a triterpene (C

 

30

 

H

 

50

 

) and an example of an important
isoprenoid compound of animal origin. It occurs in fish liver oil and is a precursor of the steroids
lanosterol and cholesterol (see Figure 1.6). Also, terpene hydrocarbons and oxygenated terpenes
have been isolated from insects and have hormonal and pheromonal activity.

 

1.1.1.2 Substituted Hydrocarbons

 

Substitution in position 1 of hydrocarbons with electronegative atoms or groups leads to amphipathic
molecules, such as long-chain alcohols, fatty acids, and detergents. 

 

Long-chain

 

 is defined as a
hydrocarbon chain with 12 or more carbon atoms.

 

1.1.1.2.1 Long-Chain Alcohols 

 

Long-chain alcohols, e.g., octadecanol or stearyl alcohol (Figure 1.2) are amphipathic and surface
active. Monolayers of long-chain alcohols spread at the air–water interface prevent water evapora-
tion and have been widely used as antievaporants in water reservoirs. Furthermore, they are used
in water-in-oil emulsions and in cosmetics. Long-chain alcohols are important constituents of
complex lipids, in which they are covalently linked to glycerol via ether bonds. Such ether linkages
are found in plasmalogens and in membrane lipids of bacteria (see below). These long-chain, ether-
linked alcohols can be branched and of the isoprenoid-type, like the phytanyl residue (Figure 1.1B).
A great profusion of oxygenated isoprenoid compounds exist: of importance are alcohols and
aldehydes, which occur in plant oils and flower essences. Two important diterpene alcohols are
vitamin A, mentioned previously, and phytol (Figure 1.1B). The latter is a constituent of chlorophyll,
the major pigment of chloroplasts and of central importance in photosynthesis. In chlorophylls,
phytol is esterified to the propanoic acid side chain of the Mg

 

2+

 

 -porphyrin ring. The phytyl-group
is also a side chain of vitamin K (Figure 1.7). Isoprenoid alcohols and their cyclopentane phytanyl
derivatives with an OH-group on one end (monopolar) or both ends (bipolar) of the branched
hydrocarbon chains are found in the plasma membranes of archaebacteria (Figure 1.1B) (Luzzati
et al., 1987; Blöcher et al., 1985). The bipolar C

 

4o

 

 hydrocarbon chain that occurs in the diglyceryl
tetraether compounds of archaebacteria can contain 0-4 cyclopentane rings.

 

1.1.1.2.2 Long-Chain Fatty Acids 

 

Long-chain fatty acids are constituents of all esterified and complex lipids. They are covalently
linked via ester or amide bonds, and in this form they are major constituents of membrane lipids.
Free fatty acids rarely make up more than a few percent of membrane lipids. Long-chain fatty
acids are widely used in industry as precursors of emulsifiers, food additives, and detergents. In
eukaryotes, the fatty acids are straight with an even number of carbon atoms, typically 14 to 24
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and with zero to six double bonds (Table 1.2 and Figure 1.3). The double bonds of mono- and
polyunsaturated fatty acyl chains usually have the 

 

cis

 

-configuration, unless stated otherwise (cf.
Table 1.2). It should be stressed that polyunsaturated chains are not normally conjugated. Unusual
fatty acids with branched chains, cyclopropane, cyclohexyl-, and 

 

b

 

-OH groups are found in bacterial
membrane lipids (Figure 1.4) (Gennis, 1989; Jain, 1988).

 

1.1.1.2.3 Detergents

 

Substitution of hydrocarbons in the 1-position with polar groups, such as carboxylates, sulfonates,
phosphates, amines, alkyl-amines, sugar residues, etc., generates the important lipid class of 

 

deter-
gents

 

. They are widely used in everyday life and also in biology. The sodium and potassium salts
of fatty acids are called 

 

soaps

 

 and represent perhaps the oldest detergent. They are not only used
in cosmetics but also as emulsifiers and lubricants. Soaps of alkaline earths (e.g., calcium distearate)
are water-insoluble and used as insoluble lubricants and constituents of water-in-oil emulsions.
Some of the most commonly used detergents in biology are shown in Figure 1.5. Sodium dode-
cylsulfate (SDS) is universally used to solubilize proteins and to determine their approximate
molecular weight by electrophoresis on polyacrylamide gels. It is also a major constituent of nearly
all shampoos. Detergents in biology are used to solubilize macromolecular assemblies, including
proteins, DNA and RNA, lipid aggregates such as bilayers, and complexes of these different classes
of compounds, e.g., biological membranes. The products of solubilization are usually small, mixed
micelles containing the macromolecule(s), e.g., protein, and the detergent. In this micellar form,
the macromolecule can be purified by subjecting the micellar dispersion to various separation
processes, e.g., chromatography, electrophoresis, sedimentation, etc. In general, nonionic and zwit-
terionic detergents are milder and have proved more successful than charged ones in solubilizing
and purifying membrane proteins. The purified membrane protein may then be reconstituted to a
simple and well-defined membrane system using established methods of reconstitution (Lodish and
Rothman, 1979).

 

1.1.1.2.4 Steroids

 

The fundamental ring system common to all steroids is the cyclopentanophenanthrene or, more
precisely, its perhydrogenated form (Figure 1.6). Most steroids are alcohols, and accordingly named

 

FIGURE 1.2

 

Long-chain alcohols, aldehydes, and ketones. The IUPAC-IUB Commission on Biochemical
Nomenclature (CBN) recommends the use of the E/Z system to designate the configuration of double bonds.
Although the system has advantages, it has not received widespread use in lipid nomenclature and has not
replaced the old 

 

cis–trans

 

 convention. Z (for 

 

zusammen

 

) corresponds to 

 

cis,

 

 and E (for 

 

entgegen

 

) to 

 

trans

 

.
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as 

 

sterols

 

. As is evident from their structures, most have the same ring skeleton but differ consid-
erably in their side chain and peripheral structural features, in stereochemistry, and in the number
of double bonds in the rings.

Steroids are widely distributed in both plants and animals and comprise a diversity of com-
pounds, such as cholesterol, bile acids, vitamin D (Figure 1.7), sex and corticoid hormones, and
saponins. Many of these compounds are of vital importance in physiology. Others are valuable
medicinals, such as cardiac glycosides, hormones, and steroidal antibiotics. The most common
sterol is cholesterol (cholest-5-en-3

 

b

 

-ol), which is an unsaturated alcohol (for the stereochemistry
of sterols, see Section 1.2). Cholesterol is found in mammalian plasma membranes to about 30%
of the total lipid mass, and also in lysosomes, endosomes, and Golgi. The sterols found in higher
plants are 

 

b

 

-sitosterol and stigmasterol. These plant sterols (

 

phytosterols

 

) frequently have an
additional side chain at position C-24 and/or an additional double bond at position C-22 (Figure
1.6). Ergosterol is often found in eukaryotic microorganisms, e.g., yeast. 

 

TABLE 1.2
Names of Straight Fatty Acids

 

Carbon
Atoms Systematic Designation Trivial Name Abbreviation(s)

 

a

 

Melting Point,
ºC

 

Saturated
12 Dodecanoic acid Lauric acid 12:0 44.2
14 Tetradecanoic acid Myristic acid 14:0 53.9
16 Hexadecanoic acid Palmitic acid 16:0 63.1
18 Octadecanoic acid Stearic acid 18:0 69.6
20 Eicosanoic acid Arachidic acid 20:0 76.5
22 Docosanoic acid Behenic acid 22:0 79.9
24 Tetracosanoic acid Lignoceric acid 24:0 86.0

Monoenoic
16 9-Hexadecenoic acid Palmitoleic acid 16:1

 

9

 

 or 16:1 (n-7) –0.5
18 9-Octadecenoic acid Oleic acid 18:1

 

9

 

 or 18:1 (n-9) 13.4
18 (11E)-Octadecenoic acid or 11-trans-

Octadecenoic acid
Vaccenic acid 18:1

 

11

 

t or 18:1 (n-7)t 44.0

18 (9E)-Octadecenoic acid or 9-trans-
Octadecenoic acid

Elaidic acid 18:1

 

9

 

t or 18:1 (n-9)t 46.5

24 15-Tetracosenoic acid Nervonic acid 24:1

 

15

 

 or 24:1 (n-9) 42.5–43
Dienoic

18 9,12-Octadecadienoic acid Linoleic acid 18:2

 

9,12

 

 or 18:2 (n-6) –5
Trienoic

18 9,12,15-Octadecatrienoic acid

 

a

 

-Linolenic acid 18:3

 

9,12,15

 

 or 18:3 (n-3) –11
18 6,9,12-Octadecatrienoic acid

 

g

 

-Linolenic acid 18:3

 

6,9,12

 

 or 18:3 (n-6)
Tetraenoic

20 5,8,11,14-Eicosatetraenoic acid Arachidonic acid 20:4

 

4,7,10,13,16,19

 

 or 20:4 (n-6) –49.5
Hexaenoic

22 4,7,10,13,16,19-Docosahexaenoic acid Cervonic acid 22:6

 

4,7,10,13,16,19

 

 or 22:6 (n-3)  —

 

a

 

Key to abbreviations: The first number is n = number of C-atoms; the number after the colon gives the number of double
bonds; the position of the double bond(s) is indicated by the superscript(s) to the symbol . In this shorthand notation, the
position of the double bond is determined by counting from the carboxyl group (=C1). The configuration of double bonds
is defined by both the E-Z and 

 

cis-trans

 

 conventions (see Figure 1.2). Unless indicated by the letter 

 

t

 

 (for 

 

trans

 

configuration), the 

 

cis

 

 configuration is implied. In a related system widely used for fatty acids of animal lipids, the position
of the double bond is determined by (n-x), where x is the position of the first double bond encountered when counting
from the terminal methyl group of the fatty acid.
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In the last two decades, a new class of pentacyclic sterollike compounds termed 

 

hopanoids

 

(Figure 1.6) was discovered. Hopanoids are very widespread in bacteria but are also found in some
plants. Hopanoids were also detected in sediments and crude oils, where they account for more
than 5% of the soluble organic matter. This extrapolates to 10

 

11

 

 to 10

 

12

 

 tons of hopanoids, suggesting
that this class of compounds represents the most abundant one on our planet (Ourisson, 1987;
Prince, 1987). Bacteriohopanetetrol is the most abundant microbial hopanoid. 

Other compounds are diplopterol and tetrahymenol, which are found in 

 

Tetrahymena

 

 species.
These compounds occur in bacterial membranes, and their function has been proposed to be the
stabilization of the membrane structure, rather similar to that of membrane sterols in eukaryotes. 

Both sterols and hopanoids are rigid and rather flat amphipathic molecules. The amphiphilic
groups are, however, on opposite sides of the molecules: it is the 3-hydroxyl group in sterols and
the polyol side chain in hopanoids. The biosynthesis of sterols and hopanes shares a common
pathway from acetate to mevalonate and squalene, but differs thereafter. Direct cyclization leads
to hopane; lanosterol (Figure 1.6) is produced as an intermediate in the sterol pathway.

 

1.1.1.2.5 Vitamins 

 

A number of vitamins are fat-soluble and have solubility properties characteristic of lipids. Based
on this, they are frequently classified as lipids. Fat-soluble vitamins contain alicyclic or aromatic
rings, which are usually oxygenated and attached to an isoprenoid hydrocarbon chain or isoprenoid
alcohol. Aforementioned examples are retinol (vitamin A

 

1

 

) and ergocalciferol (vitamin D

 

2

 

). Other

 

FIGURE 1.3

 

Fatty acids.
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examples of fat-soluble vitamins are 

 

a

 

-tocopherol (vitamin E) and vitamins K

 

1

 

 and K

 

2

 

 (Figure 1.7).
Both vitamins K

 

1

 

 and K

 

2

 

 are substituted naphthoquinones with isoprenoid side chains differing in
length. They are abundant in most higher plants.

 

1.1.2 S

 

IMPLE

 

 E

 

STERS

 

The lipids discussed under this heading are saponifiable, that is, they are hydrolyzed by heating
with alkali to yield soaps.

 

FIGURE 1.4

 

Bacterial fatty acids.
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1.1.2.1 Acylglycerols

 

A number of complex lipids have, as a central part of their structure, the glycerol group. Glycerol
(1,2,3-propanetriol) has three reactive OH-groups and forms esters (ethers) with fatty acids (alco-
hols). Depending on the number of fatty acids (alcohols) reacting with glycerol, one obtains
monoacyl-(monoalkyl-), diacyl- (dialkyl-), and triacyl- (trialkyl-) glycerols (Figure 1.8). Triacyl-
glycerols, frequently also called triglycerides,* are the major components of dietary fats. They are

 

FIGURE 1.5

 

Detergents. Lysophospholipids are a class of detergents that is biologically important. A repre-
sentative of this class is lysophosphatidylcholine, which has one fatty acyl chain per polar group. The generic
term 

 

lysophospholipid

 

 indicates the detergentlike properties and the lytic activity of this class of lipds.

 

* This term should be avoided because it is misleading.
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also the major storage lipids for both plants and higher animals. Acylglycerols, particularly mono-
acyl- and diacylglycerols, are also minor components of biological membranes. Diacylglycerol
serves an important function as a second messenger in signal transduction (Bell, 1986). Many
biologically active substances, such as hormones and neurotransmitters, react with receptors at the
cell membrane and elicit an intracellular response. The mechanism of signal transduction has been
shown to involve phophatidylinositols and their products of lipolysis (see below).

 

1.1.2.2 Cholesteryl Esters

 

Cholesterol can be esterified with long-chain fatty acids to form cholesteryl esters (Figure 1.8),
which are much more hydrophobic than the parent compounds. Cholesteryl esters are constituents

 

FIGURE 1.6

 

Steroids and hopanoids.
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of serum lipoproteins. For example, low density lipoproteins (LDL) are rich in cholesteryl esters.
Cholesteryl esters are stored in organs such as the adrenal cortex and the corpus luteum of the
ovary, where they are precursors in the synthesis of steroid hormones. They accumulate in certain
disorders (Small, 1977), such as cholesteryl ester storage disease (Fredrickson and Ferrans, 1978),
atherosclerosis (Small and Shipley, 1974), familial hypercholesterolemia (Fredrickson et al., 1978),
and Tangier disease (Herbert et al., 1978). They are also minor components of cell membranes.

 

1.1.2.3 Waxes

 

Waxes are esters of long-chain saturated and unsaturated fatty acids having from 14 to 36 carbon
atoms, with long-chain alcohols having 16 to 34 carbon atoms (Figure 1.8).

 

1.1.3 C

 

OMPLEX

 

 L

 

IPIDS

 

1.1.3.1 Glycerophospholipids

 

The bulk of the membrane lipids belongs to the classes of complex lipids and glycolipids. The
most commonly found membrane lipids are the glycerophospholipids, which are summarized in
Figure 1.9. Glycerophospholipids are derivatives of 

 

sn

 

-glycero-3-phosphoric acid (Figure 1.15),
with usually two fatty acids esterified in the 

 

sn 

 

1 and 2 positions of the glycerol moiety. The
compound thus formed is 1,2-diacyl-

 

sn

 

-glycero-3-phosphoric acid, using stereospecific numbering
(

 

sn

 

; for details, see Section 1.2). The trivial name is 3-

 

sn

 

-phosphatidic acid. 
In virtually all naturally occurring glycerophospholipids, the polar group is attached to the 

 

sn

 

-
3-position of glycerol. One exception to this rule is the glycerol-based lipids of archaebacteria. As

 

FIGURE 1.7

 

Vitamins.
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discussed below, the stereospecific numbering is restricted to glycerol-containing lipids and has
certain disadvantages. A more systematic or formal designation of 3-

 

sn

 

-phosphatidic acid is 2,3-
diacyl-

 

D

 

-glycero-1-phosphoric acid. The advantages of this nomenclature are discussed in Section
1.2. Diacylglycerophospholipids may be regarded as phosphodiester derivatives of 1,2-diacyl-

 

sn

 

-
glycero-3-phosphoric acid. Even in the formal IUPAC/IUB nomenclature of glycerophospholipids
(see IUPAC-IUB Commission on Biochemical Nomenclature (CBN), 1977), the alcohols esterified
to diacylglycerophosphoric acid are designated by trivial names, such as choline, ethanolamine,
serine, glycerol, glycerolphosphate, myoinositol, etc. 

The generic term 

 

phosphatidyl

 

 stands for the 1,2-diacyl-

 

sn

 

-glycero-3-phosphomoiety. The dia-
cylglycerophospholipids shown in Figure 1.9 are the predominant lipids in most eukaryotic and

 

FIGURE 1.8

 

Acyl- and alkylglycerols, cholesteryl esters, and waxes. Cerotic acid and myricyl alcohol are
trivial names for hexacosanoic acid and 1-triacontanol, respectively.
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FIGURE 1.9

 

Glycerophospholipids. The generic term 

 

phosphatidyl-

 

 stands for 1,2-diacyl-

 

sn

 

-glycero-3-phos-
pho-. Thus, the systematic name of 1(3

 

¢

 

-sn-phosphatidyl)-inositol is 1-(1

 

¢

 

,2

 

¢

 

-diacyl-sn-glycero-3-phospho)-L-
myo-inositol. The aliphatic chains are saturated or unsaturated.
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prokaryotic membranes, excluding archaebacteria. Phosphatidic acid with a primary phosphate
group has detergentlike properties under certain conditions (Hauser and Gains, 1982) and is only
a minor component of membranes. It is, however, a key intermediate in the biosynthesis of
glycerophospholipids. 1,2-Diacyl-

 

sn

 

-glycero-3-phosphocholine is a major constituent of animal cell
membranes, and 1,2-diacyl-

 

sn

 

-glycero-3-phosphoethanolamine is often a major constituent of bac-
terial membranes. 1-(3

 

¢

 

-

 

sn

 

-phosphatidyl) inositol (Figure 1.9) constitutes only about 2% to 8% of
the phospholipids in eukaryotic membranes. A small fraction of phosphatidylinositol is phospho-
rylated at the 4-position of myoinositol (1-(3-

 

sn

 

-phosphatidyl) inositol-4-phosphate) or at both the
4- and 5-positions (1-(3

 

¢

 

-

 

sn

 

-phosphatidyl) inositol-4,5-bisphosphate). The latter compound, which
makes up 1% to 10% of the total phosphatidylinositol lipids, is a key compound in phosphatidyli-
nositol turnover and in the transduction of hormonal messages: upon the formation of a hormone-
receptor complex at the membrane level, 1-(3-

 

sn

 

-phosphatidyl) inositol-4,5-bisphosphate is hydro-
lyzed to diacylglycerol and inosit-1,4,5-trisphosphate, which both serve as second messengers in
the signal transduction. 

1,3-Bis(3

 

¢

 

-

 

sn

 

-phosphatidyl)-glycerol (diphosphatidyl glycerol or cardiolipin, Figure 1.9) is a
major phospholipid of inner mitochondrial, chloroplast, and some bacterial membranes. 

 

Plasmalo-
gen

 

 is a generic term for glycerophospholipids in which the glycerol moiety bears a 1-alkenyl ether
group. Ethanolamine plasmalogens or plasmenylethanolamines (Figure 1.9) are an important com-
ponent of myelin and the cardiac sarcoplasmic reticulum (Gross, 1985). The generic term for
phospholipids with only one hydrocarbon chain is 

 

lysophospholipid

 

 (Figure 1.5). The term 

 

lyso

 

 was
coined originally to point out the detergentlike properties and hemolytic activity of this lipid class.

 

1.1.3.2 Sphingolipids

 

The fundamental structure common to sphingolipids is sphinganine or dihydrosphingosine. Its
unsaturated analog is (4E)-sphingenine (

 

trans

 

-4-sphingenine) or sphingosine (Figure 1.10). The
simplest derivative of sphingosine is psychosine: a monosaccharide is bonded glycosidically to the
hydroxyl of position 1 of sphingosine. An example of a psychosine is 1-

 

O

 

-(-D-galactopyranosyl)-
sphingosine (Figure 1.10). Acylation of the NH

 

2

 

-group in the 2-position of sphingosine yields
another fundamental structure, 

 

N

 

-acyl-sphingosine, the generic term for which is 

 

ceramide

 

.
Although free ceramides are rare in biological membranes, they form the basic structure of complex
lipids such as sphingomyelins, cerebrosides, and gangliosides. 

All three classes of lipids are sphingolipids; nevertheless, it is customary to class cerebrosides
and gangliosides as glycolipids. In sphingomyelins, the terminal hydroxyl group of ceramide is
esterified, usually to phosphocholine or alternatively to phosphoethanolamine. Similar to glycero-
phospholipids, sphingomyelins contain a phosphodiester group; because of this and their close
resemblance to glycerophospholipids regarding the general physicochemical properties, sphingo-
myelins (Figure 1.10) are frequently grouped together with glycerophospholipids.

 

1.1.4 G

 

LYCOLIPIDS

 

1.1.4.1 Glycoglycerolipids

 

Glycoglycerolipids are glycerol-based lipids in which the 

 

sn

 

-3 position of glycerol is linked
glycosidically to a carbohydrate, e.g., galactose. They are major constituents of the thylakoid
membrane of chloroplasts. As such, they make up more than 5% of the polar plant lipids, repre-
senting one of the most abundant lipids in nature (Figure 1.11A). 

Glycoglycerolipids are rare in the animal kingdom. Glycoglycerolipids containing a sulfogroup
in the carbohydrate moiety are termed 

 

sulfolipids

 

. An example is given in Figure 1.11B, which is
a sulfonated derivative of 

 

a

 

-

 

D

 

-quinovosyldiacylglycerol. Note that 

 

a

 

-

 

D

 

-quinovose is 6-deoxy-

 

a

 

-

 

D

 

-
glucose and that the sulfolipid has a carbon–sulfur bond. Glycoglycerolipids are also found in
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substantial quantity in blue-green algae and bacteria. Gram-positive bacteria contain glycoglycer-
olipids with a variety of sugars. Archaebacteria also contain glycerol-based lipids (Figure 1.11C
through Figure 1.11G). Besides glycerol, they may contain more complex polyols, such as tetritol,
inositol, or even nonitol (carditol), as backbones. 

Another remarkable feature are the hydrocarbon chains, which comprise a variety of polyiso-
prenoid structures, e.g., phytanyl, biphytanyl, and cyclopentane biphytanyl. Biphytanyl chains with
40 carbon atoms having OH-functional groups on both ends are linked to polyols on both ends and
are termed bipolar (Luzzati et al., 1987). Also shown in Figure 1.11 are the types of linkages
between the polyol backbones and the polyisoprenoid chains that are found in archaebacteria. The
bulk (nearly 90%) of the lipids consist of the bipolar tetraether lipids which, due to their complexity,
are usually designated in a generic way. They are named glycerol-dialkyl-glycerol-tetraether and
glycerol-dialkyl-nonitol-tetraether; in the latter case nonitol replaces on the glycerol backbones. As
shown in Figure 1.11C, one biphytanyl (C

 

40

 

-residue) is linked through two ether bonds to the 2-
and 3-positions of two different 

 

sn

 

-glycerol groups. The same is true for the second biphytanyl
residue, resulting in a macrocyclic tetraether structure (Figure 1.11C). This structure consists of a
72-membered ring with 18 stereocenters (Luzzati et al., 1987). Each biphytanyl residue can contain
1–4 cyclopentane rings. Other types of linkages are also included in Figure 1.11. For instance, a
single biphytanyl chain is linked through ether bonds to the 2- and 3-position of a single 

 

sn

 

-glycerol
group, forming a macrocyclic diether which consists of a 36-membered ring (Figure 1.11D). Other
types of ether lipids occurring in archaebacteria are shown in Figure 1.11E through Figure 1.11G.

 

FIGURE 1.10

 

Sphingolipids.
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FIGURE 1.11

 

Glycoglycerolipids consist of diacylglycerol to which a mono- or disaccharide is linked
glycosidically in the 

 

sn

 

-3 position. In addition to these relatively simple structures, this class comprises more
complex, glycerol-based lipids found in archaebacteria. For practical reasons, the complex macro-cyclic diether
and tetraether lips of archaebacteria are designed using an abbreviated schematic nomenclature (examples are
structures C, D, and E). For simple archaebacterial lipids, such as lipids F and G, a more systematic
nomenclature is used. Phytanyl (C

 

20

 

) residues with one functional OH-group are termed 

 

monopolar

 

; biphytanyl
(C

 

40

 

) residues with OH-groups on both ends of the chain are called 

 

bipolar

 

.
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1.1.4.2 Glycosphingolipids

 

1.1.4.2.1 Cerebrosides

 

The fundamental structure of cerebrosides is ceramide. Monoglycosyl- and oligoglycosylceramides,
in which a mono- or polysaccharide is bonded glycosidically to the terminal OH-group of ceramide,
are defined as cerebrosides. Monogalactosylceramide is the largest single component of the myelin
sheath of nerves (Figure 1.12). More complex cerebrosides are named as oligoglycosylceramides,
using the appropriate trivial name of the mono- or oligosaccharide residues. It is understood that
the sugar moiety is linked glycosidically to the C-1 hydroxyl group of ceramide. An example is
lactosylceramide. For glycosphingolipids carrying two or more sugar residues, the shorthand system
listed in Table 1.3 is used. Cerebrosides carrying a sulfuric ester (sulfate) group, formerly called
sulfatides, also occur in the myelin sheath of nerves. These compounds are preferably named as
sulfates of the parent glycosphingolipid (Figure 1.12).

Glycosphingolipids of the globo and lacto series usually lack sialic acid. They are neutral and
may be regarded as complex cerebrosides with four and more carbohydrate residues. In the globo
series, the sequence of carbohydrates is GalNAc-Gal-Gal-Glc-Cer; in the lacto series, it is Gal-
GlcNAc-Gal-Glc-Cer (for the abbreviations see Table 1.3).

1.1.4.2.2 Gangliosides
Sialoglycosphingolipids, or gangliosides, are a class of complex glycosphingolipids that contain a
polysaccharide chain of four sugars glycosidically linked to the C-1-hydroxyl group of ceramide.
They are anionic lipids because the polysaccharide chain contains one or more molecules of the
negatively charged sialic acid (N-acetylneuraminic acid, NeuAc) (Figure 1.12). The sialic acid is
bound glycosidically to one of the sugar residues of the oligosaccharide chain. A shorthand notation
for gangliosides has been introduced (Table 1.3). The pictorial representation of gangliosides (e.g.,
of the structure of GM1 shown in Figure 1.12) has the advantage of perspicuity compared to the
shorthand notation given in Table 1.3.

Glycosphingolipids are present on the outer surface of mammalian plasma membranes, usually
as minor components. In epithelial brush border membranes, they are, however, a major constituent.
Glycosphingolipids have antigenic properties and act as receptors for antibodies, lectins, and certain
toxins. Glycosphingolipids carrying blood group antigens are constituents of the erythrocyte mem-
brane and exposed on the external surface of erythrocytes. The antigenic properties have been
identified with oligosaccharides. Glycosphingolipids are believed to originate in the membranous
system of the endoplasmic reticulum, from which they are exported to the Golgi apparatus. Secretory
vesicles are assumed to bud off the Golgi cisternae and eventually fuse with the cell membrane.
By this process, glycosphingolipids arrive at the site of destination and are incorporated in the
correct orientation. Glycosphingolipids are therefore also found in the membranes of the previously
mentioned cell organelles.

1.1.4.3 Lipopolysaccharides

Lipid X, lipid Y, and lipid A (Figure 1.13) are constituent molecules (Raetz, 1984) of lipopolysac-
charides, which occur in the outer leaflet of the cell envelope of Gram-negative bacteria.
Lipopolysaccharides (Figure 1.14) are complex glycolipids that are responsible for the antigenicity
and pathogenicity of Escherichia coli and other Gram-negative bacteria. They display a wide variety
of biological activities: among others, they mediate the interaction of the microorganism with the
host cell, they activate the immune system of mammals, and they have endotoxic activity. A
synonym for lipopolysaccharide is endotoxin (Rietschel et al., 1982).

These activities are responsible for the great interest that lipopolysaccharides have aroused in the
last two decades. Lipid A provides the hydrophobic portion with which lipopolysaccharides are
anchored in the cell envelope of Gram-negative bacteria. The chemical structure of lipid X and lipid
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FIGURE 1.12 Glycosphingolipids (cerebrosides and gangliosides). The key to the abbreviations used is given
in Table 1.3.
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Y was recently elucidated; both lipids may be regarded as constituent molecules of lipid A. Lipid X
is 2,3-bis((R)-3-hydroxymyristoyl) a-D-glucosamine-1-phosphate, and lipid Y is a triacyl-D-glu-
cosamine-1-phosphate derivative, in which the hydroxyl of N-(R)-3¢-hydroxytetradecanoyl is esterified
with hexadecanoic acid (Figure 1.13). The chemical structure of lipid A varies widely from species
to species. The structure of lipid A of Escherichia coli has been studied extensively, and its proposed
structure is shown in Figure 1.13 (Rietschel et al., 1984). At the central part of the molecule are two
2-deoxy-2-amino-D-glucopyranosyl residues, which are b1¢-6-interlinked. This disaccharide carries
two primary phosphate groups, one in position 4¢ of the nonreducing glucosamine residue (GlcN II)
and another one esterified in position 1 of the reducing glucosamine (GlcN I). Another phosphate
may be added to the a-linked phosphate in a nonstoichiometric way, forming a pyrophosphate. For
instance, in lipid A of Salmonella minnesota, the pyrophosphate is replaced by ethanolamine. Lipid
A has a characteristic set of long-chain fatty acids that are bound to both amino and hydroxyl groups
of the two glucosamine residues. The hydroxyl and amino group of GlcN I are acylated by (R)-3-
hydroxytetradecanoic acid, the hydroxyl group in position 3¢ by (R)-3-tetradecanoyloxytetradecanoic
acid, and the amino group of GlcN II by (R)-3-dodecanoyloxytetradecanoic acid. Lipid A of different
organisms varies in the number of chain length of the fatty acids (Figure 1.13).

Of various lipopolysaccharides studied to date, those of Salmonella have probably been inves-
tigated most thoroughly (Lüderitz et al., 1982) (Figure 1.14E and Figure 1.14F). As evident from
this figure, lipopolysaccharides consist of a hydrophobic portion, termed lipid A, and a long,
hydrophilic polysaccharide chain. The latter is covalently linked to lipid A and can be subdivided
into the core and the O-specific polysaccharide chain. As shown in the schematic diagram of Figure
1.14E, one to three molecules of 3-deoxy-D-manno-2-octulosonic acid, abbreviated KDO (see

TABLE 1.3
Shorthand Notation of Glycosphingolipids

Structure Series Abbreviation

Gal(b1-4)Glc(b1-1)Cer Lactosylceramide
Gal(b1-3)GalNAc(b1-4)Gal(b1-4)Glc(b1-1)Cer

❘

NeuAc(a2-3)

Ganglio series GM1

Fuc(a1-2 or 3)Gal(b1-3)GalNAc(b1-4)Gal(b1-4)Glc(b1-1)Cer
❘

NeuAc(a2-3)

Ganglio series Fuc-GM2

GalNAc(b1-4)Gal(b1-4)Glc(b1-1)Cer
❘

NeuAc(a2-3)

Ganglio series GM2

NeuAc(a2-3)Gal(b1-4)Glc(b1-1)Cer Ganglio series GM3

Gal(b1-3)GalNAc(b1-4)Gal(b1-4)Glc(b1-1)Cer
105 ❘ ❘

NeuAc(a2-3) NeuAc(a2-3)

Ganglio series GD1a

Gal(b1-3)GalNAc(b1-4)Gal(b1-4)Glc(b1-1)Cer
107 ❘

NeuAc(a2-8) NeuAc(a2-3)

Ganglio series GDb1

NeuAc(a2-3) Gal(b1-3)GalNAc(b1-4)Gal(b1-4)Glc(b1-1)Cer
109 ❘

NeuAc(a2-8) NeuAc(a2-3)

Ganglio series GT1b

GalNAc(b1-3)Gal(a1-4)Gal(b1-4)Glc(b1-1)Cer Globo series
GalNAc(a1-3)GalNAc(b1-3)Gal(a1-4)Gal(b1-4)Glc(b1-1)Cer Globo series
Gal(b1-3)GlcNAc(b1-3)Gal(b1-4)Glc(b1-1)Cer Lacto series
Gal(b1-3)Gal(b1-4)GlcNAc(b1-3)Gal(b1-4)Glc(b1-1)Cer Lacto series
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Figure 1.14A through Figure 1.14C), bridge the hydrophobic lipid A and the hydrophilic polysac-
charide chain. The hydroxyl in position 6¢ of the disaccharide backbone of lipid A (see GlcN II of
Figure 1.13) is covalently linked to KDO (see Figure 1.14E). The three regions of lipopolysaccha-
rides differ not only in their chemical structures, but also in their functional properties (Lüderitz
et al., 1982). The viability of the bacterial cell is associated with a minimal core structure, the
antigenic properties are determined by the O-specific polysaccharide chain, and the endotoxic
principle is lipid A. Lipopolysaccharides have been reported to form smectic (lamellar) phases both
in the dry and the hydrated state, and this is probably also true for their aqueous dispersions. The
dimensions of different regions of Salmonella lipopolysaccharides, as derived from X-ray diffraction
(Labischinski et al., 1985), are shown schematically in Figure 1.14F.

1.2 THE STEREOCHEMISTRY OF LIPIDS

1.2.1 GLYCEROL-BASED LIPIDS

The following discussion deals with the stereochemistry of membrane lipids. Of particular interest
here are the glycerophospholipids; related to them are the acylglycerols, sphingolipids, and gly-

FIGURE 1.13 Lipopolysaccharides. The proposed chemical structure of lipid A of Escherichia coli is pre-
sented, together with the chemical structure of lipid X and lipid Y, which are constituent molecules of lipd
A. GlcN = glucosamine. The dotted line in the lipid A structure indicates nonstoichiometric substitution.
(From Raetz CRH; and Rietschel et al., both in Handbook of Endotoxins, Vol. 1. Elsevier, Amsterdam, 1984.)
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colipids. The stereospecific numbering (sn) of glycerol derivatives introduced by Hirschmann (1960)
has proved useful in the description of steric and chemical relationships of acylglycerols. It is
widely accepted and used not only for acylglycerols but also for complex glycerolipids and
glycerophospholipids. In the convention of stereospecific numbering, the C-atom that appears on
top in the Fischer projection, showing a vertical carbon chain with the hydroxyl group at carbon
atom 2 pointing to the left, is designated C-1. To indicate such numbering and in order to distinguish
it from conventional numbering conveying no steric information, the prefix sn is used. For instance,
sn-glycerol-3-phosphate is the parent structure common to all naturally occurring glycerophospho-
lipids. Its configuration is shown in Figure 1.15. According to the standard rules of nomenclature,
this compound is named D-glycerol-1-phosphate. Its enantiomer is sn-glycerol-1-phosphate or L-
glycerol-1-phosphate (Figure 1.15).

It has been pointed out that stereospecific numbering, though useful in some cases, is limited.
For instance, it cannot be extended to sphingolipids (Hauser et al., 1981) and hence is unsuitable

FIGURE 1.14 Structure of 3-deoxy-D-manno-2-octulosonic acid (or 2-keto-3-deoxy-D-manno-octonic acid),
abbreviated KDO. In (A) the Fischer projection of the acyclic form is shown, in (B) the Haworth projection,
and in (C) the chair form. (D) The chemical structure of the 2-4 linked KDO disaccharide as isolated from
lipopolysaccharide of Salmonella godesberg. This disaccharide represents a common constituent of bacterial
lipopolysaccharides. (Adapted from Brade H et al.: Zbl. Bakt. Hyg. A 1988, 268: 151.) (E) schematic diagram
of the structure of Salmonella lipopolysaccharides. The number of nonhydroxylated and hydroxylated fatty
acids shown in this drawing is arbitrary. All carbohydrates present in the O-specific chain and in the core are
in the pyranose form. The nature of the sugar residues in the O-specific and the core polysaccharide chain,
together with the glycosidic linkages between these residues, between the core acid KDO, and between the
KDO-disaccharide and lipid A are all givien in shorthand notation beneath the schematic diagram of the
lipopolysaccharide structre. Note that the fatty acids contain 12 or more C-atoms and may be b-hydroxylated.
Abbreviations: Abe = abequosin; Glc = glucose; GlcNAc = N= acetylglucosamine; Gal = galactose; Man =
mannose; Rha = rhamnose; Hep = L-glycero-a-D-mannoheptose equivalent to -L-D-Hep or -Hep. (F) Proposed
structural dimensions of Salmonella lipopolysaccharide derived from X-ray diffraction (Labischinski et al.,
1985). LPS = lipopolysaccharide; HR = hydrophilic region of lipid A, which is the phosphorylated glucosamine
disaccharide; LR = lipophilic region consisting of fatty acyl chains of lipd A; KDO = 3-deoxy-D-manno-2-
octulosonic acid; PS = polysaccharide chain of LPS. (From Lüderitz O et al.: in Current Topics in Membranes
and Transport, Vol. 17, Academic Press, New York, 1982). Continued.
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for the discussion of structural and configurational relationships between glycerophospholipids and
sphingolipids. Using the standard rules of nomenclature in the discussion of lipid structure has
been proposed (Sundaralingam, 1972; Hauser et al., 1981). This has the advantage that configura-
tional analogies are disclosed. For instance, the configurational analogy between glycerophospho-
lipids and sphingolipids is evident from Figure 1.15. The asymmetric C(2)-atom of both classes of
compounds has the D-configuration. A uniform atom numbering and nomenclature is therefore a
prerequisite if conformations of the two classes of compounds are discussed and compared. Using
the atom numbering as shown in Figure 1.15B, the configuration of asymmetric C-atoms may be
defined by either the D/L or the R/S system. The universal character of the R/S system speaks for
itself. Its only disadvantage is that it might obscure configurational analogies. This is true for the
configuration of the C(2)-atom of glycerophospho- and sphingolipids. As is evident from Figure
1.15, they have the R- and S-configuration, respectively (cf. Figure 1.15C and Figure 1.15E). In
this case, the D/L system is preferred because it brings to the fore the configurational analogy (cf.
Figure 1.15B and Figure 1.15D). In structural work on lipids, therefore, adherence to the standard
rules of nomenclature and avoidance of the stereospecific numbering of glycerol is recommended. 

Asymmetric C-atoms are preferably defined by the R/S system; if need arises, use of the D/L
system is made. The C(2)-atom of the glycerol of monoglycosyl- and diglycosyl diacylglycerols
(e.g., 3(b-D-galactosyl)-1,2-diacyl-sn-glycerol) has the same configuration as in glycerophospho-
lipids. In contrast, in acylglycerols of archaebacteria the configuration of the C(2)-atom is reversed:
the glycosidic bond is at the sn-1-position and the glycerol backbone becomes sn-2,3-dialkyl rather
than 1,2-dialkyl as in glycerophospholipids (cf. Figure 1.11).

FIGURE 1.15 Stereochemistry of natural glycerophospholipids, glycoglycerolipids, and sphingolipids. Dif-
ferent conventions (sn, D/L, R/S) are used to describe the stereochemistry of the asymmetric carbon atom 2
of glycerolipids and sphingolipids. Molecules (A) to (C) represent naturally occurring glycerophospholipids;
the configuration of the asymmetric C-atom 2 of glycerol is defined by the sn (A), the D/L (A and B), and
the R/S system (C). Molecules (D) and (E) represent a naturally occurring sphingolipid and asymmetric carbon
atom 2, which is defined by the D/L (D) and the R/S system (E). The use of the D/L system reveals the
configurational analogy of the two classes of compounds. (A) 1,2-diacyl-sn-glycero-3-; (B) 2,3-diacyl-D-
glycero-1-; (C) (2R)-2,3-diacylglycero-1-; (D) N-acyl-2D-amino-(4E)-octadecene-1,3D-diol; (E) N-acyl-(2S,
3R, 4E)-2-amino-4-octadecene-1,3-diol.
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1.2.2 SPHINGOLIPIDS

The stereochemistry of sphingosine and its relation to glycerophospholipids have been discussed
previously (cf. Figure 1.15). For reasons mentioned, it is desirable to use the D/L or the R/S system.
The systematic name is then preceded by configurational prefix(es) specifying the asymmetric
center(s). For instance, sphinganine is D-erythro-2-amino-1,3-octadecanediol or, alternatively, (2S,
3R)-2-amino-1,3-octadecanediol. The configurational prefix erythro indicates that both the amino
and hydroxyl group are on the same side (Figure 1.15). Sphingosine or (4E)-sphingenine (Figure
1.10) is therefore 2D-amino-trans-4-octadecene-1,3-D-diol. Phytosphingosine with three asymmet-
ric centers is 4D-hydroxysphinganine or (2S, 3S, 4R)-2-amino-1,3,4-octadecanetriol.

1.2.3 STEROIDS

The accepted numbering of the steroid nucleus and the side chain is shown in Figure 1.16. The
alicyclic 4-ring system of steroids consists of three fused six-membered rings and one five-mem-
bered ring. Cholestane may be regarded as the fundamental steroid structure (Figure 1.16). In
cholestane rings A and B, B and C and C and D are fused in the trans-configuration, that is, the
H or CH3-substituents attached to the two bridging carbon atoms of the rings project on opposite

FIGURE 1.16 Stereochemistry of steroids. Cholestane may be regarded as the fundamental steroid structure.
Note that in the chair form of cholestane and coprostane, the H-atom at carbon atom 5 is omitted.
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sides of the ring system. The fact that the ring fusions are all trans in cholesterol and related
compounds is responsible for the compact and relatively flat arrangement of the ring system of
cholesterol, shown in Figure 1.16. The stereochemistry of each atom or group is defined with
respect to the plane of the four-ring system: 

• The orientation of an atom or group above the ring plane is denoted b and indicated by
a solid line. 

• That below the ring plane is denoted a and given by a dashed line. 

The methyl groups at the junction of rings A and B (C19) and C and D (C18) are termed
angular. These two methyls, the OH-group, and the side chain of cholesterol are all on the same
side of the ring (b-orientation). However, in some sterols the 3-OH group is a-oriented. Note that
the configuration of the asymmetric carbon atom in position 20 is R. Cholesterol contains a double
bond between C5 and C6, which distorts both the A-ring and the B-ring from the unstrained chair
conformation. It was found that oxidation of 5b-cholestane yields cholanic acid, which is also
obtained by dehydration of cholic acid at 300ºC, followed by hydrogenation. This is chemical
evidence that the stereochemistry of bile acids, such as cholic acid and related compounds, is
different from that of cholesterol. In bile acids, rings A and B are fused in the cis-configuration
(Figure 1.16). The same kind of ring fusion is present in coprostane and -coprostanol, a compound
produced from cholesterol by bacterial action and found in large amounts in feces. The cis-fusion
of rings A and B alters the overall shape of the steroid nucleus from a relatively flat to a distinctly
bent arrangement (Figure 1.16). 

Coprostane and 5-a-cholestane are stereochemically related like cis- and trans-decalin. For
comparison, the chairform of cholate is included in Figure 1.16. All three OH-groups, as well as
the side chain with the carboxyl group, lie on the a-side of the ring plane, giving rise to a hydrophilic
surface. Bile salts may therefore be regarded as amphipathic molecules having a hydrophilic and
a hydrophobic surface. The a-axial orientation of the mobile side chain at C17 of bile salts was
inferred from monolayer experiments. In the protonated form of bile acids, the side chain is believed
to attain an almost coplanar orientation with the ring plane.

1.3 THE LIPID COMPOSITION OF BIOLOGICAL MEMBRANES

The major components of biological membranes are proteins and lipids. Carbohydrates, which
account for about 10% of the weight of plasma membranes, are invariably covalently bound to
either protein or lipid. The relative amounts of protein and lipids vary widely, as evident from
Table 1.4. In addition to natural variations, there are variations in the protein/lipid ratio, depending
on the isolation procedure. There are a number of proteins which are only weakly bound to the
membrane surface by mainly electrostatic forces and which are readily liberated from the mem-
brane structure in the course of the isolation of the membrane. Changes in ionic strength, pH, or
the buffer composition (e.g., the addition or removal of a chelator such as EDTA) suffice to remove
these proteins from the membrane. As a result, the protein/lipid weight ratio of the membrane
will decrease.

The enormous diversity of lipids is a remarkable feature of biological membranes. The reason
for this diversity is still a matter of debate, despite our increasing awareness of the various roles
lipids play in membranes. Table 1.4 and Table 1.5 summarize the lipid composition and the fatty
acid composition, respectively, of mammalian plasma and subcellular membranes. As mentioned
previously, the major phospholipids are phosphatidylcholines and phosphatidylethanolamines, with
the negatively charged phospholipids contributing about 10% to 20% (Table 1.4). Table 1.5 shows
that the acyl chains have an even number of C-atoms, ranging from C14 to C22, with a predominance
of acyl chains with 16 and 18 C-atoms. Nearly all double bonds have the Z- or cis-configuration.
The degree of unsaturation can vary considerably. Most common, however, are acyl chains with
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TABLE 1.4
Lipid Composition of Plasma and Subcellular Membranes

Percentage of Phospholipids* Phospholipids
(mg/mg
protein)

Cholesterol
(mg/mg
protein)PC PE PS PI PA CL LGP** SM

Rectal gland plasma membrane 50.4 35.5 8.4 <1 — — — 5.7 389 n.d.
Brush border membrane 33.3 35.6 7.4 8.2 1.2 n.d. 4.1 10.3 190 50
Cholinergic receptor membranes 37 40.5 17 <1 — <1 <1 330(480)*** 135(190)***
Plasma membrane 39 23 9 8 1 1 2 16 672 128
Mitochondria 40 35 1 5 — 18 1 1 175 3
Microsomes 58 22 2 10 1 1 11 1 374 14
Lysosomes 40 14 2 5 1 1 7 20 156 38
Nuclear membrane 55 13 3 10 2 4 3 3 500
Golgi membrane 50 20 6 12 <1 1 3 8 825 38
Sarcoplasmic reticulum 72.7 13.5 1.8 8.7 <1 <1 — 1 603 78

12

Note: n.d.: not determined. More data on the lipid compositions of enterocyte membranes can be found in the review by
Pind and Kuksis (1986).

*  Abbreviations of phospholipids: PC, phosphatidylcholine; PE, phosphatidylethanolamine; PS, phosphatidylserine; PI,
phosphatidylinositol; PA, phosphatidic acid; CL, cardiolipin; LGP, lysoglycerophospholipid.
** Values for LGP in excess of a few percent should be viewed with caution. High contents of lysoglycerophospholipids
are probably the result of phospholipid degradation during preparation.
*** Values for two different preparations by the same authors.

Source: From dog fish (Perrone et al., 1975), rabbit small intestine (Hauser et al. 1980a), Torpedo marmorata (calculated
from Popot et al., 1978), rat liver (Daum, 1985), and rabbit (Meissner and Fleischer, 1971).

TABLE 1.5
Fatty Acid Composition of Phosphatidylcholine of Some Membranes From Rat Liver

Fatty Acids as Weight%

14:0 16:0 16:1  18:0  18:1  18:2  18:3  20:0  20:3 20:4 22:6

Rat liver 0.5 29.7 1.0 16.8 10.4 16.8 1.5 18.3 3.4
Mitochondrial (outer) 0.4 27.0 4.1 21.0 13.5 13.5 1.1 15.7 3.5
Mitochondrial (inner) 0.3 27.1 3.6 18.0 16.2 15.8 1.0 18.5 3.8
Plasma membrane 0.9 36.9 31.2 6.4 12.9 tr tr 11.1
Microsomes

Smooth endoplasmic reticulum 0.4 28.6 3.1 26.5 10.6 14.9 1.4 14.0 0.7
Rough endoplasmic reticulum 0.5 22.7 3.6 22.0 11.1 16.1 1.8 19.7 2.9

Golgi 0.9 34.7 22.5 8.7 18.1 tr tr 14.5

Note: tr = trace.

Source: The data were taken from White (1973). The fatty acid composition varies depending on the nature of the
phospholipid. The reader interested in the fatty acid composition of different membrane phospholipids is referred to the
review paper by White (1973).
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one to four double bonds. Phospholipids usually have one unsaturated acyl chain in the sn-2-
position. Any single membrane may contain more than 100 individual lipid species. Whether or
not the lipid heterogeneity is an absolute requirement so that the membrane can fulfill its functional
role is still unclear. Lipids actively participate in a number of specialized functions:

1. Membrane lipids are supposed to form liquid crystalline bilayers in which the proteins
are embedded and can function adequately. Some lipids may be required for morpho-
logical reasons. They may stabilize particular regions of the bilayer, e.g., bilayers of high
curvature or bilayers involved in the formation of a tight junction with another membrane.

2. Specific lipids may accumulate in the boundary layer of enzymes and may be required
to optimize enzymatic activities.

3. Lipids may participate in metabolism and represent intermediate compounds. Other lipids
may be involved in regulatory functions. A notable example is phosphatidylinositol and
its phosphorylated analogs.

4. There is an ever-increasing body of evidence that lipids are involved in a number of
specialized functions. Glycolipids have been implicated in such important functions such
as cell recognition, cell differentiation, and cell growth. Isoprenoid lipids play specialized
roles as vitamins; some quinones, such as ubiquinones and menaquinones, are involved
in electron transport and energy transduction.

1.4 X-RAY CRYSTALLOGRAPHY OF LIPIDS

The crystal structures described here are of interest because they represent minimum free energy
conformations that may be relevant to the structures of less ordered lipid aggregates, such as the
liquid crystalline state. The crystal structures serve as a valuable reference in the discussion of
motionally averaged structures and conformations, as, for instance, those encountered in liquid
crystalline phases. They have proved most useful in the interpretation of lower-resolution studies,
such as X-ray and neutron powder diffraction, magnetic resonance (NMR, ESR), IR, Raman, and
fluorescence spectroscopic studies. In addition to the chemical structure of lipids discussed in
Section 1.2, the knowledge of the three-dimensional structure of lipids at or near atomic resolution
(~0.1 nm) is required for a complete understanding of their functional role, whether biological or
technological. It is already obvious that the knowledge of the crystal structure of lipids has greatly
advanced our understanding of lipid conformation, dynamics, and interactions in natural environ-
ments, e.g., in biological membranes and serum lipoproteins. The primary technique for deriving
the three-dimensional structure in the solid state is X-ray crystallography. Provided that suitable
single crystals are available, it allows the determination of the atoms in space with high precision,
yielding bond lengths, angles, and torsion angles. Furthermore, details of the molecular packing
arrangement and intermolecular distances are obtained.

At the early stages, lipid crystallography was hampered by the difficulties in synthesizing pure
lipids and isolating them from natural sources. Related to this problem was the difficulty of growing
single crystals suitable for X-ray crystallographic analysis. Lipids have a tendency to form very
thin, platelike crystals with limited growth in the direction of the lipid long molecular axis. It was
not until about 1960 that the related problems of lipid purity and crystal growth were overcome,
at least partially, and a number of crystal structures of simple lipids, such as alkanes, alcohols,
fatty acids, and soaps, were solved. The reader interested in these lipid structures is referred to an
excellent review by G. Shipley (Shipley, 1986). It was in 1974 that the first crystal structure of a
phospholipid, phosphatidylethanolamine, was reported (Hitchcock et al., 1974) and in 1977 the
first and, so far, only crystal structure of a glycolipid, a cerebroside (Pascher and Sundell, 1977).
The reason for the scarcity of single-crystal structures of complex lipids is primarily due to
difficulties in producing suitable crystals.
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Single-crystal structures of membrane lipids, particularly the more complex ones, are briefly
discussed in this section. The emphasis will be on general principles governing the molecular
packing arrangement and the most stable conformation (of minimum free energy) of lipids in
bilayers. It should be understood that the crystallographic data vary widely in precision, due mainly
to differences in crystal quality.

1.4.1 CRYSTAL STRUCTURES OF SIMPLE LIPIDS

From early X-ray crystallographic studies on simple lipids, including hydrocarbons, alcohols, fatty
acids, and soaps, some key features emerged concerning the hydrocarbon chain conformation and
packing. The conformation of the –C-C- bonds of the hydrocarbon (polymethylene) chain is, with
very few exceptions, all-antiperiplanar.* The C-C bond lengths vary between 0.149 nm (1.49 Å)
and 0.152 nm (1.52 Å) and the C-C-C bond angles between 114º and 116º (Shipley, 1986). A
general principle evolving from these early studies is that lipid molecules pack in a layer arrange-
ment. This has been confirmed by more recent single-crystal studies on complex lipids. The
predominant packing arrangement is the bilayer; see, for instance, the single-crystal structures of
glycerophospholipids. Less frequently, other layer arrangements are observed, e.g., lipid molecules
may pack as a single layer, or monolayer.

The fundamental principle governing the molecular packing is maximization of the interaction
energy between various portions of the amphipathic lipid molecule. This results in a packing
arrangement in which the hydrocarbon chains form layers bordered by polar group layers. The long
hydrocarbon chains are packed in a regular and periodic structure within the real unit cell. The
repeating unit of the whole structure is defined by the unit cell, whereas the internal periodic
structure of the hydrocarbon chain packing is defined by the subcell. The three axes of the subcell
are as, bs, cs: the translation relating equivalent positions within a single hydrocarbon chain is given
by cs, the lateral translations relating adjacent hydrocarbon chains by as and bs. Simple subcells
with triclinic (T), orthorhombic (O), monoclinic (M), and hexagonal (H) symmetry are found in
the crystal structure of simple lipids. It was recognized that the C-C-C zigzag plane of neighboring
chains are in either a mutually parallel or perpendicular orientation, indicated by the symbols ΩΩ
and ^, respectively. For instance, the symbols O and O^ indicate orthorhombic subcells with the
plane of the hydrocarbon chains being in parallel and perpendicular orientation, respectively. More
recently, it has been shown that more complicated subcells are required to describe the mode of
hydrocarbon chain packing in complex membrane lipids, notably phospho- and sphingolipids.
Because these chain packing modes contain features of several simple subcells, they are termed
hybrid subcells. A valuable review addressing simple and hybrid subcells was published by Abra-
hamsson et al. (1978).

Simple lipids, such as alcohols, fatty acids, methyl and ethyl esters of fatty acids, and soaps,
crystallize predominantly as bilayers (Shipley, 1986). They exhibit polymorphism, which is based
primarily on different modes of hydrocarbon chain packing, i.e., different subcells. Other parameters
in which these crystal structures differ are the tilt angle** of the hydrocarbon chains and the
hydrogen bonding within the polar group layer.

Of all the lipids, fatty acids have been studied most extensively by X-ray crystallography. A
characteristic feature of long-chain fatty acids is a complex polymorphism. In most crystals of fatty

* The terminology of Klyne and Prelog (1960) is used here to define torsion angle ranges (cf. Table 1.6).  Unfortunately,
the nomenclature used in the literature is not uniform.  Frequently, the shorter term trans is used instead of antiperiplanar.
This may be confusing because trans is also used as a configurational term for defining the geometric isomerism of double
bonds and ring systems (Hauser et al., 1981).  We recommend the Klyne and Prelog terminology for defining torsion angle
ranges and replacing the old cis–trans system with the (E,Z) system for defining the stereochemistry of double bonds and
ring systems.
** The angle of tilt of the hydrocarbon chains is defined either with respect to the basal or polar group plane; alternatively,
it is the angle between the hydrocarbon chain axis and the layer normal (Hauser et al., 1981).
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acids, hydrogen-bonded dimers occur as a structural element. As a representative structure of a
fatty acid, the crystal structure of n-octadecanoic (stearic) acid is shown in Figure 1.17. This fatty
acid crystallizes in a monoclinic unit cell, space group P21/a, containing four molecules in the unit
cell (Goto and Asada, 1978). The hydrocarbon chain packing mode is defined by the orthorhombic
O^ subcell; note that the axes of all hydrocarbon chains are aligned in parallel. Two fatty acid
molecules form a centrosymmetrical dimer, held together by two hydrogen bonds between the
oxygen atoms of opposing carboxyl groups. The hydrocarbon chains do not have a complete all-
antiperiplanar conformation; the C(2)-C(3) bond is in the synclinal conformation.

1.4.2 CRYSTAL STRUCTURES OF CHOLESTEROL

The crystal structures of cholesterol and cholesterol monohydrate are of considerable interest.
Crystalline cholesterol monohydrate is the main constituent of gallstones. It crystallizes in large
single crystals of ~1 mm in length inside the gall bladder and gall bladder duct. Microcrystals of
cholesterol monohydrate also occur in atherosclerotic lesions. The precision of the single-crystal

FIGURE 1.17 Molecular packing in the single-crystal structure of n-octadecanoic (stearic) acid viewed along
the b-axis. The dotted lines indicate hydrogen bonds that link fatty acid molecules of opposing bilayers. In
this way, fatty acid dimmers are formed. (Adapted from Goto M and Asada E: Bull. Chem. Soc. Jpn. 1978,
51: 2456.)
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structure determination of cholesterol and its derivatives varies widely, not only from structure to
structure but even within the same structure. Within the dimension of one cholesterol molecule,
the precision is best for the atoms of the fused ring (tetracyclic) system, which represents a rigidly
bonded framework: for room-temperature studies, bond length and angles of the ring system are
determined with standard deviations, typically 2·10-3 nm and 1.5º. For low-temperature studies at
-150ºC, the estimated standard deviations for bond lengths and angles are 4·10-4 nm and 0.2º; see,
for instance, the single-crystal structure of cholesteryl acetate determined at -150ºC, in which all
the hydrogen atoms could be located experimentally (Sawzik and Craven, 1979). 

In contrast, the cholesteryl side chain attached to C(17) (cf. Figure 1.16) has considerable
thermal motion at room temperature, including large-amplitude torsional vibrations, librations, and
translations. For instance, the isopropyl group in single crystals of cholesteryl myristate is highly
disordered and virtually in the liquid state (Craven and DeTitta, 1976). The apparent root mean
square amplitudes of its thermal vibrations range from 0.08 to 0.13 nm at room temperature. In
comparison, the carbon atoms of the C(17) cholesteryl side chain are clearly resolved in the single-
crystal structure of cholesteryl acetate at -150ºC, with root mean square amplitudes of thermal
vibrations ranging between 0.012 and 0.025 nm (Sawzik and Craven, 1979). Both cholesterol and
its monohydrate crystallize in a rare triclinic space group P1, with the lowest possible symmetry.
In both crystals, the unit cell contains eight molecules of cholesterol which are not related by true
crystallographic symmetry operations (Shieh et al., 1977; Craven, 1976, 1979, 1986). 

Figure 1.18A shows the single-crystal structure of cholesterol monohydrate. The crystal consists
of cholesterol bilayers of thickness D = 3.39 nm. The ring systems and the molecular long axes of
all cholesterol molecules are nearly parallel. The molecular long axis has a tilt angle of about 17º
with respect to the (001) plane, which is parallel to the plane containing the hydrogen-bonded
oxygen atoms. The eight molecules in the unit cell are related by the following sublattice transla-
tions, which are as rigorous as those of a true crystal lattice: 

• The molecules A and B, and also the molecules E and F, are related by translations b/2. 
• The molecules C and D, as well as the molecules G and H, are related by translations a/2. 
• The subcell repeats are then (a/2,b) and (a,b/2) for the top and bottom half of the

cholesterol bilayer, respectively (Figure 1.18A).

The crystal structures of cholesterol monohydrate and cholesterol are quite different regarding
the molecular packing and the nature of pseudosymmetry relating the eight molecules in the unit
cell (for details see Shieh et al., 1977). The cholesteryl side chain at C(17) of cholesterol mono-
hydrate is disordered due to thermal motion. The root mean square amplitudes of vibration range
from 0.025 to 0.04 nm. As evident from Figure 1.18B, there are marked differences in conformation
in this side chain between the four pairs of molecules. The hydrogen bonding within the plane
containing the OH-groups of cholesterol and the water molecules is shown in Figure 1.18C. The
C(3) hydroxyl groups and water molecules are hydrogen-bonded to form a pleated sheet. Each
oxygen atom forms three hydrogen bonds, with O-O distances ranging from 0.268 to 0.301 nm.
The average distance of 0.286 nm and the high values for the thermal vibration of the oxygen
atoms suggest that the hydrogen-bonding network is weak and that the water molecules have an
important space-filling role in stabilizing the crystal structure.

1.4.3 CRYSTAL STRUCTURES OF ACYLGLYCEROLS

Three single-crystal structures of monoacylglycerols have been reported by Larsson (Larsson,
1964a, 1964b, 1966). In all three crystal structures, the molecules pack in bilayers. As a represen-
tative structure, the crystal structure of L-1-(11-bromo-undecanoyl)glycerol (Larsson, 1966) is
shown in Figure 1.19. This compound crystallizes in the monoclinic space group P21, with four
molecules in the unit cell. The molecules pack in a typical bilayer, with the hydrocarbon chains
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tilted at an angle of 26.7º with respect to the bilayer normal. The hydrocarbon chains are packed
according to the common orthorhombic subcell O^. In the polar group region, the molecules are
linked through hydrogen bonds. Both free hydroxyl groups are involved in hydrogen bonding.
However, only one free electron pair of each hydroxyl is hydrogen-bonded, so there are two
hydrogen bonds per oxygen atom (Figure 1.19). In this way, each molecule is linked to adjacent
molecules within one bilayer and with one molecule in the opposite bilayer forming an infinite,
two-dimensional network of hydrogen bonds.

The crystal structure of the diacylglycerol, 2,3-dilauroyl-D-glycerol, is shown in Figure 1.20
(Pascher et al., 1981a). It crystallizes in the monoclinic space group P21, with two molecules per
unit cell. The molecules are packed in a typical bilayer structure. The hydrocarbon chains are
parallel to the arc plane but are tilted by an angle of 26.5˚ with respect to the bilayer normal. The
tilt arises because the molecular area in the layer plane is S = 0.414 nm2 and exceeds the sum of
the cross-sectional area of the two hydrocarbon chains nS = 0.37 nm2 (see discussion below). The
hydrocarbon chains pack according to the O^ subcell, i.e., the C-C-C zigzag planes of the two
hydrocarbon chains of each molecule are in a mutually perpendicular orientation. Adjacent mole-
cules are linked by hydrogen bonds of length 0.28 nm between the free hydroxyl group O(11) and
the carbonyl oxygen O(32) of the nearest neighbor in the b-direction. The atom numbering and
notation for torsion angles of glycerophospholipids, according to Hauser et al. (1981), are illustrated
in Figure 1.22. The definition of torsion angles and the notation for torsion angle ranges are given
in Table 1.6. In contrast to the monoacylglycerol structure, there are no hydrogen bonds between
adjacent bilayers.

A key feature of this crystal structure, which warrants a more detailed discussion, is the chain
stacking, i.e., the parallel alignment of the two hydrocarbon chains. The diacylglycerol molecule
may be regarded as a constituent of the more complex lipids, such as glycerophospholipids and
glycoglycerolipids. The glycerol C(2)-C(3) bond is the central link between the two fatty acyl
chains esterified to the glycerol oxygen atoms O(21) and O(31). The conformation of this bond,
defined by torsion angles Q3 and Q4 (cf. Table 1.6), is therefore of interest and should be compared
with that of the same bond in glycerophospholipids (cf. Section 1.4.4). For 2,3-dilauroyl-D-glycerol,

FIGURE 1.19 Molecular packing in the single-crystal structure of L-1-(11-bromoundecanoyl) glycerol
viewed along the b-axis. The dotted lines represent hydrogen bonds. (Adapted from Larsson K: Acta Crys-
tallogr. 1966, 21:267.)
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these torsion angles are Q3 = 173º and Q4 =54º and consistent with the predominant conformation
of this bond found in glycerophospholipids. By comparison with the single-crystal structure of
glycerophospholipids, it is seen that there is a preference for Q3/Q4 = antiperiplanar/synclinal (cf.
Section 1.4.4). With Q4 = O(21)-C(2)-C(3)-O(31)±synclinal, the two ester oxygens O(21) and O(31)
are synclinal substituents on glycerol C(2) and C(3), respectively. Apparently, the two acyl or alkyl
chains attached to oxygen atoms in this kind of conformation can readily be aligned in parallel,
i.e., give rise to parallel chain stacking. In 2,3-dilauroyl-D-glycerol, parallel chain stacking is
achieved as follows: the b-fatty acyl chain (bonded to C(2)) extends at a right angle from the
glycerol group. The g-fatty acyl chain continues the C-C-C zigzag of the glycerol group, but at
carbon atom C(31), the g-fatty acyl chain makes a 72º bend and runs parallel to the -chain. Such
a bend is accomplished by torsion angles g1 = C(2)-C(3)-O(31)-C(31) = 91º and g3 = O(31)-C(31)-
C(32)-C(33) = 65º, both deviating markedly from the antiperiplanar zigzag conformation.

Perhaps the most striking feature of the crystal structure of 2,3-dilauroyl-D-glycerol is the
almost coplanar orientation of the glycerol group, i.e., the glycerol group is oriented parallel to the
plane of the bilayer (Figure 1.20). In this respect, the diacylglycerol molecule is quite different
from glycerophospholipids; in the latter class of compounds, the orientation of the glycerol group
is predominantly perpendicular to the bilayer plane (or parallel with respect to the bilayer normal).

The crystal structure of the triacylglycerol, (tridecanoyl)glycerol, is depicted in Figure 1.21.
This triacylglycerol crystallizes in a triclinic space group P1, with two molecules in the unit cell
(Jensen and Mabis, 1966). The (tridecanoyl)glycerol molecule has a turning fork conformation:
the fatty acyl chains ester-linked to the C(1) and C(2) atoms of glycerol form an extended, almost

FIGURE 1.20 Molecular packing in the single-crystal structure of 2,3-dilauroyl-D-glycerol projected onto
the bc-plane. The intermolecular hydrogen bonds between the hydroxyl group 0(11) and the carbonyl oxygen
atom 0(32) are indicated by dotted lines. (Adapted from Pascher I et al.: J. Mol. Biol. 1981a, 153:791.)
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TABLE 1.6
Notation for Torsion Angles

Q1 O(11)-C(1)-C(2)-C(3) b1 C(1)-C(2)-O(21)-C(21)
Q2 O(11)-C(1)-C(2)-O(21) b2 C(2)-O(21)-C(21)-C(22)
Q3 C(1)-C(2)-C(3)-O(31) b3 O(21)-C(21)-C(22)-C(23)
Q4 O(21)-C(2)-C(3)-O(31) b4 C(21)-C(22)-C(23)-C(24)

b5 C(22)-C(23)-C(24)-C(25)
a1 C(2)-C(1)-O(11)-P g1 C(2)-C(3)-O-(31)-C(31)
a2 C(1)-O(11)-P-O(12) g2 C(3)-O(31)-C(31)-C(32)
a3 O(11)-P-O(12)-C(11) g3 O(31)-C(31)-C(32)-C(33)
a4 P-O(12)-C(11)-C(12) g4 C(31)-C(32)-C(33)-C(34)
a5 O(12)-C(11)-C(12)-N g5 C(32)-C(33)-C(34)-C(35)
a6 C(11)-C(12)-N-C(13)

For atom numbering, see Figure 1.22.

Torsion Angle Range Notation

0 ± 30˚
+60 ± 30˚
+120 ± 30˚
180 ± 30˚

+240 ± 30˚ or –120 ± 30˚
+300 ± 30˚ or –60 ± 30˚

Synperiplanar (sp)
+Synclinal (sc) or +gauche
+Anticlinal (ac)
Antiperiplanar
-Anticlinal
-Synclinal

FIGURE 1.21 Molecular packing in the single-crystal structure of triclinic (tridecanoyl) glycerol projected
onto the bc-plane. (Adapted from Jensen LH and Mabis AJ: Acta Crystallogr. 1966, 21:770.)
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straight chain, whereas the fatty acyl chain linked to glycerol C(3) is oriented at right angles to the
straight chain and folds over at the carboxyl-C-atom in such a way that it aligns parallel to the
fatty acyl chain at glycerol C(1). As shown in Figure 1.21, two symmetry-related molecules form
a pair, and these pairs are packed together laterally to produce a single-layer arrangement. The
resulting layered structure consists of a hydrophobic region of hydrocarbon chains and a more polar
region containing the glycerol and the ester groups.

1.4.4 CRYSTAL STRUCTURES OF GLYCEROPHOSPHOLIPIDS

Glycerophospholipids are main constituents of cell membranes and play a key role in both the
structure and function of these membranes. They are also major components of plasma lipoproteins.
As mentioned before, it was not until 1974 that the first single-crystal structure of a glycerophos-
pholipid, 2,3-dilauroyl-DL-phosphatidylethanolamine, was solved by Hitchcock et al. (1974). The
first few single-crystal structures of glycerophospholipids have been discussed in some detail in
reviews by Hauser et al. (1981) and Shipley (1986). In discussing the single-crystal structures of
glycerophospholipids, the contribution of Pascher and Sundell and their coworkers of the University
of Gothenburg is outstanding: they take the credit for all but one of the single-crystal structures of
glycerophospholipids published to date. Crystal data of glycerophospholipids are summarized in
Table1.7, including the crystallographic system, space group, number Z of molecules per unit cell,
the unit cell parameters, the molecular area S, the hydrocarbon chain cross-sectional area S, the
angle of tilt f, and the hydrocarbon chain packing mode.

1.4.4.1 Molecular Packing

Most glycerophospholipids pack tail-to-tail, forming a typical bilayer structure (Figure 1.22 through
Figure 1.24). The single crystal consists of stacks of bilayers. For instance, 2,3-dilauroyl-DL-
phosphatidylethanolamine forms a bilayer structure (Figure 1.22) of thickness of 4.77 nm with the
hydrocarbon chains precisely parallel to the bilayer normal (or perpendicular to the plane of the
bilayer). The angle of tilt of the hydrocarbon chain axis with respect to the bilayer normal is given
by f = cos-1nS/S (see legends of Table 1.7), i.e., cos f is given by the ratio of the cross-sectional
areas nS/S. As can be seen from Table 1.7, this relation is strictly obeyed for all single-crystal
structures listed. Accordingly, for 1  n/S > 0.5, f varies between 0 and 60º. In the case of the crystal
structure of phosphatidylethanolamine, nS equals precisely the molecular area S, hence no chain
tilt is observed (f = 0º; Table 1.7). In contrast, an extreme chain tilt of 57.5º is present in the crystal
structure of 3-palmitoyl-DL-glycero-1-phosphoethanolamine (Figure 1.23), where nS/S = 0.537.
Apparently, the marked mismatch between S and nS leads to this extreme chain tilt. At S  2nS,
i.e., nS/S  0.5, interdigitation occurs, as is indeed the case for lauroylpropanediol-1-phosphocholine,
a lysophosphatidylcholine analog (Figure 1.24). The lipid molecules pack laterally head-to-tail,
resulting in a fully interdigitated hydrocarbon chain layer confined on both sides by polar group
layers (Figure 1.24). The total thickness of this interdigitated, layered structure is 2.45 nm, which
is about half the thickness of the bilayer formed by phosphatidylethanolamine. By chain interdig-
itation, two hydrocarbon chains are accommodated per polar group (Figure 1.24). If S > 2nS, as
is true for the lysophosphatidylcholine analogue (Figure 1.24), the interdigitated hydrocarbon chains
will attain a tilt given by cos f = 2nS/S.

The molecular packing of the crystal structure of 2,3-dimyristoyl-D-glycero-1-phosphocholine
is shown in Figure 1.25. It differs from a normal bilayer arrangement in that two neighboring
molecules are mutually displaced in the direction of the bilayer normal by 0.25 nm or one zigzag
unit of their hydrocarbon chains. Such an offset with respect to the bilayer normal, together with
an inclined orientation of the phosphocholine group, produces a relatively small molecular area S
= 0.389 nm2 comparable to that of phosphatidylethanolamine. Note that S ~0.50 nm2 if the polar
group is oriented parallel to the layer plane.
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The molecular packing of the crystal structure of 2,3-dilauroyl-DL-glycero-1-phospho-N,N-
dimethylethanolamine (Figure 1.26) is interesting for two reasons: 

• The molecules pack in a typical bilayer. However, one monolayer of the bilayer is made
up of the natural D-enantiomer, the other half of the L-enantiomer. 

• In contrast to other single-crystal structures of phosphatidylcholines and phosphatidyl-
ethanolamines, the headgroup of this molecule extends perpendicular to the layer plane
and interacts by interdigitation with the headgroups of the opposition bilayer (Figure
1.26) (cf. Pascher and Sundell, 1986).

The molecular packing of the monosodium salt of 2,3-dimyristoyl-D-glycerophosphate is shown
in Figure 1.27. The molecules pack in bilayers which are connected at the interface. The connection
is provided by alternate phosphate groups that belong to the upper and lower bilayer and form a

FIGURE 1.22 The molecular packing in the single-crystal structure of 2,3-dilauroyl-DL-glycerol-phospho-
rylethanolamine acetic acid projected onto the ab-plane. The rectangle shown represents the a,b axes of the
unit cell that contains four molecules. The characteristic phospholipid bilayer arrangement is clearly empha-
sized in this projection. A single molecule of the crystal structure is shown expanded on the left: besides the
molecular conformation, it gives the atom numbering and notation for torsion angles for glycerophospholipids.
(Adapted from Hitchcock PB et al.: Proc. Natl. Acad. Sci. USA 1974, 7l:3636.)
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common hydrogen bonded phosphate ribbon extending in the b-direction. In this way, two sodium
phosphate groups of opposing phosphatidic acid molecules contribute to the cross-sectional area
S = 0.433 nm2 of one phosphatidic acid molecule (Figure 1.27). Because the two hydrocarbon
chains of one phosphatidic acid molecule have a total cross-sectional area of S = 0.392 nm2, they
adjust to the molecular area S = 0.433 nm2 by attaining a chain tilt of 31º (Table 1.7). A striking
feature of the hydrocarbon chain packing is the difference in orientation of the hydrocarbon chain
axes: the parallel alignment of the hydrocarbon chains, i.e., the hydrocarbon chain stacking, is
warranted within one molecule as well as within one monolayer of the bilayer. The orientation of
the hydrocarbon chain axes is, however, different in the two halves (monolayers) of each bilayer
(Figure 1.27).

In the single-crystal structure of sodium 2,3-dimyristoyl-D-glycero-1-phospho-DL-glycerol
(Pascher et al., 1987) the lipid molecules are also packed in a typical bilayer (Figure 1.28). Two
independent molecules A and B form the asymmetric unit, and two such A–B pairs constitute the
unit cell. The two molecules A and B in each pair are diastereomers: their diacylglycerol moiety
has the natural D-configuration; the two molecules differ in the configuration of the glycerol
headgroup. This group has the natural L-configuration in molecule A; it has the D-configuration
in molecule B. The phosphoglycerol headgroup is oriented parallel to the bilayer plane, forming a
layer of negatively charged phosphoglycerol groups. A layer of positively charged Na+ ions is
sandwiched by two opposing negatively charged phosphoglycerol layers. The cross-sectional area
of the phosphoglycerol headgroup S = 0.44 nm2, and the two hydrocarbon chains with a cross-
sectional area 2S = 0.384 nm2 adjust to the headgroup area by adopting a tilt of f = 29º (cf. Table

FIGURE 1.23 Molecular packing in the single-crystal structure of 3-palmitoyl-DL-glycero-1-phosphoetha-
nolamine, a lysophosphatidylethanolamine, viewed along the b-axis. In this projection, the D and L enantiomers
appear to alternate in the a direction. However, the D and L molecules are displaced by half a unit cell axis
(4.54 Å) along the b direction. (Adapted from Pascher I et al.: J. Mol. Biol. 1981b, 153:807.)

FIGURE 1.24 Molecular packing in the single-crystal structure of 3-lauroylpropanediol-l-phosphocholine
monohydrate projected onto the ac-plane. The shaded spheres represent water molecules of hydration. (Adapted
from Hauser H et al.: J. Mol. Biol. 1980b, 137:249.)
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1.7). The hydrocarbon chains are tilted with respect to both the a-axis and b-axis (Figure 1.28).
Furthermore, the hydrocarbon chain axes exhibit an opposite tilt in the two halves of the bilayer
when viewed along the a-axis (Figure 1.28a). A more detailed discussion of this structure is provided
in the original publication (Pascher et al., 1987).

1.4.4.2 Molecular Conformation

In the discussion of molecular conformations of glycerophospholipids present in single-crystal
structures, the question of a preferred conformation is of prime interest. In order to shed light on
this question, torsion angles of the molecule(s) present in the single-crystal structures are summa-
rized in Table 1.8. Inspection of this table reveals that there is a preferred conformation both in
the headgroup and in the diacylglycerol part glycerophospholipids.

1.4.4.2.1 Conformation of the Headgroup or a-Chain 
The orientation of the headgroup is preferably parallel to the bilayer plane. This is true for the
phosphoethanolamine (Figure 1.22 and Figure 1.23), phosphocholine (Figure 1.24 and Figure 1.25),
and phosphoglycerol headgroup (Figure 1.28). For instance, the inclination of the P–N vector is
15º in dilauroylphosphatidylethanolamine, 17º and 27º in the two molecules present in the single-
crystal structure of dimyristoylphosphatidylcholine, and 7º in the lysophosphatidylcholine analog.
The inclinations of the vectors drawn from the center of gravity of the two unesterified phosphate
oxygens to the N-atom are even smaller: 8º, 9º, 18º, and -3º, respectively. The parallel orientation
of the zwitterionic headgroup of phosphocholine and phosphoethanolamine is apparently the most
stable arrangement: the positive and negative charges come to lie in a plane that is nearly layer-

FIGURE 1.25 Molecular packing in the single-crystal structure of 2,3-dimyristoyl-D-glycero-l-phosphocho-
line dihydrate projected onto the ac-plane. The position of the water molecules is indicated by small circles,
and the hydrogen bond system is given by dotted lines. (Adapted from Pearson RH and Pascher I: Nature
1979, 281:499.)
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FIGURE 1.26 Molecular packing in the single-crystal
structure of 2,3-dilauroyl-DL-glycero-l-phospho-N, N-di-
methylethanolamine viewed along the a-axis. Enantiomers
D and L pack in separate layers. (Adapted from Pascher I
and Sundell S: Biochem Biophys. Acta 1986, 855:68.)

FIGURE 1.27 Molecular packing in the single-crystal structure of monosodium salt of 2,3-dimyristoyl-D-
glycero-l-phosphate viewed along the a-axis (left-hand side) and along the b-axis (right-hand side). The dotted
lines represent hydrogen bonds between phosphate groups that belong alternately to the upper and lower
bilayer. The hydrogen-bonded phosphate ribbon thus formed extends along the b-axis. (Adapted from Harlos
K et al.: Chem. Phys. Lipids 1984, 34:115.)
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parallel and electrostatically neutral. The exception is the headgroup of 2,3-dilauroyl-DL-glycero-
1-phospho-N,N-dimethylethanolamine (Figure 1.26), which has a layer-perpendicular orientation.
Such an orientation leads to the energetically unfavorable charge separation in the direction of the
layer normal. The layer-perpendicular orientation in the crystal structure of Figure 1.26 is stabilized
by intermolecular interdigitation of the phosphoethanolamine headgroups. In this way, two layer-
parallel planes are generated, 0.4 nm apart, each one containing an equal number of positive and
negative charges, thus preserving electroneutrality in each of the two planes.

The preferred conformation of the zwitterionic headgroup or a-chain of phosphocholine and
phosphoethanolamine is characterized by the following sequence of torsion angles a (cf. Table 1.8): 

• Torsion angle a1 is always ap. 
• Torsion angles a2/a3 are correlated and are either +sc/+sc or –sc/-sc. 

As pointed out before (Hauser et al., 1981), other combinations are unfavorable for steric
reasons, because they lead to collisions of the hydrogen atoms at C(1) and C(11) and/or to lone-
pair repulsion of the phosphate oxygens. The favored +sc/+sc or –sc/-sc sequence of Q2/Q3 produces
a 90º bend at the phosphorus atom so that the phosphocholine or phosphoethanolamine group is
oriented at right angles with respect to the diacylglycerol part (Figure 1.22). Torsion angle a4 is
variable within ±ac, and torsion angle a5 is always ±sc. The latter is determined by intramolecular,
electrostatic interaction between the positively charged ammonium nitrogen and the negatively
charged phosphate group.

Although there is a preferred conformation in the headgroup (a-chain), the molecules listed in
Table 1.8 vary widely in their orientation of the headgroup with respect to the diacylglycerol moiety.

FIGURE 1.28 Molecular packing in the single-crystal structure of 2,3-dimyristoyl-D-glycero-l-phospho-DL-
glycerol viewed along the a-axis (left) and along the b-axis (right). The position of the sodium ions is marked
by a +. (Adapted from Pascher I et al.: Biochem. Biophys. Acta 1984, 896:77.)
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This variation in headgroup orientation arises from different conformations about the C(1)-C(2)
glycerol bond defined by the torsion angles Q1 and Q2. As is evident from Table 1.8, all three
staggered and nearly eclipsed conformations about this bond are possible. In dilauroylphosphati-
dylethanolmine (Figure 1.22) and dimyristoylphosphatidylcholine (molecule 2, Figure 1.25) the
headgroup is oriented such that it is close to its diacylglycerol part; in dimyristoylphosphatidyl-
choline (molecule 1, Figure 1.25), the lysophosphatidylcholine analog (Figure 1.24); and in dimyris-
toylphosphatidylglyercol (Figure 1.28), the headgroup points away from the diacylglycerol part.
The variability in torsion angle Q1 indicates that there is no preferred conformation about the C(1)-
C(2) glycerol bond. There is a corollary in the liquid crystalline state of glycerophospholipids:
there is no rotational restriction about C(1)-C(2) bond, which has been shown to act as an axis of
rotation. It is very likely that the orientation of this bond is almost parallel to the bilayer normal
in the liquid crystalline state. Rotation about such a C-C bond makes the headgroup (with fixed
torsion angles a) rotate within a cone. Under these conditions, the orientation of the P–N vector
with respect to the layer normal remains unchanged.

1.4.4.2.2 Conformation of the Diacylglycerol Moiety 
As mentioned earlier, the parallel chain stacking of diaclyglycerophospholipids is determined by
the conformation of the C(2)-C(3) glycerol bond. Inspection of Table 1.8 shows that the single-
crystal structures can be divided into two classes: 

• The first class, denoted by A, is characterized by torsion angles Q3/Q4 = ap/sc consistent
with rotamer A (Figure 1.29). 

• The second class, denoted by B, is characterized by torsion angles Q3/Q4 = +sc/-sc
consistent with rotamer B (Figure 1.29). 

There are more single-crystal structures in class I with Q3/Q4 = ap/sc (Table 1.8). Torsion angle
Q3 is ap, ranging from 166º to -172º, and torsion angle Q4 is +sc, ranging from 51º to 69º (see
Table 1.8). There are three single-crystal structures belonging to class II with Q3 = +sc (range 45º
to 78º) and Q4 = -sc (range -58º to -63º). In both classes of single-crystal structures, Q4 is either
+sc or –sc. This torsion angle range apparently facilitates the parallel alignment of the two hydro-
carbon chains. In contrast, the conformation with Q4 = ap, where the two oxygen atoms on C(2)

FIGURE 1.29 The three staggered conformations A-C of the glycerol C(2)-C(3) bond of phospholipids. For
the atom numbering, see Figure 1.22; for the notation of torsion angles, see Table 1.6. (From Hauser H et al.:
Biochemistry 1988, 27:9166. Copyright 1988, Americam Chemical Society, with permission.)
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and C(3) are in an ap arrangement, is difficult to reconcile with parallel chain stacking and
intramolecular close contacts between the two hydrocarbon chains. Therefore, rotamer C (Figure
1.29) is energetically unfavorable and is not found in diacylglycerophospholipids. There are,
however, single-crystal structures with Q3/Q4 = -sc/ap. These are crystal structures of constituent
molecules of glycerophospholipids lacking hydrocarbon chains. In this case, Q4 is not restricted
by chain stacking requirements. Examples are the single-crystal structures of D-glycero-1-phos-
phocholine (Abrahamsson and Pascher, 1966) and D-glycero-1-phosphoethanolamine (DeTitta and
Craven, 1971).

From an inspection of Table 1.8, it is clear that in single-crystal structures of lipids, not only
are there two types of minimum free energy conformations about the C(2)-C(3) glycerol bond
(represented by rotamers A and B), but each rotamer can be subdivided into two groups. These
two subgroups differ in the chain stacking mode designated by b and g. These letters are used as
subscripts to capitals A and B. Ab stands for rotamer A with the b-chain extending in an almost
perfect, continuous zigzag from the glycerol backbone. All torsion angles along this chain are close
to 180º. The second hydrocarbon chain is initially oriented layer-parallel and undergoes an approx-
imately 90º bend at its second C atom. Ag stands for the conformation of the A rotamer with the
g-chain forming a continuous zigzag and torsion g angles close to 180º. What is said for Ab and
Ag regarding hydrocarbon chain packing is also applicable to the B rotamer. In the last column of
Table 1.8, this notation is used to classify existing single-crystal structures. Representative single-
crystal structures of the two subgroups or rotamers A and B are presented in Figure 1.30. The two
subgroups of rotamer A are represented by dimyristoylphosphatidylcholine (Pearson and Pascher,
1979) and dilauroylphosphatidic acid (Hauser et al., 1988), corresponding to the Ag and Ab struc-
tures, respectively. In dimyristoylphosphatidylcholine as Ag, the g-chain is oriented approximately
perpendicular to the bilayer plane, forming a continuous zigzag with the glycerol group. The b-
chain of this molecule is initially oriented layer-parallel, and at the second carbon atom C(22) there
is a 90º bend. From C(22) onward, the b-chain becomes parallel to the g-chain (Figure 1.30). The
torsion angles in the b-chain responsible for the 90º bend are b3 and b4. 

The packing mode of dimyristoylphosphatidylcholine contrasts with that of the two hydrocarbon
chains of dilauroylphosphatidic acid. In this case, the b-chain extends in a straight zigzag from the
glycerol atom C(2). The g-chain is initially oriented in a layer-parallel way, and at C atom C(32)
the g-chain makes a 90º bend (see Figure 1.30, bottom left). The torsion angles in the -chain
producing the 90º bend are g3 and g4. The values of the torsion angles responsible for the 90º bend
have been given and discussed in some detail in a previous publication (Hauser et al., 1988). The
two subgroups differ not only in the mode of chain stacking but also in the orientation of the
glycerol group with respect to the bilayer plane (Figure 1.30). In the crystal structure of dimyris-
toylphosphatidylcholine, the orientation of the glycerol group is approximately perpendicular with
respect to the bilayer plane; in the crystal structure of dilauroylphosphatidic acid, the glycerol group
has a coplanar orientation (cf. the two structures, top and bottom on the left-hand side of Figure
1.30). It should be stressed that there is this difference in the orientation of the glycerol group,
although there is no difference in the conformation of the C(2)-C(3) glycerol bond: in both single-
crystal structures, the conformation is Q3/Q4 = ap/sc.

The two subgroups of rotamer B are represented by the single-crystal structures of N-methyl
substituted dilauroylphosphatidylethanolamine and dimyristoylphosphatidylglycerol (see right-
hand side of Figure 1.30). In the single-crystal structure of the former, the -chain extends almost
straight from the C(3) atom of glycerol with a minor twist about the C(3)-O(31) bond (g1 = 129º).
The b-chain produces a 60º bend at C atom C(22) with torsion angle b3 = -57º. The 60º bend
ensures the parallel alignment of the two hydrocarbon chains. This single-crystal structure is
therefore denoted Bg, indicating that we are dealing with the B rotamer (Q3/Q4 = sc/-sc) and that
the g-chain forms a straight zigzag. 

In contrast, the chain stacking mode of dimyristoylphosphatidylglycerol is such that the b-chain
extends straight from the glycerol backbone, whereas the y-chain makes a 90º bend at C atom
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C(32). This is evident from a comparison of the top and bottom structures on the right-hand side
of Figure 1.30. The single-crystal structure of dimyristoylphosphatidylglycerol is therefore denoted
Bb, b indicating that the b-chain forms a straight zigzag. It should be noted that both B rotamers
shown in Figure 1.30 have similar orientations of the glycerol group: the glycerol group is tilted
by about 45º with respect to the bilayer normal. 

From the different single-crystal structures presented in Figure 1.30, it can be concluded that
the orientation of the glycerol group, with respect to the bilayer plane, is independent of the
conformation of the C(2)-C(3) bond. It can vary from a bilayer-normal to a bilayer-parallel
orientation. A detailed discussion of the conformation and motion of the diacylglycerol group
in the liquid crystalline state would be beyond the scope of this chapter. Heat is taken up at the
crystal-to-liquid crystal transition temperature, and above this temperature the glycerophospho-
lipid molecule undergoes both molecular and segmental motions. The dynamics of the liquid
crystalline state have been studied by spectroscopic methods. These methods, particularly NMR
and infrared spectroscopy, indicate that the molecule switches between at least two states with
rates that are fast on the NMR time scale. 1H-NMR suggests that these states are identical to
rotamers A and B (Figure 1.29 and Figure 1.30) observed in single-crystal structures of glyc-
erophospholipids (Hauser et al., 1988). This relationship between single-crystal structures and
liquid crystalline state is one example demonstrating the relevance and usefulness of single-
crystal structures.

FIGURE 1.30 The four single-crystal structures presented represent possible conformations about the C(2)-
C(3) glycerol bond and, related to these conformations, possible chain stacking modes. The molecular
conformation of DMPC and DLPA (left-hand side) represent rotamer B. DMPC and DLPA differ in both
chain stacking and the orientation of the glycerol group. In contrast, DLPEM2 and DMPG differ only in chain
stacking; their glycerol groups have similar orientations. DMPC = 2,3-dimyristoyl-D-glycero-1-phosphocho-
line. (From Pearson and Pascher, 1979); DLPEM2 = 2,3-dilauroyl-DL-glycero-l-phospho-N,N-dimethyletha-
nolamine (Pascher and Sundell, 1986); DLPA = 2,3-dilauroyl-D-glycero-1-phosphate (Pascher and Sundell,
unpublished results); DMPG = 2,3-dimyristoyl-D-glycero-l-phos-DL-glycerol (Pascher et al., 1987). (From
Hauser H et al.: Biochemistry 1988, 27: 9166. Copyright 1988, American Chemical Society, with permission.)
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1.4.5 CRYSTAL STRUCTURES OF GLYCOSPHINGOLIPIDS

Due to the efforts of Abrahamsson and Pascher and coworkers in Gothenburg, a number of single-
crystal structures of sphingolipids have been solved, culminating in the report of the single-crystal
structure of a cerebroside. Because much of the earlier work has been reviewed by Pascher (1976)
and Abrahamsson et al. (1977), the discussion here is focused on the cerebroside structure (Pascher
and Sundell, 1977). The cerebroside b-D-galactosyl-N-(2-D-hydroxyoctadecnoyl)-D-dihydrosphin-
gosine packs in a bilayer with disordered ethanol molecules intercalated between bilayers (Figure
1.31). The most remarkable feature of the bilayer structure is the tight, two-dimensional network
of hydrogen bonds in the polar group region involving the galactose ring and the polar groups of
the ceramide moiety. Intramolecular hydrogen bonding between the amide N-H group and the
glycosidic oxygen of galactose fixes the galactose ring in a position pointing away from the ceramide
part. The plane of the sugar ring has an orientation almost parallel to the bilayer plane, giving rise
to an L-shaped molecule. The parallel chain stacking is determined by the conformation of the
C(2)-C(3) bond of the sphinganine chain. The relevant torsion angles are Q3/Q4 = ap/sc, indicating
that the conformation about the C(2)-C(3) bond is consistent with rotamer A (cf. Figure 1.29). The
plane of the amide group has a perpendicular orientation with respect to the initial part of the
sphinganine chain (up to C atom 5 and 6 for molecules B and A, respectively). The fatty acyl chain
is twisted about the C(1¢)-C(2¢) bond (the corresponding torsion angle = -104º) and continues as
an antiperiplanar zigzag thereafter. Due to this twist, the fatty acyl chain has an inclination of about
35º with respect to the amide plane and 55º with respect to the axis of the initial part of the
sphinganine chain. The parallel chain stacking is then accomplished by a sharp turn in the sphing-
anine chain occurring at C atom 5 and 6 in molecules B and A, respectively. In molecule A, the
turn is produced by +sc/+sc (69º/89º) conformations about the C(5)-C(6) and C(6)-C(7) bonds of
sphinganine, in molecule B by –sc/-sc (-57º/-78º) conformations about the C(4)-C(5) and C(5)-
C(6) bonds. This is an unusual chain stacking mode that is not observed in the crystal structures
of glycerophospholipids.

FIGURE 1.31 Molecular packing in the single-crystal structure of the cerebroside b-D-galactosyl-N-(2-D-
hydroxyocatdecanoyl)-D-dihydrosphingosine viewed along the b-axis. (Adapted from Pascher I and Sundell
S: Chem. Phys. Lipids 1977, 20:175.)
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If hydrogen bonding in the polar group also occurs in the hydrated, liquid crystalline state, it
will have important implications regarding the stability and other physicochemical properties of
the bilayer. This has been discussed in more detail elsewhere (Pascher, 1976; Abrahamsson et al.,
1977). For details of the chain packing mode and the intra- and intermolecular hydrogen bonding
network, the interested reader is referred to the original paper by Pascher and Sundell (1977).

1.5 SUMMARY OF SINGLE-CRYSTAL X-RAY CRYSTALLOGRAPHIC 
ANALYSIS

1. Single-crystal structures of membrane lipids are still scarce due to difficulties in growing
single crystals.

2. Single-crystal structures represent minimum energy conformations and serve as a refer-
ence in the description of less ordered, dynamic structures.

3. In all existing single crystals, the lipid molecules pack in a layered arrangement. Tail-
to-tail packing is the predominant arrangement, leading to the well-known bilayer.

4. Crystal structures of lipids exhibit polymorphism, which is based primarily on different
modes of hydrocarbon chain packing.

5. The angle tilt f of the hydrocarbon chains with respect to the bilayer normal is determined
by the ratio of cross-sectional areas nS/S (S = cross-sectional area of the polar group;
nS = sum of the cross-sectional area of the hydrocarbon chains).

6. A fundamental principle of the single-crystal structures of lipids is the intra- and inter-
molecular alignment or stacking of the hydrocarbon chains. The conformation of the
C(2)-C(3) glycerol bond of glycerophospholipids and the C(2)-C(3) bond of sphingosine
in glycosphingolipids is intimately related to chain stacking. This bond forms the central
link between the two hydrocarbon chains. The conformation of the C(2)-C(3) bond
defined by torsion angles Q3 and Q4 is restricted to two types, represented by rotamer
A with Q3/Q4 = ap/sc and rotamer B with Q3/Q4 = sc/-sc (cf. Figure 1.29).

7. A characteristic feature of the headgroup is its preferred conformation. This means that
in the single-crystal structures of glycerophospholipids, the torsion angles of the head-
group vary within a relatively small range. With few exceptions, the headgroup of phos-
phatidylcholines and phosphatidylethanolamines is oriented approximately parallel to the
plane of the bilayer. This is also true of the phosphoglycerol group of phosphatidylglycerol.

8. The exception to the rule of a preferred conformation in the lipid polar group is the C(1)-
C(2) glycerol bond. The conformation of this bond, defined by torsion angles Q1 and
Q2, determines the orientation of the headgroup with respect to the diacylglycerol moiety.
All three staggered and also nearly eclipsed conformations are observed about the C(1)-
C(2) bond. This result indicates that there is no preferred conformation about this bond
and no preferred orientation of the headgroup with respect to the diacylglycerol part.

9. The free energy gained by the formation of a single hydrogen bond is significant. The
formation of an intramolecular hydrogen bond produces conformational changes in one
or several of the torsion angles of the polar group. The affected torsion angle or angles
come to lie outside the normal torsion angle range(s).
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2.1 INTRODUCTION

 

Membrane lipids are invariably polymorphic, that is, they can exist in a variety of different kinds of
organized structures, especially when hydrated. The particular polymorphic form that predominates
depends not only on the structure of the lipid molecule itself and on its degree of hydration, but also
on such variables as temperature, pressure, ionic strength, and pH [see 1, 2]. X-ray diffraction tech-
niques are usually used to determine the structure of these lipid phases [see 3], and differential scanning
calorimetry (DSC) is used to study the transition of one lipid phase to another [see 4]. This combination
of a direct structural technique (X-ray diffraction) with a thermodynamic technique (DSC) has proved
extremely valuable in studies of lipid polymorphism in both model and biological membranes.

Under physiologically relevant conditions, most (but not all) membrane lipids exist in the
lamellar or bilayer phase, usually in the lamellar liquid–crystalline but sometimes in the lamellar
gel phase. It is not surprising, therefore, that the lamellar gel to liquid–crystalline or chain-melting
phase transition has been the most intensively studied lipid phase transition. This cooperative phase
transition involves the conversion of a relatively ordered gel-state bilayer, in which the hydrocarbon
chains exist predominantly in their rigid, extended, all-

 

trans

 

 conformation, to a relatively disordered
liquid–crystalline bilayer, in which the hydrocarbon chains contain a number of gauche conformers
and the lipid molecules exhibit greatly increased rates of intra- and intermolecular motion. The gel
to liquid–crystalline phase transition is accompanied by a pronounced lateral expansion and a
concomitant decrease in the thickness of the bilayer, and by a small increase in the total volume
occupied by the lipid molecules. There is also evidence that the number of water molecules bound
to the surfaces of the lipid bilayer increases upon chain melting. Thermodynamically, the gel to
liquid–crystalline phase transition occurs when the entropic reduction in free energy arising from
chain isomerism counterbalances the decrease in bilayer cohesive energy arising from the lateral
expansion and from the energy cost of creating gauche conformers in the hydrocarbon chains [see 5].

Gel to liquid–crystalline phase transitions can be induced by changes in temperature and
hydration, as well as by changes in pressure and in the ionic strength or pH of the aqueous phase.
In this chapter, we will concentrate on thermally induced phase transitions, because these have
been most extensively studied and are of direct biological relevance, particularly for organisms that
cannot regulate their own temperature. However, we shall also deal briefly with hydration-induced
(lyotropic) and pressure-induced (barotropic) phase transitions, as these may also be biologically
relevant under special environmental circumstances. Finally, phase transitions induced by alterations
in pH and in the nature and quantity of ions present in the aqueous phase surrounding the bilayer
will be briefly discussed, because these transitions may also be of importance in living cells.

Pure synthetic lipids often exhibit gel-state polymorphism, and phase transitions between
various forms of the gel-state bilayer can occur. Although we will illustrate this behavior for a
common phospholipid, dipalmitoylphosphatidylcholine (DPPC), gel-state transitions will not be
emphasized here because, with only one known exception (see Section 2.4.1), they do not seem to
occur in the heterogeneous collection of lipid molecular species found in biological membranes.
However, phase transitions between different types of gel-state bilayers, including hydrocarbon
chain-interdigitated bilayers, will be discussed in Chapter 3. Moreover, certain synthetic or naturally
occurring lipid species can exist in liquid–crystalline nonlamellar phases, especially three-dimen-
sional reversed cubic and hexagonal phases. Although the actual existence of nonbilayer lipid phases
in biological membranes has never been demonstrated under physiological conditions, there is
evidence to suggest that the relative proportion of bilayer-preferring and nonbilayer-preferring lipids
may be biosynthetically regulated in response to variations in temperature and membrane lipid fatty
acid composition and cholesterol content in some organisms. Thus lipid species that, in isolation,
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may form nonlamellar phases may have important roles to play in the liquid–crystalline bilayers
found in essentially all biological membranes. The transitions between lamellar and nonlamellar
lipid phases have been reviewed by us and others [see 6 and references cited therein] and will also
be discussed in Chapter 5.

 

2.2 DIFFERENTIAL SCANNING CALORIMETRY

 

As mentioned earlier, the technique of DSC has been of primary importance in studies of lipid phase
transitions in model and biological membranes. The principle of DSC is comparatively simple. A
sample and an inert reference (i.e., material of comparable thermal mass that does not undergo a
phase transition within the temperature range of interest) are simultaneously heated or cooled at a
predetermined constant rate (dT/dt) in an instrument configured to measure the differential rate of
heat flow (dE/dt) into the sample relative to that of the inert reference. The temperatures of the sample
and reference may either be actively varied by independently controlled units (power compensation
calorimetry) or passively changed through contact with a common heat sink, which has a thermal
mass that greatly exceeds the combined thermal masses of the sample and reference (heat conduction
calorimetry). For our purposes, the sample would normally be a suspension of lipid or membrane in
water or an aqueous buffer and the reference cell would contain the corresponding solvent alone. At
temperatures distant from any thermotropic events, the temperatures of the sample and reference cells
change linearly with time and the temperature difference between them remains zero. The instrument
thus records a constant difference between the rates of heat flow into the sample and reference cells
which, ideally, is reflected by a straight, horizontal baseline. When the sample undergoes a thermo-
tropic phase transition, a temperature differential between the sample and reference occurs, and the
instrument either actively changes the power input to the sample cell to negate the temperature
differential (power compensation calorimetry) or passively records the resulting changes in the rate
of heat flow into the sample cell until the temperature differential eventually dissipates (heat conduc-
tion calorimetry). In both instances, there is a change in the differential rates of heat flow into the
sample and reference cells, and either an exothermic or endothermic deviation from the baseline
condition occurs. Upon completion of the thermal event, the instrument either reestablishes its original
baseline condition or establishes a new one if a change in the specific heat of the sample has occurred.
The output of the instrument is thus a plot of differential heat flow (dE/dt) as a function of temperture
in which the intensity of the signal is directly proportional to the scanning rate (dT/dt).

The variation of excess specific heat (dE/dt) with temperature for a simple two-state, first-order
endothermic process, such as the gel to liquid–crystalline phase transition of a single, highly pure
phosphatidylcholine, is illustrated schematically in Figure 2.1. From such a DSC trace, a number
of important parameters can be directly determined. The phase transition temperature, usually
denoted Tm, is that temperature at which the excess specific heat reaches a maximum. For a
symmetrical curve, Tm represents the temperature at which the transition from the gel to liq-
uid–crystalline state is one-half complete. However, for asymmetric traces, which are characteristic
of certain pure phospholipids and many biological membranes, the Tm does not represent the
midpoint of the phase transition, and a T1/2 value may be reported instead. Once normalized with
respect to the scan rate, the peak area under the DSC trace is a direct measure of the calorimetrically
determined enthalpy of the transition, 

 

D

 

Hcal, usually expressed in kcal/mol. The area of the peak
can be determined by planimetry or by the cutting and weighing technique; alternatively, the
calorimeter output can be digitized and the Tm and 

 

D

 

Hcal calculated by a computer. At the phase
transition midpoint temperature, the change in free energy (

 

D

 

G) of the system is zero, so the entropy
change associated with the transition can be calculated directly from the equation

 

D

 

S = 

 

D

 

H

 

cal

 

/T

 

m

 

where 

 

D

 

S is normally expressed in cal/K

 

–1

 

mol

 

–1

 

.
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The sharpness or cooperativity of the gel to liquid–crystalline phase transition can also be
evaluated from the DSC trace. The sharpness of the phase transition is often expressed as the
temperature width at half-height, 

 

D

 

T1/2, or as the temperature difference between the onset or
lower boundary of the phase transition, Ts, and the completion or upper boundary, Tl, or 

 

D

 

T = Tl

 

-

 

 Ts. The 

 

D

 

T1/2 values may range from < 0.1˚C, for very pure synthetic phospholipids, to as much
as 10˚ to 15˚C for biological membranes. From the Tm and 

 

D

 

T1/2 values determined for a particular
phase transition, the van’t Hoff enthalpy, 

 

D

 

HvH, can be approximately determined from the rela-
tionship

 

D

 

H

 

vH

 

 

 

@

 

 6.9 T

 

m
2

 

/

 

D

 

T

 

1/2

 

From the ratio 

 

D

 

H

 

vH

 

/

 

D

 

H

 

cal

 

, the cooperative unit size (CUS) (in molecules) can be determined.
The CUS is a measure of the degree of intermolecular cooperation between phospholipid molecules
in a bilayer. For a completely cooperative, first-order phase transition of an absolutely pure sub-
stance, this ratio should approach infinity; for a completely noncooperative process, this ratio should
approach unity. Although the absolute CUS values determined should be regarded as tentative,
because this parameter is markedly sensitive to the presence of impurities and may be limited by
instrumental parameters, carefully determined CUS values can be useful in assessing the purity of
synthetic phospholipids and in quantitating the degree of cooperativity of lipid phase transitions.

It must be stressed that the thermodynamic parameters derived from DSC measurements are
valid only if measurements are performed under conditions in which the instrument response is
true to the properties of the sample (so-called high-fidelity DSC) and if the thermotropic process
being studied is at equilibrium throughout the measurement. In practice, this means that the
measurement must be made with a high-sensitivity instrument operating with a modest thermal
load at scan rates that are slow relative to the thermal time constant of the instrument, and to both
the width and half-life of the thermotropic process under investigation. For processes such as the
gel to liquid–crystalline phase transition of certain single, pure synthetic phosphatidylcholines, this
is rarely a problem, because such processes are usually rapid enough to be effectively free of kinetic
limitations even at moderate scan rates [7, 8]. However, processes such as the pretransition and the
subtransition of synthetic disaturated phosphatidylcholines are known to be kinetically limited at

 

FIGURE 2.1

 

Idealized scan rate normalized DSC heating thermogram exhibited by a first-order two-state
thermotropic process at equilibrium. The process being simulated has a Tm of 25˚C, a 

 

D

 

T1/2 of 0.5˚C, and
a thermal load (

 

D

 

Hcal) of 10 mCal.
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all temperatures and scan rates at which calorimetric observation is feasible [9–12]. For such
processes, some of their thermodynamic parameters cannot be reliably measured by DSC.

Another aspect of the thermodynamic equilibrium problem is the question of whether or not
the system is at equilibrium 

 

before

 

 the calorimetric scan is initiated. In many DSC studies of model
and biological membranes, the sample is placed in the calorimeter and cooled fairly rapidly to a
low temperature, and a calorimetric heating scan then begun relatively quickly. Because, as men-
tioned previously, the kinetics of lipid phase transitions in complex systems are not well studied,
and because the rates of reversible lipid phase transitions are generally considerably slower upon
proceeding from a higher-temperature to a lower-temperature state than the reverse, the possibility
exists that the system under study may not be at thermodynamic equilibrium when the calorimetric
run is begun. This can be the case even if no exothermic events are observed upon heating. For
this reason, it is always advisable to cool the sample slowly and to investigate the effect of variations
in the annealing time at low temperatures on the DSC results obtained.

 

2.3 STUDIES OF MODEL MEMBRANES

2.3.1 T
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 DPPC

 

A DSC heating scan of a fully hydrated aqueous dispersion of DPPC, which has been annealed at
0˚C for 3.5 days, is presented in Figure 2.2. The sample exhibits three endothermic transitions,
termed (in order of increasing temperature) the 

 

subtransition,

 

 

 

pretransition,

 

 and 

 

main phase tran-
sition

 

. The thermodynamic parameters associated with each of these lipid phase transitions are
presented in Table 2.1. The presence of three discrete thermotropic phase transitions indicates that
four different phases can exist in annealed, fully hydrated bilayers of this phospholipid, depending
on temperature and thermal history. The structures and dynamics of each of these phases are
illustrated schematically in Figure 2.3 and are also discussed briefly below (see Reference 5 for a

 

FIGURE 2.2

 

Smoothed calorimetric transition curves for a multilamellar suspension of high-purity DPPC
observed at a scan rate of 0.5˚C min-1. Curve A: scan of suspension after being cooled at 0˚C for 3.5 days.
Curve B: reheating after cooling to 1˚C for 3 h. A barely detectable endothermic peak, which was observed
at 14˚C, does not show up in the figure. Curve C: reheating after cooling to 2˚C for three days. Main transitions
(only one shown) are plotted on different scales. (Redrawn from [303].)
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TABLE 2.1
Thermodynamic Characteristics of the Three Phase 
Transitions Exhibited by Multilamellar Suspensions of 
Dipalmitoylphosphatidylcholine Annealed at 0˚C for 
3.5 Days

 

a

 

Transition Type T

 

m

 

 (˚C)

    

DDDD

 

T

 

1/2

 

 (˚C)

    

DDDD

 

H

 

cal
b

    

DDDD

 

S

 

c

 

CUS

 

d

 

Subtransition 18.4 3.0 3.23 11.1 70

 

e

 

Pretransition 35.1 1.8 1.09 3.5 380

 

e

 

Main Transition 41.1 0.18 6.9 22.0 600

 

a

 

Ref. [303].

 

b

 

Kcal/mol.

 

c

 

cal.K-1.mol-1.

 

d

 

Molecules.

 

e

 

Due to kinetic limitations, the apparent Tm increases slightly and the
apparent 

 

D

 

T1/2 moderately with increases in scan rate. Thus, the CUS
values calculated from a linear extrapolation of Tm and 

 

D

 

T1/2 to zero scan
rate, which should approximate the correct equilibrium values for these
transitions, are actually somewhat higher than those given here, particularly
for the subtransition. Nevertheless, the subtransition remains considerably
less cooperative than the pretransition and main transition, which actually
exhibit similar intrinsic cooperativities.

 

FIGURE 2.3

 

Organization of the lamellar bilayer phases of DPPC in the fluid (L

 

a

 

), ripple (P

 

b¢

 

), gel (L

 

b¢

 

)
and pseudo-crystalline or subgel (Lc

 

¢

 

) states. A top view of the packing of the hydrocarbon chains is shown
in the last column. (Redrawn from [1].)
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more detailed review). All of these phases are lamellar or bilayer phases, differing only in their
degrees of organization.

The low-temperature gel phase corresponds closely to that of the crystalline dihydrate and is
thus denoted the 

 

Lc

 

¢

 

 phase

 

. The structure of this phase has been discussed in detail in Chapter 1
. The Lc

 

¢

 

 phase is characterized by extended hydrocarbon chains that are tilted slightly with respect
to the bilayer normal. These chains are packed very tightly, and rotation about their long axes is
severely restricted. The polar headgroup contains only a few bound water molecules, and its motion
is also severely restricted.

With increasing temperature, the steric and van der Waals interchain interactions that favor a
crystallinelike packing of the DPPC molecules are progressively overcome by thermally induced
rotational excitations of the hydrocarbon chains. Thus, at the subtransition temperature, the Lc

 

¢

 

phase converts to the lamellar gel or L

 

b¢

 

 phase. In this phase, the extended hydrocarbon chains are
tilted more strongly from the bilayer normal, are packed in a distorted orthorhombic lattice, and
undergo relatively slow, restricted rotational motion about their long axes. The polar headgroup
now contains about 15 to 18 waters of hydration and exhibits slow, hindered rotation on the NMR
time scale. The subtransition results in a small increase (

 

@

 

0.2 nm

 

2

 

) in the lipid hydrocarbon chain
cross-sectional area and a larger increase (

 

@

 

0.53 nm

 

2

 

) in the interfacial area. Thus, the L

 

b¢

 

 phase
is less tightly packed and much more strongly hydrated than the Lc

 

¢

 

 phase.
Further increases in temperature result in a marked increase in the long-axis rotational rates of

the hydrocarbon chains, and at the pretransition temperature, the L

 

b¢

 

 phase converts to the so-called
ripple or P

 

b¢

 

 phase. In the P

 

b¢

 

 phase, the extended hydrocarbon chains appear to remain tilted with
respect to the normal to the local bilayer plane but behave as if they are rotationally symmetric,
packing into a hexagonal lattice. The cross-sectional areas of the hydrocarbon chain thus show a
small increase at the pretransition temperature. The interfacial area increases much more substan-
tially, however, due to the displacement of each lipid molecule along its long axis with respect to
its neighbor. The increased area occupied by the polar headgroups allows them to rotate almost
freely, although the degree of hydration does not appear to change. In contrast to the Lc

 

¢

 

 and L

 

b¢

 

phases, the bilayer is no longer planar but exists as a series of periodic, quasi-lamellar segments.
With increasing temperature, the formation of gauche conformers in the hydrocarbon chain

becomes increasingly favorable until, at the gel to liquid–crystalline phase transition temperature,
chain melting occurs. Spectroscopic and thermodynamic studies have shown that the hydrocarbon
chains of DPPC in the melted or L

 

a

 

 phase contain about 4 to 5 gauche bonds per chain, mostly
but not entirely in the form of kink (gauche+-trans-gauche-) sequences [13, 14]. As the melting
of the hydrocarbon chains produces a marked increase in cross-sectional area and effectively
shortens the length of the chains, the bilayer expands laterally and thins at the main phase transition.
Although the hydrocarbon chains exhibit rapid flexing and rotation in the L

 

a

 

 phase, they are, on
average, oriented normal to the bilayer plane and pack in a loose hexagonal lattice. This increase
in the cross-section area per molecule results in an increase in the area available to the polar
headgroup, with the result that rotational motion becomes fast on the nuclear magnetic resonance
(NMR) time scale and the hydration at the bilayer interface increases, due in part to the partial
exposure of more deeply located polar residues, such as the carbonyl oxygens of the fatty acyl
chains, to the aqueous phase.

The pattern of gel-state polymorphism exhibited by an aqueous dispersion of any lipid molecular
species will vary considerably, depending on the length of the hydrocarbon chains. For example,
phosphatidylcholines (PCs) containing linear saturated fatty acids of 10 to 13 carbon atoms form
very stable Lc

 

¢

 

 phases, which melt directly to the L

 

a

 

 phase on heating, so that their DSC heating
traces show only a single, highly energetic endothermic phase transition. PCs containing linear
saturated fatty acids of 14 to 15 carbons exhibit only Lc

 

¢

 

/Pb

 

¢

 

 and Pb

 

¢

 

/L

 

a

 

 phase transitions, whereas
very long chain PCs show only Lc

 

¢

 

/L

 

b¢

 

 and L

 

b¢

 

/L

 

a

 

 transitions. Only PCs containing linear saturated
fatty acids of 16 to 21 carbon atoms exhibit all four phases at temperatures between 0 and 100˚C
[12]. Moreover, there is thermodynamic [12] and spectroscopic [15, 16] evidence indicating that
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the structures of the most stable Lc phase formed, and the kinetics of their formation, are also
markedly dependent on fatty acid chain length. In particular, the Lc phases of shorter-chain PCs
are characterized by the relatively rapid formation of a more extensive hydrogen-bonding network
in the interfacial region of the bilayer but by a 

 

suboptimal

 

 packing of the hydrocarbon chains. Thus,
the type of Lc phase formed by these PCs represents a compromise between the partially incom-
patible packing requirements of the polar headgroup and hydrocarbon chains, such that the former
dominates at shorter chain lengths and the latter at longer chain lengths.

The complexity of the gel-phase polymorphism exhibited by any particular PC, and the structure
of the gel phases formed, is markedly dependent on the chemical structure of the hydrocarbon
chains, as well. For example, chain-symmetric PCs containing methyl isobranched [17–20] or 

 

cis

 

-
monounsaturated [21] fatty acids exhibit only two stable gel states — an Lc phase and a relatively
disordered higher-temperature gel state—whereas methyl anteisobranched PCs may form as many
as four or five different gel states, depending on the length of the hydrocarbon chain [22, 23]. In
addition, the thermotropic phase behavior of a member of a homologous series of PCs usually
depends on whether the phospholipid in question contains an odd or an even number of carbon
atoms. A particularly dramatic example of this behavior is afforded by PCs containing two identical

 

w

 

-cyclohexyl fatty acids. Odd-chain members of this homologous series are characterized by a
single DSC endotherm on heating, whereas even-chained members exhibit as many as four over-
lapping but distinct endothermic events prior to the chain-melting phase transition [24, 25]. The
molecular basis for this rather dramatic difference in the thermotropic phase behavior of closely
related members in a homologous series of PCs is just beginning to be understood. However, because
the gel-phase polymorphism of phospholipids depends on the length and chemical structure of their
hydrocarbon chains and also on whether these chains contain an even or an odd number of carbon
atoms, there is no such thing as a “representative member” of a homologous series of phospholipids.

 

2.3.2 T
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OF

 

 DPPC

 

The number and types of phases formed by a phospholipid, and thus its thermotropic phase
behavior, depend strongly on its degree of hydration. This is illustrated in Figure 2.4, which depicts
a series of DSC heating scans of DPPC as a function of the water content of the system [26].
Anhydrous DPPC (probably actually the dihydrate) undergoes a single, chain-melting phase tran-
sition at >100˚C. Increasing water content results in a large and progressive decrease in the phase
transition temperature until a certain water content is reached, at which point no further decreases
in Tm are noted. The decrease in Tm observed upon increasing hydration indicates that the
progressive adsorption of water molecules decreases the strength of the interactions of adjacent
lipid molecules in the bilayer, primarily by the disruption of polar headgroup–headgroup interac-
tions. Only at the higher water levels is an ice endotherm at 0˚C noted, indicating that, at the lower
levels of hydration, all water molecules are bound to the lipid polar headgroups and do not freeze.
Also, the pretransition at about 35˚C appears only above a certain level of hydration. The exact
stoichiometry of water binding is difficult to discern from the DSC traces, because at water contents
between 17 and 48 wt% the system is obviously heterogeneous, exhibiting simultaneously a free
water peak and a higher Tm shoulder on the major chain-melting endotherm, the latter presumably
due to a population of lipid molecules that are not fully hydrated. X-ray diffraction [27] and other
studies [28], however, reveal that the L

 

b¢

 

 and P

 

b¢

 

 phases of DPPC bind about 30 wt% of water,
whereas the L

 

a

 

 phase binds about 40 wt%. These values correspond to 17–18 and 27–28 water
molecules bound per DPPC molecule in the L

 

b¢

 

 or P

 

b¢

 

 and the L

 

a

 

 phase, respectively. The former
value is generally compatible with the DSC results just discussed. Egg phosphatidylserine (PS)
and particularly egg phosphatidylethanolamine (PE) bind fewer water molecules in their L

 

a

 

 phases
than does egg PC [29].

Clearly, in most living cells sufficient water is present to fully hydrate the membrane lipids,
and in fact a large excess water phase is normally present. Therefore, in the remainder of this
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chapter, only fully hydrated lipid–water systems will be discussed. One should note, however, that
the topic of lyotropic mesomorphism may be of biological as well as physical interest. This is
because there is considerable evidence that the often lethal effects of dehydration on living cells,
induced either by desiccation or by freezing, are due primarily to damage to cellular membranes,
and that this damage is mediated in part by dehydration-induced changes in lipid phase structure.
In particular, the dehydration-induced conversion of the lamellar liquid–crystalline lipid phase to
the lamellar gel phase or to a nonlamellar phase has been proposed to result in the disruption of
the lipid bilayer permeability barrier and to affect adversely the activity and stability of membrane
proteins. This view is supported by the fact that dehydration-resistant organisms are often protected
by the presence of high amounts of polyols, such as the disaccharide trehalose, and that trehalose
and related compounds can prevent these lyotropic phase transitions from occurring by substituting
for the waters of hydration normally bound to the lipid polar headgroups [30–33].
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Phase transitions in anhydrous or in fully hydrated lipid bilayers can be induced by variations in
pressure alone when the temperature is held constant. Thus the application of increasing pressure
to fully hydrated dispersions of DPPC at a constant temperature above its Tm results in the

 

FIGURE 2.4

 

Representative DSC heating curves obtained at a scanning rate of 1˚C/min of DPPC as a function
of increasing hydration. (Redrawn from [26].)

 

1403_C02.fm  Page 61  Thursday, May 20, 2004  9:40 AM



 

62

 

The Structure of Biological Membranes, Second Edition

 

sequential conversion of the L

 

a

 

 phase, which exists at atmospheric pressure, to one of a series of
five different gel phases. The first two gel phases formed by the application of increasing pressure
appear to correspond at least approximately in structure to the P

 

b¢

 

 and L

 

b¢

 

 phases, which can be
induced in DPPC by a reduction in temperature, whereas the final gel phase formed appears to be
very similar in structure to the DPPC dihydrate crystal [see 33].

The thermotropic phase behavior of DPPC is also affected by pressure. Thus the L

 

b¢

 

/P

 

b¢

 

 and
the P

 

b¢

 

/L

 

a

 

 phase transition temperatures of DPPC both increase linearly as the pressure increases.
Specifically, the pretransition temperature rises by about 16˚C/kbar and the main transition temper-
ature rises by 20˚C/kbar. Qualitatively, this variation is expected from the relative increase in
molecular volume as one proceeds from the L

 

b¢

 

 through the P

 

b¢

 

 to the L

 

a

 

 phase. Interestingly,
however, vibrational spectroscopic and dilatometric results indicate that the volumes occupied by
both the L

 

b¢

 

 and P

 

b¢

 

 phases are 

 

greater

 

 at higher pressures. This is due to the fact that while pressure
initially causes a conformational ordering of the liquid–crystalline lipid hydrocarbon chains by
restricting their lateral mobility, at higher pressures compression along the chain axis predominates
over lateral compression, leading to a distortion of the methyl end groups and thus to a conforma-
tional disordering of the methylene chains. Thus the volume changes at the (elevated) pretransition
and main transition temperatures of DPPC actually decrease with increasing pressure [33].

As with lyotropic mesomorphism, lipid barotropic mesomorphism is probably not generally
relevant to most living cells, except perhaps to marine organisms living at great depth. Therefore,
in the remainder of this chapter we will consider only the thermotropic phase behavior of lipid
systems at a constant atmospheric pressure. However, the study of lipid barotropic mesomorphism
in model and biological membranes is important from the biophysical viewpoint. This is because
variations in temperature at a constant pressure nevertheless result in simultaneous changes in both
the molecular volume and the thermal energy of the lipid molecule, making the separation of kinetic
and volume effects on the organization of lipid bilayers difficult. On the other hand, variations in
pressure at a constant temperature permit investigations of the effects of alterations in volume alone
on lipid polymorphism. Thus, by comparing the thermotropic and the barotropic phase behavior
of lipid–water systems, greater insights into the molecular mechanisms of phase transitions, and
thus into the structures of the lipid phases involved in these transitions, can be obtained [see 33].
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The thermotropic phase behavior of small, single-bilayer vesicles of DPPC differs significantly from
that of the same lipid in a large unilamellar or multilamellar vesicle. The phase behavior of small
phospholipid vesicles prepared by ultrasonic irradiation has been studied by DSC, in conjunction
with other physical techniques. It was initially reported that the calorimetric characteristics of
sonicated and unsonicated disaturated PC dispersions are indistinguishable by conventional DSC
[34], and later that sonicated vesicles exhibit a less enthalpic pretransition and a downward-shifted,
somewhat broadened main phase transition with only a slightly reduced 

 

D

 

Hcal [35]. However, studies
employing high-sensitivity DSC demonstrated that, in freshly sonicated vesicles of disaturated PCs,
the pretransition is absent and that the 

 

D

 

Hcal and cooperativity of the main transition are drastically
reduced [36–38]. The results obtained with conventional DSC were probably due to a time-dependent
aggregation of unilamellar vesicles into larger multilamellar vesicles promoted by the high lipid
concentrations required. Also, vesicle fusion was shown to be enhanced by cycling through the lipid
phase transition or by the freezing of the aqueous phase, as well as by an increased medium
osmolarity, the addition of fatty acids, or the presence of divalent cations such as calcium [35, 37].
A number of other physical techniques have indicated that the small radius of curvature of sonicated
phospholipid vesicles leads to less orientational order and to a greater freedom of motion of the
phospholipid hydrocarbon chains than are found in larger vesicles, and to marked differences in
molecular packing in the inner and outer lipid monolayers, thus explaining the DSC results.
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In the remainder of this chapter, we will consider only the thermotropic phase behavior of lipid
vesicles with relatively large radii, as these systems more closely mimic the lipid bilayers found
in most biological membranes.
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In this section, we will consider how changes in the length and chemical structure of the hydro-
carbon chains affect the gel to liquid–crystalline phase transition of a series of symmetric-chain
diacylphosphatidylcholines, because this is the class of lipids that has been most extensively studied
in this regard. However, we will also briefly discuss the behavior of other diacylphospho- and
glycolipid classes.

 

2.3.5.1 Variations in Hydrocarbon Chain Length

 

The Tm, 

 

D

 

Hcal, 

 

D

 

S, and CUS values for the P

 

b¢

 

 to L

 

a

 

 phase transition of a homologous series of
PCs containing two identical linear saturated fatty acyl chains are presented in Table 2.2. As
illustrated in Figure 2.5, the Tm increases smoothly but nonlinearly with increases in the number
of carbon atoms in the hydrocarbon chain. The nonlinear increase in Tm with increasing chain
length supposedly results from the fact that each additional methylene group gives rise to a gradually
diminishing, incremental increase in the stability of the gel phase. This is because the chain-length
independent “end effects” should vary as some reciprocal of n. Indeed, as shown in Figure 2.6, a
plot of Tm versus 1/n

 

-

 

2 gives an almost linear relationship, with a Tm at infinite chain length of
423 K and an n at 0 K of 4.8. (The best linear relationship is obtained with n = 2.316.) Although
caution should be used in attaching physical significance to these numerical values, the near linear
variation of Tm with n

 

-

 

2 seems reasonable in view of the fact that the number of methylene groups
in a linear saturated fatty acyl chain is equal to the total number of carbon atoms minus 2, there
being one carbonyl carbon and one methyl terminal group per chain. Although these two “end-
group” carbon atoms contribute to the overall stability of the bilayer, they do not participate in the

 

TABLE 2.2
The Thermodynamic Parameters of the Gel to 
Liquid–Crystalline Phase Transitions of a 
Homologous Series of Symmetric-Chain 
Linear Saturated Phosphatidylcholines

 

a

 

PC T

 

m

 

 (˚C)

    

DDDD

 

T

 

1/2

 

 (˚C)

    

DDDD

 

H

 

cal
b

    

DDDD

 

S

 

c

 

CUS

 

d

 

13:0 13.7 0.10 4.4 15.3 1309
14:0 23.9 0.10 5.9 19.9 961
15:0 34.7 0.12 6.9 22.4 872
16:0 41.4 0.13 7.7 24.5 691
17:0 49.8 0.16 8.7 26.9 540
18:0 55.3 0.24 9.8 29.8 321
19:0 61.8 0.24 10.7 31.9 306
20:0 66.4 0.32 11.4 33.6 221
21:0 71.1 0.47 12.2 35.4 145

 

a

 

Ref. [12].

 

b

 

Kcal/mol.

 

c

 

cal.K-1.mol-1.

 

d

 

Molecules.
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chain-melting process. The extrapolated Tm at infinite chain length of 151˚C is near to but somewhat
greater than that for the melting point of polymethylene (138˚C), indicating that the gel to liq-
uid–crystalline phase transition in this series of PCs involves primarily, but not exclusively, a chain-
melting process. The extrapolated n value of 4.8 at 0˚K suggests that PCs must have hydrocarbon
chains of at least five carbon atoms in length to undergo a cooperative gel to liquid–crystalline
phase transition. A similar variation of Tm with hydrocarbon chain length is observed in PCs
containing a homologous series of methyl iso- or anteisobranched, 

 

w

 

-cyclohexyl, or 

 

cis

 

-monoun-
saturated hydrocarbon chains (see Figure 2.8). 

These empirical observations are also compatible with various thermodynamic, structural, and
other empirical rationalizations of the melting behavior of crystalline lipids in general and of

 

FIGURE 2.5

 

Effect of chain length of the peak temperature of the L

 

b¢Æ

 

P

 

b¢

 

 transition (-�-) and Pb¢ÆLa
(-●-) transitions of a homologous series of saturated 1,2-diacyl PCs. (Data obtained from [12].)

FIGURE 2.6 Plots of the gel to liquid–crystalline phase transition temperatures of a homologous series of
linear saturated 1,2-diacyl PCs versus 1/n, 1/(n-1), 1/(n-2), etc., where n is the total number of carbon atoms
in the acyl chain. (Data obtained from [12].)
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hydrated glycerolipid bilayers in particular [see 39–47 and references cited therein]. It should be
noted that the effect of hydrocarbon chain length on Tm is relatively modest, being about 7 to
8˚C/methylene group at n values of 16 to 18. In contrast, variations in the chemical structure of
the lipid hydrocarbon chain can produce more marked changes in Tm when the total number of
carbon atoms in the chain or its effective length are held constant (see below). It is probably for
this reason that the living cells normally regulate the fluidity and phase state of their membrane
lipids, in response to variations in environmental temperature, for example, primarily by changes
in the chemical structure rather than the length of the hydrocarbon chains of their membrane lipids
[see 48, 49]. Moreover, changes in lipid hydrocarbon chain length would produce changes in bilayer
thickness, which could in turn produce undesirable changes in the thermodynamic stability and
passive permeability of the lipid bilayer of biological membranes [see 50]. Also, changes in
membrane thickness can produce a mismatch between the dimensions of the lipid bilayer hydro-
carbon core and the hydrophobic transmembrane a-helical segments of integral membrane proteins,
thus inhibiting their function [50, 51]. It is understandable, then, that homeoviscous or homeophasic
adaptation in living cells is normally accomplished primarily by changes in the relative proportion
of, for instance, the saturated and unsaturated fatty acids incorporated into the membrane lipids,
rather than by changes in the average chain length of these two classes of fatty acids.

The variation in the DHcal and DS values of the Pb¢/La phase transitions of this homologous
series of disaturated PCs is illustrated in Figure 2.7. Except for the two shortest chain members of
this series, which exhibit anomalous phase behavior, both DHcal and DS appear to increase in an
approximately linear fashion with increases in chain length. Interestingly, a linear extrapolation of
DHcal to zero yields an intercept on the x-axis between 7 and 8, suggesting that PCs containing
fewer than nine carbon atoms would not undergo cooperative gel to liquid–crystalline phase
transitions. Very similar behavior is exhibited by a homologous series of linear saturated PEs [52].
In this regard, it may be significant that PCs, phosphatidylserines (PSs), and phosphatidylglycerols
(PGs) with acyl chains of eight or fewer carbon atoms form primarily micelles rather than bilayers
when dispersed in aqueous media under physiologically relevant conditions [53, 54], whereas with
PEs, lamellar and micellar structures coexist at acyl chain lengths of six carbon atoms [54]. It is
also noteworthy that vesicles formed from PCs containing 12 or fewer carbon atoms in their
hydrocarbon chains are “leaky” to normally rather impermeable solutes trapped within their aqueous
cores [55]. Interestingly, however, extrapolation of DS to zero yields a value of n near 5, which is
similar to the value obtained by extrapolating the Tm to 0˚K.

FIGURE 2.7 A plot of the hydrocarbon chain length dependence of the transition enthalpy (left panel) and
the transition entropy (right panel) of the gel to liquid–crystalline (Pb¢ÆLa) phase transitions of a homologous
series of linear saturated PCs. (Data obtained from [12].)
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From Figure 2.7, the incremental DS and DHcal values can be derived. For both the linear
disaturated PC and PE homologous series, an incremental DS per CH2 group per chain of ~1.5 cal
K-1  mol-1 is obtained. This value is just over half that of the incremental DS of fusion of crystalline
hydrocarbons. Because the incremental DS value is determined largely by the intramolecular
conformational disorder of the hydrocarbon chains in the fluid phase, this result indicates that the
hydrocarbon chains in liquid–crystalline phospholipid bilayers are considerably more ordered than
those of liquid hydrocarbons. Similarly, the incremental transition DHcal per CH2 group per chain
(~0.5 kcal/mol) is smaller than the incremental DH due to the melting of a crystalline hydrocarbon
of similar chain length by a comparable factor. The incremental DH depends on both the changes
in conformational order and the strength of interchain interactions accompanying the gel to liq-
uid–crystalline phase transition.

The cooperativity of the Pb¢/La phase transition appears to decrease as the length of the PC
hydrocarbon chain increases (see Table 2.2). This could be due to progressively greater levels of
impurities in the longer chain members of this series or to small but progressively greater degrees
of thermally induced hydrolysis at the increasingly elevated temperatures required to induce chain
melting in the longer-chain members of this series. However, these factors do not appear to be of
sufficient magnitude to account entirely for the relatively large effects observed. At present, the
molecular basis for this decrease in the cooperativity of the Pb¢/La phase transition has not been
firmly established. However, because membrane lipid hydrocarbon chain length variations in living
cells are normally small and the heterogeneous mixture of lipid molecular species in biological
membranes exhibit relatively broad gel to liquid–crystalline phase transitions, the intrinsic transition
cooperativity of a lipid molecular species is not likely to be a thermodynamic parameter of great
biological significance.

2.3.5.2 Variations in Hydrocarbon Chain Structure

A comparison of the calorimetrically determined thermodynamic parameters of the gel to liq-
uid–crystalline phase transitions of a series of PCs having the same total number of carbon atoms
in their hydrocarbon chains but different chain structures is presented in Table 2.3. Although the
thermotropic events being compared here are “pure” chain-melting phase transitions (transitions
from the highest-temperature gel to the liquid–crystalline state), the detailed structures of the gel
states from which these lipid bilayers melt are not the same. In fact, it is primarily the differences

TABLE 2.3
Comparison of the Thermodynamic Parameters of the Gel to 
Liquid–Crystalline Phase Transition of a Series of 
Phosphatidylcholines Having Different Hydrocarbon Chain 
Structures but the Same Total Number of Carbon Atoms in the Chain

PC Tm (˚C) DDDDHcal
a DDDDHcal/CH2a DDDDSb DDDDS/CH2b Ref.

di 18:0 55.3 9.8 0.61 29.8 1.86 12
di 18:0i 37.2 ~10.0 0.7 32.2 2.30 17
d 18:0ai 18.9 ~5 0.36 17.1 1.22 22
di 18:0ch 16.0 ~2.7 0.25 9.3 0.85 24
di 18:1tD9 9.5 7.3 0.52 25.8 1.84 220
di 18:1cD9 -17.3 ~3.5–4.0 0.27 14.7 1.05 21

a Kcal/mol.
b cal.K-1.mol-1.
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in the degree of organization of these different gel states that determine the values of the various
thermodynamic parameters being measured.

The Tm values of various 18-carbon PCs found in Table 2.3 are markedly dependent on the
chemical structure of their fatty acyl chains. The PC containing two identical linear saturated chains
exhibits the highest Tm, and the Tm values decrease progressively in this order: linear saturated >
methyl isobranched > methyl anteisobranched > omega-cyclohexyl > trans-monounsaturated > cis-
monounsaturated fatty acids. Interestingly, if the Tms of the linear saturated, methyl iso- and
anteisobranched, and the omega-cyclohexyl PC series are plotted vs. the number of CH2 groups
per chain (see Figure 2.8), the curves for these four series of lipids are quite similar, indicating
that the primary effect of these chemical modifications on the Tm arise from an effective reduction
in the number of CH2 groups that stabilize the high-temperature gel state. However, the fact that
the methyl branched PCs exhibit slightly lower Tms than their linear saturated analogues, even
when normalized according to the number of CH2 groups present, indicates not only that the
isopropyl and sec-butyl groups present at the methyl termini of the methyl iso- and ante-isobranched
hydrocarbon chains do not contribute positively to the thermal stability of the gel state, but actually
perturb slightly the packing of the polymethylene segments of the chain. This perturbation effect
on chain packing is manifested in a much more pronounced form in the trans- and cis-monoun-
saturated PCs, which exhibit Tms equivalent to much shorter linear saturated PCs. Dioleoyl PC
(DOPC), for example, behaves as if it contains only eight or nine methylene groups, rather than
14. Evidently, the cis-double bonds in the center of the hydrocarbon chain severely perturb the
interactions of the polymethylene regions on either side of it.

In considering the ability of various chemical modifications of a linear saturated chain to lower
the Tm, due cognizance must be taken of the position, as well as the nature, of the substituted
group. This is because, as illustrated in Figure 2.9, the Tm-lowering effect of, for example, a cis-
double bond depends markedly on its location within the hydrocarbon chain and is greatest when
located near the center of the chain, as predicted by structural, thermodynamic, and molecular
mechanics principles [45, 46, 56] However, although it has been stated that the cis-double bond is
intrinsically more potent in reducing Tm than a single methyl substitution, the opposite is in fact

FIGURE 2.8 A plot of the gel to liquid–crystalline phase transition temperatures of a group of homologous
series of chain-symmetric PCs containing different classes of fatty acids vs. the number of CH2 groups in the
hydrocarbon chain. The symbols are as follows: (�), linear saturated PCs, (●), methyl isobranched PCs, (▫),
methyl anteisobranched PCs, (�), w-cyclohexyl PCs; and (�), cis-monounsaturated PCs. (Data obtained from
[12, 17, 21, 22, 24].)
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the case when both of these substituents are compared at comparable positions along the chain.
Increasing the number or the size of the alkyl group substituents, or the number of double bonds
present in the hydrocarbon chain, results in a further lowering of the Tm of the corresponding PC,
but the Tm-lowering effect of each additional substituent becomes progressively less. The lack of
an observable cooperative phase transition between -120 and +120˚C in aqueous dispersions of
diphytanoyl PC [57] is doubtless due to the cumulative perturbing effects of the four methyl group
substitutions on each hydrocarbon chain, and to the fact that only ten CH2 groups are present in
this highly substituted 20-carbon fatty acid.

The DH and DS values of the gel to liquid–crystalline phase transition of this series of PCs
also vary markedly with the chemical structure of the fatty acyl chains. Although there is a general
trend for both the DHcal and DS values to decrease as the Tm decreases (as one would intuitively
expect), these parameters are not highly correlated, even when normalized to the number of CH2
groups in the hydrocarbon chain. In general, this indicates that the various chemical modifications
of the linear saturated hydrocarbon chain have rather disparate effects on the changes in the strength
of interchain interactions and on the conformational disorder accompanying the chain-melting phase
transition. The methyl isobranch substitution is unique in producing an increase in the DHcal and
DS values, compared to a linear saturated chain containing the same total number of carbon atoms.
Because there is good evidence that the high-temperature gel state of the methyl isobranched PCs
is somewhat less well ordered and the liquid–crystalline state slightly more ordered than that of
their linear saturated analogues [18–20, 58–61], the larger DHcal and DS values observed experi-
mentally are surprising. Apparently, these elevated values arise from the increased cross-bilayer
interactions in the center of the model membrane. This is due to the fact that each terminus of an
isobranched fatty acid contains two methyl groups positioned such that both can interact with their
opposite members in the other monolayer. A similar explanation has been proposed to explain why
methyl isobranched fatty acids exhibit melting points only about 0.5˚C below those of their linear
saturated analogues. All other chemical modifications lead to decreases in DHcal and DS values,
as expected, with the magnitude of these decreases increasing in this order: trans-monounsaturated
> methyl anteisobranched > cis-monounsaturated > omega-cyclohexyl. Although to some extent
these decreases are due to an effective decrease in the number of CH2 groups present in the
hydrocarbon chain, especially in the case of the omega-cyclohexyl fatty acids (where none of the
carbons in the rigid ring system actually melt at the gel to liquid–crystalline phase transition) [25],

FIGURE 2.9 Plots of the apparent gel to liquid–crystalline phase transition temperature of a series of chain
symmetric dioctadecenoyl PCs (-●-) and 1-stearoyl-2-octadecenoyl PCs (-�-) vs. the position of the double
bond in the cis-monounsaturated hydrocarbon chain. (Data obtained from [56 and 316].)
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it is clear that these latter chemical modifications produce substantial reductions in the DHcal and
DS primarily by producing reductions in the tightness of organization of the gel phase.

A comparison of the calorimetrically determined thermodynamic parameters of the gel to
liquid–crystalline phase transition of a series of PCs having the same effective main hydrocarbon
chain length but different chemical structures (and different numbers of carbon atoms) is presented
in Table 2.4. In general, the variations in Tm, DHcal, and DS are similar to those already discussed
for Table 2.3. However, the omega-cyclohexyl PC now becomes the second-highest melting PC;
the Tm, DHcal, and DS values of the methyl isobranched PC now exceed those of the linear saturated
PC by a greater amount; and the values for the omega-cyclohexyl and methyl ante-isobranched
PCs are increased and move closer to the comparable values for linear saturated PCs. Comparing
a series of phospholipids of the same effective chain length is physically attractive because the
thickness of their bilayers, at least in the gel state, should be more or less comparable, as generally
seems to be the case with biological membranes from organisms grown at the same temperature
[see 50, 62]. However, neither comparison by total number of carbon atoms nor by effective chain
length faithfully reflects the situation in real membranes for all classes of fatty acids. This is because,
in the eubacteria in which they naturally occur, the total numbers of carbon atoms in the linear
saturated and methyl iso- and anteisobranched membrane lipid hydrocarbon chains are generally
quite similar, making Table 2.3 the table of choice for comparing the gel to liquid–crystalline phase
transition thermodynamic parameters of phospholipids containing these groups of hydrocarbon
chains. Moreover, the eubacterial omega-cyclohexyl fatty acids contain on average about two
additional carbon atoms, making Table 2.4 more appropriate for the comparison of these phospho-
lipids with those containing linear saturated or methyl branched fatty acids. However, the cis-
monounsaturated fatty acids of both eubacterial and eucaryotic membranes generally contain two
additional carbon atoms, in comparison to the linear saturated fatty acyl groups from lipids of the
same membrane, making neither table suitable for comparing this class of fatty acids with the
others. In this regard, it is noteworthy that the “kink” in the hydrocarbon chain of the monounsat-
urated fatty acids due to the presence of the cis-double bond reduces the thickness of the bilayer,
such that the additional carbons found in such fatty acids in nature may result in their real effective
lengths in the gel state being similar to those of the apparently shorter chain linear saturated or
methyl branched fatty acids. A similar argument could be made for the omega-cyclohexyl fatty
acids, because three of the six carbon atoms of the cyclohexyl ring do not contribute to the effective
length of the hydrocarbon chain.

TABLE 2.4
Comparison of the Thermodynamic Parameters of the Gel to 
Liquid–Crystalline Phase Transitions of a Series of 
Phosphatidylcholines Having Different Hydrocarbon Structures 
but the Same Effective Chain Lengths

PC Tm (˚C) DDDDHcal
a     DDDDHcal/CH2a DDDDSb DDDDS/CH2b    Ref.

di 18:0 55.3 9.8 0.61 29.8 1.86 12
di 19:0i 43.7 11.2 0.75 35.3 2.35 17
di 19:0ai 29.5 7.9 0.53 26.1 1.74 22
di 21:0ch 46.6 ~10 0.71 31.3 2.24 24
di 18:1tD9 9.5 7.3 0.52 25.8 1.84 220
di 18:1cD9 -17.3 3.5–4.0 0.27 14.7 1.05 21

a Kcal/mol.
b cal.K-1.mol-1.
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2.3.5.3 Mixed-Chain Diacyl Phosphatidylcholines

The thermotropic behavior of a number of mixed-chain saturated diacyl PCs has been investigated
by conventional DSC [63–70], high-sensitivity DSC [71–74], X-ray diffraction [68, 70, 74], Raman
and infrared spectroscopy [74–78] and NMR spectroscopy [78, 79]. A consistent feature of all
studies of these compounds is that the Tm and DHcal values of each pair of positional isomers of
these phospholipids are different. The one in which the longer chain is located at the sn-1 position
of glycerol always exhibits significantly lower Tm and DHcal values than does the reverse isomer.
This phenomenon can be rationalized on the basis of the known conformational difference between
the sn1 and sn2 fatty acyl chains of glycerolipids. Both spectroscopic and neutron and X-ray
diffraction studies (see Chapter 1) have shown that the acyl chains at the sn1- and sn2-positions
of the glycerol backbone have different conformations. The acyl chain at position 2 begins roughly
parallel to the bilayer surface before bending at C2 to orient the hydrocarbon chain perpendicular
to the bilayer plane, whereas the fatty acyl chain at position 1 is perpendicular to the bilayer
throughout its length. Thus, even when identical fatty acyl chains are esterified to the sn1- and sn2-
positions of glycerol, the penetration of the fatty acyl chain at the 1-position into the bilayer is
some 1.8 to 1.9 Å, or about 1.5 C-C bond lengths, greater than that of the sn2- fatty acyl chain.
Consequently, saturated mixed-acid PCs with the shorter chain acid at position 1 tend to minimize
the intrinsic chain length mismatch that arises from the different conformations of the two fatty
acyl chains, whereas this intrinsic chain length mismatch is accentuated in the reverse isomer. As
a result, the location of the shorter chain at the sn1 position of glycerol stabilizes the bilayer by
increasing the number of lateral van der Waals contacts between the two chains, and this is manifest
in Tm and DHcal values, which are significantly higher than those of the corresponding reverse
isomer [for a more detailed discussion, see 80–82]. The studies of these saturated mixed-chain
diacyl PCs have also shown that the asymmetric substitution of fatty acyl moieties to the glycerol
promotes the formation Lc-type gel phases, and of interdigitated gel phases when the effective
length mismatch between the sn1 and sn2 acyl chains is very great. These properties of mixed-
chain phospholipids are not the focus of this chapter and will not be discussed any further here.
For more details on these aspects of the mixed-chain phospholipids, the reader is referred to Chapter
3 and reviews by Huang and coworkers [80, 82].

The thermotropic behavior of several mixed-acid, saturated–unsaturated PCs containing oleic
(O) and elaidic (E) acids has been examined by DSC and differential thermal analysis [83–88].
For 1-palmitoyl-2-oleoyl PC (POPC), reported Tm values range from -5 to +3˚C and DHcal values
from 8.0 to 8.1 kcal/mol; comparable values for the reversed isomer OPPC are -11˚C and 6.7
kcal/mol, qualitatively the results expected from a consideration of the differential effective chain
length effect just discussed. It is noteworthy that the Tm values for these mixed-acid, satu-
rated–unsaturated PCs fall well below the average for the corresponding disaturated and diunsat-
urated compounds (Tm ~41˚C and -14 to -22˚C for DPPC and DOPC, respectively [see 89]). On
the other hand, the DHcal for POPC (8.0 kcal/mol) falls near the average for DPPC and DOPC
(about 8.5 kcal/mol and 7.6 kcal/mol, respectively), whereas the corresponding value for OPPC
(6.7 kcal/mol) is below that of DOPC (but note that the higher enthalpy value quoted here for
DOPC is due to a concomitant gel/gel and gel/liquid–crystalline phase transition being observed
[see 21]). 

In contrast, the Tm of 1-palmitoyl-2-elaidoyl PC (PEPC, Tm =  35˚C) lies closer to the Tm of
DPPC than to that of dielaidoyl PC (DEPC) (9.5 to 13˚C). Unfortunately, a DHcal value for this
lipid is not available, nor has the reverse isomer been studied. For 1-stearoyl-2-oleoyl PC (SOPC),
reported Tm values range from 3 to 13˚C and DHcal values from 4.3 to 5.3 kcal/mol; a Tm value
is not available for 1-oleoyl-2-stearoyl PC (OSPC), but a DHcal of 6.7 kcal/mol has been reported.
Again, the Tm values fall well below the average for the corresponding disaturated and diunsaturated
analogs (Tm ~54˚C for DSPC), and the DHcal values fall well below those of DOPC. Interestingly,
the Tm for 1-stearoyl-2-elaidoyl PC (SEPC) (26˚C) falls closer to that of DEPC than of DSPC and
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well below the Tm of PEPC, despite its greater average chain length — again illustrating the effect
of the different chain conformations at positions 1 and 2. The DHcal for SEPC (8.4 kcal/mol) again
falls below the average for DSPC and DEPC (DHcal for DEPC = 7.3 to 10.0 kcal/mol). It thus
appears that, in the absence of intrinsic chain length mismatch compensation, the gel-state stability
of at least the mixed-acid saturated-cis-unsaturated PCs more closely resembles that of the corre-
sponding diunsaturated than that of the disaturated analogs. Also, the mixed-acid, saturated–unsat-
urated PCs, like the diunsaturated species, do not exhibit pretransitions.

2.3.6 THE EFFECT OF VARIATIONS IN THE CHEMICAL STRUCTURE OF THE POLAR 
HEADGROUP STRUCTURE ON LIPID THERMOTROPIC PHASE BEHAVIOR

An evaluation of the influence of the polar headgroup on the thermotropic phase properties of
hydrated lipid bilayers is not a simple or a straightfoward task. In general, the manner in which
the lipid headgroup can influence the properties of a lipid bilayer can be conveniently examined
from the perspectives of size, polarity, the number and nature of the charged groups present (if
any), the capacity for forming hydrogen bonds, etc. However, such an approach is probably not
strictly correct. Because factors such as the size and polarity of the headgroup, as well as its capacity
for ionic and/or hydrogen-bonding interactions, largely determine the nature and the strengths of
the headgroup–headgroup and headgroup–solvent interactions at the bilayer surface [5, 90], the
influence of polar headgroup structure on the properties of any lipid bilayer will be a reflection of
the additive and/or synergistic effects of all such factors. Moreover, given the amphipathic nature
of the lipid molecules that comprise model and natural membranes, it is even unlikely that a
combination of these factors alone can be the sole determinants of the headgroup–headgroup and
headgroup–solvent interactions, which actually occur at the bilayer surface. This is because the
geometric requirements for the maximization of polar interactions at the bilayer surface and at the
polar–apolar interface, and of the van der Waals interactions between the hydrocarbon chains in
the bilayer core, can rarely be simultaneously satisfied. Thus, the nature and the strength of the
polar and hydrophobic interactions that actually occur in any given bilayer will be the result of a
“compromise” between these competing and often incompatible driving forces. One thus expects
that the length and the structure of the hydrocarbon chain will also influence the way in which the
structure of the polar headgroup affects the thermotropic phase properties of a lipid bilayer.
Nevertheless, we will examine the effects of lipid polar headgroup structure on the properties of a
lipid bilayer from the same general perspectives described previously. It should be understood,
however, that the organization of this chapter along such lines is merely an attempt to make the
process of reviewing this area more tractable and is not intended to suggest that any given property
of the lipid polar headgroup can exert its effect in isolation from any other.

2.3.6.1 The Effect of Size

The effect of polar headgroup size on lipid thermotropic phase behavior cannot always be easily
determined, mainly because it is virtually impossible to affect any variation in the size of that
moiety without significantly altering its other properties. Moreover, within the context of a hydrated
lipid bilayer, the concept of polar headgroup size is not easy to define, especially because the
critical factors determining its effective size should be the intrinsic size of the polar headgroup and
its associated waters of solvation, along with its orientation and motion relative to the bilayer
surface. Nevertheless, it is intuitively obvious that the physical size of the polar headgroup (however
defined) must affect the phase properties of a lipid bilayer from simple geometric considerations
alone. Indeed, from a consideration of the geometric constraints involved in assembling lipid
molecules, it has been shown that the size of the polar headgroup relative to that of the hydrophobic
domain even determines the type the lipid assembly (i.e., whether micellar, lamellar hexagonal, or
cubic) that can be formed [91, 92]. Thus, within the context of a lipid bilayer, the probable effect
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of headgroup size can be deduced from such geometric considerations, of which the key factor
would be the effective cross-sectional area of the polar headgroup. 

From such a perspective one can suggest that, in the absence of other factors, the gel phases
of lipids with headgroups of cross-sectional areas that are sufficiently small so as to allow close
interactions between the hydrocarbon chains should be stabilized with respect to their liquid–crys-
talline phases, and this should result in relatively high phase transition temperatures. In addition,
once the headgroup becomes large enough to force an increase in the mean separation of the
hydrocarbon chains, there should also be a relative destabilization of the gel phase and a progressive
lowering of the gel to liquid–crystalline phase transition temperature. This effect is not usually
obvious in most studies with natural phospholipid bilayers, where the effect of headgroup size is
often obscured by other effects, such as charged-group interaction, hydrogen bonding, etc. However,
the predicted effect of polar headgroup size has been observed with phospholipid bilayers under
conditions in which interference from charged-group interaction or other effects is suppressed. For
example, in experiments with a series of dipalmitoylphosphatidylalkanols at low pH, Eibl [93]
demonstrated that a decrease in Tm does occur when the size of the headgroup is increased (Table
2.5). However, such effects are not observed at near neutral pH [94]. In fact, a similar trend is also
evident from a comparison of the Tm values of DPPC and DPPE bilayers at neutrality and at very
low pH (Table 2.7). Evidently, the protonation of the phosphate moieties of both the normally
anionic and the zwitterionic phospholipids suppresses the critical interference attributable either to
charged-group repulsion or to hydrogen-bonding interactions and allows the effect of polar head-
group size to be observed. 

The effect of polar headgroup size can be more easily demonstrated, however, with nonionic
glycolipid bilayers, where interference from charged-group interactions does not exist. Such effects
are clearly evident from a survey of the available data on the chain-melting transition temperatures
of the monoglycosyl- and diglycosyl glycerolipids (Table 2.6). Here, the observation that the
monoglycosyl glycerolipids generally exhibit considerably higher gel/liquid–crystalline phase tran-
sition temperatures than their diglycosyl counterparts with similar hydrocarbon chains can be
attributed primarily to the larger size of the diglycosyl headgroup. 

However, one should be very cautious when considerations of headgroup size are involved.
Mannock et al. [95, 96] observed that the gel/liquid–crystalline phase transition temperatures of a
homologous series of a-D-glucosyl diacylglycerols were significantly lower than those of compa-
rable b-anomers. In principle, the concept of effective headgroup size can be invoked to explain
these observations, if one considers the fact that the change in the anomeric configuration of the
glucose headgroup alters the orientation of the headgroup relative to the bilayer surface [97]. NMR
spectroscopic studies indicate that the sugar headgroup of the a-linked anomers is aligned nearly
parallel to the bilayer surface, whereas that of the b-anomer is extended away from the bilayer
surface [97]. Thus, the lower phase transitions of the a-anomers may be the result of an effectively

TABLE 2.5
Gel to Liquid–Crystalline Phase Transition 
Temperatures of the Monoalkyl Esters of 
Dipalmitoyl Phosphatidic Acid

Alkyl Group Tm at pH 7 Ref. Tm at pH 1 Ref.

Methyl 44 94 53 93
Ethyl 41 94 51 93
Propyl 41 94 38 93
Butyl 41 94 34 93
Pentyl 33 94 28 93
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larger headgroup cross-sectional area resulting from the change in the orientation of the sugar
moiety. However, as pointed out by Mannock et al. [96], the change in the anomeric configuration
of the sugar headgroup also changes parameters, such as the interaction between the sugar and its
hydration sphere, the orientation of the hydrophobic surfaces of the sugar to the bilayer surface,
and even the penetration of water into the interfacial region of the bilayer. Because all such
“subsidiary” effects will undoubtedly have some effect on the phase behavior of the lipid bilayer,
one should be particularly cautious when the effects of polar headgroup size are being assessed,
especially when the structural changes being considered are relatively small.

2.3.6.2 The Effect of Charge

Lipid molecules that contain polar headgroups with ionized or ionizable moieties are found in all
cell membranes. The presence of these charged groups is a significant determinant of the physical
properties of the lipid bilayer. Clearly, the presence of charged or ionizable headgroups confers
sensitivity to parameters that directly or indirectly alter their capacity to interact with charged or
otherwise polar species. Moreover, as illustrated previously, the mere existence of such charged
groups can effectively suppress the manifestation of the influence of other physical factors, such as
headgroup size. The lipids that exhibit such properties include the overwhelming majority of the
common glycerophospholipids and the glycolipid species in which there are sugar moieties esterified
to phosphate groups (i.e., phosphorylated glycolipids), sulfate groups (e.g., cerebroside sulfate), or
amino acid moieties. With such lipid bilayers, factors such as pH, the overall ionic strength of the
medium, and the presence of specific ions tend to influence bilayer physical properties, primarily
by their effects on the charged group interactions between the polar headgroups. 

This effect is illustrated by the data shown in Table 2.7 and in Figure 2.10, which demonstrate
the effect of pH on the gel/liquid–crystalline phase transition temperatures of some common phos-
pholipids. As expected, the significant changes in Tm generally occur over the pH ranges in which
there is protonaton/deprotonation of the ionizable groups. This seems reasonable, because protonation
and/or deprotonation of ionizable groups would inevitably alter the attractive/repulsive interactions
between the polar headgroups and change the relative stability of the gel phase by their effects on
the close packing interactions of the lipid molecules. However, the particular effect being expressed
is also strongly dependent on the location of the charged group being titrated. Thus, for example,
the neutralization of the negatively charged phosphodiester group of DPPC and DMPC at low pH

TABLE 2.6
Gel to Liquid–Crystalline Phase Transition Temperatures of the 
Monoglycosyl and Diglycosyl Glycerolipidsa

Monoglycosyl Glycerolipids

Ref.

Diglycosyl Glycerolipids

Ref.Sample Tm (˚C) Sample Tm (˚C)

14:0 dialkyl b-D-Glc 50.8 304 14:0 dialkyl Gentiobiose 27.5 308
16:0 dialkyl b-D-Glc 63.6 304 16:0 dialkyl Cellobiose 54.0 309
18:0 dialkyl b-D-Glc 72.0 304 16:0 dialkyl Maltose 52.0 309
12:0 dialkyl b-D-Gal 31.7 137
14:0 dialkyl b-D-Gal 52.2 305 18:0 diacyl digalactosyl 50.3 307
14:0 dialkyl a-D-Glc 52.0 97
14:0 dialkyl a-D-Man 52.0 97
16:0 diacyl b-D-Gal 51.6 306
18:0 diacyl b-D-Gal 68.5 306

a See also Table 2.9.
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results in a marked increase in Tm [98, 99], despite the fact that the molecular species formed at
low pH has a net positive charge. Presumably, this arises because close packing of the PC molecules
without short range interactions of the positively charged trimethyl ammonium moieties near the
end of the phosphorylcholine group is feasible, whereas short-range interactions between the phos-
phate ester moieties always occur whenever PC molecules are assembled into a bilayer. 

The effect of the binding of specific ions to the bilayer surface and of bulk aqueous phase ionic
strength on the thermotropic phase behavior of the ionic lipids can also be rationalized from a
consideration of their effects on the interaction between the charged groups. Thus, at near-neutral
pH, the elevation of the Tm of PS bilayers by an increase in ionic strength of the bulk aqueous
phase can be attributed to increased shielding of the charged moieties of the headgroup by the

TABLE 2.7
Effect of pH on the Gel to Liquid–Crystalline Phase 
Transition Temperatures Dipalmitoyl Glycerophospholipids

Sample

pH 1

Ref.

pH 7

Ref.Charge Tm (˚C) Charge Tm (˚C)

DPPC + 49 98 + - 41 98
DPPM 53 111 - 44 111
DPPG 61 178 - 41 178
DPPE + 66 93a + - 64 52
DPPS + 69 100b - - + 55 100b

DPPA - 71 310c

a Tm = 41˚C at pH 12.
b Tm = 32˚C at pH 13.
c Tm = 45˚C at pH 11.

FIGURE 2.10 pH dependence of the chain-melting phase transition temperatures of various dimyristoylglyc-
erophospholipid bilayers. Transitions involving metastable states or little hydrated, highly tilted lipids at low
pH are not indicated. The superscripts give the lipid charge and the abbreviations are given in the text. (Redrawn
from [5].)
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increased polarity of the solvent phase [100]. In those instances where the specific binding of
cations such as Ca2+ and Li+ to anionic lipid bilayers occurs, there is a marked elevation in Tm
[see 101 and references cited therein]. This effect is undoubtedly similar to that which occurs when
the negative charge of the phosphate moiety is neutralized at low pH. Here, the binding of the
counterion promotes closer packing of the lipid molecules by an effective neutralization of the
charged moiety on the headgroup, thereby stabilizing the gel phase of the lipid. Moreover, in those
instances where divalent cations are bound, there may even be further promotion of lipid close
packing by the formation of divalent cation bridges between the polar headgroups [102]. In such
instances, the stabilization of the gel phase of the lipid may be so strong that nucleation and growth
of highly ordered crystalline phases may even occur [103–105].

2.3.6.3 The Effect of Hydrogen Bonding

It is now generally accepted that the physical properties of a lipid bilayer are influenced by
hydrogen-bonding interactions at its surface. With regard to the crystalline phases that many lipids
form, single-crystal X-ray studies of glyco- and phospholipids [106, 107, and references cited
therein] have established that the formation of a hydrogen-bonding network at the bilayer surface
is often a key to the enhanced stability of that structure. However, it is more difficult to evaluate
the influence of hydrogen-bonding interactions on the thermotropic properties of fully hydrated
lipid bilayers: once fully hydrated, the lipid polar headgroups seem more disposed to hydrogen-
bonding interactions with the solvent than with each other. With hydrated lipid bilayers, experi-
mental evidence that hydrogen bonding is a major determinant of its thermotropic phase behavior
is often indirect and subject to varied interpretations, mainly because it is often difficult to design
experiments that would definitively assign any particular result to the effects of intermoleular
hydrogen bonding. Thus, despite the many studies that have directly or indirectly addressed this
issue [for reviews, see 108–110], there is yet to be a consensus on the extent to which these forces
affect the thermotropic phase properties of fully hydrated lipid bilayers, though there is general
agreement that their effects are significant. 

For example, in studies of the pH dependence of the gel/liquid–crystalline phase transition of
1,2 di-tetradecyl and 1,2 di-hexadecyl phosphatidic acids (PAs), Eibl [111] observed that the plot
of Tm vs. pH showed a maximum in the pH range where partial, but not complete, protonation of
the phosphate moiety occurs (Figure 2.11). With these lipids, one can rationalize the progressive
increase in Tm that occurs with acidification down to near pH 3 from the perspective of charge-
group interaction effects (see Section 2.3.6.2), but not the decrease in Tm as the formal charge of
the polar headgroup approaches neutrality. To explain the latter, it was postulated that a stabilizing
network of hydrogen bonds forms as the pH of the medium approaches the pK1 of phosphatidic
acid. The formation of this network presumably promotes the formation of tight interactions between
the lipid molecules (thereby elevating Tm), and the decrease in Tm at lower pH is the result of the
destruction of this network by further acidification [111]. The involvement of hydrogen-bonding
in this manner is certainly plausible (to date it is the only explanation that has been proposed) and
currently forms the basis of the rationalization of similar observations in studies of dimyristoyl-
and dipalmitoylphosphatidylmethanol bilayers [see 111]. 

It is apparent, however, that the type of hydrogen-bonding interaction described previously
probably has more in common with that observed in the crystalline phases of lipid bilayers than
in hydrated lipid bilayers. With PE bilayers, for example, a different pattern of hydrogen-bonding
interaction is often considered in attempts to explain why at near neutral pH, its Tm is unusually
high when compared with comparable anionic and zwitterionic phospholipids [see 110]. In this
case, a system is envisaged in which there is dynamic equilibrium between “free” phosphate groups,
phosphate groups hydrogen-bonded to water, and phosphate groups hydrogen-bonded to the amine
protons of neighboring headgroups. This seems plausible, especially because it has been shown
theoretically that the enhanced gel phase stability resulting from even such transient interheadgroup
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hydrogen-bonding interactions is great enough to result in a significant increase in Tm [112].
Moreover, because this model does not require or even suggest any immobilization of the polar
headgroups, it is quite compatible with the 31P-NMR spectroscopic data, which clearly show that,
on the NMR timescale, the motion of the phosphate headgroup is axially symmetric in both the
gel and liquid–crystalline phases [113, 114]. The presence of a dynamic hydrogen-bonding network
in the headgroup and polar/apolar interfacial regions of fully hydrated PE bilayers is supported by
Fourier transform infrared (FTIR) spectroscopic evidence for the existence of a population of H-
bonded ester carbonyl groups, which is not present in comparable PC bilayers [114]. 

A similar process of dynamic interchanges of headgroup–headgroup and headgroup–solvent
hydrogen-bonding interactions may also be occurring with the nonionic glycolipids. Upon exam-
ination of the gel/liquid–crystalline phase transition temperatures of such lipids (see Tables 2.7 and
2.9), it becomes apparent that their Tms are still too high to be rationalized by factors that do not
include a significant contribution from intermolecular hydrogen bonding. In fact, because there are
no charged or ionizable groups present, hydrogen-bonding effects probably form the basis of
virtually all aspects of the physical properties of the nonionic glycolipids, either as crystalline solids
or hydrated bilayers.

Finally, in any evaluation of the influence of hydrogen-bonding interactions on bilayer physical
properties, it should be recognized that in addition to the effects described previously, hydrogen-
bonding interactions also influence other properties of the polar headgroup. For example, hydrogen
bonding is an important determinant of the capacity of the polar headgroup to interact with and to
bind water. In this way, hydrogen bonding also affects the properties of the lipid bilayer by its
influence on headgroup hydration number, which in turn determines the effective size of the polar

FIGURE 2.11 The effect of proton concentration on the temperature of the main transition of 1,2-dihexadecyl-
and 1,2-ditertadecyl-sn-glycero-3-phosphoric acid. Dispersions contained 20 mg of lipid in 20 mg of bidistilled
water. The pH was adjusted by the addition of dilute NaOH. The dotted lines indicate regions where two
transitions are sometimes observed: a lower and an upper transition. (Redrawn from [111].)
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headgroup. Moreover, the influence of “subsidiary” effects such as these is often antagonistic to
the “primary” factors being considered. As is the case with any of the properties being considered
in this review, the effects of hydrogen bonding are very complex; unless great care is exercised
and all of the possibilities considered, the conclusions drawn can be misleading.

2.3.6.4 Miscellaneous Effects

It is not unexpected that the phase behavior of a lipid bilayer is sensitive to changes in the chemical
structure of the lipid polar headgroup. However, what is remarkable is the fact that significant
changes in bilayer physical properties are often observed as a result of seemingly small chemical
modifications, which do not appear to alter the essential character of the polar headgroup, whereas
in many instances the properties of the bilayer are relatively unresponsive to considerably larger
chemical modifications. For example, it has been shown that the replacement of the trimethyl
ammonium group of the PCs with a dimethylsulfonium moiety affects both the Tm (Table 2.8)
and the structural basis of their gel-phase polymorphism [115, 116]. In this case, the changes in
the chemical properties of the headgroup are very subtle, are not close to the polar/apolar interfacial
region of the bilayer, and are certainly smaller than those of replacing the phosphorylcholine
moiety with phosphorylglycerol, for example — and yet the effect on the thermotropic phase
properties of the bilayer is considerably greater. These observations are yet to be explained or
satisfactorily rationalized. 

A similar trend was also observed in some unrelated studies by Tsai and coworkers (Table 2.8),
who showed that the replacement of one of the unesterified phosphate oxygens of DPPC with a
sulfur atom results in an increase in Tm [117], changes in the dynamic properties of the polar
headgroup at temperatures above Tm [118], and major changes in the basis of the gel-phase
polymorphism [119]. These observations may be related to the generation of a chiral phosphorus
close to the polar/apolar interfacial region of the lipid bilayer. However, as is the case with the
phosphatidylsulfocholines described previously, the reasons why such small changes significantly
affect the thermotropic phase properties of the bilayer, whereas other more drastic chemical
modifications exert much smaller effects, have not been established. Evidently, there are many
parameters to consider, even when seemingly small chemical modifications are made to the lipid
polar headgroup.

Finally, we point out that attention is rarely given to hydrophobic interactions in considerations
of the influence of the lipid polar headgroup on the thermotropic properties of the lipid bilayer. In
principle, these effects can originate from the interchain interactions in the hydrophobic core of
the lipid bilayer, as well as hydrophobic components in the polar headgroup itself. Of these, the
influence of the former is relatively straightforward and can be easily explained. It has become

TABLE 2.8
Gel to Liquid–Crystalline Transition Temperatures of 
Aqueous Dispersions of the Phosphatidyl 
Sulfocholines and Thiophosphatidylcholines

Sample Tm (˚C) Ref.

Dimyristoyl Phosphatidylsulfocholine 26.5 115
Dipalmitoyl Phosphatidylsulfocholine 45.0 115
Distearoyl Phosphatidylsulfocholine 60.5 115
Dioleoyl Phosphatidylsulfocholine -24.5 115
(Rp) Dipalmitoyl ThioPhosphatidylcholine 44.9 117
(Sp) Dipalmitoyl ThioPhosphatidylcholine 45.0 117
(Rp+Sp) Dipalmitoyl ThioPhosphatidylcholine 44.8 117
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increasingly apparent that the physical properties of any given lipid bilayer is the result of a
“compromise” between the driving forces governed by polar interactions in the headgroup and
interfacial regions of the bilayer and hydrophobic interactions in the bilayer core. Moreover, because
the magnitude of the interchain hydrophobic interactions is intimately linked to the length and the
structure of the hydrocarbon chain, it is logical to infer that the influence of the polar headgroup
should also be responsive to these parameters. This expectation is indeed corroborated by an
examination of the data shown in Table 2.10, which show that the influence of the polar headgroup
diminishes with increasing chain length. Thus, for example, the replacement of the choline moiety
of dilauroylphosphatidylcholine with an ethanolamine group increases Tm by some 32˚C, whereas
the same operation with diarachidoylphosphatidylcholine increases Tm by only 17˚C (see Table
2.9). This trend is a logical consequence of the increase in the magnitude of the interchain
hydrophobic interactions, coincident with an increase in hydrocarbon chain length, and the tendency
of these forces to dominate the properties of the bilayer as hydrocarbon chain length increases.
Also, in marked contrast to bilayers composed of saturated fatty acyl chains, the effect of the
replacement of a choline moiety with an ethanolamine group is very small when cis-monounsat-
urated fatty acyl chains are present (see Table 2.9). In this case, it has been suggested that with

TABLE 2.9
Effect of Hydrocarbon Chain Length and Structure on 
the Gel to Liquid–Crystalline Phase Transition 
Temperatures of Phosphatidylcholines, 
Phosphatidylethanolamines, and the Monoglucosyl 
Diacylglycerols

Chain Structure

Tm (˚C)

PCs PEs aaaa-D-GlcDGa bbbb-D-GlcDGb

12:0 -2.1c 31.3d 19.5 26.0
13:0 13.7c 42.1d 32.9 35.7
14:0 23.9c 50.4d 40.5 45.5
15:0 34.7c 58.4d 50.7 54.2
16:0 41.4c 64.4d 57.2 61.0
17:0 49.8c 70.5d 63.4 67.0
18:0 55.3c 74.2d 68.4 71.7
19:0 61.8c 79.2d 73.7 76.5
20:0 66.4c 83.4d 76.8 79.7
18:1cD9 -17.3e -16.0f

18:1tD9 13.0g 38.3h

19:0i 43.7i 59.0j

19:0ai 29.5k 44.6i

a Ref. [96].
b Ref. [95].
c Ref. [12].
d Ref. [114].
e Ref. [21].
f Ref. [311].
g Ref. [86].
h Ref. [312].
i Ref. [17].
j Ref. [113].
k Ref. [22].
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both lipid classes, the introduction of the cis double bond increases the molecular area, resulting
in a marked diminution in the strength of the hydrogen-bonding interactions of the polar headgroups,
which are believed to stabilize the gel phase of the PE bilayers [110].

Unlike the effects of the hydrocarbon chain, however, the influence of hydrophobic interactions
involving the polar headgroup is more difficult to evaluate and/or predict. There is little doubt,
however, that such effects must influence bilayer physical properties, because there is a hydrophobic
component to the chemical structure of virtually all lipid polar headgroups. The inherent difficulties
encountered here are typified by the examples shown in Tables 2.5 and 2.10. Although the data
seem to suggest that there is sensitivity to the size of the hydrophobic component of the polar
headgroup, unambiguous interpretation is difficult because the chemical modifications of the head-
group moieties alter not only the hydrophilic/hydrophobic balance of the moiety, but also its
effective size, its hydrogen-bonding capacity, its solubility in water, and many other factors. Thus,
it would be virtually impossible to assign specifically any single effect to the influence of hydro-
phobic interaction, though there is little doubt that these effects are important. This provides a
timely reminder that the effects of any property of the polar headgroup (or indeed of any part of
the lipid molecule) on the properties of a lipid bilayer are probably best evaluated with due regard
to the interactions of all of the moieties that comprise the given lipid molecule.

2.3.7 THE EFFECT OF VARIATIONS IN THE CHEMICAL STRUCTURE OF THE GLYCEROL 
BACKBONE REGION ON LIPID THERMOTROPIC PHASE BEHAVIOR

In this section, we shall examine how chemical variations in the structure of the glycerol backbone
region, and the linkages between this region and the hydrocarbon chains, affect lipid thermotropic
phase behavior. That the structure of this portion of the lipid molecule should influence the
physicochemical properties of the lipid bilayer is not surprising, because the glycerol backbone
region determines many of the properties of the polar/apolar interfacial region of the bilayer. In
particular, the chemical structure of the interfacial region can influence the overall conformation
of the lipid molecule and thus the nature of the mesomorphic phases that it can form. Moreover,
it can also influence the degree of hydration of the interfacial region and the depth of water
penetration into the bilayer, which in turn influence the properties and conformation of the lipid
polar headgroup [120]. Our evaluation of the influence of the glycerol backbone region’s chemical
structure on bilayer physical properties will be largely comparative, and the intensively studied
1,2-diacyl-sn-glycerolipids will serve as the reference.

TABLE 2.10
Gel to Liquid–Crystalline Phase 
Transition Temperatures of Dimyristoyl-
Phosphatidylethanolamine and Its 
C-alkylated Analoguesa

Amine Moiety Tm (˚C)

2-Aminoethanol (PE) 50.1
2-Methyl, 2-Aminoethanol 43.4
2, 2-Dimethyl, 2-Aminoethanol 37.5
2-Ethyl, 2-Aminoethanol 34.2
3-Amino, 1-Propanol 41.9
4-Amino, 1-Butanol 34.4

a Measurements all made at near neutral pH [313].
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2.3.7.1 The Effect of Chirality

On account of the high stereospecificity of virtually all biosynthetic pathways, the overwhelming
majority of naturally occurring lipids contain at least one optically active center in the interfacial
region of the molecule. In the case of the phosphoglycerolipids, for example, a single chiral center
at C2 of the glycerol backbone is present. To date, little emphasis has been placed on a comparison
of the physical properties of such D- and L-stereoisomers, probably because their physical properties
are expected to be identical. The few studies performed with such lipids have concentrated on a
comparison of one of the optically active enantiomers with the racemic mixture. Such studies have
found that the Tms of phospholipid bilayers are relatively insensitive to the loss of optical activity
at the glycerol, but have indicated that their gel-phase behavior is radically altered [121, 122].
However, in a recent study of a polymerizable phosphatidylcholine, a marked difference in the
thermotropic phase properties of the racemic and optically active isomers was observed [123]. In
this case, the sensitivity of the chain-melting transition to the loss of optical activity at the glycerol
is probably attributable to the fact that these lipids readily form highly ordered crystalline phases
at temperatures below Tm, as inferred from infrared spectroscopic studies [124].

The relative insensitivity of bilayer physical properties to the stereochemistry at a single
optically active center, as observed in phosphoglycerides, is probably unlikely in molecules such
as the glycoglycerolipids and the sphingolipids, for which additional chiral centers exist either in
the headgroup or the polar/apolar interface, respectively. With such molecules, the inversion of
configuration at any one chiral center results in the formation of diastereomers, as opposed to
enantiomers. Some recent studies have shown that there can be differences in the physical properties
of diastereomeric pairs of lipids in the liquid–crystalline phase [118] and especially in the gel phase
of such bilayers [119, 125] but report little difference between the chain-melting phase transition
temperatures of diastereomeric lipids [see 125 and references cited therein]. However, because the
stereochemistry at the various chiral centers on such molecules will undoubtedly affect the orien-
tation of the polar groups relative to each other, parameters such as intermolecular hydrogen
bonding, headgroup, and interfacial hydration should be affected. Given this, one would expect
that more detailed investigations into this area would indeed find that there are major differences
in the phase behavior of these lipids.

2.3.7.2 The 1,3-Diacyl Glycerolipids

Relatively few studies have been directed at the influence of the position of the acyl and headgroup
moieties on the glycerol backbone on the physical properties of the lipid bilayer. A examination
of the thermodynamic data on the few compounds that have been studied so far (see Table 2.11)
indicates that these compounds have lower chain-melting phase transition temperatures than their
1,2-diacyl counterparts. It is possible that this may be related to the effect of conformational
differences at the glycerol backbone [126]. It has also been deduced from 2H-NMR spectroscopic
studies of 1,3 DPPC that, unlike its 1,2-diacyl counterpart, its glycerol backbone lies parallel to
the bilayer surface [127]. As a result, the attachment of both acyl chains to the glycerol is parallel
to the bilayer surface, and they are both bent perpendicular to the bilayer at their respective C2
carbons. Presumably, the lowering of the chain-melting transition temperature is the result of small
changes in the interchain van der Waals contacts that result from this conformational change. The
available data also suggest that the altered conformation of the glycerol backbone promotes the
formation an interdigitated gel phase at temperatures below Tm [128] and of highly ordered
crystalline structures at still lower temperatures [128, 129].

2.3.7.3 Glycerolipids with Ether-Linked Hydrocarbon Chains

Glycerolipids with ether-linked hydrocarbon chains are found as major constituents of the mem-
brane lipids of thermoacidophylic microorganisms, where, presumably, the resistance of ether
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linkages to hydrolytic cleavage would enhance survival. Interest in ether-linked glucerolipids also
stems from the observation that their levels appear to be elevated in neoplastic tissue [130, 131].
The Tms of all ether-linked glycerolipids are higher than those of the corresponding ester-linked
analogues (see Table 2.12 for some representative examples). The stabilization of glycerolipid gel
phases by ether-linked hydrocarbon chains varies somewhat with the nature of the polar headgroup
but is a consistent feature of all of the data published so far. Available data also show that the
lamellar/nonlamellar phase transition temperatures of all ether-linked glycerolipids are substantially
lower than those of the corresponding ester-linked analogues [see 6], indicating that ether-linked
hydrocarbon chains also destabilize liquid–crystalline glycerolipid bilayers with respect to inverted
nonlamellar phases.

In principle, both of these effects can be attributed to the combination of the smaller size and
reduced polarity of the ether bonds, which normally favor tighter packing and reduced hydration
at bilayer polar/apolar interfaces. Interestingly, however, a comparison of properties of DPPC with
those of its dialkyl and acyl–alkyl analogues suggests that ether-linked hydrocarbon chains may
promote the formation of chain interdigitated bilayers at temperatures below the Tm [132–134],
facilitate greater hydration of the headgroup and polar/apolar interfacial regions of the bilayer [135],
and cause a change in the preferred conformation and/or orientation of the glycerol backbone [135].
For the most part, these effects seem incompatible with the smaller size and lower polarity of the
ether linkage, and to our knowledge such behavior has not been observed with any of the PEs and
monoglycosyl glycerolipids examined [see 136–141]. However, relatively little information on this
aspect of the glycerolipid behavior is available, and it is therefore difficult to make any definitive
conclusions on this topic. Nevertheless, the fact that even these small changes in the chemical
structure of lipid polar/apolar interfaces can have such wide-ranging effects on glycerolipid structure
and organization underscores the critical importance of this region of glycerolipid molecules.

2.3.7.4 Lipids with Interfacial Amide Groups

A distinguishing feature of the sphingolipids is the presence of an amide rather than an ester group
in the polar/apolar interfacial region. This class of lipids includes the sphingomyelins (SMs) and
the glycosphingolipids, both of which are important components of the cell membranes of higher
animals. There is relatively little physical data available on these lipids, mainly because they have
not been studied as intensively as the diacylglycerolipids. The SMs and their synthetic analogues

TABLE 2.11
Thermtropic Transitions of 1,3 Diacyl Glycerolipids

Sample

Subtransition
Chain-Melting 

Transition

Tm (˚C) DDDDHcal
a Tm (˚C) DDDDHcal

a

1,3 DPPEb 42.8 4.5 53.1 9.3
1,3 DMPCc 15.0 4.3 19.0 6.1
1,3 DPPCd 27.0 9.1 37.0 10.5
1-O-14:0,3-O-18:0 PCc 16.0 5.9 30.0 7.1
1-O-16:0,3-O-18:0 PCc 26.0 7.3 46.0 10.4
1,3 DMPAe 42.0

a Values are in Kcal/mol.
b Ref. [129].
c Ref. [66].
d Ref. [128].
e Ref. [310].
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tend to form highly ordered crystalline phases [125, 142–146], presumably because of the stabili-
zation of such structures by hydrogen-bonding interactions involving the interfacial amide and
hydroxyl moieties. The gel to liquid–crystalline phase transition temperatures of the SMs are also
higher than those of comparable PCs (the Tm of the DL N-16:0, dihydrosphingosine compound is
some 6˚C higher than that of DPPC, see Table 2.13), possibly due to stronger hydrogen-bonding
interactions involving the interfacial amide bond. Presumably, this is the result of increased inter-
facial hydration caused by the greater polarity of the amide groups. Given this, it is not clear why
the melting temperatures of the SMs should be so different from those of the diacyl PCs.

The pattern that emerges from the available data on the glycosphingolipids is remarkably similar
to that of the SMs. Like the SMs, the glycosphingolipids also form very stable crystalline phases
[148–152 and references cited therein], and in this instance the involvement of the interfacial amide
in hydrogen bonding interactions has been confirmed by single-crystal X-ray studies [106, 107,
and references cited therein]. Their crystalline phases usually melt directly to the liquid–crystalline
phase at fairly high temperatures. With the overwhelming majority of these lipids, the Lb-type of
lamellar gel phase is very difficult to characterize because it is unstable with respect to one or more
of the crystalline phases. As a result, data on the typical gel/liquid–crystalline phase transition of

TABLE 2.12
Gel to Liquid–Crystalline Phase Transition 
Temperatures of Diacyl and Dialkyl Glycerolipids

Sample Tm (Diacyl) Tm (Dialkyl)

14:0 PC 23.9a 27.0b

16:0 PC 41.4a 44.2c

12:0 PE 31.3b 35.0b

14:0 PE 50.5b 55.5b

16:0 PE 64.4b 68.5b

18:0 PE 74.2b 77.0b

14:0 PA 50.0d 61.5e

16:0 PA 67.0f 75.0e

14:0 N-Methyl PE 42.7g 46.0b

14:0 N,N-Dimethyl PE 31.4g 34.0b

14:0 Phosphoryl 3-amino-propane 41.9g 46.0b

14:0 Phosphoryl 4-amino-butane 34.4g 38.0b

14:0 PG 23.7d 26.0h

14:0 b-D-GlcDG 45.5i 50.0j

16:0 b-D-GlcDG 61.0i 63.6j

18:0 b-D-GlcDG 71.7i 72.0j

14:0 a-D-GlcDG 40.5k 52.0l

a Ref. [12].
b Ref. [114].
c Ref. [133].
d Ref. [178].
e Ref. [310].
f Ref. [165].
g Ref. [313].
h Ref. [314].
i Ref. [95].
j Ref. [96].
k Ref. [97].
l Ref. [304].
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these lipids are rarely reported. However, the DSC cooling thermograms that have been published
do show that typical Lb/La type transitions occur at temperatures lower than those of the Lc/La
melting transitions that are commonly observed [for examples, see 148–152]. Our estimates of the
gel to liquid–crystalline phase temperatures of these lipids (estimated from the published DSC
cooling thermograms) tend to be lower than those available for comparable monoglycosyl diacyl-
glycerols, and in this respect the glycosphingolipids appear to differ from the SMs (see above).

TABLE 2.13
Gel to Liquid–Crystalline Phase Transition 
Temperatures of Sphingomyelins

Sample Tm (˚C)

DL N-16:0 41.3a

DL N-16:0, dihydrosphingosine 47.8a

DL N-18:0 46.0b

D N-18:0 44.7c

L N-18:0 44.2c

DL N-24:0 48.8d

a Ref. [142].
b Ref. [144].
c Ref. [125].
d Ref. [143]. 

TABLE 2.14
Gel to Liquid–Crystalline Phase Transition 
Temperatures of Amide and Carbamyl 
Containing PC Analogues of Sphingomyelin

Sample Tm (˚C)

1-O-Octadecyl, 2-N-16:0 PC 47.8a

1-O-18:0, 2-N-18:0 PC 52.9a

1-O-18:0, 2-N-(Octadecylamino)carbonyl PC 57.7a

1-O-18:0, 2-N-(Octyloxy)carbonyl PC 6.8a

1,2 Ditridecanylcarbamyloxy PC 33b,c

1,2 Dipentadecanylcarbamyloxy PC 46g
1,2 Diheptadecanylcarbamyloxy PC 55g
1-O-16:0, 2-O-Tridecanylcarbamyl PC 38g
1-O-16:0, 2-O-Pentadecanylcarbamyl PC 47g
1-O-16:0, 2-O Heptadecanylcarbamyl PC 53g

a Ref. [147].
b Ref. [145]. 
c Ref. [146]. The transition temperatures reported for these
lipids are those of the melting of their crystalline phases. The
authors reported that these lipids exhibited two transitions
(most probably the La/Lb and Lb/Lc transitions) at lower
temperatures upon cooling. Their data suggest that the normal
gel to liquid–crystalline phase transition temperatures of 1-
O-16:0, 2-O-Tridecanylcarbamyl PC and 1,2 Dipentadecan-
ylcarbamyloxy PC should be 27˚C and 36˚C, respectively.
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Interestingly, however, this latter observation is compatible with published work on amide-contain-
ing PC analogues, which indicates that interfacial amide groups may actually cause a decrease in
Tm [147]. Thus the relatively high Tms of SMs may be the result of special inter- or intramolecular
interactions that are not possible with the synthetic amide-containing PC analogues of SM.

2.3.7.5 Lipids with Conformationally Restricted Glycerol Backbones

In this section, we shall briefly review the effect of chemical modifications that alter the
conformation in the polar/apolar interfacial region of the lipid bilayer. We recognize that any
chemical modification of the lipid polar/apolar interface will have some effect on the confor-
mation of its constituent moieties. Thus we will concentrate here on those experimental studies
in which conformational changes were induced without major changes in the chemical character
of the molecule. 

Of the various approaches adopted in these studies, the simplest involves substitution of
methyl groups for hydrogens at the C1 and C3 positions of the glycerol moiety [153]. Both of
these operations result in a 4 to 6˚C reduction of Tm, presumably because of expansion and/or
conformational changes in the interfacial region to accommodate the methyl group. Another, more
novel approach involved the synthesis of 1,2- and 1,3-DPPC analogues, in which the 1,2,3-triol
residues normally supplied by glycerol were supplied by the 1,2,3-triol groups of cyclopentane-
1,2,3 triol [154]. The physical data of two of the analogues of 1,2 DPPC that were synthesized
were somewhat unusual, and it was later demonstrated that they form highly ordered crystalline
bilayers that melt directly to the liquid–crystalline phase at relatively high temperatures [155].
Moreover, liposomes composed of these two lipids were also permeable to sodium ions at all
temperatures [154]. One can easily demonstrate with molecular models that the orientation of
the acyl chains of these two lipids is such that it is difficult to align the chains to form a bilayer
without their adopting a very unusual packing. Their properties may be a reflection of such
conformational restrictions. However, for those analogues in which the orientation of the acyl
chains on the cyclopentane ring was more favorable to bilayer formation, it was found that the
cyclopentano analogues of 1,2-DPPC exhibited lower (3 to 5˚C) phase transition temperatures
than that of the reference glycerolipid, whereas the Tms of the cyclopentano analogues of 1,3-
DPPC were higher (5 to 7˚C) than those of 1,3-DPPC [154]. 

These changes in the thermotropic properties of these bilayers seem remarkably small when one
takes into account the nature of the chemical change affected. Perhaps this is a reflection of the fact
that the conformation of the glycerol backbone at the polar/apolar interface of normal glycerolipids
is normally very restricted and that the effect of further restrictions is not as large as one would
imagine. Interestingly, the type of the conformational restrictions imposed by this particular cyclo-
pentane ring system affects the positional isomers of DPPC differently. Evidently, the conformational
freedoms of the glycerol moieties of the 1,2 and 1,3 phospholipids are very different.

The effect of any conformational restriction of components of the polar/apolar interfacial region
of the lipid bilayer also depends on the part of the molecule upon which such “restrictions” are
imposed. This effect is vividly demonstrated by the dipentadecylmethylidine analogues of dihexa-
decyl phospholipids developed by Blume and Eibl [156]. In contrast to the analogues described
previously, the linkage of the hydrocarbon chains to the interfacial region of the dipentadecylme-
thylidine analogues imposes severe conformational restraints on the hydrocarbon chains themselves.
Evidently, irrespective of the chemical structure of the of polar headgroup, this has a major
destabilizing effect on the gel phase of the lipid bilayer, as evidenced by the substantial (20 to
30˚C) decreases in Tm that result (Table 2.15). One can show, with molecular models of these
analogues, that the hydrocarbon chains will not have the conformational freedom to maximize van
der Waals contacts in the gel phase. This is in marked contrast to the other work described previously,
where the chemical changes restricted the mobility of the glycerol backbone while leaving the acyl
chains relatively free to adopt an optimal conformation.
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2.3.8 THE THERMOTROPIC PHASE BEHAVIOR OF LIPID MIXTURES

Although studies of the thermotropic phase behavior of single-component multilamellar phospho-
lipid vesicles are necessary and valuable, these systems are not realistic models for biological
membranes, which normally contain at least several different types of phospholipids and a variety
of fatty acyl chains. As a first step toward understanding the interactions of both the polar and
apolar portions of different lipids present in mixtures, DSC studies of various binary phospholipid
systems have been carried out. Phase diagrams can be constructed by specifying the onset and
completion temperatures for the phase transition of a series of mixtures and by an inspection of
the shapes of the calorimetric traces. A comparison of the observed transition curves with the
theoretical curves supports a literal interpretation of the phase diagrams obtained by DSC [157].

The thermotropic behavior of mixtures of two linear saturated PCs differing in the nature of
their fatty acyl constituents has been investigated. Disaturated PCs differing by only two carbons
in the length of their hydrocarbon chains exhibit almost ideal behavior in binary phospholipid–water
dispersions (see Figure 2.12). Although a difference in chain length of four carbons presents a
system considerably removed from ideality, isothermal melting of the shorter-chain lipid is not
observed and a significant degree of lateral phase separation does not occur (see 158]. A difference
in hydrocarbon chain length of six carbons results in monotectic behavior, with the chain-melting
onset temperature remaining constant over most of the concentration range; a region of pronounced
lateral phase separation is evident from the DSC traces (see Figure 2.13) [86, 158–161]. Monotectic
behavior is also observed for the systems DOPC plus DMPC, DPPC, or DSPC, indicating that di-
cis-monounsaturated PCs and disaturated PCs of whatever chain length are largely immiscible in
the gel state [159]. In contrast, DEPC and DMPC are nearly perfectly miscible in all proportions,
while DEPC and DPPC mix less ideally and exhibit a solid–solid immiscibility gap at mole fractions
of DPPC from about 0.30 to 0.55 [158]. In general, the smaller the difference in the Tm values of
these simple diacyl PCs, the more nearly ideal is their mixing behavior. Phase diagrams for the
binary systems POPC:DPPC and SOPC:DPPC have also been constructed using DSC [88]. The
POPC–DPPC system exhibits behavior that is far from ideal, but there is little gel-state immiscibility
at any composition, whereas the SOPC–DPPC system exhibits appreciable gel state immiscibility,
particularly at DPPC concentrations of less than 50 mol%. Of these latter two binary systems, the
more nearly ideal behavior is exhibited by the PC pair with the largest difference in Tm values,
indicating that the miscibility of PCs in bilayers may be influenced by more subtle structural
variations as well as by differences in chain-melting temperatures.

TABLE 2.15
Gel to Liquid–Crystalline Phase Transition Temperatures of 
Dipentadecylmethylidene Phospholipids and Their 
Dihexadecyl Analogues

Polar Headgroup Tm (Dihexadecyl) Tm (Dipentadecylmethylidene)

PA 75.0a 38.5b

PE 68.5c 37.5b

N-Methyl PE 62.0d 31.0b

N,N-Dimethyl PE 51.0d 24.0b

PC 44.2e 17.9b

a Ref. [310].
b Ref. [156].
c Ref. [52].
d Ref. [315].
e Ref. [133].
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A number of calorimetric studies have been done of binary mixtures of two different phospho-
lipids containing either similar or dissimilar fatty acids. For binary mixtures of the sodium salts of
disaturated phosphatidylglycerols (PG-Na+) and PCs with identical acyl chains, nearly ideal mixing
is observed. Mixing simple PGs and PCs with increasingly large differences in the chain lengths
of their saturated fatty acyl groups, or mixing disaturated with diunsaturated lipids, produces
increasingly nonideal behavior, but no more so than for a binary mixture of PCs containing the
same fatty acids. These results indicate a high degree of miscibility of the PG and PC headgroups,
either in the presence or absence of Ca2+. Interestingly, small amounts of PC were found to abolish
the formation of high-melting metastable PG-Ca2+ or PG-Mg2+ complexes observed with the pure
PGs alone [162].

Several groups have studied binary mixtures of PC and PE [160, 163, 164]. Mixtures of these
two phospholipids having identical fatty acyl groups, such as DMPC–DMPE, exhibit quite nonideal
behavior. Although these lipids seem miscible in the liquid–crystalline phase, the solidus curves of
these phase diagrams show a minimum at about 20 mol%, indicating gel-state immiscibility in this
composition range. Some gel-state immiscibility is also observed in DMPE–DPPC and DMPE–DSPC
mixtures; however, those mixtures, particularly the latter one, exhibit more nearly ideal behavior than
the DMPE–DMPC system. Because the DTm values also decrease as the chain length of the PC
component of the DMPE–PC mixtures increases from 14 to 18 carbon atoms, these results suggest
that the relative chain-melting temperatures, rather than the absolute relative chain lengths, are of
primary importance in determining PE–PC miscibility. Nevertheless, even when the Tm values of

FIGURE 2.12 (A)   Solid curves: observed calorimetric transition curves for two mixtures of DMPC and DPPC.
(Redrawn from [161].) Dashed curves: transition curves calculated [161] on the basis of the phase diagram in
B. (B) Solid curves: phase diagram constructed from initiation and completion temperatures read from observed
transition curves. Dashed lines: ideal phase diagram. (Calculations are described in [161 and 157].)
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both components are closely matched, PE–PC mixtures display considerably more nonideality than
comparable PC–PC or PC–PG mixtures, indicative of some polar headgroup immiscibility.

The phase behavior of mixtures of DPPC with bovine brain PS [165, 166] has been studied by
DSC in conjunction with other techniques. Complex and somewhat nonideal phase mixing occurs,
but more quantitative conclusions about the miscibility of polar headgroups are difficult because
the natural PS is already a mixture of molecules differing in the length and degree of unsaturation
of their fatty acyl chains. Calorimetric studies of egg PC–cerebroside [167] and synthetic PC–gan-
glioside [87, 168] mixtures have also been published. For a summary of calorimetric and other
studies of the thermotropic phase behavior of natural and synthetic SMs and of their mixing
properties with cholesterol and phospholipids, the reader is referred to a comprehensive review [169].

Theoretical analyses of the phase diagrams of binary mixtures of disaturated PCs of different
chain lengths and of PC–PE mixtures indicate that microscopic mixing may be significantly nonideal
in the liquid–crystalline phase as well as the gel phase, even though no macroscopic lateral phase
separations occur [170, 171]. Thus, microscopic clusters of like lipid molecules may exist in the
gel and liquid–crystalline phases, although generally more random mixing will occur in the liq-
uid–crystalline phase. Interestingly, the propensity for the self-association of two different liquids
in the gel and liquid–crystalline states is not always related; neither is this propensity always
correlated with the macroscopic phase behavior of that particular system. Some indirect noncalo-
rimetric evidence for phospholipid clustering in the liquid–crystalline state is available [108].

FIGURE 2.13 (A) Solid curves, dashed baselines: transition curves for DLPC–DSPC mixtures with mole
fraction DSPC (XDSPC) = 0.191 and 0.819. Dashed curve, solid baseline: transition curve for XDSPC = 0.498.
(B) Phase diagram constructed from calorimetric transition curves. (Redrawn from [161].)
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Because alterations in pH and ionic strength can cause significant changes in the Tm, partic-
ularly of acidic phospholipids, isothermal phase transitions can be induced in pure phospholipids
by variation in pH or divalent cation concentration. Similarly, an isothermal lateral phase separation
in liquid–crystalline mixtures of a zwitterionic lipid, such as PC, and an acidic lipid, such as PG,
PS, or phosphatidic acid (PA), can also be induced by changes in pH or by the addition of Ca2+.
In this case, domains of gel or quasi-crystalline acidic phospholipids can presumably be formed,
leaving the neutral phospholipid in separate fluid domains. Calorimetric and other evidence for
Ca2+-induced phase separations in PS–PC [165, 172–174,], PA–PC [175–178], and PG–PC [162,
178, 179] mixtures has been published. Apparently, Mg2+ is not as effective at inducing lateral
phase separations in such binary mixtures [165, 175, 176]. Currently, it is not clear whether or not
such divalent cation-induced isothermal phase transitions occur in biological membranes [see 1–2].

2.3.9 THE EFFECT OF CHOLESTEROL ON THE THERMOTROPIC PHASE BEHAVIOR 
OF PHOSPHOLIPIDS

The occurrence of cholesterol and related sterols in the membranes of eukaryotic cells has prompted
many investigations of the effect of cholesterol on the thermotropic phase behavior of phospholipids
[see 4]. Studies utilizing calorimetric and other physical techniques have established that cholesterol
can have profound effects on the physical properties of phospholipid bilayers and probably plays
an important role in controlling the fluidity of biological membranes. Cholesterol induces an
“intermediate state” in phospholipid molecules with which it interacts, increasing the fluidity of
the hydrocarbon chains below and decreasing the fluidity above the gel to liquid–crystalline phase
transition temperature [see 180, 181]. See Chapter 7 for a detailed discussion of the interactions
of cholesterol with phospholipids and sphingolipids in model and biological membranes.

A considerable number of DSC studies of cholesterol–phospholipid binary mixtures have been
carried out, by far the majority on cholesterol–DPPC or, to a lesser extent, on cholesterol–DMPC
systems. Although all earlier studies, which used relatively low-sensitivity calorimeters, agreed that
the progressive addition of cholesterol broadens the gel to liquid–crystalline phase transition of
these phospholipids and progressively reduces the transition enthalpy, there was considerable
disagreement about the details of this interaction. For example, the addition of cholesterol was
reported either to considerably reduce [182], to have little effect on [183, 184], or to increase [185]
the phospholipid phase transition temperature. Also, the cooperative phospholipid phase transition
was reported to be completely abolished at cholesterol concentrations ranging from 33 to 43 mol%.
Similar results were reported on the interaction of cholesterol with various binary mixtures of linear
saturated PCs [186]. Moreover, only a single endothermic transition was detected in all of these
studies at all cholesterol concentrations examined.

More recent high-sensitivity DSC studies of cholesterol–PC interactions, however, have
revealed a more consistent but also more complex picture of cholesterol–DPPC and choles-
terol–DMPC interactions [187–190]. At cholesterol concentrations from 0 to 20–25 mol%, the DSC
endotherm consists of two components. The sharp component exhibits a phase transition temper-
ature and cooperativity only slightly reduced from those of the pure phospholipid, and the enthalpy
of this component decreases linearly with increasing cholesterol content, becoming zero at 20–25
mol%. In contrast, the broad component exhibits a progressively increasing phase transition tem-
perature and enthalpy, with a progressively decreasing cooperativity over this same range of
cholesterol content. Above cholesterol levels of 20–25 mol%, the broad component becomes
progressively less cooperative, the phase transition midpoint temperature continues to increase, and
the transition enthalpy continues to decrease, eventually approaching zero only at cholesterol
concentrations near 50 mol%. Moreover, these observations have been confirmed by a high-
sensitivity dilatometric analysis [191]. These results suggest that at low cholesterol concentrations,
cholesterol-poor and cholesterol-rich domains coexist, with the former decreasing in proportion to
the latter as cholesterol concentrations increase. In fact, a cardinal point in the cholesterol–DPPC
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phase diagram at about 22 mol% had been predicted from the earlier model-building study of
Engleman and Rothman [192, 193], who calculated that the cholesterol molecule could interact
with a maximum of seven adjacent phospholipid hydrocarbon chains (or 3.5 phospholipid mole-
cules) and thus that free phospholipid would exist only at cholesterol concentrations below this
value. This model also explains the decreasing enthalpy of the broad component observed above
22 mol% cholesterol, because an increasing proportion of phospholipid molecules would interact
with more than one cholesterol molecule, rather than with the more flexible hydrocarbon chains
of adjacent phospholipids, thus progressively decreasing and eventually abolishing the cooperative
chain-melting phase transition.

McMullen and coworkers [194] have studied the effects of cholesterol on the thermotropic
phase behavior of aqueous dispersions of a homologous series of linear saturated PCs, using high-
sensitivity DSC and an experimental protocol which ensures that the broad, low-enthalpy phase
transitions present at high cholesterol concentrations are accurately monitored. They found that the
incorporation of small amounts of cholesterol progressively decreases the temperature and the
enthalpy, but not the cooperativity, of the pretransition of all PCs exhibiting such a pretransition
and that the pretransition is completely abolished at cholesterol concentrations above 5 mol% in
all cases. Moreover, the incorporation of increasing quantities of cholesterol was found to alter the
main or chain-melting phase transition of these phospholipid bilayers in both hydrocarbon chain
length–dependent and hydrocarbon chain length–independent ways. The temperature and cooper-
ativity of the sharp component are reduced only slightly and in a chain length–independent manner
with increasing cholesterol concentration, an observation ascribed to the colligative effect of the
presence of small quantities of cholesterol at the domain boundaries. Moreover, the enthalpy of
the sharp component decreases and becomes zero at 20 to 25 mol% cholesterol for all of the PCs
examined. In contrast, the broad component exhibits a chain length–dependent shift in temperature
and a chain length–dependent decrease in cooperativity, but a chain length–independent relative
increase in enthalpy over the same range of cholesterol concentrations. Specifically, cholesterol
incorporation progressively increases the phase transition temperature of the broad component in
PCs having hydrocarbon chains of 16 or fewer carbon atoms, while decreasing the broad-component
phase transition temperature in PCs having hydrocarbon chains of 18 or more carbon atoms, an
effect attributed to hydrophobic mismatch between the cholesterol molecule and its host PC bilayer
[194]. The best match between the effective length of the cholesterol molecule and the mean

FIGURE 2.14 DSC heating scans of four mixtures of cholesterol with DMPC (DML) in aqueous suspension
at pH 7. (Redrawn from [157].)
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hydrophobic thickness of the PC bilayers is obtained with the diheptadecanoyl PC molecule.
Moreover, cholesterol decreases the cooperativity of the broad component more rapidly and to a
greater extent in the shorter-chain, as compared to the longer-chain, PCs. At cholesterol concen-
trations above 20 to 25 mol%, the sharp component is abolished, and the broad component continues
to manifest the chain length–dependent effects on the temperature and cooperativity described
previously. However, the enthalpy of the broad component decreases linearly and reaches zero at
about 50 mol% cholesterol, regardless of the chain length of the phosphatidylcholine. 

This latter finding does not agree with previous studies of PC and PE bilayers [195, 196], which
found that the cholesterol concentration required to reduce the enthalpy of the main phase transition
to zero appeared to increase steeply and approximately linearly with phosphatidylcholine hydro-
carbon chain length. These previous results were ascribed to an experimental artifact arising from
the use of a low-sensitivity calorimeter and an experimental protocol not optimized to detect broad,
low-enthalpy phase transitions. Moreover, subsequent studies [197] showed that an apparent
increase in the cooperativity of the DPPC endotherm at about 7 mol% cholesterol was due to a
crossing over of the sharp and broad components of this endotherm and not to the existence of a
triple point in the phase diagram, as had been postulated earlier [187]. Interestingly, hydrophobic
mismatch effects can also explain the limited miscibility of androsterol [198] and alkyl chain–trun-
cated cholesterol derivatives in DPPC and SOPC bilayers [199].

The effect of cholesterol on the thermotropic phase behavior of PCs appears to depend on their
fatty acid composition, in particular on the number and type of unsaturated fatty acyl chains present,
at least according to the early low-sensitivity DSC studies [200–202]. For example, the amount of
cholesterol required to completely abolish a calorimetrically detectable phase transition in SOPC
and OSPC has been reported to be 40 and 30 mol%, respectively, considerably less than the 50
mole% required for DSPC. Moreover, when the oleoyl chain is replaced with a linoleoyl chain, only
17 mole% cholesterol is required to remove the phase transition. Thus, the amount of cholesterol
necessary to abolish cooperative chain melting seems to decrease with increasing unsaturation in
saturated/unsaturated mixed-acid PCs and to depend on the position of the unsaturated chain on the
glycerol backbone. However, in the mixed-chain saturated/unsaturated phospholipids AOPC and
OAPC, the phase transition enthalpy did not decrease to zero until 50 mol% cholesterol. Moreover,
with DOPC a calorimetrically detectable phase transition apparently remains even at 50 mole%
cholesterol, and cholesterol has been reported to have no effect at all on the broad, low-temperature
transitions detected in aqueous dispersions of PC containing two identical polyunsaturated fatty acids.

It is very difficult to rationalize the complex and apparently inconsistent results reported in
these early low-sensitivity DSC studies of the interactions of cholesterol with PCs containing one
or two unsaturated fatty acyl chains. It is particularly difficult to explain how the presence of a
single unsaturated fatty acyl chain in a PC molecule could make these phospholipids more
sensitive to the presence of cholesterol but the presence of two unsaturated fatty acids could make
them less sensitive, or how a small change in the chain length of the saturated fatty acid in mixed-
chain PCs could have such a profound effect on its interactions with cholesterol. We therefore
believe it likely that the low sensitivity of the calorimeter employed and high scan rates utilized
in these studies obscured the true thermotropic phase behavior of the phospholipid–cholesterol
systems being investigated. In support of this contention, we note that recent high-sensitivity
DSC studies of SOPC–cholesterol [199] and DEPC–cholesterol [203] mixtures indicate that their
thermotropic phase behavior is essentially identical to that of DSPC and demonstrate clearly that
the transition enthalpy in both cases decreases progressively with increasing cholesterol concen-
tration and approaches zero at 50 mol% cholesterol. These latter results indicate that the presence
of a single cis-monounsaturated or of two trans-monounsaturated fatty acids in a PC does not
significantly alter the nature or stoichiometry of cholesterol–phospholipid interactions, bringing
into question many of the findings reported earlier. However, several recent studies indicate that
PCs containing two highly polyunsaturated fatty acids do exhibit a markedly reduced miscibility
with cholesterol [204–206].
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McMullen et al. [207] also studied aqueous dispersions of cholesterol-containing PE bilayers
by high-sensitivity DSC and NMR spectroscopy. Regardless of hydrocarbon chain length, the
incorporation of low levels of cholesterol into these bilayers causes progressive reductions in the
temperature, enthalpy, and overall cooperativity of the lipid hydrocarbon chain-melting phase tran-
sition. Moreover, at low cholesterol levels, the heating and cooling thermograms observed for the
cholesterol–PE binary mixtures are similar, indicating comparable levels of lateral miscibility of
cholesterol with PE bilayers in the gel and liquid–crystalline states. However, at higher levels of
cholesterol incorporation, marked differences between the heating and cooling thermograms are
noted. Upon heating, complex multicomponent thermograms are observed in PE bilayers containing
large amounts of cholesterol, and the temperature and overall enthalpy values increase discontinu-
ously from the pattern of monotonic decrease observed at lower cholesterol levels. Moreover, these
discontinuities begin to emerge at progressively lower cholesterol concentrations as PE hydrocarbon
chain length increases. Upon cooling, a simpler pattern of thermotropic behavior is observed, and
the measured temperature enthalpy values continue to decrease monotonically with increases in
cholesterol content. These results suggest that at higher concentrations, cholesterol exhibits a
decreased degree of lateral miscibility in the gel or crystalline as compared to the liquid–crystalline
states of PE bilayers, particularly in the case of the longer-chain PEs. Upon subsequent heating,
the melting of these crystalline phases gives rise to the complex thermograms detected by DSC and
to the discontinuities in the phase transition temperature and enthalpy noted previously. This pattern
of behavior differs markedly from that observed with the corresponding PCs, where comparable
degrees of cholesterol miscibility are observed in the gel and liquid–crystalline states even at high
cholesterol concentrations, and where cholesterol inhibits rather than facilitates the formation of
lamellar crystalline phases. These workers also found that the presence of cholesterol does not result
in the hydrophobic mismatch-dependent shifts in the phase transition temperature in PE bilayers
previously observed in PC bilayers of varying thickness. These differences in the effects of choles-
terol on phospholipid thermotropic phase behavior were attributed to stronger electrostatic and
hydrogen bonding interactions at the surfaces of PE and compared to PC bilayers.

The effect of cholesterol on the thermotropic phase behavior of negatively charged phospho-
lipids appears to differ somewhat from that observed for the zwitterionic phospholipids PC, PE,
and SM [see 208–210]. The addition of cholesterol to natural or synthetic PS, PG, and PA bilayers,
respectively, results in a slight and marked reduction in Tm, as is also observed for the strongly
hydrogen-bonded PE bilayers. However, at cholesterol levels above 30 to 40 mol%, a phase
separation of cholesterol appears to occur, so that these phospholipids continue to exhibit a chain-
melting transition even at cholesterol concentrations of 50 mol% or more. Moreover, the formation
of a separate cholesterol crystallite phase at higher cholesterol concentrations in PS bilayers has
been reported [211–214]. A limited solubility of cholesterol of the gel phase of the uncharged
sphingolipid galactocerebroside has also been reported [208, 215].

McMullen and coworkers [216] have recently reinvestigated the thermotropic phase behavior
of mixtures of cholesterol with a homologous series of linear saturated PSes. In contrast to previous
reports, these workers found that the temperature, enthalpy, and cooperativity of the gel to liq-
uid–crystalline phase transition of the host PS bilayer were progressively reduced by the incorpo-
ration of increasing quantities of cholesterol, such that a cooperative phase transition is abolished
at 50 mol% sterol. Moreover, a separate anhydrous cholesterol or cholesterol monohydrate phase
was not detected in these binary mixtures of PS and cholesterol, even at the higher cholesterol
concentrations examined. These workers thus concluded the cholesterol is fully miscible in PS
bilayers up to at least 50 mol% and ascribed the apparent limited solubility of cholesterol in PS
bilayers reported previously to a fractional crystallization of the cholesterol and phospholipid phases
during the removal of organic solvent prior to the hydration of the sample. Indeed, Feigenson and
coworkers have recently demonstrated that when such problems are avoided, the maximum solu-
bility of cholesterol in PC and PE bilayers is 67 and 50 mol%, respectively [217, 218], and
approaches 67 mol% in PS bilayers [G.W. Feigenson, personal communication]. These latter results
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argue against the idea that anionic phospholipids in general exhibit a reduced ability to interact
with the uncharged cholesterol molecule when present in high concentrations. This conclusion is
further supported by earlier work (discussed below) showing that limiting amounts of cholesterol
show comparable or higher affinities for the anionic phospholipids PS and PG than for the zwitter-
ionic phospholipids PC and PE, respectively, and that cholesterol exhibits a greater miscibility in
anionic PG than in uncharged glycolipid bilayers [219].

Several conventional DSC studies of binary mixtures of two phospholipids exhibiting gel phase
immiscibility have indicated that cholesterol may preferentially associate with different lipid classes
in such mixtures [220, 221]. When cholesterol is added to monotectic mixtures of PC–PC, PC–PG,
PC–PS or PS–PE, cholesterol preferentially interacts with the lower-melting lipid, as indicated by
a decrease in DHcal and a broadening of the phase transition of that component. In other binary
systems, however, cholesterol exhibits a preference for a particular phospholipid, whether or not
that lipid is the lower- or higher-melting component. The order of preference of cholesterol thus
established was SM > PS ~ PG > PC > PE. Cholesterol does not appear, however, to show any
calorimetrically detectable preferential affinity in several PC-PE-cholesterol [222] and PC-SM-
cholesterol [185] systems which, although nonideal, were not monotectic. Because the extracted
phospholipids from eukaryotic membranes without cholesterol show single, relatively broad tran-
sitions and no monotectic behavior, it seems unlikely that in biological membranes preferential
cholesterol–phospholipid interactions of sufficient strength and specificity occur, inducing the
formation of large cholesterol-free and cholesterol-rich domains as apparently occurs in certain
noncocrystallizing binary mixtures of synthetic phospholipids. Cholesterol-poor or cholesterol-rich
microdomains or clusters that are also enriched or depleted of certain phospholipid classes may,
however, occur, and there is evidence for the formation of cholesterol- and SM-enriched lipid
domains in both model and biological membranes (see Chapter 7).

2.3.10 THE EFFECT OF SMALL MOLECULES ON THE THERMOTROPIC PHASE 
BEHAVIOR OF PHOSPHOLIPIDS

A number of lipid-soluble small molecules, including drugs like tranquilizers, antidepressants,
narcotics, and anesthetics, produce biological effects in living cells. Although some of these
compounds are known to produce their characteristic effects by interacting with specific membrane
proteins, others seem to interact rather nonspecifically with the lipid bilayer of many biological
membranes. The effect on the Tms of synthetic PCs of over 100 hydrophobic small molecules
producing biological effects has now been studied by DSC [223]. At least four different types of
modified transition profiles can be distinguished: 

In so-called type C profiles, the addition of the additive shifts Tm usually (but not always)
to a lower temperature, while having little or no effect on the cooperativity (DT1/2) or
DHcal of the transition. Other physical evidence suggests that additives producing this
behavior are usually localized in the central region of the bilayer, interacting primarily
with the C9-C16 methylene region of the phospholipid hydrocarbon chains. 

Type A profiles are characterized by a shift in Tm usually to a lower temperature, an increase
in DT1/2, and a relatively unaffected DHcal upon the addition of the appropriate small
molecules. These additives appear to be partially buried in the hydrocarbon core of the
bilayer, interacting primarily with the C2-C8 methylene region of the hydrocarbon chains. 

In type B profiles, a shoulder emerges on the main transition, the area of which increases
in conjunction with a corresponding decrease in the area of the original peak as the
concentration of additive increases. The total area of both peaks is relatively unchanged,
at least at low additive concentrations. Additives that produce type B profiles are generally
present at the hydrophobic/hydrophilic interface of the bilayer and interact primarily with
the glycerol backbone of the phospholipid molecules. 
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Finally, type D profiles exhibit a discrete new peak, which grows in area at the expense of
the parent peak as the additive concentration increases. Normally, however, the final
DHcal and DT1/2 values of the new and original peaks are not greatly different. Type D
additives usually seem to be located at the bilayer surface and to interact with the
phosphorylcholine headgroup. 

Although this classification is useful, not all small molecules produce one of these four types
of DSC profiles. It remains to be determined whether or not a consistent relationship exists between
the type of transition profile produced by a small molecule and its physiological effects.

Free fatty acids occur as minor components of many biological membranes, and these com-
pounds can alter the permeability properties of model membranes and the activity of certain enzymes
in biomembranes. Moreover, free fatty acids can promote the fusion or lysis of phospholipid vesicles
and cells. DSC and other physical techniques have been utilized to monitor the effect of different
fatty acids on the gel to liquid–crystalline phase transition of synthetic PCs [37, 224–228]. In
general, the addition of small amounts of saturated free fatty acids of 12 to 18 carbons to DPPC
multilamellar dispersions results in increased Tm, DT1/2, and DHcal values for the main transition,
while abolishing the pretransition. Palmitic acid has the largest effect on DMPC bilayers, probably
because the location of the carboxyl group at the hydrophobic/hydrophilic interface results in the
palmitic acid hydrocarbon chain having the same effective length as the myristoyl chains in DMPC.
Saturated fatty acids with ten or fewer carbons and unsaturated fatty acids also increase DT1/2 but,
in contrast, lower the Tm and DHcal values for chain melting. Very long chain saturated fatty acids
(20 to 22 carbons) increase DT1/2 and decrease DHcal without affecting Tm, as does the addition
of cholesterol. Interestingly, the presence of saturated or unsaturated fatty acids does not appear to
alter lipid fluidity in the liquid–crystalline state as monitored by pyrene eximer fluorescence [227].
The addition of high levels of palmitic acid to DPPC (at a mole ratio of 2:1) produces a sharp,
asymmetric melting profile with a Tm of 61.5˚C, only a few degrees below the Tm of DPPE [226].
This observation was taken to support the concept that the lower Tm values characteristic of PCs,
as compared to PEs, may be the result of a destabilizing crowding of the relatively bulky PC
headgroups. However, it has now been shown that the sharp endothermic phase transition at 61.5˚C
exhibited by the palmitic acid:DPPC (2:1) complex is actually a lamellar gel to a nonlamellar
reversed hexagonal (Lb to HII) phase transition, not the Pb¢/La phase transition exhibited by DPPC
alone [229]. The formation of the thermally stable Lb phase by the palmitic acid–DPPC complex
may be due in part to the formation of hydrogen bonds between the largely protonated fatty acids
and the oxygens of the phosphate headgroups [230].

Lysophospholipids also occur as minor components of most biological membranes and, like
free fatty acids, can affect membrane permeability, promote membrane fusion, and modulate the
activity of some membrane enzymes. The effect of increasing concentrations of 1-palmitoyl-sn-
glycerol-3-phosphorylcholine (lysoPPC) on the thermotropic phase behavior of DPPC has been
studied by DSC [231]. LysoPPC, which alone exhibits an endothermic transition at 3.4˚C, causes
a nonlinear decrease in the Tm of DPPC. LysoPPC also causes an initial, slight increase in the
DHcal of DPPC, followed by a gradual decrease at higher lysoPPC concentrations, but at low
concentrations the DT1/2 is unaffected. No phase separation can be detected, and the lamellar phase
persists up to 50 mol% lysoPPC. Mixtures of lysoPPC with DOPC or DSPC, or of lysoOPC with
either DPPC or DOPC, however, exhibit immiscibility in the PC gel state [232, 233]. Small amounts
of lysoPPC also abolish the pretransition of DPPC. Cholesterol was also found to decrease the
DHcal of the pure lysoPPC transition, eliminating it at a concentration of about 50 mol%, as for
DPPC. Moreover, cholesterol increases the Tm of the lysoPPC transition [231]. The ether analog
of lysoPPC was also found to lower the Tm of DPPE, but in contrast to DPPC, the DT1/2 is
markedly increased, as is the DHcal, from 8.2 to 18.0 kcal/mol. This very high DHcal was ascribed
to the breaking of the network of intermolecular hydrogen bonds between the PE molecules caused
by the insertion of lysoPPC. The addition of lysoPPC to DPPC–DPPE mixtures (which, in the
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absence of the lysophospholipid, exhibit almost complete gel phase miscibility) induces a separation
into three different phases. In contrast, the addition of the ether analog of lysoPPC to DMPE–DSPC
mixtures abolishes the miscibility gap normally found in this particular binary system [232]. Thus,
the effect of lysoPPC on phospholipid mixtures is complex and depends on the nature of both the
lysophospholipid and the diacyl phospholipid being studied.

2.3.11 THE EFFECT OF TRANSMEMBRANE PEPTIDES ON LIPID THERMOTROPIC 
PHASE BEHAVIOR

The synthetic peptide acetyl-K2-G-L24-K2-A-amide (P24) and its analogs have been successfully
utilized as a model of the hydrophobic transmembrane a-helical segments of integral membrane
proteins [see 234 and referenes cited therein]. These peptides contain a long sequence of hydro-
phobic leucine residues capped at both the N- and C-termini with two positively charged, relatively
polar lysine residues. Moreover, the normally positively charged N-terminus and the negatively
charged C-terminus have both been blocked in order to provide a symmetrical tetracationic peptide,
which will more faithfully mimic the transbilayer region of natural membrane proteins. The central
polyleucine region of these peptides was designed to form a maximally stable a-helix, which will
partition strongly into the hydrophobic environment of the lipid bilayer core; the dilysine caps were
designed to anchor the ends of these peptides to the polar surface of the lipid bilayer and to inhibit
the lateral aggregation of these peptides. In fact, circular dichroism (CD) and FTIR spectroscopic
studies of P24 have shown that it adopts a very stable a-helical conformation both in solution and
in lipid bilayers [235, 236]. X-ray diffraction [237], fluorescence quenching [238], FTIR [236],
and 2H-NMR [239] spectroscopic studies have confirmed that P24 and its analogs assume a trans-
bilayer orientation with the N- and C-termini exposed to the aqueous environment and the hydro-
phobic polyleucine core embedded in hydrocarbon core of the lipid bilayer when reconstituted with
PCs. 2H-NMR and electron spin resonance (ESR) spectroscopic studies have shown that the
rotational diffusion of P24 about its long axis perpendicular to the membrane plane is rapid in the
liquid–crystalline state of the bilayer and that the closely related peptide acetyl-K2-L24-K2-amide
(L24) exists at least primarily as a monomer in the liquid–crystalline PC bilayers, even at relatively
high peptide concentrations [for a review, see 234].

High-sensitivity DSC and FTIR spectroscopy were used to study the interaction of P24 and
members of the homologous series of n-saturated PCs [240, 241]. In the low range of the peptide
mole fractions, the DSC thermograms exhibited by the lipid–peptide mixtures are resolvable into
two components (see Figure 2.15). One of these components is fairly narrow and highly cooperative,
and exhibits properties that are similar to but not identical with those of the pure lipid. In addition,
the fractional contribution of this component to the total enthalpy change, the peak transition
temperature, and cooperativity decrease with an increase in the peptide concentration, more or less
independently of the acyl chain length. The other component is very broad and predominates in
the high range of peptide concentration. These two components were assigned to the chain-melting
phase transitions of populations of bulk lipid and peptide-associated lipid, respectively. Moreover,
when the mean hydrophobic thickness of the PC bilayer is less than the peptide hydrophobic length,
the peptide-associated lipid melts at higher temperatures than the bulk lipid and vice versa. In
addition, the chain-melting enthalpy of the broad endotherm does not decrease to zero, even at
high peptide concentrations, suggesting that this peptide reduces but does not abolish the cooperative
gel/liquid–crystalline phase transition of the lipids with which it is in contact. The DSC results
indicate that the width of the phase transition observed at high peptide concentration is inversely
but discontinuously related to the hydrocarbon chain length and that gel phase immiscibility occurs
when the hydrophobic thickness of the bilayer greatly exceeds the hydrophobic length of the peptide.
The FTIR spectroscopic data again indicate that the peptide forms a very stable a-helix but that
small distortions of its a-helical conformation are induced in response to any mismatch between
peptide hydrophobic length and bilayer hydrophobic thickness (see Figure 2.16). These results also

1403_C02.fm  Page 94  Thursday, May 20, 2004  9:40 AM



The Mesomorphic Phase Behavior of Lipid Bilayers 95

indicate that the peptide alters the conformational disposition of the acyl chains in contact with it
and that the resultant conformational changes in the lipid hydrocarbon chains tend to minimize the
extent of mismatch of the peptide hydrophobic length and bilayer hydrophobic thickness. Interest-
ingly, ESR and 2H-NMR spectroscopic studies have shown that, when incorporated into liquid–crys-
talline DPPC and DOPC bilayers, the closely related peptide L24 increases the orientational order
of the phospholipid hydrocarbon chains, in contrast to natural transmembrane proteins [242, 243].

High-sensitivity DSC and FTIR spectroscopy were also used to study the interaction of P24 and
members of a homologous series of n-saturated PEs [244]. In the lower range of peptide molecular
fractions, the DSC endotherms exhibited by the lipid–peptide mixtures again consist of two com-
ponents, which can be attributed to the chain-melting phase transitions of peptide-nonassociated
and peptide-associated PE molecules, respectively. Although the temperature at which the peptide-
associated PE molecules melt is progressively decreased by increases in peptide concentration, the

FIGURE 2.15 The effect of increasing quantities of peptide P24 on the DSC thermograms of a series of n-
saturated diacyl PCs. Thermograms are shown as a function of the acyl chain length (N:0) of the lipids, and
the approximate mol fraction of P24, as indicated on the column of numbers on the left side of the figure.
(Redrawn from [241].)

FIGURE 2.16 Combined plots of the lipid CH2 symmetric stretching frequency (-▫-), the peptide amide I
band maxima (-�-), and the calorimetric thermograms as a function of temperature, for mixtures of P24 with
13:0 PC (left), 16:0 PC (middle), and 21:0 PC (right). The peptide mol fractions are 0.03 (top panels) and
0.1 (bottom panels). (Redrawn from [241].)
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magnitude of this shift is independent of the length of the PE hydrocarbon chain. In addition, the
width of the phase transition observed at higher peptide concentrations is also relatively insensitive
to PE hydrocarbon chain length, except that peptide gel-phase immiscibility occurs in very short
or very long chain PE bilayers. Again, the enthalpy of the chain-melting transition of the peptide-
associated PE does not decrease to zero even at high peptide concentrations, suggesting that this
peptide does not abolish the cooperative gel/liquid–crystalline phase transition of the lipids with
which it is in contact. The FTIR spectroscopic data indicate that the peptide remains in a predom-
inantly a-helical conformation but that the peptide a-helix is subject to small distortions coincident
with the changes in the hydrophobic thickness that accompany the chain-melting phase transition
of the PE bilayer. These data also indicate that the peptide significantly disorders the hydrocarbon
chains of the adjacent PE molecules in both the gel and liquid–crystalline states relatively inde-
pendently of the lipid hydrocarbon chain length. The relative independence of many aspects of PE-
peptide interactions on the hydrophobic thickness of the host bilayer is in marked contrast to the
results of the previous study of peptide/PC model membranes [241], where strong hydrocarbon
chain length–dependent effects were observed. The differing effects of peptide incorporation on
PE and PC bilayers were ascribed to the much stronger lipid polar headgroup interactions in the
former system. The primary effect of transmembrane peptide incorporation into PE bilayers was
postulated to be the disruption of the relatively strong electrostatic and hydrogen-bonding interac-
tions at the bilayer surface, this effect being sufficiently large to mask the effect of the hydrophobic
mismatch between the lengths of the hydrophobic core of the peptide and its host bilayer. Inter-
estingly, as discussed in Section 2.3.9, the effect of cholesterol on the gel/liquid–crystalline phase
transition temperature exhibits a similar differential dependence of phospholipid bilayer thickness
in PC and PE systems.

The interactions of the hydrophobic helical transmembrane peptide Ac-K2-(LA)12-K2-amide
[(LA)12] with a series of n-saturated PCs and PEs were also studied by high-sensitivity DSC and
FTIR spectroscopy [245–247]. In general, the effects of (LA)12 on phospholipid thermotropic phase
behavior are similar to those observed with P24, except that (LA)12 decreases the temperature and
enthalpy of the gel to liquid–crystalline phase transition of the host phospholipid to a greater extent,
indicating a more substantial reduction in the organization of the gel-state bilayers. The FTIR
spectra of (LA)12 in these phospholipid bilayers indicate that this peptide also retains a predomi-
nantly a-helical conformation in both the gel and liquid–crystalline phases of the short- to medium-
chain phospholipids studied. However, when incorporated into the bilayers composed of the longer-
chain phospholipids, (LA)12 undergoes a reversible conformational distortion at the gel/liquid–crys-
talline phase transition of the mixture. In the liquid–crystalline phase, the amide I regions of the
FTIR spectra of these mixtures indicate a predominantly a-helical peptide conformation. However,
upon freezing of the lipid hydrocarbon chains, populations of (LA)12 giving rise to a sharp,
conformationally unassigned band near 1665 cm-1 are formed, indicating a greater degree of
conformational flexibility than for P24. A comparison of the results of these calorimetric and FTIR
spectroscopic studies with similar studies of a polyleucine-based analogue of (LA)12 suggests that
the thermodynamics of the interaction of hydrophobic transmembrane helices with lipid bilayers
can be influenced by factors such as the polarity and topology of the helical surface, factors that
are dependent on the amino acid sequence of the helix. Also, possible adjustments to a hydrophobic
mismatch between the peptide and its host lipid bilayer covers a spectrum of possibilities, which
can include changes in the degree of conformational disorder in the lipid chains and/or significant
conformational changes on the part of the peptide.

The conformation and amide proton exchangeability of the model transmembrane peptide
acetyl-K2-A24-K2-amide (A24) and its interaction with PC bilayers have also been studied by a
variety of physical techniques [248]. A combination of the CD and FTIR spectroscopic results
indicate that, when dissolved in methanol or deposited from methanol as a dried film, A24 is
predominantly a-helical. Upon dissolution in aqueous media, rapid H-D exchange of A24 amide
protons occurs, indicating that the peptide is sufficiently conformationally dynamic that all amide

1403_C02.fm  Page 96  Thursday, May 20, 2004  9:40 AM



The Mesomorphic Phase Behavior of Lipid Bilayers 97

protons are fully exposed to the solvent. CD and FTIR spectroscopic techniques also reveal that
A24 exists primarily as a mixture of helical (but probably not a-helical) and b-sheet structures in
aqueous media at room temperature. Upon heating, A24 converts reversibly primarily to unordered
structures in unbuffered water but irreversibly to antiparallel b-sheet structures in phosphate-
buffered saline. These studies also indicate that although A24 exists primarily as a membrane a-
helix when incorporated into phospholipids in the absence of water, the hydration of that system
results in a quick exchange of all amide protons. Also, when dispersed with PC in the aqueous
media, the conformation and thermal stability of A24 are not significantly altered by the presence
of the phospholipid, its phase state, or its gel/liquid–crystalline phase transition. The DSC and ESR
spectroscopic studies also indicate that A24 has relatively minor effects on the thermodynamic
properties of the lipid hydrocarbon chain-melting phase transition, that it does not abolish the lipid
pretransition, and that its presence has no significant effect on the orientational order or rates of
motion of the phospholipid hydrocarbon chains. These results indicate that A24 has sufficient a-
helical propensity, but insufficient hydrophobicity, to maintain a stable transmembrane association
with the phospholipid bilayers in the presence of water. Instead, A24 exists primarily as a dynamic
mixture of helices, b-sheets, and other conformers and resides mostly in the aqueous phase, where
it interacts weakly with the bilayer surface or the interfacial regions of phosphatidylcholine bilayers.
These results are consistent with other studies, which show that the insertion of alanine-rich peptides
into lipid membranes is neither kinetically nor energetically favored [249–252], and clearly show
that polyalanine-based peptides are not good models for the transmembrane a-helical segments of
natural membrane proteins.

High-sensitivity DSC and FTIR spectroscopy were also used to study the interaction of L24

and odd-chain members of the homologous series of n-saturated PCs. An analog of L24, in which
the lysine residues were all replaced by 2,3-diaminopropionic acid, and another, in which a leucine
residue at each end of the polyLeu sequence was replaced by a tryptophan, were also studied
[253]. FTIR spectroscopic data indicate that these peptides form very stable a-helices under all
experimental conditions but that small distortions of their a-helical conformations are induced in
response to mismatch between peptide hydrophobic length and gel-state bilayer hydrophobic
thickness. Evidence was also presented that these distortions are localized to the N- and C-terminal
regions of these peptides. Interestingly, replacing the terminal Lys residues of L24 by 2,3-diami-
nopropionic acid residues actually attenuates the hydrophobic mismatch effects of the peptide on
the thermotropic phase behavior of the host PC bilayer, in contrast to the predictions of the snorkel
hypothesis [see 254, 255]. This attenuated hydrophobic mismatch effect was rationalized by
postulating that the 2,3-diaminopropionic acid residues are too short to engage in significant
electrostatic and hydrogen-bonding interactions with the polar headgroups of the host phospholipid
bilayer, even in the absence of any hydrophobic mismatch between incorporated peptide and the
bilayer. Similarly, the reduced hydrophobic mismatch effect, also observed when the two terminal
Leu residues of L24 are replaced by Trp residues, is rationalized by considering the lower energetic
cost of exposing the Trp (as opposed to the Leu residues) to the aqueous phase in thin PC bilayers
and the higher cost of inserting the Trp (as opposed to the Leu residues) into the hydrophobic
cores of thick PC bilayers.

The effects of the model a-helical transmembrane peptide L24 on the thermotropic phase
behavior of aqueous dispersions of 1,2-dielaidoylphosphatidylethanolamine (DEPE) have also been
studied [256]. In particular, the effect of L24 and three derivatives thereof on the liquid–crystalline
lamellar (La)-reversed hexagonal (HII) phase transition of DEPE model membranes was investigated
by DSC and 31P-NMR spectroscopy. The incorporation of L24 was found to decrease progressively
the temperature, enthalpy, and cooperativity of the La-HII phase transition, as well as to induce the
formation of an inverted cubic phase. This indicates that this transmembrane peptide promotes the
formation of the inverted nonlamellar phases, despite the fact that the hydrophobic length of this
peptide exceeds the hydrophobic thickness of the host lipid bilayer. These characteristic effects are
not altered by truncation of the side chains of the terminal lysine residues or by replacing each of
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the leucine residues at the end of the polyleucine core of L24 by a tryptophan residue. Thus, the
characteristic effects of these transmembrane peptides on the DEPE thermotropic phase behavior
are independent of their detailed chemical structure. Importantly, significantly shortening the
polyleucine core of L24 results in a smaller decrease in the La-HII phase transition temperature of
the DEPE matrix into which it is incorporated, and reducing the thickness of the host phosphati-
dylethanolamine bilayer results in a larger reduction in the La-HII phase transition temperature.
These results are inconsistent with those predicted by the hydrophobic mismatch effects reported
in studies of model a-helical transmembrane peptides composed of an alternating sequence of
leucine and alanine residues capped with either di-tryptophan (WALP peptides) or di-lysine (KALP
peptides) sequences at their N- and C-termini [257–261]. Evidence was presented that both the
WALP and KALP peptides lowered the La/HII phase transition temperatures of PEs [257–259] and
induced nonlamellar phase formation in PCs [260], under conditions where bilayer hydrophobic
thickness significantly exceeds peptide hydrophobic length. Also, the magnitudes of these effects
were proportional to the degree of hydrophobic mismatch, and the WALP peptides were more
effective at promoting nonlamellar phase formation than the KALP analogues [257]. The results
obtained in studies of the WALP and KALP peptides were remarkably similar to those obtained
in comparable studies of the interactions of gramicidin A with phospholipid bilayers [262–266]. It
thus seems that the effect of transmembrane peptides on the nonlamellar phase-forming propensity
of its host lipid membrane is a very complex phenomenon that is subject to many influences other
than hydrophobic mismatch considerations.

2.3.12 THE EFFECT OF PROTEINS ON THE THERMOTROPIC PHASE BEHAVIOR 
OF PHOSPHOLIPIDS

Because of their obvious relevance to biological membranes, the effect of a number of peptides
and proteins on the thermotropic phase behavior of single synthetic phospholipids or phospholipid
mixtures has been studied by many groups [see 267]. It was originally proposed by Papahadjopoulos
et al. [268] that polypeptides and proteins can be considered as belonging to one of three types
according to their characteristic effects on phospholipid gel to liquid crystalline phase transitions: 

Type 1 proteins typically produce no change or a modest increase in Tm, a slight increase
or no change in DT1/2, and an appreciable and progressive increase in DHcal as the amount
of protein added is increased. These proteins normally do not expand phospholipid mono-
layers or alter the permeability of phospholipid vesicles into which they are incorporated.
Type 1 proteins are hydrophilic proteins which are thought to interact with the phospholipid
bilayer exclusively by electrostatic forces and, as such, normally show stronger effects on
the phase transitions of charged rather than zwitterionic phospholipids. 

Type 2 proteins produce a decrease in Tm, an increase in DT1/2, and a considerable and
progressive decrease in DHcal. Phospholipid monolayers are typically expanded by such
proteins, and these proteins normally increase the permeability of phospholipid vesicles.
These proteins, which are also hydrophilic, are believed to interact with phospholipid
bilayers by a combination of electrostatic and hydrophobic forces, initially adsorbing to
the charged polar headgroups of the phospholipids and subsequently partially penetrating
the hydrophilic/hydrophobic interface of the bilayer to interact with a portion of the
hydrocarbon chains. 

Type 3 proteins usually have little effect on the Tm or DT1/2 of the phospholipid phase
transition, but DHcal decreases linearly with protein concentration. Type 3 proteins are
hydrophobic proteins that markedly expand phospholipid monolayers and increase the
permeability of phospholipid vesicles. These proteins are thought to penetrate deeply into
or through the hydrophobic core of anionic or zwitterionic lipid bilayers, interacting
strongly with the phospholipid fatty acyl chains and essentially removing them from
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participation in the cooperative chain-melting transition. It should be noted, however, that
some type 3 proteins may also interact electrostatically with phospholipid polar head-
groups, particularly with those bearing a net negative charge. For example, the hydrophobic
integral protein of the myelin membrane, lipophilin, exhibits preferential binding to acidic
phospholipids [269], even though it behaves as a type 3 protein calorimetrically and
immobilizes and disorders the hydrocarbon chains of its boundary lipid [270]. Similarly
glycophorin, a membrane-spanning glycoprotein of the erythrocyte membrane, immobi-
lizes about nine negatively charged phospholipid molecules per molecule of protein via
strong electrostatic interactions with the phosphate headgroup [271].

The results of more recent DSC and other studies of lipid–protein model membranes clearly
indicate that the classification scheme originally proposed is not completely appropriate for naturally
occurring membrane proteins. Thus, none of the water-soluble, peripheral membrane-associated
proteins studied thus far exhibit classical type 1 behavior (no change or a modest increase in Tm,
a slight increase in DT1/2, and an increase in the DH of the phospholipid phase transition). For
example, although the vesicular stomatitis virus (VSV) M protein does increase the Tm of phos-
pholipid chain-melting transitions, it also markedly increases the DT1/2 and does not change the
DH. Similarly, cytochrome c, another peripheral membrane protein, actually exhibits type 2 behavior
when reconstituted with most anionic phospholipids, indicating that both hydrophobic and electro-
static lipid–protein interactions are important in this system. Even poly(L-lysine), a polypeptide
model for type 1 proteins, only exhibits classical type 1 behavior when interacting with PGs and
then only under certain conditions; with other anionic phospholipids, the DHcal of the phospholipid
gel to liquid–crystalline phase transition is actually reduced rather than increased. Therefore, it
seems doubtful that natural membrane proteins ever interact with phospholipid bilayers exclusively
by electrostatic interactions. 

On the other hand, there are a few examples of membrane proteins that exhibit more or less
classical type 2 behavior. These include the myelin basic protein and cytochrome c, all of which
usually reduce the Tm, increase the DT1/2, and substantially reduce the DH of the chain-melting
transition of anionic phospholipids. Strictly speaking, few if any membrane proteins actually exhibit
classical type behavior as originally defined (no change in the Tm or DT1/2 and a progressive linear
reduction in the DH of both neutral and anionic phospholipid phase transitions with increasing
protein concentration). This is because, with the advent of high-sensitivity calorimeters and the
availability of pure phospholipids, it has become clear that all integral membrane proteins reduce
the cooperativity of gel to liquid–crystalline phase transitions, as indeed would be expected from
basic thermodynamic principles. 

Moreover, some type 3 proteins exhibit a nonlinear decrease in DH with changes in protein
levels, whereas others can produce at least moderate shifts in the Tm of phospholipid phase
transitions. However, if we relax the original type 3 criteria somewhat, then a number of integral,
transmembrane proteins can be said to exhibit modified type 3 behavior. These include the VSV
G protein, myelin proteolipid protein, glycophorin, bacteriorhodopsin, cytochrome oxidase, cyto-
chrome P-450, and the (Ca2++Mg2+)-ATPase, as well as several lysine-hydrophobic amino acid
copolymers and the membrane-spanning polyleucine model polypeptides. Finally, the concanavalin
A receptor, the Acholeplasma laidlawii B (Na++Mg2+)-ATPase, and poly(L-lysine) at high con-
centrations do not fit into even this slightly modified classification scheme, because they exhibit a
mixture of type 1, 2, and 3 characteristics, depending on the protein concentration range examined
and, in the case of poly(L-lysine) at least, also on the particular phospholipid studied. 

Thus, the classification scheme of Papahadjopoulos et al. [268], appropriately modified for type
3 proteins, is still of some use in studies of lipid–protein interactions, although some proteins, at
least under certain conditions, do not fall neatly into any of these three categories. It seems that
all naturally occurring membrane proteins studied to date interact with lipid bilayers by both
hydrophobic and electrostatic interactions, and that different membrane proteins differ only in the
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specific types and relative magnitudes of these two general classes of interactions. It is also clear
that the behavior exhibited by any particular membrane protein can depend on its conformation,
method of reconstitution, and relative concentration, as well as on the polar headgroup and fatty
acid composition of the lipid bilayer with which it is interacting [see 267].

Although DSC and other physical techniques have made considerable contributions to the
elucidation of the nature of lipid–protein interactions, a number of outstanding questions remain.
For example, it remains to be definitively determined whether some integral, transmembrane
proteins completely abolish the cooperative gel to liquid–crystalline phase transition of lipids with
which they are in direct contact, or whether there is only a partial abolition of this transition, as
suggested by the studies of the interactions of the model transmembrane peptides with phospholipid
bilayers (see Section 2.3.11). The mechanism by which some integral, transmembrane proteins
perturb the phase behavior of very large numbers of phospholipids also remains to be determined.
Finally, the molecular basis of the complex and unusual behavior of proteins such as the concanava-
lin A receptor and the A. laidlawii B ATPase is still obscure.

A plot of the DHcal of a phospholipid gel to liquid–crystalline phase transition vs. the
protein/phospholipid molar ratio can yield the number of phospholipid molecules withdrawn from
the cooperative chain-melting transition by each type 3 protein, when DHcal is extrapolated to
zero. These values have ranged from 6 and 10 (for the small hydrophobic peptides gramicidin
and melittin, respectively) to about 15 (for the relatively small membrane protein lipophilin). For
these proteins, it appears that only one layer of phospholipid molecules — that is, those phos-
pholipids interacting directly with the surface of the protein hydrophobic region — are withdrawn
from the cooperative phase transition. On the other hand, the membrane-spanning and somewhat
larger bacteriophage M-13 coat protein appears to remove 70 to 100 phospholipid molecules,
whereas the considerably larger hydrophobic protein glycophorin also removes 80 to 100 mole-
cules from the transition; the membrane-spanning regions of these proteins would appear to
withdraw roughly three phospholipid layers. The VSV hydrophobic glycoprotein, whose incor-
poration into DPPC vesicles decreases the Tm as well as the DHcal and also increases DT1/2,
bound 270±150 phospholipid molecules, corresponding to the removal of five to six concentric
shells of phospholipid per glycoprotein molecule. Moreover, human erythrocyte concanavalin A
receptor and the A. laidlawii B (Na++Mg2+)-ATPase, which are both large, integral transmem-
brane proteins, appear to remove about 685 and 1000 phospholipid molecules, respectively, from
participating in a cooperative phase transition [see 267, 272]. The basis for this differing behavior
is not presently understood but may be related in part to differential interactions, both electrostatic
and hydrophobic, between the non-membrane-spanning regions of these larger proteins and the
lipid bilayer.

As previously mentioned, proteins can induce an isothermal lateral phase separation of nega-
tively charged lipids in a somewhat similar manner to Ca2+. A number of intrinsic membrane
proteins, including lipophilin, several ATPases, and rhodopsin, preferentially bind acidic phospho-
lipids in their boundary lipid regions in preference to PC or PE. Also, a number of water-soluble
proteins, such as polylysine, cytochrome c, and myelin basic protein, can act as polycations and
separate out acidic lipids, even in binary mixtures where these lipids would normally be nearly
ideally mixed. Moreover, the relative strengths of the interactions between a type 2 protein, such
as the myelin basic protein, and various negatively charged phospholipids can vary markedly with
the nature of the lipid headgroup [108]. These findings have important implications for biological
membranes, because the conformation and activity of membrane proteins may be determined by
the properties of the lipids in their own microenvironments rather than by the properties of the
bulk phase lipids. There is considerable calorimetric and noncalorimetric evidence that the con-
formation and activity of membrane proteins can be altered by varying the nature of the phospho-
lipid headgroup, the amount of cholesterol present, or the fluidity of the lipid bilayer [see 2, 50,
51, 108, 273].
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2.4 STUDIES OF BIOLOGICAL MEMBRANES

2.4.1 MYCOPLASMA AND BACTERIAL MEMBRANES

Acholeplasma laidlawii is a member of the mycoplasmas, a diverse group of prokaryotic microor-
ganisms that lack a cell wall. Because the mycoplasmas are genetically and morphologically the
simplest organisms capable of autonomous replication, they provide useful models for the study
of a number of problems in molecular and cellular biology. Mycoplasmas are particularly valuable
for studies of the structure and function of cell membranes. Being nonphotosynthetic prokaryotes
and lacking a cell wall or outer membrane, mycoplasma cells possess only a single membrane: the
limiting, or plasma, membrane. This membrane contains essentially all the cellular lipid and,
because these cells are small, a substantial fraction of the total cellular protein, as well. Due to the
absence of a cell wall, substantial quantities of highly pure membranes can easily be prepared by
gentle osmotic lysis followed by differential centrifugation, a practical advantage not offered by
other prokaryotic microorganisms [274, 275].

Another useful property of mycoplasmas in general, and of A. laidlawii in particular, is the
ability to induce dramatic yet controlled variations in the fatty acid composition of their membrane
lipids. Thus, relatively large quantities of a number of exogenous saturated, unsaturated, branched-
chain, or alicyclic fatty acids can be biosynthetically incorporated into the membrane phospho-
and glycolipids of these organisms. In cases where de novo fatty acid biosynthesis is either inhibited
or absent, fatty acid–homogeneous membranes (membranes whose glycerolipids contain only a
single species of fatty acyl chain) can be produced. Moreover, by growing mycoplasmas in the
presence or absence of various quantities of cholesterol or other sterols, the amount of these
compounds present in the membrane can be altered dramatically. The ability to manipulate mem-
brane lipid fatty acid composition and cholesterol content, and thus to alter the phase state and
fluidity of the membrane lipid bilayer, makes these organisms ideal for studying the roles of lipids
in biological membranes [274, 275].

The unique properties of the A. laidlawii membrane were utilized by Steim et al. [276] to show
for the first time that biological membranes can undergo a gel to liquid–crystalline lipid phase
transition similar to that previously reported for lamellar phospholipid–water systems. These work-
ers demonstrated that when whole cells or isolated membranes are analyzed by DSC, two relatively
broad endothermic transitions are observed on the initial heating scan. The lower-temperature
transition is fully reversible, varies markedly in position with changes in the length and degree of
unsaturation of the membrane lipid fatty acyl chains, is broadened and eventually abolished by
cholesterol incorporation, and exhibits a transition enthalpy characteristic of the mixed-acid syn-
thetic phospholipids. Moreover, an endothermic transition having essentially identical properties is
observed for the protein-free total membrane lipid extract dispersed in excess water or aqueous
buffer, indicating that the presence of membrane proteins has little effect on the thermotropic phase
behavior of most of the membrane lipids. The higher-temperature transition, in contrast, is irre-
versible, independent of membrane lipid fatty acid composition or cholesterol content, and absent
in total membrane lipid extracts, indicating that it is due to an irreversible thermal denaturation of
the membrane proteins. A comparison of the enthalpies of transition of the lipids in the membrane
and in water dispersions indicates that at least 75% of the total membrane lipids participate in this
transition. Evidence was also presented that the lipids must be predominantly in the fluid state to
support normal growth. These results were later confirmed and extended by Reinert and Steim
[277] and by Melchior et al. [278], who showed that the gel to liquid–crystalline lipid phase
transition is a property of living cells and that about 90% of the lipid participates in the gel to
liquid–crystalline phase transition. These studies provided strong, direct experimental evidence for
the hypothesis that lipids are organized as a liquid–crystalline bilayer in biological membranes, a
basic feature of the currently well accepted fluid-mosaic model of membrane structure.
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In these early DSC studies of the lipid thermotropic phase behavior in A. laidlawii membranes,
cells whose membrane lipids were only moderately enriched in various exogenous fatty acids and
low-sensitivity calorimeters were employed. The resultant broad lipid phase transitions (due pri-
marily to fatty acid compositional heterogeneity) and the relative poor quality of the DSC traces
obtained (due to baseline instability and noise) could have obscured subtle differences in lipid
thermotropic phase behavior in intact cells, isolated membranes, and total membrane lipid disper-
sions. Indeed, Mantsch and coworkers, using FTIR spectroscopy, reported that the gel to liquid–crys-
talline phase transition in intact cells highly enriched in saturated fatty acids occurs some 5 to 10˚C
below that of isolated membranes derived from them, suggesting that the organization of the lipids
in the membranes of living cells differs from that of the isolated membranes [279, 280]. This result
is in contrast to the finding of the earlier DSC studies, which showed that the lipid chain-melting
transitions in living cells, isolated membranes, and lipid dispersions is essentially identical, except
that in the former systems about 10% of the lipid is prevented from participating in this cooperative
phase transition by their interaction with membrane proteins.

In order to resolve this apparent discrepancy in results and to confirm or refute the original
DSC findings, the experiments of Steim et al. [276] were repeated, using fatty acid-homogeneous
A. laidlawii B cells (to remove fatty acid compositional heterogeneity) and a modern, high-
sensitivity calorimeter (to improve the quality of the DSC traces obtained) [281]. The three
exogenous fatty acids employed in this study (elaidic, isopalmitic, and myristic acid) were selected
because they produce sharp phase transitions at temperatures above that of the ice-melting endo-
therms but below that of the protein denaturation endotherms. Thus, the thermotropic phase behavior
of the lipids and proteins are well separated, and the use of potentially perturbing antifreeze
additives, such as ethylene glycol, can be avoided.

Representative high-sensitivity DSC initial heating scans of viable cells, isolated membranes,
and total membrane lipid dispersions are shown in Figure 2.17. In this instance, cells, membranes,
and lipids were made nearly homogeneous (97 to 99 mol%) in elaidic acid. The fully reversible
gel to liquid–crystalline lipid phase transitions observed in cells and membranes have essentially
identical phase transition temperatures, enthalpies, and degrees of cooperativity, suggesting that
membrane lipid organization in these two samples is very similar or identical. In contrast, the
midpoint of the chain-melting transition of the membrane lipid dispersion is shifted to a higher
temperature, exhibits a greater enthalpy, and is considerably less cooperative than in cells or
membranes, suggesting that native membrane lipid organization has been perturbed during extrac-
tion and resuspension of the membrane lipids in water. The thermal denaturation of the proteins
in the cells and membranes has absolutely no effect on the peak temperature or cooperativity of
the lipid phase transition. However, about 15% of the lipids do not participate in the cooperative
gel to liquid–crystalline phase transition in either the native or heated-denatured membranes,
presumably because their cooperative phase behavior is abolished by interaction with the trans-
membrane regions of integral membrane proteins. Alternatively, a larger proportion of the membrane
lipids may interact with the membrane proteins but have their cooperative melting behavior only
partially perturbed, thereby leading to the 15% reduction in the transition enthalpy observed. The
fact that the gel to liquid–crystalline lipid phase transition in cells and membranes exhibits a similar
temperature maximum and a higher cooperativity than the membrane lipid dispersion favors the
former interpretation. In general, the results obtained with intact cells and membranes support the
earlier studies of Steim and coworkers, who reported a nearly identical lipid thermotropic phase
behavior in both systems, and not the IR spectroscopic results of Mantsch and coworkers, who
reported significantly different phase behavior in these systems. This difference in results may be
due at least in part to the existence of a thermal history–dependent gel-state lipid polymorphism
(see below).

When similar calorimetric experiments are performed with isopalmitic acid-homogeneous A.
laidlawii B cells, membranes, and lipids, two well-resolved endotherms are observed in all three
systems, as indicated in Figure 2.18. The properties of the lower enthalpy lipid transition centered
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at 8 to 9˚C are dependent on the heating scan rate and the thermal history of the sample. In particular,
the apparent transition temperature increases with increasing scan rate, and annealing the sample
at 0˚C for 24 h before beginning the DSC run results in a two- to threefold increase in the observed
calorimetric enthalpy. Because similar hysteresis is typically observed in the formation and inter-
conversions of highly ordered gel phases in bilayers of synthetic phospholipids, the lower temper-
ature endotherm was tentatively identified as a phase transition between a more highly ordered and
a less highly ordered gel state. In contrast, the properties of the higher enthalpy transition centered
at 21 to 22˚C exhibit no dependence on heating scan rate or on thermal history, indicating that this
is the typical gel to liquid–crystalline or chain-melting transition previously observed in this
organism by a variety of techniques.

FIGURE 2.17 DSC heating scans of A. laidlawii B elaidic acid-homogenous intact cells, isolated membranes,
and extracted total membrane lipids dispersed as multilamellar vesicles in water. The heating scan rate is
30˚C/hour, at which the sample and reference are in thermal equilibrium throughout the DSC run. Redrawn
from [281].)

FIGURE 2.18 DSC scans of unannealed A. laidlawii B isopalmitic acid-homogenous intact cells, isolated
membranes, and extracted total membrane lipids dispersed in water. The heating scan rate is 30˚C/hour.
(Redrawn from [281].)
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The structural changes associated with each of the two lipid phase transitions detected by DSC
were investigated by FTIR and 31P NMR spectroscopy. These spectroscopic techniques confirm
that the lower-temperature endotherm is due to a transition from a highly ordered gel phase (in
which the all-trans lipid hydrocarbon chains are very closely packed, the bilayer interfacial region
is partly dehydrated, and the phospholipid polar headgroups are undergoing slow axially asymmetric
motion) to a disordered gel phase (in which the lipid hydrocarbon chains, although still largely
extended, are loosely packed, the interfacial region is fully hydrated, and the phospholipid polar
headgroups are undergoing fast, axially symmetric motion). These spectroscopic techniques also
confirm that the higher-temperature transition corresponds to a conversion from a loosely packed
gel state to the liquid–crystalline state, in which the lipid hydrocarbon chains are conformationally
disordered and contain a number of gauche conformers. All three physical techniques indicate that
at least 80% of the total membrane lipid participates in both the gel/gel and gel/liquid–crystalline
phase transitions [281].

The finding that gel-phase polymorphism can exist in A. laidlawii B membranes is quite
surprising, in view of the fact that most binary mixtures of synthetic phospholipids do not exhibit
multiple gel states, even when they contain identical fatty acyl chains. Thus, the ability of the A.
laidlawii membrane lipids to form a highly ordered gel phase seems all the more remarkable,
because this organism contains three major and two minor lipid classes, including both phospho-
and glycoglycerolipids. These results thus imply that the A. laidlawii B membrane lipid classes are
highly miscible in all three lipid phase states detected, a result compatible with an earlier differential
thermal analysis study of mixtures of the individual membrane lipid classes [282]. Moreover, gel-
state polymorphism in this organism is not restricted to membranes containing a single methyl
isobranched fatty acid: A. laidlawii B membranes made homogeneous with members of most fatty
acid classes tested also exhibit multiple gel-state phase transitions. In fact, we have unpublished
calorimetric and spectroscopic evidence for partially resolved gel/gel and gel/liquid–crystalline
lipid phase transitions in membranes containing various proportions of two different classes of fatty
acids. It thus seems clear the gel-state polymorphism is not restricted to single-component lipid
model membranes but can occur in lipid bilayers and in biological membranes containing appre-
ciable polar headgroup and fatty acyl chain compositional heterogeneity, as well. However, to our
knowledge, this phenomenon has not been reported in any other biological membrane.

By utilizing A. laidlawii B membranes containing essentially only a single, exogenous fatty
acid, it is possible to assess the relative contributions of polar headgroup and fatty acyl group
heterogeneity to the relatively broad phase transitions characteristic of native or fatty acid–enriched
membranes. It was found that a strong correlation existed between fatty acid heterogeneity and
the sharpness of the gel to liquid–crystalline membrane lipid phase transition, as detected by
differential thermal analysis (DTA), with the transition width decreasing from a normal value of
25 to 30˚C to a limiting value of about 7˚C, indicating that fatty acid heterogeneity was the primary
contributor to the broad transitions observed in native membranes [283]. Additional DTA studies
confirmed that the five major membrane lipids of this organism (two glycolipids, two phospholipids,
and a phosphorylated glycolipid) show a high degree of miscibility in both the gel and liquid–crys-
talline states and that Mg2+ does not induce a lateral phase separation of the acidic lipid components
[282]. Also, the Tm values of the fatty acid–homogeneous membranes correlated very well with
the Tm values of synthetic PCs containing the same acyl chains. Finally, the DT1/2 of the membrane
transitions depended on the nature and chain length of the fatty acyl group present, even with
comparable levels of enrichment (98 to 99 mol%). This may reflect the fact that overlapping gel/gel
and gel/liquid–crystalline phase transitions may have been observed in some instances. Subsequent
work with high-sensitivity DSC and many other physical techniques have confirmed that the general
findings for A. laidlawii B also apply to a number of bacterial membranes, in particular for
unsaturated fatty acid auxotrophs of Escherichia coli [see 284, 285]. The only exception to this
general behavior reported so far appears to be the membranes and membrane lipid extracts from
the halophilic bacterium Halobacterium halobium, where no gel to liquid–crystalline lipid phase
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transition could be detected by high-sensitivity DSC [286, 287]. This is presumably due to the
large amounts of the dihydrophytanyl hydrocarbon chains present in the membrane lipids of this
organism. As discussed earlier, the highly branched synthetic phospholipid diphytanoyl PC does
not undergo a discrete cooperative chain-melting transition in the temperature range -120 to
+120˚C [57].

2.4.2 EUKARYOTIC CELL MEMBRANES

The presence of high levels of cholesterol in many eukaryotic membranes, particularly plasma
membranes, abolishes a discrete cooperative gel to liquid–crystalline membrane lipid phase tran-
sition in these systems. Thus, no lipid phase transitions could be detected by DSC or DTA in the
cholesterol-rich erythrocyte [288] or myelin [182] membranes. Cholesterol-free lipid extracts of
these membranes did, however, exhibit a single, broad phase transition: the former centered near
0˚C and the latter extended from 25 to 60˚C. The high Tm of the cholesterol-free myelin extract
is due primarily to its high content of sphingolipids. Similar reversible thermal transitions were
observed, however, by DSC and fluorescence polarization in the microvillus and basolateral regions
of rat small intestinal enterocyte plasma membrane and in hydrated lipid extracts [289]. These
transitions occur over a temperature range of about 25 to 40˚C and exhibit very low DHcal values
of about 0.10 to 0.15 cal/g for the intact membranes and about 0.40 to 0.55 cal/g for the extracted
lipids. The generally low enthalpies observed were attributed to the large amounts of cholesterol
present and to the comparatively lower enthalpy observed in the intact membranes to lipid–protein
interactions. The nature of this lipid endotherm remains unclear, because the high levels of cho-
lesterol and polyunsaturated fatty acyl groups present make it unlikely that it represents a bulk-
phase gel to liquid–crystalline transition.

The thermotropic behavior of rat liver microsomal membranes, which contain moderate levels
of cholesterol, has been studied by DSC. An early study using conventional DSC revealed a single,
reversible, broad phase transition occurring between -15 and +5˚C in both intact membranes and
isolated lipids [290]. A more recent high-sensitivity DSC study confirmed the absence of a reversible
phase transition above 0˚C [291]. However, rats fed a fat-free diet, which increased the degree of
saturation of the membrane lipid fatty acids, also exhibit two reversible membrane lipid phase
transitions centered at 3˚C and 14˚C; after protein denaturation, the lower-temperature peak
increases in area and shifts to a higher temperature, while the higher-temperature lipid peak
decreases in area. It thus appears that normal microsomal membrane lipids exist entirely in the
fluid state above 0˚C and that the organization of at least a portion of the membrane lipid is
dependent on the state of the membrane protein, in contrast to the situation in mycoplasma and
bacterial membranes. The existence of a second reversible, higher-temperature transition in rat liver
microsomal membranes, detected by conventional DSC, has been reported. This transition, which
occurs between 18 and 40˚C in intact membranes and between 10 and 20˚C in extracted lipids, is
of relatively low enthalpy and is not affected by protein denaturation [292]. It is not clear why this
transition could not be detected by high-sensitivity DSC. The molecular basis for this higher-
temperature transition, if real, is unknown.

Rat liver mitochondrial membranes, which are low in cholesterol, have been studied by several
groups using DSC and other techniques. The earliest work with whole mitochondrial membranes
revealed a reversible, broad gel to liquid–crystalline phase transition centered at 0˚C in mitochon-
drial membranes and in extracted lipids [290]. A later study of both intact mitochondria and isolated
inner and outer membranes confirmed these results, except that the outer membrane transition
seemed to occur at a slightly lower temperature than the inner membrane transition [293]. However,
a more recent study of the rat liver inner mitochondrial membrane reported a narrower membrane
lipid transition centered near 10˚C; by artificially increasing cholesterol content some tenfold to
about 30 mol%, the inner membrane gel to liquid–crystalline phase transition could be lowered
and broadened, and its DHcal reduced to less than one-tenth that of the native membrane [294]. It
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has also been reported that in beef heart mitochondrial inner membranes, a broad reversible
endothermic phase transition centered at -10˚C occurs; after protein thermal denaturation, a new
reversible transition of low enthalpy is observed at about 20˚C. The extracted lipids exhibit thermal
behavior nearly identical to that of the intact protein-denatured membrane, indicating that a latent
pool of higher-melting lipids may exist in this membrane [295]. In liver mitochondrial inner
membranes from hibernating and nonhibernating ground squirrels, lipid phase transitions centered
at -9˚C and -5˚C, respectively, and occurring over a range of 16 to 18˚C, have been reported [296].
However, protein denaturation does not affect lipid thermotropic phase behavior in this case. It is
clear from all these studies that the lipids of both mitochondrial membranes exist exclusively in
the fluid state at physiological temperatures.

DSC has been used to study the individual protein components of biological membranes of
relatively simple protein composition, and the interaction of several of these components with lipids
and with other proteins. The red blood cell membrane, which has been most intensively studied,
exhibits five discrete protein transitions, each of which has been assigned to a specific membrane
protein. The response of each of these thermal transitions to variations in temperature and pH, as
well as to treatment with proteases, phospholipases, specific labeling reagents, and modifiers and
inhibitors of selected membrane activities, has provided much useful information about the inter-
actions and functions of these components in the intact erythrocyte membrane [297–300]. Similar
approaches have been applied to the bovine rod outer segment membrane [301] and to the spinach
chloroplast thylakoid membrane [302].

2.5 CONCLUDING REMARKS

A considerable body of knowledge about the thermotropic phase behavior of lipid bilayers has
been developed over the past 30 years. One should note, however, that by far the majority of
calorimetric, spectroscopic, and X-ray diffraction studies of lipid bilayers have employed PCs
containing two identical, saturated fatty acyl groups, particularly DMPC and DPPC, as the only
lipid species investigated. The major reasons for this choice are probably practical, because these
simple, disaturated PCs are relatively easy to synthesize and purify chemically, are stable to
oxidation, hydrate readily, and, in excess water, form only lamellar phases at physiological tem-
peratures. Moreover, DMPC and DPPC exhibit single, highly cooperative gel to liquid–crystalline
phase transitions at about 23˚C and 41˚C, respectively, temperatures well above the freezing point
of water but below the thermal denaturation temperature of most proteins. These compounds would
thus seem ideal choices for studying the effect of membrane proteins on membrane lipid thermo-
tropic phase behavior.

It is important to realize, however, that simple, disaturated glycerolipids are not major molecular
species in any biological membrane and that no individual phospholipid class is found universally
in nature. Thus, although PCs are the major zwitterionic phospholipid class in most eukaryotic
cellular membranes, PCs are not abundant or widely distributed in the eubacteria and are absent
entirely from the archaebacteria. Moreover, although normal saturated fatty acids are universal (but
not exclusive) constituents of the membrane lipids of eukaryotic cell membranes, normal saturated
fatty acids are at least largely replaced by single methyl branched or alicyclic fatty acyl groups in
some eubacteria and are absent entirely from the archaebacteria, where the lipid hydrocarbon chains
are multiple methyl branched phytanyl ethers or derivatives thereof. Finally, in eukaryotic and
eubacterial membrane glycerolipids, the predominant molecular species almost always contain two
different classes of fatty acids. Thus, the glycerol carbon 1 normally bears a relatively high-melting
normal saturated or methyl isobranched fatty acyl group, whereas a low-melting unsaturated, methyl
anteisobranched or alicyclic fatty acid is esterified to glycerol carbon 2. Although many of the
major findings obtained in calorimetric studies of DMPC or DPPC bilayers are likely to be generally
valid, at least qualitatively, one should bear in mind that these simple, disaturated PCs, although
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convenient to use, are not entirely typical membrane lipids. Moreover, the interaction of cholesterol
with phospholipids, for example, depends markedly on the nature of the polar headgroup and on
the chemical structure and chain length of the hydrocarbon chains, as well as on the positional
distribution of these chains on the glycerol backbone. Clearly, in future studies of lipid thermotropic
phase behavior, a much wider range of lipids of the type actually found in biological membranes
should be studied.
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ABBREVIATIONS

3.1 INTRODUCTION

 

The lipid bilayer has long been recognized as a fundamental unit providing the permeability barrier
in the fluid-mosaic model (Singer, 1974) of cell membranes. In this highly dynamic structure,
many specific tasks of the cell membrane are accomplished by the variety of proteins, whose
functioning, in principle, may depend on the physical state of this two-dimensional lipid bilayer
fluid matrix, which solvates the transmembrane domains of the integral membrane proteins. The
organization and physical characteristics of the lipid domains surrounding these transmembrane
segments of the proteins may be able to influence the functioning of these proteins. It is natural
to wonder whether, in the biological membrane, different proteins are surrounded by their own
“local” lipid composition, providing optimal conditions for each protein. Such lipid domain
formation is observed in a variety of model systems when the lipid headgroup composition is
varied. Lipid domains also result as a consequence of miscibility properties attributable to the acyl
chain composition and packing arrangements.

Although typical textbook drawings depict the arrangement of the lipid components as two
opposing lipid monolayers with the acyl chain termini meeting in a well-defined bilayer midplane,
other characteristic arrangements are possible. Lipids may also form interdigitated domains, where-
upon one or both of the hydrocarbon chains extend beyond the region of the bilayer midplane,
interpenetrating into the opposing monolayer, allowing portions of any given acyl chain to reside
in different monolayers. Interdigitation, therefore, is yet another means of varying the structure and
properties of the lipid bilayer component of cell membranes.

BP  myelin basic protein
C(X):C(Y)PC phosphatidylcholine with X carbons in the 

 

sn

 

-1 acyl chain and Y carbons in the

 

sn

 

-2 acyl chain
C(18)PAF C(18)-platelet-activating factor
DHPC dihexadecylphosphatidylcholine
DMPC dimyristoylphosphatidylcholine
DPH 1,6-diphenyl-1,3,5-hexatriene
DPPC dipalmitoylphosphatidylcholine
DPPE dipalmitoylphosphatidylethanolamine
DPPG dipalmitoylphosphatidylglycerol
DSPC distearoylphosphatidylcholine
DTA differential thermal analysis
FTIR Fourier-transform infrared spectroscopy
G(I) Ripple phase of DPPC
G(II) noninterdigitated gel phase of DPPC
L lamellar liquid crystalline phase
NMR nuclear magnetic resonance

 

2

 

H NMR deuterium NMR

 

13

 

C NMR carbon-13 NMR

 

31

 

P NMR phosphorus-31 NMR
PC phosphatidylcholine
PE phosphatidylethanolamine
PMB polymyxin-B
PMBN polymyxin-B nonapeptide

 

D

 

C/CL chain inequivalence parameter
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Bilayer interdigitation occurs when the terminal methyl groups of the acyl chains extend beyond
the bilayer midplane, effectively interpenetrating into the opposing monolayer. Therefore, in addi-
tion to the classic, or noninterdigitated, arrangement of acyl chains, three classes of interdigitation
are diagrammed in Figure 3.1.

Fully interdigitated bilayers occur in two distinct situations, each at the opposite end of the
spectrum with regard to acyl chain-length asymmetry. Acyl chain asymmetry exists both in phos-
pholipids containing 

 

sn

 

-1 and 

 

sn

 

-2 acyl chains that are dissimilar in length, and in sphingolipids
bearing an acyl chain dissimilar in length to the sphingosine base. In bilayer systems composed of
lipids exhibiting little or no chain-length asymmetry, a fully interdigitated system may be induced
by a variety of perturbations to the bilayer. The resulting bilayer state exists with four acyl chain
cross-sectional areas subtended by a single headgroup, as the acyl chains span the entire width of
the bilayer upon interdigitation (Figure 3.1D).

In contrast, lipid systems exhibiting the highest degree of asymmetry possible, including the
lysolipids and their analogs, may also form fully interdigitated bilayers characterized by the
interpenetration of acyl chains across the entire width of the bilayer. However, because these systems
predominantly consist of a single acyl chain, the resulting interdigitated bilayer state exists with
two acyl chain cross-sectional areas subtended by the headgroup cross-sectional area.

Mixed interdigitation occurs when the effective length of the shorter acyl chain in the nearly
extended conformation is half the length of the long acyl chain in its all 

 

trans

 

, zigzag chain
conformation. The longer acyl chain extends completely across the bilayer span; two of the shorter
acyl chains, one from each lipid in opposing monolayers, meet end-to-end in the bilayer midplane.
This packing arrangement results with three acyl chain cross-sectional areas per headgroup cross-
section (Figure 3.1C).

Finally, when the acyl chain-length asymmetry cannot be accommodated by either noninter-
digitation, full interdigitation, or mixed interdigitation, the partially interdigitated bilayer packing
mode exists, with the short chain from one monolayer pairing with the longer acyl chain counterpart
contributed by the opposing monolayer. This interdigitated phase is characterized by two acyl chain
cross-sectional areas subtended by a single headgroup cross section (Figure 3.1B).

 

FIGURE 3.1

 

A schematic representation of the different acyl chain arrangements possible in bilayers: (A)
C(16):C(16) PC noninterdigitated bilayer; (B) C(16):C(10) PC partially interdgitated bilayer; (C)
C(16):C(10) PC mixed interdigitated bilayer; (D) C(16):C(16) PC fully interdigitated bilayer; (E) diagram-
matic representation of the quantities used to calculate the chain inequivalence parameter shown for
C(16):C(10) PC. (From Slater JL and Huang C: 

 

Prog. Lipid Res. 

 

1988, 27:328. With permission from
Pergamon Press.)
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Self-assembly of lipids into bilayers is primarily driven by the requirement to minimize the
ordering of water molecules at the hydrophobic interface between the acyl chain region of
nonassembled monomeric lipids and the water; bilayer or micelle formation minimizes the
hydrophobic surface, which is solvent-accessible, thus minimizing the amount of oriented water
molecules. Van der Waals interaction between water and hydrocarbon chains are comparable in
magnitude to van der Waals interaction between acyl chains packed within the bilayer interior
(Cevc and Marsh, 1987). However, acyl chains within the self-assembled structure must pack
without leaving voids. This excluded volume effect helps determine the arrangement of the acyl
chains. Therefore, although van der Waals forces between the acyl chains is not the primary
driving force for bilayer formation, the lowest-energy packing arrangement tends to maximize
the van der Waals interactions in the bilayer interior. At the same time, orderly packing requires
that the number of gauche rotamers per chain must be kept at a minimum. Furthermore, the lipid
headgroup surface area at the interface region and the acyl chain cross-sectional area must match
one another.

Because the transition from noninterdigitated to interdigitated bilayers results in altering the
bilayer thickness, diffraction techniques are perhaps the most direct method for determining the
structure of interdigitated bilayers. Yet just about every physical technique, in the proper hands, is
capable of characterizing interdigitation, and each one has its own strengths and weaknesses. Slater
and Huang (1988) reviewed the ways in which many of these techniques may characterize inter-
digitation, including X-ray and neutron diffraction, differential scanning calorimetry, Raman and
Fourier-transform infrared spectroscopy, nuclear magnetic resonance, electron spin resonance,
fluorescence, and electron microscopy. The interested reader is encouraged to see this reference
and the original literature cited within for more details.

The ability of bilayer lipids to form interdigitated states has come into focus as a means
to alter membrane bilayer properties significantly. Interdigitated bilayers, as a consequence of
the unusual packing arrangement of the acyl chains, provide for the possible formation of
discrete domains within the plane of the bilayer. Besides changing the character of the hydro-
phobic region of the bilayer, interdigitation alters the electrostatic properties of the bilayer.
Furthermore, the bilayer thickness and corresponding elastic properties of the membrane may
be altered by interdigitation. Although the primary emphasis of the present chapter is to outline
both the forces governing the self-assembly of lipid molecules into interdigitated bilayers and
the physical properties distinctive of this interdigitated bilayer state, we might speculate for a
moment on the ways in which interdigitation may influence the behavior of biological
membranes.

 

3.2 SPECULATION CONCERNING THE POSSIBLE BIOLOGICAL 
CONSEQUENCES OF THE INTERDIGITATED STATE

3.2.1 C

 

OUPLING

 

 

 

OF

 

 M

 

ONOLAYERS

 

For both partially and mixed interdigitated systems, as well as for fully interdigitated systems of
lysolipids and their analogs, the individual monolayers become progressively more tightly coupled
with each other. This has been directly observed for the mixed interdigitated system as a broadening
of the 

 

31

 

P-NMR lineshape, indicating a transition to a unit of rotation consisting of two coupled
lipid molecules, one from each monolayer (Xu et al., 1987). This coupling influences both the
ability of a perturbation on one monolayer to be transmitted across the bilayer and the ability of a
particular lipid to form laterally segregated domains within the bilayer plane.
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The transition to the interdigitated phase often results in a change in the surface area subtended by
the lipid headgroup. The resulting increase in this surface area necessarily reduces the charge
density per unit area (Simon et al., 1988).

The hydration repulsive pressure (McIntosh and Simon, 1986; LeNeveu et al., 1976; Parsegian
et al., 1979; Marra and Israelachvilli, 1985; for a review, see Rand and Parsegian, 1989) is a
dominant interaction preventing bilayer–bilayer contact in fully hydrated phosphatidylcholines.
This hydration pressure is related to the work required to remove solvent molecules from between
the two bilayer surfaces that are being brought into close proximity with each other, and is the
predominant interaction preventing bilayer–bilayer contact and subsequent fusion.

If this hydration repulsive pressure is measured as a function of the interfacial zwitterionic
density by making measurements on the gel, fluid, and interdigitated gel phases (Simon et al.,
1988), the results indicate that this hydration pressure decreases with increasing headgroup surface
area. Furthermore, the addition of cholesterol to DPPC bilayer dispersions separates the headgroups
and reorganizes the interfacial water, thereby reducing short-range repulsive (steric) interactions
acting between bilayers and allowing phosphatidylcholine headgroups of opposing bilayer surfaces
to interpenetrate at high applied osmotic pressures (McIntosh et al., 1989).

 

3.2.3 A

 

LTERATION

 

 

 

OF

 

 B

 

ILAYER

 

 T

 

HICKNESS

 

Several recent studies of lipid–protein interactions have observed that the optimal functioning of
certain integral membrane proteins, including rhodopsin, gramicidin, and bacterial photosynthetic
reaction centers, may require the phospholipid bilayer to be a certain minimum thickness. Inter-
digitation may influence the activity of integral membrane proteins by modulating the bilayer
thickness. In particular, lipids that may exist either in mixed interdigitated or in partially interdig-
itated bilayer states are likely candidates for this role, especially because interactions with inducer
molecules may bring about this transition isothermally.

A study of the photocycle following the absorption of light in reconstituted preparations of
rhodopsin indicates that, if the acyl chain length of the reconstituting lipid is C(14) or shorter, the
normal sequence of conformational transitions no longer occurs. The spectroscopic evidence indi-
cates that the production of metarhodopsin II intermediate from metarhodopsin I in these short-chain
lipid bilayers is interrupted as a direct consequence of the lipid environment, suggesting an optimal
bilayer thickness is required for this integral membrane protein (Baldwin and Hubbell, 1985).

The measured lifetime of a conducting channel of dimeric gramicidin appears to depend on
the bilayer thickness within which it is incorporated (Elliott et al., 1983). The channel is destabilized
by the restoring force arising from the deformation of the bilayer as it attempts to accommodate
locally the mismatch between the hydrophobic region of the peptide and the hydrophobic region
contributed by the acyl chains. These elastic interactions, which influence the lifetime of the
conducting state of the gramicidin channel, have been successfully modeled in terms of a defor-
mation free energy (Huang, 1986).

Furthermore, an elastic contribution to lipid–protein interactions may arise because the bilayer
becomes distorted by the presence of protein. When a mismatch exists between the membrane
spanning hydrophobic alpha helical segments of incorporated integral membrane proteins and the
optimal bilayer thickness of the lipid matrix, a departure from this optimal bilayer thickness results
(Mouritsen and Bloom, 1984). The experiments of Peschke et al. (1987) and Riegler and Mohwald
(1986) represent the first experimental verification of the theoretical predictions. Depending on the
length of the acyl chains relative to the protein hydrophobic region, either a stretching or a
compression of the acyl chains results. If this mismatch is great enough, the elastic interactions
may lead to the clustering of the protein into domains (Riegler and Mohwald, 1986).
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The lipid phase transition in these reconstituted systems becomes broadened by the presence
of the integral membrane proteins. However, the phase transition temperature may either decrease,
remain unchanged, or increase, relative to the value for the pure lipid, depending on the chain
length of the lipid used in the reconstitution (Riegler and Mohwald, 1986). This transition temper-
ature shift increases with increasing protein concentration. However, even small amounts of incor-
porated protein shift the entire transition. The apparent absence of a two-component phase transition
suggests that these elastic interactions mediating the change in lipid phase transition properties
exert long-range influences (Peschke et al., 1987).

 

3.2.4 L
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The well-defined bilayer midplane, originally consisting of the terminal methyl groups of the acyl
chains, no longer exists in interdigitated bilayers. This manifests itself in the absence of a preferred
fracture plane in freeze fracture studies. The bilayer midplane is a region of lower density than the
rest of the hydrocarbon interior of the bilayer. Fluorescence anisotropy measurements using DPH
indicate that this midplane provides a favorable environment for the bulky fluorophore. This concept
of internal partitioning has been advanced to draw a distinction between those classes of molecules
that prefer intermonolayer locations and those that prefer intramonolayer locations (MacDonald
and MacDonald, 1988). If this low-density region in the bilayer midplane were to provide a niche
for the bulkier side groups of membrane-spanning peptides in biological membranes, the loss of
this bilayer midplane, which results in the transition from a noninterdigitated to interdigitated
bilayer state, could certainly trigger a conformational transition in the protein, as displaced peptide
side chains seek a new environment.

 

3.3 INTERDIGITATION RESULTING FROM ACYL CHAIN-LENGTH 
ASYMMETRY

3.3.1 A

 

CYL

 

 C

 

HAIN

 

 I

 

NEQUIVALENCE

 

A tremendous amount of research has been devoted to determining the effect of acyl chain-length
asymmetry and its role in influencing the formation of interdigitated bilayer states. This topic has
been reviewed (Huang and Mason, 1986, and references contained therein). Because much of the
wealth of information and coherence of thought existing in the original article would be lost by
attempting to condense this review, only a summary of pertinent results will be presented here.
Readers are referred to the original work for greater detail.

A systematic evaluation of the influence of acyl chain inequivalence began by examining the
phase behavior of a series of synthetic phospholipids ranging from C(18):C(18)-PC to C(18):C(0)-
PC, where the 

 

sn

 

-2 acyl chain was successively varied by two methylene units (Huang and Mason,
1986). As the variable-length acyl chain is made shorter, the acyl chain packing arrangements
progress from noninterdigitated packing through the full spectrum of intermediate possibilities,
ending with full interdigitation for lysoPC, a lipid exhibiting the maximum chain asymmetry. These
conclusions have been successfully reproduced by calorimetric and X-ray diffraction investigation
(Mattai et al., 1987).

X-ray diffraction data on single crystals for dilauroyl phosphatidylethanolamine and dimyristoyl
phosphatidylcholine have determined that the 

 

sn

 

-1 and 

 

sn

 

-2 acyl chains in these identical-chain
phospholipids are conformationally inequivalent (Elden et al., 1977; Pearson and Pascher, 1979).
In particular, the fatty acyl chain linked to the 

 

sn

 

-1 position of the glycerol backbone continues
from the 

 

trans

 

 configuration of the glycerol moiety, with the primary ester group being planar.
However, the initial segment of the 

 

sn

 

-2 chain projects out normal to the direction of the 

 

sn

 

-1 acyl
chain, with the plane of the secondary ester approximately perpendicular to that of the primary
ester. Furthermore, the 

 

sn

 

-2 acyl chain bends over at the bond between carbon-2 and carbon-3;
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consequently, the rest of the chain runs parallel to the 

 

sn

 

-1 acyl chain. As a result of this sharp
bend on the 

 

sn

 

-2 acyl chain, the terminal methyl groups of the 

 

sn

 

-1 and 

 

sn

 

-2 chains are out of
register, being separated along the long molecular axis by approximately 3.1 Å. In addition to the
single-crystal studies, this conformational inequivalency has also been observed for the identical
chain phospholipids in the gel-state bilayer, based on neutron diffraction data (Zaccai et al., 1979).
However, a separation of 1.8 Å or 1.5 carbon–carbon bond lengths is observed for the two terminal
methyl groups in the gel-state bilayer. Therefore, the acyl chain-length asymmetry may be quan-
titated by the following expression (Figure 3.1E):

chain inequivalence = 

 

D

 

C/CL

In this expression, CL is the length of the longer of the two acyl chains. The parameter 

 

D

 

C represents
the absolute difference in the chain lengths of the two hydrocarbon chains and is given by

 

D

 

C = n

 

1

 

 – n

 

2

 

 + 1.5

where n

 

1

 

 and n

 

2

 

 are the number of carbons in the 

 

sn

 

-1 and 

 

sn

 

-2 acyl chains. In this expression for

 

D

 

C, a factor of 1.5 is included to account for the 1.5 carbon–carbon bond lengths, representing the
effective chain-length difference present in identical chain phospholipids in the gel state. The chain
inequivalence parameter therefore represents the magnitude of the chain-length inequivalence
normalized by the length of the hydrocarbon region of the bilayer (Mason et al., 1981; Mason and
Huang, 1981). This chain asymmetry exerts its greatest influence on the chain packing interactions
in the gel phase.

 

3.3.2 M

 

IXED

 

 I

 

NTERDIGITATED

 

 S

 

YSTEMS

 

When the chain inequivalence parameter is approximately 0.5, conditions are optimal for mixed
interdigitation, where the long 

 

sn

 

-1 acyl chain spans the entire bilayer width, while the shorter 

 

sn

 

-
2 chains meet end-to-end at the bilayer center. This results in the formation of a gel-phase bilayer
consisting of three acyl chain cross-sectional areas per unit headgroup cross-sectional area (Hui et
al., 1984; McIntosh et al., 1984).

 

3.3.2.1 Mixed-Chain Phosphatidylcholines

 

3.3.2.1.1 Single-Component Phospholipid Systems

 

Raman investigation of the two asymmetric lipids C(18):C(10)PC and C(18):C(12)PC (Huang et
al., 1983), both of which have a value of the chain inequivalence parameter close to 0.5, reveals
that these dispersions undergo a sharp cooperative phase transition near 17ºC. The intensity ratios
from the C-H stretch region indicate that, at temperatures below the phase transition, these two
lipids have interchain interactions and intrachain order similar to that of di-C(18)PC. This ordered
packing must result from the formation of interdigitated bilayers for these asymmetric lipids.

X-ray diffraction measurements of these fully hydrated dispersions reveal that, in the gel phase,
both lipids possess a reduced bilayer thickness in comparison to the di-C(14)PC. Furthermore, the
headgroup area subtends three acyl chain cross sections, indicating the formation of mixed inter-
digitated bilayers in which the long 

 

sn

 

-1 acyl chain spans the entire hydrocarbon width, while the
shorter 

 

sn

 

-2 acyl chains pack end-to-end, meeting in the bilayer center.
Freeze-fracture studies of these mixed interdigitated gel phase bilayers indicate a discontinuous

fracture pattern, where the fracture planes are interrupted by up and down steps. This behavior is
predicted for a system such as this mixed interdigitated bilayer, for which there is no preferred
weak bonding plane in the bilayer center.
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Upon undergoing a thermotropic phase transition, these mixed interdigitated gel phases trans-
form to partially interdigitated bilayers with two acyl chain cross-sectional areas subtended by the
average headgroup cross section. This liquid–crystalline phase, at least for C(18):C(10)PC, appears
to retain some degree of partial interdigitation. It should be emphasized that the C(18):C(10)PC
bilayer in the presence of excess water is the first known example in which the acyl chain
interdigitation is implied for bilayers in both the gel and liquid–crystalline states.

Further experimental work has been carried out with respect to these mixed-chain lipids whose
chain inequivalence parameter lies close to 0.5. First, the data on this series of asymmetric lipids
with chain inequivalence close to 0.5 have been extended for various chain lengths, and high-
resolution differential scanning calorimetry indicates that the formation of this mixed interdigitated
phase is not unique to C(18):C(10)PC, but is a rather general phenomenon that depends on the
chain-length inequivalence between the 

 

sn

 

-1 and 

 

sn

 

-2 acyl chains (Xu and Huang, 1987). Partic-
ularly noteworthy is the observation that these mixed interdigitated bilayers form regardless of
whether the long chain resides in the 

 

sn

 

-1 position or the 

 

sn

 

-2 position, provided that the chain
inequivalence parameter has a value close to 0.5.

The barotropic behavior of these bilayers, determined by using high-pressure Fourier-transform
infrared spectroscopy (FTIR), has revealed that these highly ordered, mixed interdigitated gel phase
bilayers of C(18):C(10)PC exist with the zigzag chain planes of neighboring acyl chains intramo-
lecularly and intermolecularly nearly perpendicular to each other in the two-dimensional packing
lattice (Wong and Huang, 1989).

 

3.3.2.1.2 Binary Phospholipid Systems

 

The first example of studies involving a binary mixture of two highly asymmetric phospholipids,
which form mixed interdigitated lamellae, involves calorimetry measurements of the
C(10):C(22)PC/C(22):C(12)PC binary system (Xu et al., 1987). Each component lipid in this
mixture has a value of the chain inequivalence parameter close to 0.5, except that the positions of
the long and short chains are reversed with respect to the glycerol backbone. The temperature–com-
position phase diagram for C(10):C(22)PC/C(22):C(12)PC has been constructed on the basis of
the onset and completion temperatures of a series of phase transition curves. The phase boundaries
(the solidus and liquidus lines) do not display either a flat region or a point of sharp reflection, but
they do show smooth and continuous changes over the entire composition range, resulting in a
binary phase diagram of cigar shape. This indicates that, in the same plane of the bilayer,
C(10):C(22)PC and C(22):C(12)PC are mixed nearly ideally in both the gel and liquid–crystalline
states over the entire composition range. It should be noted that this particular system studied
involved a mixture of two lipids: one with the longer acyl chain in the 

 

sn

 

-1 position and the other
with the longer acyl chain in the 

 

sn

 

-2 position. This provides a system composed of a single
headgroup, with which the phase transition temperature may be continuously varied between two
limits while maintaining a relatively constant bilayer thickness.

Another study of a binary system composed of lipids forming mixed interdigitated bilayers
involves the determination of the packing behavior in C(18):C(11:1)PC, a synthetic lipid whose

 

sn

 

-2 chain is similar in length to the two species known to form mixed interdigitated bilayers
[C(18):C(10)- and C(18):C(12)-PC], but which contains a double bond at the 

 

sn

 

-2 chain terminus
(Ali et al., 1989).

If the phase behavior for binary mixtures of this lipid with C(18):C(10)-PC and C(18):C(11)-
PC is determined by calorimetry, each of these binary mixtures exhibits a cigar-shaped phase
diagram, indicating complete miscibility in all proportions, both in the gel phase and the liquid–crys-
talline phase. These results suggest that domain formation does not occur even when unsaturation
is present at the chain terminus. This near-ideal mixing behavior indicates a similar mode of chain
packing for these three species, whose chain inequivalence parameter is approximately 0.5.

However, in binary systems composed of a symmetric chain species di-C(14)PC mixed with
each of these three chain asymmetric species, the calorimetric behavior indicates that lateral gel
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phase separation into two-dimensional spatial domains occurs. Despite the small difference in phase
transition temperatures between the components of these mixtures, the packing differences are
sufficient to prevent the constituent species from mixing appreciably in the gel state. Therefore,
the mode of acyl chain packing appears to be a more important determinant of miscibility than the
mismatch in acyl chain lengths.

When the two component lipids of a binary system are only partially miscible in the gel phase,
but completely miscible in the liquid crystalline phase, the temperature–composition phase diagrams
derived from calorimetry indicate eutectic behavior (Figure 3.2). In this system, there are three
one-phase regions (G

 

1

 

, G

 

2

 

, L), three two-phase regions (G

 

1

 

 + L, G

 

2

 

 +L, and G

 

1

 

 + G

 

2

 

), and one
degenerate three-phase region, the eutectic point at fixed temperature and composition (Lin and
Huang, 1985).

At T < T

 

m

 

, C(18):C(10)PC molecules are known to pack into mixed interdigitated bilayers,
and consequently they are expected to be miscible only partially with the noninterdigitated
C(14):C(14)PC molecules in the bilayer (Lin and Huang, 1988). Because the packing properties
of the two components are quite similar in the liquid–crystalline phase, they are completely miscible
at temperatures above the phase transition.

An interesting consequence of the eutectic phase diagram is that near the eutectic point, the
thermodynamic state of the lipid components in the bilayer can be converted reversibly between a
one-phase region (the liquid–crystalline state) and a two-phase region in which the two phases are
laterally phase segregated. This reversible interconversion can, in principle, be readily achieved by
only a slight modification in either the local temperature or the lipid composition. The dynamics
and functions of bilayer-spanning proteins can thus be potentially modulated by such reversible
changes in the local lipid-bilayer composition generated from these multiple lipid-phase regions
in the membrane (Huang, 1990).

When the acyl chain inequivalence parameter is close to one half, the gel phase exists as a
mixed interdigitated system, whereas the fluid phase exists with partial interdigitation. Therefore,

 

FIGURE 3.2

 

Eutectic phase diagram for the binary system C(14):c(14)PC/C(18):C(20)PC derived from
differential scanning calorimetry. (From Lin H and Huang C: 

 

Biochem. Biophys. Acta, 

 

946, 182, 1988. With
permission from Elsevier Science Publishers.)
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the phase transition results in a substantial change in bilayer thickness. When the chain symmetric
species in the mixture is chosen with its chain length equal to the longer acyl chain of the chain
asymmetric lipid in the mixture, another interesting phenomenon arises.

For example, the phase diagram for the mixture of di-C(18)PC with C(18):C(10)PC has been
constructed on the basis of differential scanning calorimetry (Mason, 1989). The proposed model
suggests that these two components are partially immiscible in both the gel and the liquid–crystalline
bilayer phases. In addition to exhibiting lateral phase segregation of interdigitated and noninter-
digitated gel phases, of particular interest is a region on this phase diagram representing laterally
segregated, immiscible fluid phases. This is the first demonstration of liquid–liquid phase immis-
cibility in a two-component system of lipids bearing the same headgroup.

Differential scanning calorimetry studies of the C(18):C(10)PC/cholesterol binary system indi-
cates that cholesterol decreases both the temperature and the enthalpy of the mixed interdigitated
gel to partially interdigitated fluid phase transition (Chong and Choate, 1989). The phase transition
is completely absent above 25 mol% cholesterol. The disordering effect of cholesterol on this
asymmetric lipid may prevent the formation of these interdigitated phases.

 

3.3.2.2 Sphingomyelin

 

Raman spectroscopic investigation (Levin et al., 1985) of synthetic D-erythro-

 

N

 

-lignoceroylsphin-
gophosphocholine (C(24):SPM) indicates that this fully hydrated lipid undergoes two thermotropic
phase transitions at 48.5

 

∞

 

C and 54.5

 

∞

 

C.
At temperatures below the lowest transition, the Raman peak height intensity ratios derived

from the C-H stretch region indicate that this sphingomyelin has strong lateral chain–chain inter-
actions, with a high degree of intrachain conformational order, suggesting the likelihood of a mixed
interdigitated phase. At temperatures between the two phase transitions, both intra- and interchain
disorder increases, but the order parameters are consistent with partial interdigitation of the acyl
chains, where the short chain from one monolayer is packed end-to-end with a longer chain from
the opposing monolayer, resulting in two acyl chain cross sections subtended by a single headgroup
area. The high-temperature transition involves a conversion from the partially interdigitated state
to the liquid–crystalline phase.

Therefore, this particular sphingomyelin is proposed to undergo the transition sequence of
mixed interdigitated gel to partially interdigitated gel to liquid–crystalline phase. The observation
of a mixed interdigitated gel state at temperatures below 48.5

 

∞

 

C implies that such interdigitation
may also occur between sphingomyelin molecules packed in the opposite faces of a biological
membrane at physiological temperatures.

 

3.3.2.3 Glycosphingolipids

 

Spin-labeled analogs of glycosphingolipids have been examined to determine the relative order
parameter of a chain methylene segment containing a covalently bound spin label (Grant et al.,
1987; Mehlhorn et al., 1988). When these glycosphingolipid analogs are immersed in a host bilayer
matrix consisting of noninterdigitating bilayer lipids, they provide a measure of the order parameter
existing near the bilayer midplane of the host. Two different analogs were synthesized; both
contained the spin label covalently attached to the 16 position of the acyl chain. These two analogs
had different chain lengths: one had an 18-carbon acyl chain, whereas the other had a much longer
24-carbon acyl chain. Although in both cases the spin label resides at the same depth within the
host bilayer, the 24-carbon acyl chain species exhibits considerable chain-length inequivalence.

When these spin-labeled glycosphingolipids are incorporated at low molar ratios into host
matrices composed of either symmetric chain synthetic lipids or egg PC, the order exhibited by
the segment at the C16 position is always greater for the 24-carbon acyl chain than for the 18-
carbon acyl chain. The spin-labeled segment resides near the bilayer midplane; because the longer
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chain exhibits greater order, this observation is consistent with the interpenetration of the long
acyl chain past the depth of the bilayer midplane of the host lipid matrix. Yet it appears that, at
this low concentration of glycosphingolipid, these labels are homogeneously dispersed, because
they show no sign of spin-exchange broadening, indicating a high local concentration of probe
resulting when lateral phase separation of the glycosphingolipid analogs occurs. Therefore, the
long interpenetrated chain may not necessarily have a pairing partner in the opposite monolayer.
Although the original result was obtained on lactosylceramide (Grant et al., 1989), these observa-
tions have been extended to include galactosyl ceramide, globoside, and GM1 (Mehlhorn et al.,
1988), indicating that 

 

trans

 

-bilayer interdigitation may be a general property of these glycosphin-
golipids containing a long acyl chain.

A slightly different approach to using spin labels to study interdigitation involves observing
the behavior of a spin-labeled fatty acid incorporated into the bilayer of interest. The polar carbox-
ylic acid residue ensures that this end of the probe is anchored at the polar interface region of the
bilayer; the order parameter at different depths in the bilayer may be examined by placing the spin
label at different positions along the fatty acyl chain.

This approach has yielded the following information on systems whose packing behavior was
already suggested by other methods:

For asymmetric PC systems exhibiting mixed interdigitation [C(18):C(10)- and
C(18):C(12)-PC], the flexibility gradient normally existing in noninterdigitated systems
is altered to the extent that these 16-DS-SL and 5-DS-SL probe molecules exhibit com-
parable values of the order parameter. This result implies that the chain terminus of the
fatty acid spin-label probe exists in an environment similar to that found at the interface
region of bilayers formed from symmetric chain noninterdigitating lipids (Boggs and
Mason, 1986). These asymmetric lipids are also capable of forming a highly ordered
phase below their main phase transition temperature: the spin-label probe becomes immo-
bilized in the low-temperature phase, suggesting that these phases are similar to crystalline
phases observed in symmetric chain phosphatidylcholines. This identity of the low-
temperature phase has been confirmed by X-ray diffraction and differential scanning
calorimetry (Mattai et al., 1987).

The phase behavior of cerebroside sulfates formed semisynthetically by substituting the
naturally derived heterogeneous acyl chains with a long acyl chain of known composition
has been investigated by differential scanning calorimetry (Boggs et al., 1988). These
lipids exhibit complex phase behavior composed of several stable and metastable forms,
whose appearance and interconversion is documented by scanning calorimetry. Investiga-
tion of these cerebrosides using the spin-labeled fatty acid probes (Boggs et al., 1988)
reveals that motional restriction of the 16-DS-SL probe is similar to the motional restriction
observed previously in C(18):C(10)-PC, which is known to exist with mixed interdigitated
packing. This motional restriction occurred only for the long-chain semisynthetic cere-
broside sulfates, but not in cerebrosides containing shorter C(18) and C(16) acyl chains,
indicating that the highly asymmetric cerebroside sulfates containing long acyl chains are
arranged in mixed interdigitated bilayers. A model is proposed that this mixed interdigi-
tated gel phase may arise from a partially interdigitated metastable gel phase, which is
formed initially upon cooling the liquid–crystalline bilayers. Hydroxylation of the fatty
acid appears to increase the kinetic barrier for the conversion from the metastable (partially
interdigitated) phase to the stable (mixed interdigitated) phase.

The mixing behavior of these highly asymmetric sphingolipids with C(16):C(16)PC has
been investigated utilizing differential scanning calorimetry (Gardam and Silvius, 1989).
Although these asymmetric lipids should interdigitate in single-component systems,
these calorimetry results are interpreted to suggest that acyl chain length asymmetry in
these sphingolipids does not automatically increase their propensity to phase segregate
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laterally in these binary systems. Therefore, in addition to exhibiting their interdigitated
lifestyle, these asymmetric sphingolipids may successfully integrate into a noninterdig-
itated neighborhood.

 

3.3.3 P

 

ARTIALLY

 

 I

 

NTERDIGITATED

 

 S

 

YSTEMS

 

3.3.3.1 The Intermediate Situations between Zero Chain Inequivalence and 
Mixed Interdigitation

 

When the transition entropy derived from differential scanning calorimetry is normalized to the
number of carbon units undergoing the transition, the trend indicates that this normalized transition
entropy decreases in this order: C(18):C(18) > C(18):C(16) > C(18):C(14) (Mason et al., 1981).
In order to maintain optimal van der Waals contacts with the ensuing chain length asymmetry,
portions of the acyl chains must remain highly disordered in the gel phase. This is required, because
the region of the longer chain near its methyl terminus must compensate to fill the void in the
bilayer resulting from the shorter 

 

sn

 

-2 acyl chain (Mason et al., 1981).
Raman spectroscopy indicates that C(18):C(14)PC bilayers exhibit the least amount of gel-state

order measured by the C-H stretching mode peak height intensity ratio parameters (Huang et al.,
1983). This results from a significant number of residual gauche conformers present in the gel
phase. If this intramolecular disorder is compared for the series C(18):C(18)PC to C(18):C(10)PC
by observing spectral band intensities in the C-C stretching region, it is clear that C(18):C(14)PC
exhibits the greatest amount of intramolecular disorder in the gel state; C(18):C(14)-PC has a
structure intermediate to those lipids that form partially interdigitated gel states and those that form
mixed interdigitated gel states.

X-ray diffraction results indicate that the C(18):C(14)PC does not pack into mixed interdigi-
tated bilayers. Instead, the portion of the longer 

 

sn

 

-1 acyl chain extending beyond the bilayer depth
corresponding to the terminal methyl group of the shorter 

 

sn

 

-2 acyl chain remains highly disordered
in the gel phase (Hui et al., 1984). It appears that a pretransition to a ripple phase (T

 

m

 

 = 19ºC)
precedes the main phase transition (T

 

m

 

 = 30ºC) for the C(18):C(14)PC. Furthermore, as a result
of the chain mismatch, the transition to this ripple phase is accompanied by a fragmentation of
the multilamellar liposomes as they form smaller vesicles with a higher radius of curvature (Hui
et al., 1984).

The phase behavior of C(18):C(16)PC, C(18):C(14)PC, C(18):C(12)PC has also been examined
in binary mixtures with C(18):C(18)PC. Like the C(18):C(10)PC/C(18):C(18)PC binary system
described earlier, C(18):C(12)PC is only partially miscible with C(18):C(18)PC. On the other hand,
both C(18):C(16)PC and C(18):C(14)PC appear to be completely miscible with C(18):C(18)PC
over the entire composition range. However, the mixing behavior exhibited by this binary system
is highly nonideal; this asymmetric lipid species may remain uninterdigitated throughout the entire
composition range (Mason, 1988).

 

3.3.4 F
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The maximum possible chain asymmetry exists for the lysolipids and other analogs in which the

 

sn

 

-2 acyl chain consists of either a proton or an acetyl ester. These species form a fully interdigitated
phase in which the 

 

sn

 

-1 acyl chain spans the entire width of the bilayer, resulting in the equivalent
of two acyl chain cross-sectional areas per unit headgroup cross-sectional area.

 

3.3.4.1 Lysolipids and Analogs Exhibiting Chain Interdigitation

 

An X-ray crystallography study of 1-lauroylpropanediol-3-phosphocholine, a lysophosphatidylcho-
line analog, reveals a structure with the single acyl chain spanning the entire hydrocarbon width of
the bilayer, forming a fully interdigitated bilayer in the crystalline nonhydrated state (Hauser et al.,
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1980). This fully interdigitated state may also form in fully hydrated dispersions of lysolipids and
their analogs. For example, fully hydrated dispersions of C(16):C(0) and C(18):C(0)-PC are capable
of self-assembling into a highly ordered two-dimensional organization with fully interdigitated acyl
chains. This structural organization was deduced initially using Raman spectroscopy to observe that
the interchain conformational order and intrachain order of the C(18)-lysoPC was greater than that
of the di-C(18)-PC below the phase transition temperature; however, the C(18)lysoPC was more
disordered than the C(18):C(18)PC above their respective phase transitions (Wu et al., 1982). Since
the headgroup area for the lysoPC is greater than twice the acyl chain cross-sectional area, these
greater lateral chain–chain interactions in the lysoPC gel phase are possible only with fully inter-
digitated acyl chains. Later confirmation of this result was obtained by X-ray diffraction measure-
ments on these fully hydrated lamellar dispersions (Hui and Huang, 1986).

This fully interdigitated gel phase undergoes a thermotropic phase transition to become a
micellar phase. Within these micelles, the lyso-PC molecules are characterized by an increase in
chain disorder and the loss of motional anisotropy (Wu et al., 1982). Supercooling of the micelles
is required to form this interdigitated lamellar gel state; the kinetic mechanism has been analyzed,
and the formation of the interdigitated gel-phase bilayer requires nucleation followed by two-
dimensional growth (Wu and Huang, 1983).

A lysolipid analog missing the glycerol backbone (

 

N

 

-octadecylphosphocholine) behaves sim-
ilarly with regard to the kinetics of formation of the lamellar phase from the micellar phase (Jain
et al., 1985). Although the transformation from the interdigitated lamellar phase to micelles occurs
instantaneously, the reverse process requires considerable time. Additional experiments using high-
pressure FTIR techniques reveal that increasing hydrostatic pressure facilitates the transformation
of micelles to this highly organized interdigitated gel phase (Wong et al., 1988).

Lysophosphatidylethanolamine (lyso-PE) containing an unsaturated acyl chain in the 

 

sn

 

-1
position may also form a lamellar structure, presumably with fully interdigitated chains (Tilcock
et al., 1986). These lamellar structures are relatively impermeable to ion gradients. 

 

31

 

P NMR
measurements suggest that the interdigitated bilayers are transformed to micelles as the monoun-
saturated lyso-PE undergoes the thermotropic phase transition. If the acyl chain unsaturation is
increased, inverted micelles may form instead of micelles, as these interdigitated structures undergo
the phase transition.

When the acyl chain in lyso-PE is saturated, entirely different phase behavior results. The
micellar phase, upon cooling, transforms immediately to an interdigitated lamellar gel phase.
However, in contrast to the interdigitated lamellar gel phase of lysoPC and lysoPC analogs, this
lyso-PE interdigitated lamellar gel state is metastable and ultimately undergoes slow conversion to
a crystalline phase. Upon heating, however, this micellar phase is approached by a different pathway,
whereby the crystalline phase entirely bypasses the metastable interdigitated lamellar gel phase
from which it was originally derived and transforms directly into micelles (Slater et al., 1989).

 

3.3.4.2 Simultaneous Headgroup and Acyl Chain Interdigitation

 

An X-ray crystal structure of octadecyl-2-methyl-glycerophosphocholine has recently become
available (Pascher et al., 1986). This molecule is a lysolipid analog with the glycerol backbone
ether-linked for both the long 

 

sn

 

-1 acyl chain and the short 

 

sn

 

-2 methyl group. This crystal structure
reveals some distinctly unusual features, and the bilayer arrangement indicates both the acyl chains
and the headgroups are interdigitated in the stacked lamellar organization.

 

3.3.4.3 Platelet-Activating Factor and C(18):C(2)PC

 

Although the lysolipids exhibit the ultimate degree of chain asymmetry, two related compounds with
acetoyl esters at the 

 

sn

 

-2 position have been characterized. C(18):platelet-activating factor
[C(18)PAF] contains an 18-membered saturated acyl chain ether-linked to the 

 

sn

 

-1 position. In

 

1403_C03.fm  Page 133  Thursday, May 20, 2004  9:45 AM



 

134

 

The Structure of Biological Membranes, Second Edition

 

contrast, C(18):C(2)PC has the corresponding long chain attached by an ester link to the 

 

sn

 

-1 position.
Both of these lipids exhibit two thermotropic phase transitions; as expected, a great degree of
similarity exists between the phase behavior of these lipids (Huang et al., 1984; Huang et al., 1986).

At temperatures below the lower-temperature phase transition, Raman spectroscopy indicates
that these highly asymmetric lipid species have greater lateral chain–chain interactions than the
symmetric chain species, suggesting that they are organized in an interdigitated gel phase. The
short 

 

sn

 

-2 acyl chain is arranged parallel to the bilayer surface; this segment retains the conformation
normally present in the interface region, where the 

 

sn

 

-2 chain initially extends parallel to the bilayer
surface prior to extending into the bilayer interior. Raman measurements indicate two unique
environments for the carbonyl group of the C(18):C(2)PC. In contrast, one of these environments
corresponding to the 

 

sn

 

-1 carbonyl group of the ester linkage is absent for the C(18)PAF.
The primary difference between the phase behavior of these two species results from loss of

structural rigidity in the interface region when the ether linkage replaces the ester linkage to form
C(18)PAF (Huang and Mason, 1986). A greater rotational disorder of the short 

 

sn

 

-2 acetoyl segment
in C(18)PAF is observed by Raman spectroscopy. In addition, enhanced rotational motion of the
headgroup region for gel-phase C(18)PAF is evident by 

 

31

 

P NMR measurements.
On the basis of Raman and 

 

31

 

P NMR spectroscopic results, the low-temperature transition has
characteristics of a gel-to-gel phase transition, whereas the higher-temperature transition involves
a gel-to-micellar phase transition. In addition, differential scanning calorimetry indicates that a
pretransition occurs prior to the gel-to-micellar phase transition. The pretransition is often not
detected using Raman spectroscopy to evaluate the C-H stretching modes; the pretransition appears
not to involve significant changes in the lateral chain–chain interactions and intrachain disorder.

 

3.4 INTERDIGITATION IN SYMMETRIC-CHAIN PHOSPHOLIPIDS

3.4.1 P

 

RESSURE

 

-I

 

NDUCED

 

 I

 

NTERDIGITATION

 

In comparison with the G(II) gel phase, the acyl chain cross-sectional area is slightly reduced for
the pressure-induced fully interdigitated bilayer phase. An increase in hydrostatic pressure drives
the equilibrium toward a decrease in total system volume. Under conditions of high hydrostatic
pressure, DPPC and DSPC may form fully interdigitated phases (Braganza and Worcester, 1986).

High-pressure neutron diffraction of DMPC, DPPC, and DSPC detected this pressure-induced
fully interdigitated gel phase. Lipids were prepared with perdeuterated acyl chains and nondeuter-
ated headgroups, allowing these two regions of the bilayer to be distinguished in the Fourier profiles
obtained from the diffraction patterns.

The temperature–pressure phase diagrams constructed for these identical chain diacylphosphati-
dylcholines indicate a region of existence of a fully interdigitated phase with untilted chains. This
fully interdigitated gel phase is characterized by an abrupt decrease in the lamellar repeat spacing
relative to the noninterdigitated gel phase. The phase boundary between the noninterdigitated and
interdigitated gel phases exhibits unusual curvature, making it possible for a thermotropic transition
to occur from the noninterdigitated gel phase to the interdigitated gel phase, back into the noninter-
digitated gel phase, as the temperature is raised. Furthermore, the pressure required for interdigitation
is chain length-dependent, with lower pressure inducing interdigitation in the longer-chain lipids.

Independent experimental evidence supports the possibility of this pressure-induced interdigi-
tation. A study of the hydrostatic pressure-induced phase behavior in DMPC and DPPC, monitored
by optical transmission, determined the temperature and pressure dependence of phase changes
detected as changes in the intensity of transmitted light. With this technique, a pressure-induced
phase, called the 

 

X phase,

 

 is observed at pressures above 0.93 kbar (Prasad et al., 1987). This X
phase appears on the phase diagram between the G(II) phase and the G(I) phase, resulting in an
additional phase transition between the subtransition and the pretransition temperatures. At pres-
sures sufficient to observe this X phase, the transition sequence becomes S to G(II) to X to G(I) to L.
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Increasing the hydrostatic pressure increases the temperature range of existence for this pres-
sure-induced X phase, at the expense of decreasing the temperature range of existence for the G(I)
ripple phase. At a pressure of 2.87 kbar and above, the G(I) to L phase transition is replaced by
the X to L phase transition; this X phase may coincide with the pressure-induced phase observed
by the neutron diffraction studies outlined previously. The existence of this second triple point in
the temperature–pressure phase diagram for phosphatidylcholine has been determined indepen-
dently utilizing high-pressure DTA (Utoh and Takemura, 1985), high-pressure dilatometry (Utoh
and Takemura, 1985), and high-pressure X-ray diffraction (Utoh and Takemura, 1985) techniques.
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A variety of molecules are capable of inducing the formation of a fully interdigitated gel phase in
symmetric chain phospholipids. Despite the apparently large diversity among the various inducer
molecules, the properties required to induce interdigitation have been reviewed by Simon and
coworkers (1986).

A formal charge is not required, but the inducer molecule must be amphipathic, not hydrophobic.
Furthermore, the inducer must localize at the interface region of the bilayer, because alkanes and
benzene, both of which localize in the bilayer interior, cannot induce the interdigitated phase. There
is a size limit to the amphiphile; long-chain fatty acids and cholesterol, both of which reside at or
near the interface, do not cause interdigitation, suggesting that the inducer must displace some
headgroup-associated water molecules and increase the headgroup surface area.

 

3.4.2.1 Induction by Polyols, Short-Chain Alcohols, and Anesthetics

 

3.4.2.1.1 Single-Lipid Component Systems

 

Perhaps the first observation of induced interdigitation in DPPC bilayers evolved from a study of
the effect of concentrated glycerol, ethylene glycol, and methanol solutions on the phase behavior
of DPPC, determined both by differential scanning calorimetry and by X-ray diffraction (McDaniel
et al., 1987).

These results indicate that glycerol may substitute for water in the interlamellar fluid space.
X-ray diffraction of these systems reveals that the bilayer thickness abruptly decreases at about
mole fraction 0.5 glycerol. Accompanying this change in bilayer thickness is a transformation in
acyl chain packing, from the tilted quasihexagonal arrangement characteristic of the noninterdigi-
tated gel phase to an untilted arrangement. Electron-density profiles also indicate that the bilayer
width has decreased, and the deep trough in electron density associated with the G(II) gel phase
bilayer midplane is replaced with two shallower troughs, separated by approximately 12 Å, perhaps
corresponding to the methyl groups for interpenetrated acyl chains. In this interdigitated phase, the
terminal methyl groups interpenetrate to the level corresponding with the first or second methylene
group of the lipid in the opposing monolayer, indicating a fully interdigitated arrangement. Raman
spectroscopy of the DPPC/glycerol system also reveals greater acyl chain order in this fully
interdigitated gel phase relative to the noninterdigitated gel phase (O’Leary and Levin, 1984).

Further confirmation of the fully interdigitated structure results from comparing the calculated
ratio of surface area per lipid headgroup to the cross-sectional area per acyl chain for these various
phases. For the interdigitated phase, this ratio is approximately 4, indicating that full interdigitation
results when the mole fraction of glycerol present exceeds 0.5.

Two necessary criteria for induction of full interdigitation in these symmetric chain lipids are
proposed:

• First, water must be removed from certain locations at the interface region. 
• This displaced water must be replaced by a larger, surface-active amphiphilic molecule,

creating an increase in the interfacial area. This surface-area increase allows the posi-
tioning of the acyl chain terminal methyl groups at the bilayer interface region.
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Other surface-active molecules have been examined for their ability to induce bilayer inter-
digitation (McIntosh et al., 1984). Fully interdigitated bilayer phases result from the introduction
of chlorpromazine, tetracaine, benzyl alcohol, phenylethanol, and phenylbutanol to DPPC bilayers.
In contrast, it appears that phosphatidylethanolamine bilayer dispersions are not readily induced
to interdigitate, at least in the presence of chlorpromazine (Suwalsky et al., 1988) or alcohol
(Rowe, 1985).

Much of our knowledge concerning the effect of alcohols on model lipid bilayer systems and
their ability to induce interdigitation is contributed by Rowe and coworkers. When these short-chain
alcohols are introduced into lipid dispersions, the phase transition midpoint (measured by optical
light scattering) initially decreases relative to its value in the absence of any alcohol. This transition
midpoint decreases linearly with increasing concentration of alcohol until a particular alcohol
concentration, beyond which the trend is reversed. Any further increase in the alcohol beyond this
reversal concentration results in a subsequent rise in the transition temperature. Therefore, alcohols
are said to exhibit a 

 

biphasic effect on the lipid main phase transition temperature (Rowe, 1983).
X-ray diffraction of DPPC multilayer dispersions in the presence of alcohol has determined

that this biphasic behavior is accompanied by a change in lipid bilayer organization of the gel phase
(Simon and McIntosh, 1984). Below the reversal concentration of ethanol, the usual noninterdig-
itated (G(II)) gel phase persists. At ethanol concentrations exceeding this reversal concentration, a
fully interdigitated gel phase appears.

At ethanol concentrations below the reversal point, the main phase transition temperature
decreases with increasing ethanol, because ethanol preferentially partitions into the fluid bilayer
phase. At the reversal concentration, the fully interdigitated bilayer phase is induced. This sudden
increase in the number of acyl chains subtended per headgroup at the bilayer interface yields
additional binding sites for ethanol at the interfacial region. Consequently, ethanol partitions
preferentially into this interdigitated gel phase, elevating the phase transition temperature as the
ethanol concentration increases above the reversal concentration.

Because the van der Waals interaction is greater for these more closely packed, interdigitated
acyl chains than in the G(II) gel phase, interdigitated bilayer formation becomes favored. This
favorable interaction is counterbalanced by the unfavorable exposure of the terminal methyl groups
to the polar environment of the aqueous phase at the bilayer interfacial region. Because the energy
cost of exposing these terminal methyl groups is independent of chain length, longer-chain lipids
are expected to interdigitate more readily (Simon and McIntosh, 1984). As predicted, progressively
lower concentrations of ethanol are required to induce interdigitation as the acyl chain length of
the lipid increases. The increased order in the hydrocarbon region of the interdigitated phase is
reflected in a narrowing of the phase transition width.

Using previously established absorbance methods to monitor the main phase transition, the
ethanol effect on the reversibility of the main phase transition was compared for symmetric chain
PC and PE (Rowe, 1985). This reversibility is manifested in a different apparent phase transition
temperature, depending on whether heating scans or cooling scans are employed. In contrast to
phosphatidylcholine, phosphatidylethanolamine does not exhibit a biphasic dependence of the phase
transition temperature on alcohol concentration. Instead, only a lowering of the phase transition
temperature results with increasing alcohol concentration. Furthermore, in PE, the main transition
appears to be completely reversible.

This reversibility of the main transition and a lack of biphasic dependence on alcohol suggests
that PE does not readily interdigitate when treated with alcohol. This is not surprising, because the
interdigitated phase may replace the ripple phase, which is not a characteristic phase displayed by
phosphatidylethanolamines.

Because the concentration of membrane-associated alcohol required to induce the biphasic
behavior is relatively independent of the size of the n-alkyl group of the alcohol or the acyl chain
length of the PC, the important determinant governing the transition to the interdigitated phase
must be the actual membrane concentration of the alcohol. For a given acyl chain length, the
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partition coefficients for alcohol in PC and PE dispersions are very similar, indicating that the
ability to form the interdigitated bilayer depends on properties of the lipid class and not on different
amounts of membrane-associated alcohol present as a result of different partitioning behaviors.

Alcohols also affect the pretransition behavior of DPPC bilayers (Veiro et al., 1987). As the
alcohol concentration is increased, the pretransition temperature begins to decrease linearly; above
a threshold alcohol content, the pretransition becomes extinguished. At this threshold concentration,
the absorbance change associated with the main phase transition suddenly increases significantly.
The alcohol concentration at which the pretransition abruptly disappears correlates well with the
concentration at which all of the other previously observed alcohol-induced phenomena take place.

Therefore, in summary, the induction of the fully interdigitated gel phase in the presence of
short chain alcohols may be monitored by the following three parameters:

• The appearance of biphasic behavior in the main phase transition temperature
• The appearance of nonreversibility manifested in a temperature hysteresis associated

with the main phase transition
• The shift to lower temperatures and the ultimate disappearance of the pretransition

Although the previous observations of the concentration dependence of the alcohol effects on
DPPC bilayers have yielded insights into the threshold concentration at which the alcohol-induced,
fully interdigitated gel phase occurs, a direct observation of the transition between the noninter-
digitated gel and the fully interdigitated gel phase was not possible with these previous methods.
However, a fluorescence method, calibrated by direct measurements on the same preparations with
X-ray diffraction, may monitor this transformation between the two gel phases (Nambi et al., 1988).

For a particular ethanol concentration (1.2 M), the temperature dependence of the DPH fluo-
rescence intensity during ascending temperature scans indicates a phase transition signaled by an
abrupt decrease in fluorescence intensity as the temperature is raised. X-ray diffraction using
identical DPPC dispersions indicates that the lamellar repeat period undergoes an abrupt decrease
at a temperature coinciding with the phase transition observed by the fluorescence technique.
Electron density profiles derived from these X-ray measurements confirm that this fluorescence
method directly monitors a phase transition from the noninterdigitated gel phase to the fully
interdigitated gel phase with ascending temperature when sufficient ethanol is present.

When the ethanol concentration dependence of this fluorescence quenching is determined
isothermally by adding aliquots of ethanol to dispersions maintained at fixed temperatures, the
results indicate that at higher temperature, less ethanol is required to induce this transition from
the noninterdigitated gel phase to the fully interdigitated gel phase. Furthermore, this temperature
dependence indicates that a thermotropic transition must exist between the noninterdigitated G(II)
gel phase and this fully interdigitated gel phase.

In light of this observation, the biphasic effect of ethanol on the main phase transition may be
interpreted by postulating that, at the reversal concentration of ethanol, the G(I) ripple phase to L
liquid–crystalline main phase transition is replaced by the fully interdigitated gel (G1) to liquid–crys-
talline (L) phase transition. In addition, at the reversal alcohol concentration, the pretransition
involving the transformation from the G(II) noninterdigitated gel to (GI) ripple phase is replaced
by the G(II) noninterdigitated gel to G1 fully interdigitated gel phase transition.

This thermotropic phase transition from the noninterdigitated gel phase to the fully interdigitated
gel phase is not immediately reversible simply by lowering the temperature. Instead, the formation
of the noninterdigitated gel phase from the fully interdigitated gel phase exhibits significant hys-
teresis, requiring an overnight incubation in order to regenerate the noninterdigitated state.

3.4.2.1.2 Induced Interdigitation in a Binary Lipid System
Because ethanol interacts differently with PC and PE, the thermotropic behavior of a PC–PE mixture
was examined for this ethanol effect (Rowe, 1987). If interdigitation is induced only for the PC
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within the mixture, lateral phase separation is expected from the resultant mismatch of the hydro-
phobic regions contributed by these two components. The particular species C(12)-PE and C(16)-
PC were chosen for the mixture so that the higher-melting species of the pair was the PC. These
two components are miscible in both the fluid and gel phases; a single phase transition occurs in
the absence of ethanol. In contrast, when sufficient ethanol is present, the thermotropic behavior
of the PE–PC mixtures containing a low mole fraction of PE (between 0.11 and 0.40) exhibits two
separate transitions, indicating that lateral phase separation occurs for these compositions. When
the mole fraction of PE exceeds 0.4, a single transition is observed again.

These observations are interpreted by proposing that for the solid phases at low PC concentra-
tions (below 0.1 mole fraction), the interdigitated DPPC phase accommodates the PE molecules
in increasing amounts until it becomes saturated with PE. Increasing the PE beyond this solubility
limit results in the formation of a separate noninterdigitated gel phase, which consists of PE–PC.
This gel phase coexists with the interdigitated gel phase composed of DPPC saturated with PE.

Beyond 0.4 mole fraction PE, the interdigitated phase no longer coexists with the regular gel
phase, and again a single gel-phase region appears, consisting of the noninterdigitated PE–PC.
Because these gel phases transform to the fluid phases upon raising the temperature, the phase
diagram exhibits a line of coexistence of three phases: the noninterdigitated gel phase, the inter-
digitated gel phase, and the (noninterdigitated) fluid phase.

3.4.2.1.3 Ethanol Effect on Biological Membranes
Vibrational infrared spectroscopic studies have been performed to suggest an animal model of
alcohol-induced physiological changes in membrane structure (Lewis et al., 1989). These studies
suggest that liver plasma membranes of ethanol-treated rats may respond by increasing the
membrane order. These adaptive responses are fully reversible upon alcohol withdrawal. Further-
more, if the membrane preparations isolated from the alcohol-treated animals are treated with
additional ethanol, these membranes respond by significantly increasing their membrane order.
These observations are interpreted by suggesting that membranes from alcohol-treated animals
are partially interdigitated.

3.4.2.2 Induction by Polymyxin and Myelin Basic Protein

Until now, our focus has been on the interaction of small amphipathic molecules with zwitterionic
lipid bilayers. Ample evidence exists that lipids containing negatively charged headgroups may
also interdigitate under the proper circumstances. For example, the interaction of myelin basic
protein (BP) with negatively charged lipids has been well studied. This protein, by virtue of its net
positive charges, is capable of both an electrostatic interaction with the negatively charged head-
group region, and a hydrophobic interaction whereby portions of the protein are intercalated into
the bilayer interior. Investigation of the requirements of bilayer fluidity on the interaction of BP
with DPPG bilayers (Boggs et al., 1981) indicates that the protein must first interact with the fluid-
phase bilayer before it gains the ability to perturb the gel-to-fluid phase transition, indicating that
the protein may only intercalate significantly into the fluid-phase bilayers. If a calorimetry sample
is taken above the phase transition (thereby allowing the protein to interact first with the fluid
phase) then cooled prior to subsequent rescanning, two endothermic components appear in the
thermogram, replacing the single endotherm that appears in the absence of protein. These endo-
thermic transitions may be separated by an additional exothermic phase transition.

Because X-ray diffraction measurements were already available for both the glycerol-induced
interdigitated gel phase of DPPC (McDaniel et al., 1987) and the polymyxin-induced interdigitated
gel phase in DPPG (Ranck and Toccane, 1982), a unique opportunity existed to determine the
feasibility of the spin-label technique for detecting interdigitation (Boggs and Rangaraj, 1985).
This technique utilizes spin-labeled fatty acid bilayer probes by comparing the behavior of probes
labeled at different positions along the fatty acyl chain. In a noninterdigitated bilayer, the 5-DS-
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SL samples are environment near the bilayer interface  while the 16-DS-SL probes a region near
the bilayer midplane. However, in fully interdigitated bilayers, the 16-DS-SL spin label should
interpenetrate past the bilayer midplane to reside at the bilayer interface region of the opposing
monolayer. This environment should be similar to the surroundings encountered by the 5-DS-SL
spin label. Therefore, the basic premise behind this technique is that if the 5-DS-SL and 16-DS-
SL probes both show similar values of the order parameter, these probes must be sampling similarly
ordered environments within the bilayer, indicating bilayer interdigitation.

Below the main transition, DPPG samples prepared in water display the usual flexibility gradient
characteristic of noninterdigitated bilayers, with disordering of the acyl chain segments being more
pronounced as one advances away from the interface toward the bilayer center. When glycerol is
added to the system, the order parameters for both 5-DS-SL and 16-DS-SL are similar and slightly
greater than the value for 5-DS-SL probed in DPPG bilayers without glycerol. Since the 16-DS-
SL is not immobilized in this phase, these results are consistent with the abolishment of the
flexibility gradient when glycerol is present, indicating interdigitation. Above the main transition,
both probes show isotropic motion, indicating fluid-phase bilayers.

When the spin-label technique was applied toward characterizing the interaction between DPPG
and BP, the immobilizing effect of the protein was probed at different depths within the bilayer
interior. The ordinary flexibility gradient characteristic of noninterdigitated bilayers appears to be
absent in either of the low-temperature gel phases that appear when BP is present.

The greatest immobilizing effect for a 16-DS-SL label, which ordinarily localizes near the
relatively disordered bilayer midplane, is associated with the phase exhibiting the higher melting
endothermic transition. Because the mobility of this end-labeled probe molecule is comparable in
this low-temperature phase to the mobility characteristic for probes localized near the interface
region, this greatly decreased amplitude of motion for the 16-DS-SL probes may result because its
surroundings are interdigitated. As a consequence of interdigitation, both the 16-DS-SL and 5-DS-
SL probes may reside in comparable bilayer environments.

The sequence of thermal events leading to interdigitation in DPPG is interpreted as an initial
transition involving melting of the partially interdigitated state, followed by an exothermic transition
to the fully interdigitated phase. The fully interdigitated gel phase is subsequently converted to
noninterdigitated fluid phase during the main transition.

However, in contrast to the DPPG/BP and DPPG/glycerol, the phase behavior of DPPG/poly-
myxin appears to involve a sequential transformation of the fully interdigitated gel phase to the
noninterdigitated gel phase prior to the formation of the noninterdigitated fluid bilayer phase. The
DPPG/polymyxin-B (DPPG/PMB) system may be compared with DPPG/polymyxin-B nonapeptide
(DPPG/PMBN) system, a derivative of PMB lacking the fatty acyl chain (Kubesch et al., 1987).
Although PMB induces two endothermic components to appear in the calorimetric thermogram
when mixed with DPPG, an equivalent amount of PMBN results in only a single endotherm,
indicating that the fatty acyl tail of this peptide antibiotic interacts with bilayers.

PMBN induces a fully interdigitated gel phase in DPPG, similar to the phase formed when
DPPG is mixed with the parent compound PMB. A conspicuous absence of a calorimetric transition
from the fully interdigitated gel phase to noninterdigitated gel phase suggests that this transition
does not involve any significant cooperative intrachain order/disorder events.

Vibrational spectroscopy investigating the DPPG/PMB complex probed its structure in greater
detail (Babin et al., 1987). These results indicate some disagreement between the published literature
documenting the thermotropic behavior of the DPPG-polymyxin complex. Analysis of the C-C
stretching of the resulting spectra utilized the peak height intensity ratio of 1090 cm-1 to the 1125
cm-1 as a parameter to monitor the proportion of gauche conformers in the acyl chain region,
thereby indicating the relative intramolecular order. This ratio indicates that, with respect to the
relative number of gauche conformers, the gel phase with polymyxin present is not significantly
different from the gel phase that forms without polymyxin. However, polymyxin does appear to
disorder the acyl chains in the fluid phase.
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The C-H stretching region of the spectrum provides two peak height ratio parameters that aid
in the characterization of interchain interactions and intrachain order (Levin, 1984; Wong, 1984).
The 2880 cm-1/2845 cm-1 peak height intensity ratio monitors the intermolecular interactions;
greater intermolecular order is indicated for the gel phase which forms with polymyxin. The 2930
cm-1/2880 cm-1 peak height intensity ratio may monitor the overall disorder in the hydrocarbon
region; this parameter indicates that DPPG exhibits less overall disorder in the gel phase formed
with polymyxin. Because both noninterdigitated and interdigitated gel phases possess similar acyl
chain conformation, the polymyxin acyl chain must not significantly perturb the hydrophobic bilayer
interior of the fully interdigitated gel phase.

3.4.2.3 Other Inducers

Additional X-ray diffraction studies concerning the fully interdigitated gel phase seem to suggest
that Tris buffer may induce its formation (Wilkinson et al., 1987). Tris is a relatively large cation;
its association with the negatively charged DPPG headgroup may promote a larger surface area
per headgroup at the interface, resulting in bilayer interdigitation.

Differential scanning calorimetry indicates that, although the pretransition occurs in the pres-
ence of several different salt solutions containing small cationic counterions, no pretransition is
ever observed when Tris is in the bathing medium. The main transition temperature and enthalpy
are both increased when Tris is present; these calorimetry trends share similarities with the phase
behavior of other induced, fully interdigitated bilayer systems. Dilatometry measurements indicate
that the partial specific volume of these bilayer lipids is smaller with Tris than with the other
solutions studied, consistent with observed closer packing of the acyl chains in other fully inter-
digitated gel phases. The calculated values of the van der Waals interaction energy between acyl
chains are greater with Tris than with phosphate buffer, providing additional support for Tris-
induced gel-phase interdigitation.

Thiocyanate, a small amphipathic anion, adsorbs to lipid bilayers (McLaughlin et al., 1975).
X-ray diffraction measurements reveal that the lamellar repeat spacing of DPPC bilayers becomes
significantly diminished in the presence 1 M thiocyanate, indicating possible bilayer interdigitation
(Cunningham and Lis, 1986). This interdigitation is proposed to result from the perturbation that
the thiocyanate causes in the structured water or in the polarizability of water associated with the
headgroup region. Furthermore, differential scanning calorimetry detected a slight increase in the
main transition temperature and a disappearance of the pretransition. Therefore, in the presence of
thiocyanate, the main transition of DPPC most likely involved the direct transformation from the
fully interdigitated gel phase to the liquid–crystalline bilayer phase.

3.4.3 STRUCTURAL MODIFICATIONS RESULTING IN INTERDIGITATION

3.4.3.1 Interdigitation for Ether-Linked Lipids

3.4.3.1.1 Comparing DHPC with DPPC 
Several studies document the idea that when the ester linkages normally found in symmetric
diacylphosphatidylcholines are replaced by ether linkages to form dialkylphosphatidylcholines, the
gel-phase bilayers spontaneously interdigitate without any inducers. Differential scanning calorim-
etry, X-ray diffraction, and 31P-NMR were used to compare the thermotropic behavior of DPPC
and DHPC in order to assess any change in phase behavior resulting as the ester linkage in DPPC
was replaced by ether linkages (Ruocco et al., 1985).

Both lipids behave very similarly in the fluid phase, and the major distinctions in the phase
behavior are observed for the gel phases. The principal calorimetric difference between these two
species is that the subtransition in DHPC has a much lower transition enthalpy and is immediately
reversible. In contrast, this subtransition for DPPC is conditionally reversible and requires an
extended, low-temperature preincubation period prior to its appearance.
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X-ray diffraction indicates that, for all phases below the temperature of the pretransition in
DHPC, the acyl chains are arranged in a fully interdigitated bilayer, in contrast with the noninter-
digitated gel phase for DPPC in the absence of inducers or high pressure. Unlike in DPPC, the
lamellar repeat (d spacing) does not change significantly during the DHPC subtransition; rather, the
subtransition in DHPC is associated only with a rearrangement in acyl chain packing and does not
appear to involve substantial hydration changes in the headgroup region. The wide-angle scattering
suggests that the DHPC subtransition is a transformation from orthorhombic to hexagonal packing
of the acyl chains. NMR measurements suggest that the rapid, whole-molecule axial diffusion for
DHPC persists to much lower temperatures, indicating that a fundamental difference lies in the
degree of restriction of the headgroup motion for this low-temperature crystalline phase. Phosphorus
NMR results indicate a lack of difference in the magnitude of motional averaging between the DHPC
crystalline and the interdigitated gel phases, supporting the notion that the subtransition in DHPC
does not significantly affect the rate of reorientational motions of the headgroup phosphate moiety.

Deuterium NMR may potentially determine both the average orientation of a deuterated segment
with respect to a reference axis, and the dynamics of motion of this segment. In an effort to detail
the molecular differences in phase behavior between these ester- and ether-linked symmetric
phosphatidylcholines, a deuterium NMR study using specifically headgroup- and chain-labeled
phospholipids was performed (Serrellach et al., 1983).

The alpha methylene segment of the choline group was deuterated for both lipid species, while
the chain labeling involved the alpha methylene units of both chains for each lipid. Little difference
in headgroup behavior was ascertained between the two lipid species in the liquid–crystalline phase,
in agreement with the previous phosphorus NMR results.

These deuterium NMR data for the headgroup-labeled species also suggest that the axial
diffusion persists in DHPC to a much lower temperature than in DPPC. Undoubtedly, the increased
surface area available to the headgroups for the interdigitated gel phase contributes to the persistence
of the axial diffusion in these bilayers.

However, a distinction arises when comparing the properties of the liquid–crystalline phase
between these two classes of lipids. DPPC ordinarily exhibits three quadrupolar splittings for the
chain alpha methylene segment. This has been shown by specific labeling studies to arise from a
single splitting for both deuterons of the sn-1 chain, and two separate quadrupole splittings for the
sn-2 chain deuterons, as a consequence of the magnetic inequivalence of these two atoms on this
methylene segment in the sn-2 acyl chain. Each chain at the interface is inequivalent, and the
individual deuterons of the sn-2 chain are magnetically inequivalent with each other.

In comparison with the results for DPPC, four components can be distinguished in the deuterium
NMR spectra of the liquid–crystalline phase DHPC, and these are attributed to the magnetic
inequivalence of all four deuterons in the acyl chain region.

A high-pressure FTIR spectroscopic study compares the structure and dynamics of the acyl
chain region for DPPC and DHPC (Siminovitch et al., 1987). The pressure-induced correlation
field splitting of the methylene rocking and scissoring modes of the acyl chains is examined in
detail, because these vibrational modes are potentially useful for characterizing differences in
interchain packing and interchain interactions arising from bilayer interdigitation.

Generally, the pressure at which the correlation field component becomes distinct is lower for
DHPC than for DPPC. The methylene rocking mode is examined in detail; the quantitation of the
intensities of the scissoring mode is difficult because of interface by an overlapping band contributed
by the quartz pressure calibrant. Because previous experimental work has established interdigitation
in the DHPC gel phase, the authors proposed a new peak height intensity ratio for diagnosing
interdigitation. This ratio consists of the intensities of the methylene scissoring mode and its corre-
lation field component; the study of its pressure dependence has been further utilized in characterizing
other interdigitated bilayer systems (Siminovitch et al., 1987; Wong and Huang, 1989).

Temperature-scanning densitometry data indicate that the partial specific volume for DHPC is
smaller than for DPPC at all temperatures (Laggner et al., 1987). The greatest difference between
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these two lipids arises during the pretransition, where the associated volume change for DHPC is
approximately three times greater than for DPPC. This is not surprising, because the pretransition
involves the deinterdigitation of the DHPC acyl chains. The subtransition volume change is only a
fraction (approximately one-tenth) of the volume change observed in DPPC, indicating once again
that the subtransitions must have fundamentally different molecular origins in these two species.

3.4.3.1.2 Binary System of DPPC/DHPC 
Examining the phase diagram constructed for the fully hydrated binary mixtures of DPPC and DHPC
(Lohner et al., 1987) reveals that the addition of DHPC to DPPC attenuates the DPPC subtransition
and leads to its disappearance at a molar ratio of approximately 1:6. However, the DHPC subtransition
is only slightly affected by the presence of DPPC up to equimolar concentrations.

Adding the second component to either of the pure species results in a depression of the
pretransition enthalpy and temperature in a symmetrical manner, with a minimum occurring at the
equimolar mixture. The main transition shows a linear composition dependence, consistent with
the view that the ripple phase of each component is similar in character and therefore should exhibit
ideal mixing.

These X-ray data on this DPPC/DHPC binary system suggest that, below the pretransition
temperature, the chain packing arrangement changes from noninterdigitated to fully interdigitated
gel phase when the DHPC exceeds equimolar concentrations.

Below the subtransition temperature, the presence of DHPC increases the repeat spacing,
suggesting that the DPPC crystalline phase is unable to persist and becomes transformed into the
more hydrated lamellar gel phase when minor amounts of DHPC are present. Yet the low-temper-
ature subphase of DHPC can accommodate up to equimolar amounts of DPPC without becoming
noninterdigitated. These results suggest that the carbonyl groups in DPPC contribute to the molec-
ular interactions that govern the packing arrangement in the low-temperature gel phases (Lohner
et al., 1987). These interactions are disrupted by even minor amounts of DHPC within this DPPC
lattice. The main determinant that governs the mode of packing in DHPC appears to be chain–chain
interactions in the hydrocarbon region.

A study of the DPPC/DHPC phase behavior using Raman spectroscopy to investigate a mixture
of perdeuterated DPPC with nondeuterated DHPC has allowed a determination of the packing and
conformational order of each lipid within the mixture (Devlin and Levin, 1989). The conclusion
is drawn that, relative to the lipid–lipid interactions observed in the single component systems, gel-
phase DHPC is more perturbed by the addition of DPPC, whereas gel-phase DPPC appears to
retain much of its single-component character even with DHPC present.

3.4.3.1.3 Effect of Cholesterol on DHPC Phase Behavior
In contrast to the thermotropic behavior of DPPC/cholesterol mixtures, the presence of cholesterol
causes a dramatic increase in the main phase transition for DHPC dispersions (Levin et al., 1985).
An X-ray diffraction study indicates that the presence of equimolar cholesterol increases the lamellar
repeat spacing relative to pure DHPC, suggesting that these normally fully interdigitated gel-phase
bilayers have become noninterdigitated because of the cholesterol (Siminovitch et al., 1987). The
diffraction patterns obtained for equimolar DPPC–cholesterol mixtures and DHPC–cholesterol
mixtures appear to be identical. Because cholesterol occupies a location in the acyl chain region
near the interface, its presence in the DHPC bilayer must act to reduce the mismatch between the
headgroup cross section and the acyl chain cross section.

3.4.3.1.4 Ethanol and DHPC
What happens when short chain alcohols, which induce the formation of the interdigitated phase
in DPPC, are allowed to interact with a gel phase that is ordinarily interdigitated? One might expect
that the acyl chain terminal methyl groups at the interface region could serve as binding sites for
these amphipathic molecules (Simon et al., 1983; Veiro et al., 1988), resulting in preferential
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interaction of the alcohol for the interdigitated DHPC phase. This preferential interaction would
yield an increase in the gel-to-ripple phase transition temperature.

The DHPC pretransition, which involves the conversion from a fully interdigitated gel to the
noninterdigitated ripple phase, may be observed using optical light scattering the DPH fluorescence.
If this pretransition is monitored as a function of increasing alcohol concentration (Veiro et al.,
1988), the transition temperature increases. When sufficient alcohol is available (0.25 M), the
pretransition coalesces with the main phase transition and is no longer distinguishable from the
main phase transition. Consistent with previous results for DPPC, the longer-chain alcohols are
more effective at shifting the transition temperature. A biphasic effect of alcohol on the main
transition temperature of DHPC is observed. Because this threshold alcohol concentration corre-
sponds with that concentration required to abolish the pretransition, the DHPC interdigitated gel
phase must transform directly into the liquid–crystalline phase, bypassing the ripple phase in
analogy with the events occurring when DPPC is under the influence of alcohol. Therefore, the
alcohol effect on the main phase transition of DHPC is similar to the effect on DPPC, in agreement
with the proposed similar structure of the ripple phases for these two lipids.

The threshold concentrations of alcohol required for interdigitation are consistently lower for
DHPC than for DPPC, suggesting perhaps that the intermolecular interactions at the interface are
weaker for the ether-linked lipids (Veiro et al., 1988).

3.4.3.2 Bilayers of Thermophilic Bacteria

The thermophilic bacteria contain several unusual classes of lipids, as one might expect for
adaptation to the extreme conditions of their environment (Luzzati et al., 1987). These organisms
have evolved a unique mechanism to couple their separate bilayer surfaces.

Lipids from the thermophilic archaebacteria appear to consist exclusively of ether linkages;
one category of these lipids is the diglyceryl tetraether lipids (Luzzati et al., 1987). These tetraether
lipids exist with two membrane-spanning branched acyl chains, covalently attached to a polar group
at each surface. Their membranes superficially resemble an interdigitated system, except the
arrangement results from a monolayer of these bipolar lipids. These lamellar systems undergo
order/disorder transitions; furthermore, thermodynamic parameters of these phase transitions are
influenced by the content of cyclopentane rings in these branched acyl chains, perhaps superficially
analogous to the influence of sterols in animal cell membrane systems.

3.4.3.3 Positional Isomers Exhibiting Interdigitation

Although most studies of symmetric chain phospholipids reviewed here involve the naturally
occurring isomer with acyl chains occupying the sn-1 and sn-2 positions, the thermotropic behavior
of the L-b-DPPC has been investigated (Serrellach et al., 1983). This isomer has its acyl chains
attached at the sn-1 and sn-3 positions of the glycerol backbone, and this alteration at the interface
region profoundly influences the acyl chain packing arrangements. An immediately reversible high-
temperature endothermic phase transition and a conditionally reversible low-temperature endother-
mic phase transition are observed. This lower endotherm involves a transformation from the crys-
talline phase with tilted, noninterdigitated acyl chains to a gel phase with fully interdigitated acyl
chains. Therefore, this positional isomer may spontaneously form a fully interdigitated gel phase
by virtue of its altered structure at the interface. The high-temperature endothermic phase transition
represents the transformation from this interdigitated gel phase to a liquid–crystalline phase.

3.4.3.4 Headgroup Interdigitation in the Crystalline Phase

A recent X-ray crystallographic investigation of dilauroyl-N,N-dimethyl-ethanolamine reveals that,
under some circumstances, the lipid headgroups may adopt a bilayer perpendicular organization.
Although this orientation of the headgroups is normally energetically unfavorable, it may occur if
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the headgroup from one bilayer surface interdigitates with the headgroup from an opposing bilayer
surface (Pascher and Sundell, 1986). The interdigitation of the headgroups across the interbilayer
space results in a structure without charge separation in the headgroup plane.
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4.1 INTRODUCTION

 

The lipid matrix of almost all biomembranes is in a liquid–crystalline lamellar state characterized
by the formation of a stable bilayer of mostly phospholipids that maintain liquidlike properties in
their molecular motions [

 

1, 2

 

]. The lipid motional degrees of freedom are inherently linked to
bilayer elasticity but also to membrane functions, like permeability for solvents and solutes, and
the action of peripheral and integral membrane proteins. Maintenance of the liquid–crystalline
nature of the lipid matrix requires a particular membrane composition, temperature range, and state
of hydration [

 

3, 4

 

].
The essentiality of lipid dynamics for membrane function was recognized more than three

decades ago with the introduction of the fluid-mosaic model of biomembranes by Singer and
Nicholson in 1972 [

 

5

 

]. The model recognized the liquid–crystalline nature of the lipid bilayer as
the matrix of biological membranes. Interaction of peripheral and integral membrane proteins with
the matrix, as well as protein function, were directly linked to an image of membranes as “two-
dimensional oriented viscous solution.”
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Lipid order and dynamics are studied by nuclear magnetic resonance (NMR), infrared and Raman
spectroscopy, time-resolved fluorescence spectroscopy on labels located in different regions of the
bilayer, electron paramagnetic resonance (EPR) on spin labels, differential scanning calorimetry
(DSC), X-ray and neutron diffraction experiments, and ever more sophisticated molecular simulations.

Molecular simulations provide the time-dependent location of all atoms in the bilayer, permit-
ting the most detailed description of molecular motions [

 

6, 7

 

]. But to achieve this kind of resolution,
the simulations rely on effective interaction potentials that are adjusted to reproduce experimental
results [

 

8

 

]. Also, depending on molecular detail and computational power, the length of simulations
is still limited to the range from nano- to microseconds. Simulated bilayer patches are relatively
small in size, of the order of 100 lipids only. With increasing computer power, those limitations
may be eased. Perhaps in the future simulations will be able to substitute for experiments. However,
at present the experiments are guiding simulations.

Spectroscopic data on lipid order and dynamics are typically analyzed in terms of order param-
eters [

 

9–11

 

] and motional correlation times [

 

12

 

]. Order parameters report the orientation of vectors
representing orientation of chemical bonds, molecular segments, molecules, or assemblies of mol-
ecules. Motional correlation times report the characteristic time scale for reorientation of those
vectors. In fluid bilayers, the time scale of motions covers 15 orders of magnitude, from femtosec-
onds to seconds. In general, the correlation times increase with increasing size of the moving
segments. Movements of individual bonds are fastest, followed by motions of lipid segments,
motions of the entire lipid molecule, undulatory motions of patches of the bilayer, etc. This chapter
will address the following lipid motions and their approximate correlation times (see Figure 4.1):

• Vibrations of bond length and bond torsional oscillations (subpicosecond range)
• Librational motions of bond orientation (picoseconds)
• Rotations about chemical bonds, gauche/

 

trans

 

 isomerization (pico- to nanoseconds)
• Diffusional reorientation of lipid molecules about their long axis (nanoseconds)
• Wobble of lipids (nanoseconds)
• Lateral diffusion in the plane of the bilayer (nano- to microseconds for movement over

a distance of 0.8 nm, the approximate lateral lattice spacing between two lipids)
• Undulatory motions of bilayer patches (microseconds to seconds)
• Flip-flop of lipids between the two monolayers of a bilayer (milliseconds to hours)

 

4.1.1 M

 

EMBRANE

 

 F

 

LUIDITY

 

The widespread recognition of the fluid nature of the lipid matrix is reflected in the use of the term

 

membrane fluidity.

 

 In textbooks on fluid dynamics, fluidity is introduced as an inverse value of
viscosity [

 

13

 

]. Therefore, membrane fluidity may be interpreted as a measure of the viscous drag
acting on membrane constituents (e.g., integral membrane proteins) in dynamic processes like
rotational and lateral diffusion. Such drag may also be important for the dynamics of protein
structural transitions. In the 1980s, this term became very popular in biomembrane research. The
outcome of complex experiments that reported order parameters and motional correlation times of
membrane-imbedded labels and lipid molecular bonds, lateral diffusion rates, membrane perme-
ability to solutes and solvents, and phase transition temperatures of the lipid matrix were summa-
rized as increased or decreased fluidity. The intention was to give results of experiments conducted
at the molecular level a predictive value for biomembrane function. But the link between those
measurements and viscous drag is obscure. Definition of viscous drag in spatially anisotropic media
like membranes is operational, and parameters for specific membrane constituents may not be
transferable to other compounds without major correction. Also, viscous drag is just one of many
properties that control membrane function. It may not have such central importance.

There is also growing awareness that one parameter may not adequately describe membrane
dynamic properties. Modern spectroscopic approaches measure dozens of parameters per mem-
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brane. Order parameters and motional correlation times are routinely determined with resolution
for most carbon atoms of lipid molecules. Recently published results show that every type of
perturbation to membrane structure leaves a characteristic fingerprint. For example, the influences
on membrane order and dynamics from changes in phospholipid headgroup structure, hydrocarbon
chain length and unsaturation, cholesterol content of membranes, temperature, state of hydration
— but also from interaction with solvents and solutes like alcohols — have distinct characteristics
that cannot be summarized as increasing or decreasing fluidity [

 

14

 

]. Furthermore, functional studies
on membrane proteins reconstituted into different lipid environments discriminate between the type
of membrane perturbation (see, e.g., sensitivity of rhodopsin to the chain length of membrane-
incorporated alcohol [

 

15

 

]).
Another negative aspect of the use of “fluidity” is the confusion it may create when comparing

results from different experiments. The same type of perturbation may result in an increase or
decrease of order parameters, depending on the time scale of the method [

 

16, 17

 

]. For example,
an integral protein may slow diffusional rotation of spin-labeled hydrocarbon chains in its lipid
annulus. Certain motions may no longer contribute effectively to averaging of magnetic interactions,
because EPR reports all motions with correlation times longer than 10 ns as “frozen out.” The
result is an apparent increase of order parameters of the spin-labeled hydrocarbon chain. In contrast,
a method with a time base that is longer by three orders of magnitude, like the measurement of
C-

 

2

 

H bond order parameters by 

 

2

 

H NMR, does not sense the increase in correlation times if they
remain shorter than the time scale of 

 

2

 

H NMR, which is 10 

 

m

 

s. Instead, NMR measurements may
report a decrease in order from additional modes of motion with correlation times in the range
from 10 ns to 10 

 

m

 

s that lipid hydrocarbon chains will experience when interacting with the rugged
surface of the protein. A careful analysis of chain order parameters and motional correlation times
reported by the two methods would recognize both the increase of motional correlation times and
the presence of additional motions with correlation times in the submicrosecond range. In contrast,

 

FIGURE 4.1

 

Lipid motions in biomembranes and their approximate correlation times.
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the reduction of results to “membrane fluidity” generates confusion. Therefore, the term “membrane
fluidity” has been avoided in this chapter. Instead, I will introduce the motions by their influence
on order parameters and their correlation times.

 

4.2 EXPERIMENTAL STUDIES

4.2.1 L

 

ABELING

 

 

 

OF

 

 L

 

IPID

 

 B

 

ILAYERS

 

Spectroscopic approaches frequently employ labels for enhancement of sensitivity and resolution.
The influence of isotopic labeling (e.g., 

 

2

 

H- or 

 

13

 

C labels) on membrane structure and dynamics is
benign, except for known minor shifts in phase transition temperatures from deuteration
(http://www.lipidat.chemistry.ohio-state.edu). However, the data from the much larger spin and
fluorescence labels must be analyzed with caution. Those labels, even if added to the membrane
at very low concentration, tend to perturb their immediate environment. It is the duty of the
investigator to interpret responsibly results obtained by perturbing labels. For example, the use of
perturbing labels to detect the molecular motions of lipid segments on short time scales could be
inappropriate. However, such labels may be well suited for reporting collective properties of lipid
packing in bilayers. Three decades’ worth of research with those potentially perturbing labels has
demonstrated their usefulness for membrane studies.

 

4.2.2 L

 

IPID

 

 O

 

RDER

 

 

 

AND

 

 M

 

OTIONAL

 

 C

 

ORRELATION

 

 T

 

IMES

 

Lipid order is typically expressed as a set of order parameters, in the simplest case a Legendre
polynomial function of second order: 

 

S

 

i

 

 = 

 

1

 

/

 

2

 

(3 cos

 

2

 

(

 

q

 

i

 

) – 1)

where 

 

q

 

i

 

 is the angle between the frame of reference e.g., the normal to the bilayer surface, and a
chemical bond labeled 

 

i

 

.

 

 

 

According to this definition, the order parameter 

 

S

 

i

 

 

 

= +1 if the bond is
oriented parallel to the axis of reference (

 

q

 

i

 

 

 

= 0), 

 

S

 

i 

 

= 0 at the “magic” angle (

 

q

 

i

 

 

 

= 54.7

 

∞

 

), and 

 

S

 

i 

 

=
–0.5 if the bond is oriented perpendicular (

 

q

 

i

 

 = 90

 

∞

 

)

 

 

 

(Figure 4.2).

 

4.2.2.1 Order Parameters and Motions

 

A frequent misconception is that low order parameters are always indicative of the presence of rapid,
more isotropic motions. The value of an order parameter 

 

per se

 

 does not distinguish between being
low because of a particular fixed orientation of the vector to the axis of reference and being low

 

FIGURE 4.2

 

Angular dependence of the bond order parameter S of hydrocarbon chains. The value of S
depends on the angle 

 

q

 

 between the bilayer normal and the C-D bond.
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from rapid averaging over many orientations. For example, the order parameter may be zero because
a bond is oriented at a magic angle to the bilayer normal or because motions are entirely random.

However, order parameters are often defined such that immobilized bonds have highest order
S = 1. Under those conditions, motional averaging always reduces order. If analyzed in terms of
increasing length of correlation times, order reduction takes place in increments from faster to
slower motions. Every consecutive motion reduces order by a certain amount, depending on
geometry and motional amplitudes. Consequently, lipid order parameters are always lowest on an
infinite time scale that covers all motions.

It can be shown that order parameters of two or more superimposed motions may be well
approximated by a product of order parameters according to 

if the correlation times 

 

t

 

 of those motions differ by at least one order of magnitude [

 

17

 

]. The
symbol 

 

S(tot)

 

i

 

 is the order parameter of a vector (i) (e.g., the orientation of a chemical bond after
averaging by motions with correlation times 

 

t

 

1

 

,…, 

 

t

 

n

 

); 

 

S(

 

t

 

1

 

)

 

i

 

 is the order parameter of this bond
after averaging over the fastest motion (e.g., bond vibrational fluctuations and gauche/

 

trans

 

 isomer-
ization). The parameter 

 

S(

 

t

 

2

 

) 

 

reflects averaging by a slower motion

 

 

 

with 

 

t

 

1

 

 

 

£

 

 10 

 

t

 

2

 

 (e.g., lipid
rotational diffusion and wobble, etc.). The index (i) at the order parameter for all but the fastest
motion  has been omitted, because slower motions are collective and the same order param-
eters  do apply to many bonds.

It is straightforward to show that the effective symmetry axis of motions is always defined by
the symmetry of the slowest motion. In liquid–crystalline theory, this axis is typically called the

 

director

 

 [

 

18

 

]. For example, the symmetry axis for motions in a fluid lipid bilayer is the bilayer
normal, because reorientational diffusions are symmetric about the bilayer normal and have longer
correlation times than gauche/

 

trans

 

 isomerization.

 

4.2.2.2 Ensemble and Time Averages of Order Parameters

 

Experimental order parameters and motional correlation times are almost always measured as
ensemble averages over a large number of molecules. For example, even under very favorable
experimental conditions it takes at least 10

 

15

 

 atoms with the same resonance frequency to detect
an NMR resonance. Other methods, like EPR and optical spectroscopy, require fewer molecules
but are ensemble averages, as well.

The concept of time averaging of order parameters was introduced previously. For a method
that operates on the time scale 

 

t

 

 , the order parameter is

If lipid bilayers are in equilibrium, then conformational transitions of lipids are truly statistical
events. In such systems, according to the ergodic theorem, ensemble and time averages converge
over sufficiently long observation times. For lipids in a fluid matrix, this is the case on a time scale
of 10 µs or longer, as in 

 

2

 

H NMR. This explains the exceptional resolution of 

 

2

 

H resonances of
labeled lipids: properties of all superimposed resonances are exactly the same.

According to the ergodic theorem, lipid order parameters can be calculated from simulations
on a shorter time scale by averaging over a large number of molecules in the data set. The error
limits of calculated order depend on both the simulation time and the number of molecules over
which the result is averaged.

S tot S S Si i n( ) ( ) ( ), ...., ( )= ◊ ◊t t t1 2

S i( )t1

S S n( ), ...., ( )t t2

S S t dt( ) ( )t
t

t

= Ú 1

0
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4.2.3 S

 

PECTROSCOPIC

 

 S

 

TUDIES

 

 

 

OF

 

 L

 

IPID

 

 O

 

RDER

 

 

 

AND

 

 D

 

YNAMICS

 

Spectroscopies employing electromagnetic radiation (X-rays, light, radiowaves), and also diffraction
with elementary particles like neutrons, operate on specific time scales. All motions with correlation
times shorter than such a scale reduce the order parameter to one effective value, which is the
weighted average over all conformers. In contrast, motions with longer time scales result in
superposition of signals from states with different order. For example, the time scale of 

 

2

 

H NMR
is 10 µs. On this scale, the gauche/

 

trans

 

 isomerization of hydrocarbon chains with a correlation
time of 100 ps is fast, and a single, time-averaged order parameter per bond is measured. It is a
weighted average of order from contributing isomers. In contrast, infrared spectroscopy operates
on a subpicosecond time scale that is much shorter than the 100 ps correlation time of gauche/

 

trans

 

isomerization. Therefore, infrared spectra report the isomers as superposition of resonances. The
intensity of those resonances is proportional to their concentration. Approximate correlation times
of motions may be determined by exploiting differences in time scales between both methods.

 

4.2.3.1 Solid-State NMR

 

NMR has contributed the most to our understanding of internal lipid dynamics. Solid-state NMR
of membranes measures the magnitude of angularly dependent (anisotropic) interactions. This
includes chemical shifts that depend on the orientation of a lipid in the magnetic field (e.g., the 

 

31

 

P
NMR resonance of phospholipids), magnetic dipole–dipole interactions between nuclei (e.g., inter-
actions between directly bonded 

 

1

 

H and 

 

13

 

C nuclei), and the quadrupole interaction of lipids labeled
with 

 

2

 

H nuclei. The last approach is particularly popular because it provides information from
labeled sites only.

 

4.2.3.1.1

 

2

 

H NMR

 

The resonance signal of 

 

2

 

H NMR nuclei is split into a doublet by a quadrupolar interaction between
the electric quadrupolar moment of the deuterium nucleus and the electric field gradient in C-

 

2

 

H bonds
[

 

19

 

]. The resonance frequencies of the doublet lines depend on the order parameter 

 

S

 

(

 

q

 

)

 

,

 

 according to 

where 

 

n

 

(iso)

 

 is the chemical shift of the resonance, and the constant  characterizes the strength
of quadrupole interactions (C-

 

2

 

H bonds in saturated carbons 168 kHz [

 

20

 

]; olefinic carbons 175 kHz
[

 

21

 

]). The difference in resonance frequencies between both lines, called the 

 

quadrupole splitting,

 

 is 

The time scale 

 

t

 

 of the experiment depends on the fraction of the frequency range of anisotropic
interactions that is averaged out by motions. For simplicity, let us assume that this range is one-
tenth of , 

 

D

 

 

 

ª

 

 17 kHz. This yields a time scale µs. Bond librational
motions (

 

t

 

 

 

ª

 

 1 

 

-

 

 10 ps), gauche/

 

trans

 

 isomerization (

 

t

 

 

 

ª

 

 100 ps), diffusional motions about the
long axis of the lipid, and molecular wobble (

 

t

 

 

 

ª

 

 1

 

-

 

10 ns) have shorter correlation times. Those
motions reduce the quadrupole splitting to a new effective value

where the integral is the time average of the order parameter over the 10 µs.
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The motions also result in a new effective symmetry axis of quadrupolar interactions. Rotational
diffusion and wobble have the longest correlation times. They are axially symmetric about the bilayer
normal. This designates the bilayer normal as the new symmetry axis of fast molecular reorientation
(director). An internal molecular order parameter 

 

S(mol)

 

i

 

 

 

for those motions can be defined such that

 

S(total)

 

I

 

 = S(mol)

 

i

 

 S(

 

DL

 

)

 

, where 

 

S(mol)

 

i

 

 

 

is the order parameter of a specific lipid C-

 

2

 

H bond with
respect to the bilayer normal. The order parameter 

 

S(

 

DL

 

) reflects the orientation of the bilayer normal
to the magnetic field. The latter order parameter is not related to motions. It only reflects the static
distribution of bilayer orientations. The quadrupole splitting is maximal if the bilayer normal is
oriented parallel to the magnetic field (

 

q

 

DL 

 

= 0

 

∞

 

). The splitting is zero at the magic angle (

 

q

 

DL 

 

=
54.7

 

∞

 

) and has half the maximal value if the bilayer normal is perpendicular to the field (

 

q

 

DL 

 

= 90

 

∞

 

).
In large multilamellar liposomes, the bilayers adopt a random orientation with respect to the

magnetic field, resulting in a superposition of resonance lines with different quadrupolar splittings,
a so-called powder pattern. The probability 

 

p(

 

q

 

DL

 

)

 

 to find a vector at 

 

q

 

DL

 

 is 

indicating that it is much more likely in a random distribution to find a vector that is oriented
perpendicular to the field than parallel. Therefore, quadrupole splittings for 

 

q

 

DL 

 

= 90

 

∞

 

, corresponding
to half the quadrupole splitting, have the highest intensity. In contrast to multilamellar liposomes,
spectra of well-oriented membranes correspond to very narrow distribution functions. The resultant
spectra are better resolved and have higher signal intensity (Figure 4.3).

 

4.2.3.1.2 NOESY Cross-Relaxation

 

Rates of relaxation are determined by the time dependence of interactions between the nuclei and
their environment. Therefore, they are a direct measure of motional correlation times within a

 

FIGURE 4.3

 

2

 

H NMR spectra of 1-stearoyl(d

 

35

 

)-2-oleoyl-

 

sn

 

-glycero-3-phospholine. (A) Large, multilamellar
liposomes with random orientation of bilayer normals to the magnetic field. (B) Oriented membranes with
bilayer normal parallel to the magnetic field. (C) Oriented membranes with bilayer normal perpendicular to
the field.
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particular range. As an example, I will describe the principles of 

 

1

 

H-

 

1

 

H cross-relaxation in lipid
bilayers as measured by nuclear Overhauser enhancement spectroscopy (NOESY) [

 

22, 23

 

].
NOESY cross-relaxation reports the rate of magnetization exchange between neighboring

protons. The rates are a function of time-dependent interactions between the proton magnetic
dipoles. All protons j surrounding the proton i contribute to a magnetic field strength at the site of
i. This field is fluctuating if protons are moving. A fluctuating field of proper frequency triggers
transitions between spin states, changing their lifetime.

The effects of magnetic dipole–dipole interactions on spins are expressed as dipolar correlation
function

where the angular dependent term 

 

Y

 

20

 

(r) = [5/16

 

p

 

]

 

1/2

 

(3 cos

 

2

 

q

 

 – 1),

 

 and 

 

q 

 

is the angle between the
internuclear vector  and the normal to the membrane (see [

 

24, 25

 

]). The term 

 

Y

 

20

 

(r)

 

 contributes
a time-dependent decay to the correlation function from the reorientation of the vector ,
whereas the expression in the denominator reflects the variation of vector length. In fluid bilayers,
the order parameter and vector length are time-dependent, resulting in a decay of the correlation
function with a time t (Figure 4.4).

The spectral density of those fluctuations  is the Fourier transform of the autocorrelation
function 

It can be shown that the rates of NOESY cross-relaxation  depend on the spectral densities
 and  according to , where x is a constant and w0 = 2pn0.

FIGURE 4.4 1H-1H NOESY cross-relaxation rates between the hydrogens Ha and Hb depend on reorientation
of the vector rab connecting both hydrogens and also on variation of vector length. The vector B0 represents
the magnetic field of the NMR instrument.
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The frequency n0 is the Larmor precession frequency of protons at a magnetic field strength B0

(e.g., 500 MHz at a magnetic field strength of 11.74 Tesla for protons). The value of the spectral
density  is dominated by fast motions with correlation times  at 500
MHz. The spectral density  is determined by motions with correlation times much longer than
the inverse of the Larmor frequency 

A typical correlation function of a dipolar interaction between two lipid resonances is shown
in Figure 4.5. It was obtained from a molecular dynamics simulation. The function was approxi-
mated by superposition of exponentially decaying functions according to 

where the coefficient An is the amplitude of the relaxation process (n) and tn its correlation time.
The correlation times reflect bond librational motions (t1, picoseconds), gauche/trans isomerization
(t2 = 50 to 100 ps), diffusional rotation and wobble of lipids (t3, nanoseconds), and lateral diffusion
(t4, hundreds of nanoseconds) [23, 26].

Note that the correlation function does not decay to zero over the observation time. This is
because the distance between interacting protons  is finite and order parameter  in
bilayers is not averaged to zero.

Approximation of the correlation function by a superposition of exponentials not only provides
insight into motional correlation times, it also permits the evaluation of contributions from every
motion to cross-relaxation rates. The Fourier transform of the correlation function 

yields the spectral density functions

FIGURE 4.5 Correlation function of intra- and intermolecular dipolar interactions between the hydrogens at
carbon C2 of lipid hydrocarbon chains and the methyl protons of the choline headgroup. The insert shows the
contribution from intramolecular interactions only. Correlation functions were calculated from a molecular
simulation of a 1,2-dipalmitoyl-sn-glycero-3-phosphocholine bilayer. The solid line is a multiexponential fit
to the MD data. (Reproduced from [23] with permission.)
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and, after substitution, a cross-relaxation rate 

A plot of cross-relaxation rates as a function of the correlation time t for an NMR instrument
with a proton resonance frequency of 500 MHz is shown in Figure 4.6. The graph indicates that
contributions to G from fast motions with correlations in the ps-range are positive, whereas con-
tributions with correlation times of nanoseconds and longer are negative. Homonuclear NOESY
experiments have the advantage that they distinguish between fast and slow motions by a change
in the sign of cross-relaxation rates. Under favorable conditions, the sign change may be detected
in experiments conducted as a function of temperature. If cross-relaxation is dominated by one
motion, this change in sign is a very precise measure of the motional correlation time.

4.2.3.1.3 13C Spin-Lattice and Spin-Spin Relaxation
The spin-lattice relaxation times of 13C nuclei are primarily determined by dipole interactions
between carbons and directly bonded protons. Because the 13C-1H bond length is constant in good
approximation, the decay of the correlation function is entirely determined by time-dependent
changes of the bond order parameter .

The spin lattice relaxation rates R1 depend on spectral density functions according to

where K is a constant; , , and  are spectral density functions; and
wC and wH are the Larmor precession frequencies of 13C and 1H nuclei, respectively [27]. On an
NMR instrument with a proton resonance frequency of 500 MHz, 13C spin-lattice relaxation is most
sensitive to motions with correlation times of , ,
and , which covers the range of gauche/trans isomerization, rotational

FIGURE 4.6 1H-1H NOESY cross-relaxation rates as a function of motional correlation time at a proton resonance
frequency of 500 MHz. The model assumes isotropic motions of the vector connecting the interacting protons.
Cross-relaxation rates are positive at short correlation times of less than 300 ps and negative at longer correlation
times. The absolute value of rates is scaled by the sixth power of the distance between interacting hydrogen atoms.
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diffusion of lipids, and wobble. Experimental results are frequently reported as relaxation times
T1, which are the inverse of relaxation rates .

The spin-spin relaxation rates R2 cover not only motions with correlation times in the nano-
second range but also much slower motions represented by the spectral density function J(0): 

The correlation time dependence of T1 and T2 is shown in Figure 4.7. Spin-lattice and spin-
spin relaxation times are identical if motional correlation times are dominated by very rapid motions
like gauche/trans isomerization. However, contributions from slower motions with correlation times
of nanoseconds and longer further decrease T2, while T1 values increase. The difference between
T1 and T2 is a good measure of motional correlation times.

Similar derivations may be provided for other spin relaxation processes and for other nuclei.
In particular, 2N NMR relaxation of deuterated lipids has been extensively studied [28]. The
resonance frequency of 2H nuclei is 6.5-fold lower than for protons. Furthermore, most experiments
have been conducted at a magnetic field strength of 7 Tesla or lower, resulting in highest sensitivity
to lipid rotational diffusion and wobble with correlation times of the order of nanoseconds.

Relaxation measurements are particularly useful for the study of membrane dynamics, because
they may cover a wide range of correlation times.

4.3 LIPID ORDER AND MOTIONS

4.3.1 PHOSPHOLIPID GLYCEROL AND HEADGROUP REGIONS

Order and dynamics of the glycerol and headgroup regions have been studied extensively by
measurements of 2H NMR quadrupolar interactions on specifically deuterated lipids and of the 31P

FIGURE 4.7 Spin-lattice (T1) and spin-spin (T2) relaxation times of 13C nuclei as a function of motional
correlation time at a carbon resonance frequency of 125 MHz (proton resonance frequency 500 MHz). It is
assumed that the 1H-13C bond moves isotropically. Relaxation times are scaled by the bond length and the
number of hydrogens directly bonded to the 13C nucleus.
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NMR anisotropy of chemical shift of lipid phosphate groups. The glycerol backbone is the least
flexible region of phospholipids. The dihedral bond angle C1-C2 of glycerol has a preference for
gauche+/gauche- isomers. Gauche/trans isomerization is severely restricted, as reflected by non-
equivalence of chemical shifts and order parameters of the two hydrogens/deuterons at C1 [29].
The relative rigidity of this glycerol bond is also seen in the difference between the orientation of
sn-1 and sn-2 chain carbonyl groups measured by 13C NMR [30].

The orientation of the glycerol C2-C3 bond is close to parallel to the lipid bilayer normal, and
gauche/trans isomerization about this bond is not as constrained [31, 32]. It has been suggested
that rapid isomerization about this bond is responsible for the decoupling of lipid headgroup and
glycerol/hydrocarbon chain motions in gel-phase lipids. At temperatures below the fluid–gel phase
transitions the headgroup motions continue, despite the crystalline packing of lipid hydrocarbon
chains, as reflected in the 31P NMR spectra of lipid headgroups and 2H NMR spectra of glycerol
backbone resonances [33–35].

The internal rigidity of the glycerol group of phospholipids is also reflected by the 2H spin-
lattice relaxation times of glycerol deuterons. Relaxation times are dominated by motions with
correlation times of the order of nanoseconds, which are typical for rotational diffusion and wobble
of the entire lipid molecule [33, 34] (Figure 4.8).

Order and motions of headgroups have been extensively studied for phosphatidylcholines (PC)
and phosphatidylethanolamines (PE). The orientation of the headgroup electric dipole, formed by
the negative charge at the phosphate group and the positive charge of choline/ethanolamine, is
primarily determined by the dihedral bond angles a2 and a3 at the phosphorus atom. NMR and
neutron diffraction results indicate that the headgroups have a preference for orienting parallel to
the plane of the bilayer (perpendicular to the bilayer normal) [36–40]. This suggests a gauche-gauche
conformation for a2 and a3, similar to the conformation of the phosphocholine headgroup in
glycerophosphocholine crystals [41]. But headgroups in fluid membranes are highly flexible and
other orientations occur as well, albeit with lower probability [42]. This relative orientational freedom
of headgroups was confirmed by 2H NMR on membranes with electric surface potentials. The order
parameters of deuterons on a- and b-methylene groups of choline are in agreement with a headgroup
model that has the positively charged choline group closer to the bilayer core when the potential is
negative, and farther away for positive potentials. The effect was explained by an interaction of
surface electric fields with the electric dipole moment of PC and PE headgroups [43]. Changes in
the state of lipid hydration alter the headgroup orientation, as well [44]. NMR relaxation measure-
ments on headgroups conducted as a function of water concentration indicated that the headgroup
moves in the first approximation as one unit [45, 46]. Relaxation times of 2H nuclei increase

FIGURE 4.8 Schematic presentation of the phosphatidylglycerol polar region.
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insignificantly from 2H2-Ca to 2H2-Cb but are much longer for 2H3-Cg. The small increase from Ca
to Cb may indicate a tendency of faster bond isomerization/flickering motions at Cb, whereas the
much longer relaxation times at Cg reflect the rotational freedom that is inherent to all methyl groups.

4.3.2 LIPID HYDROCARBON CHAINS

2H NMR experiments on phospholipids with specifically 2H-labeled hydrocarbon chains revealed
the existence of a distinct chain order profile. In chains linked to the sn-1 position of glycerol,
order parameters are high for carbon atoms up to the middle of the chain and then decay rapidly
toward the terminal methyl group [47–49]. The region of high chain order is referred to as the
order parameter plateau. In contrast, chains linked to the sn-2 position have lower order parameters
of C-2H bonds at carbon C2, and order of the two deuterons at C2 is nonequivalent. The order profile
of the remainder of the sn-2 chain resembles sn-1 chain order. The lower order at C2 is a reflection
of differences in chain orientation near the glycerol [50]. Whereas the entire sn-1 chain is, on
average, parallel to the bilayer normal, the first segment of the sn-2 chain is tilted, similar to sn-2
chain packing in crystalline lipid [51].

Chain order profiles of saturated chains in all model and biomembranes are similar (see [28,
52] for a summary of results). The higher order of chains near the lipid/water interface is the
consequence of anchoring one end of the flexible chains to the rigid glycerol group [53]. The methyl
end of chains is permitted to move freely, resulting in the characteristic order parameter profile.
Diffraction experiments on fluid membranes indicate that the projection of chain length on the
bilayer normal is significantly less than expected for an extended chain because of gauche/trans
isomerization and/or tilt [54].

In a fully extended, saturated chain with all C-C bonds in trans configuration, the C-2H bonds
are oriented perpendicular to the bilayer normal (qCD = 90∞, where qCD is the angle between orientation
of the C-2H bond and the bilayer normal). The corresponding chain order parameter is SCD = -0.5
(see Figure 4.2). For comparison, experimentally measured order parameters in the order parameter
plateau are |SCD| ª 0.25. The negative sign of the order parameter is usually not reported, because
it cannot be determined from the symmetric 2H NMR spectra. Chain order near the methyl terminal
end is much lower, with values of |SCD| ª 0.05. It has been suggested that a higher density of gauche
isomers in the lower half of the chain is primarily responsible for the decay in lipid order parameters.

But the decline in order could also reflect increasing chain tilt. Indeed, molecular simulations
suggest that small deviations in dihedral bond angles from the preferred trans (180∞), gauche+

(+60∞), or gauche- (-60∞) orientations, as well as gauche conformers, may result in substantial tilt
of chains with respect to the bilayer normal [42].

Not only do order parameters decrease toward the methyl groups of hydrocarbon chains, 1H-
2H- and 13C spin-lattice relaxation times increase significantly along the chain, with shorter values
near the carbonyl and longest relaxation times at the terminal methyl group [17, 55–62]. This is a
reflection of a gradient in chain dynamics with higher density of gauche conformers, larger ampli-
tudes of bond librational motions, and, perhaps, shorter correlation times of those motions at the
terminal methyl end. Those faster motions result in less effective spin-lattice relaxation. The data
yield correlation times for gauche/trans isomerization in the range of 100 ps, as well as correlation
times of lipid rotational diffusion about the long axis and wobble of the lipid in the nanosecond
range. Data have been analyzed with much greater precision than the correlation time ranges given
here. However, since these relaxation rates are the result of superimposed motions, interpretation
is somewhat model-dependent (see, e.g., [63]).

4.3.2.1 Mono- and Polyunsaturated Hydrocarbon Chains

Most phospholipids in biomembranes carry an unsaturated chain at position sn-2 of glycerol. The
fluid–gel phase transition temperature of lipids with unsaturated chains is about 50∞C lower than
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transitions of saturated phospholipids with a comparable number of carbons per hydrocarbon chain
[64, 65]. This has been frequently labeled as an indication of “higher fluidity” of membranes with
unsaturated hydrocarbon chains. But it is doubtful that the phase transition temperature truly reflects
order and motions of the biologically relevant fluid state. Most likely, phase transition temperatures
are determined by differences in interactions between crystalline hydrocarbon chains that are much
stronger than interactions in the fluid phase. Therefore, phase transition temperatures are a poor
measure of lipid dynamics.

But order parameters in unsaturated, fluid membranes are indeed lower [49, 64]. As discussed
earlier, lower order parameters are not necessarily the result of higher motional disorder. Indeed,
the value of C-2H bond order parameters of unsaturated carbons may be dominated by differences
in bond geometry between saturated and unsaturated hydrocarbon chains. If a double bond is
oriented parallel to the bilayer normal, then the two C-2H bonds are at the magic angle to the
normal, yielding an order parameter SCD = 0, even without any motions.

2H NMR experiments on deuterated lipids have shown that other chain order parameters of
unsaturated lipids are lower, as well. This includes order parameters of methylene groups in the
sn-2 chain near the double bond and order of saturated chains in position sn-1 [49, 64]. EPR studies
with spin-labeled hydrocarbon chains [66] and fluorescence studies on membrane-incorporated
labels [67], as well as infrared and Raman studies [68], also reported lower order and higher content
of gauche isomers. The lower chain order was related to packing disorder from the bulky cis–double
bonds of unsaturated chains. Lipid order parameters have a tendency to decrease with increasing
unsaturation of the bilayer [64].

Among the polyunsaturated fatty acids, highest membrane concentrations are found for docosa-
hexaenoic acid (DHA, 22:6n3), a polyunsaturated fatty acid with 22 carbons and six double bonds,
separated by methylene groups (see Figure 4.9) [69]. DHA is found at low concentrations (several
mol%) in membranes of most organs, but concentration is much higher in the brain frontal cortex
(15 to 20 mol%, [70]). In mammalian synapses and the retina, but also in spermatozoids, 30 to 50
mol% of all phospholipid hydrocarbon chains are DHA. Insufficient supply of DHA or its w-3
fatty acid precursors to the developing brain results in replacement of DHA by docosapentaenoic
acid (DPA), a w-6 fatty acid with the same number of carbon atoms that lacks the last double bond
at the methyl terminal end (22:5n6) [71].

FIGURE 4.9 Chemical structure of polyunsaturated lipids. DHA: 1-stearoyl-2-docosahexaenoyl-sn-glycero-
3-phosphocholine (18:0-22:6n3PC); DPA: 1-stearoyl-2-docosapentaenoyl-sn-glycero-3-phosphocholine (18:0-
22:5n6PC).
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2H- and 13C NMR experiments on the phosphatidylcholines 18:0-22:6n3 PC and 18:0-22:5n6
PC with saturated stearic acid (18:0) in position sn-1, paired with the polyunsaturated acid DHA
(22:6n3) or DPA (22:5n6) in sn-2, revealed surprising motional properties of polyunsaturated chains
[72, 73]. Most of the 13C resonances of unsaturated chains were resolved by magic-angle spinning
(MAS) NMR [74]. Assignment of resonances was achieved by one- and two-dimensional MAS
NMR experiments, and by comparison with results from quantum chemical and molecular simu-
lations [72].

Order parameters of both DHA and DPA are much lower than order in saturated hydrocarbon
chains (see Figure 4.10). Although the lower order of hydrogens/deuterons in double bonds may
be related to double-bond geometry, the very low order parameters of the methylene groups between
double bonds suggest that chain dynamics are a contributing factor. This was confirmed by 13C
NMR relaxation time studies (Figure 4.11).

The shortest relaxation times were measured for the carbons C2 and C3 next to the carbonyl/glyc-
erol moiety. Relaxation times increase stepwise from one double bond to the next. The T1 values

FIGURE 4.10 Order parameter profiles of stearic acid (18:0) and docosahexaenoic acid (DHA, 22:6n3) in
18:0-22:6n3PC. The carbons linked by the six double bonds of DHA are indicated by bars and numbers. The
graph was prepared using data published in [72].

FIGURE 4.11 Spin-lattice relaxation times T1 of docosahexaenoic acid (DHA, 22:6n3) and docosapentaenoic
acid (DPA, 22:5n6) in 18:0-22:6n3PC and 18:0-22:5n6PC, respectively. The graph was prepared using data
published in [72].
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of carbons at the methyl terminal end, including double bond number 6, are comparable to values
of hydrocarbon chains dissolved in liquids. The relaxation results clearly point to the presence of
rapid motions, in particular near the methyl group of the polyunsaturated chains. This is surprising,
because double bonds in polyunsaturated chains reduce the number of degrees of freedom. However,
the stepwise increase in T1 from double bond to double bond suggests that isomerization about the
C-C bonds to the methylene carbons, sandwiched by double bonds, is very rapid.

Quantum chemical calculations revealed the cause of those high isomerization rates [75].
Although the C-C bonds of saturated chains have lowest energy in trans/gauche+/gauche- con-
formations, the two dihedral bond angles sandwiched between double bonds (=CH-CH2-CH=)
prefer skew+ (120∞)/skew- (120∞) (see Figure 4.13) [73]. Transitions between trans/gauche+/
gauche- require passing energy barriers of ª 3 kcal/mol, which is sixfold higher than a unit of
thermal energy (kT ª 0.6 kcal/mol) at ambient temperature. In contrast, the energy barrier between
skew+/skew- is only 0.8 kcal/mole, permitting vary rapid isomerization about the C-C bonds
between the olefinic carbons of DHA and DPA (see Figure 4.12). Therefore, it can be concluded
that polyunsaturated chains themselves are exceptionally flexible, with rapid structural transitions
between large numbers of conformations.

The significant difference in chain dynamics between DHA and DPA at the methyl terminal
end is related to the distribution of flexible bonds over the polyunsaturated chains. DPA is an w-6
fatty acid with a stretch of four methylene segments near the terminal methyl group, in contrast to
DHA, an w-3 fatty acid with a single methylene group. The C-C bonds between methylene segments
have much higher potential barriers for chain isomerization than C-C bonds linking double bonds.
This influences chain dynamics not only at the terminal methyl end, but also higher up in the
polyunsaturated chains. Remarkably, we not only observed differences in motional correlation times
but also a significant difference in chain density distribution along the membrane normal between
DHA and DPA. We speculate that this has consequences for integral membrane protein function
[72, 73] (Figure 4.13).

4.3.3 PACKING DISORDER IN THE LIPID MATRIX

The lipid matrix of biomembranes is usually depicted as a bilayer of well-aligned molecules.
Hydrocarbon chains are drawn as wavy lines with higher disorder in the bilayer center to account
for the fluid nature of lipids. Unfortunately, most cartoons grossly underrepresent the level of
packing disorder in fluid bilayers. The results from NOESY experiments, but also X-ray and neutron
diffraction data, indicate much higher levels of packing disorder. A model that correctly reproduces
experimental observations is the snapshot of a 1,2-dipalmitoyl-sn-glycero-3-phosphocholine bilayer
obtained from a molecular simulation in Figure 4.14 [76].

The image shows that hydrocarbon chains bend and tilt. Terminal methyl groups of chains are
widely distributed over the hydrophobic core of the bilayer. The lipid water interface is a ª10 Å-
wide band with rugged edges on both sides of the hydrophobic core. It comprises lipid headgroups,
glycerol, and chain carbonyls, as well as water molecules interdispersed between lipid segments.

FIGURE 4.12 Location of C-C bonds in DHA and DPA polyunsaturated chains with low potential energy
barriers for bond rotation.
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The 1H MAS NOESY experiments reflect packing disorder in membranes by unexpected
magnetization transfer over what appear to be excessive distances [22]. The rates of magnetization
transfer between lipid protons vary by up to two orders of magnitude, but rarely are too weak to
be detected. Even protons that are, on average, at distances of 15 Å from each other (e.g., the
choline of PC and methyl groups of hydrocarbon chains) exchange measurable amounts of mag-
netization. This is surprising, because the strength of magnetic dipole interactions depends on the
sixth power of the distance between protons. Crosspeaks usually vanish if distances exceed 5 Å.
In experiments on deuterated lipids, we established that these “long-range” transfers of magneti-
zation take place between neighboring lipid molecules. Transfer of magnetization in multiple steps,

FIGURE 4.13 Potential of mean force for rotation about single bonds located between double bonds (solid
line) and rotation about bonds in saturated hydrocarbon chains (dashed line). The energy minima correspond
to conformations skew+ (120∞)/skew- (-120∞) for the solid line and gauche+ (60∞)/gauche- (-60∞)/trans(180∞)
for the dashed line.

FIGURE 4.14 Snapshot from a molecular dynamics trajectory of a 1,2-dipalmitoyl-sn-glycero-3-phospho-
choline bilayer. The image shows disordered hydrocarbon chains in the center, flanked by layers of polar
headgroups and water on both sides. The black areas in the bilayer center are visualization artifacts and should
not be interpreted as void volumes. (Reproduced from [76] with permission.)
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called spin diffusion, has low efficiency in fluid bilayers and does not account for the unexpected
result [77].

Therefore, cross-relaxation rates in lipid bilayers do reflect a low but finite probability of close
approach between normally distant protons. Such encounters are the result of packing disorder in
combination with rapid motions. Protons that are located at the same depth in the bilayer, like
protons of glycerol and protons of upper chain segments, meet each other more frequently. The
corresponding rates of magnetization exchange are high. In contrast, protons of lipid headgroups
and terminal methyl groups of hydrocarbon chains have a very low probability of interaction (see
Figure 4.15). The corresponding cross-relaxation rates are low [22].

It is worth mentioning that this cross-relaxation model is radically different from cross
relaxation in the more rigid proteins, where rates reflect the different but fixed distances between
protons. Both models, encounter by chance vs. fixed distances, are an oversimplification. In reality,
cross relaxation in lipids is modulated not only by distance variation of the vector connecting
protons but also by reorientation of this vector, and cross relaxation in proteins is not solely a
function of the correlation time of vector reorientation, but may also reflect some distance variation
between protons.

4.3.4 LATERAL DIFFUSION

Lipid diffusion is studied by NMR [78] and fluorescence techniques [79]. Rapid lateral diffusion
with rates in the range of 10-12 to 10-11 m2/s is one of the hallmarks of a fluid lipid bilayer. If
diffusion in the two-dimensional membranes is unrestricted, then lipids travel, on average, over the
distance  from their origin during the observation time t. The symbol D is the diffusion
constant. Lipids travel over distances of ª10 mm within 1 s, equivalent to the typical dimension of
cells in mammalian tissue. However, this estimate is based on the assumption that lipids do not
encounter any barriers during their journey over the cell surface. Because membranes compart-
mentalize into domains with different lipid/protein composition, this is very unlikely. Barriers for

FIGURE 4.15 The probability of interactions between protons depends on the overlap of the spatial distri-
bution functions of lipid segments. Two hypothetical distributions are shown on the right side. Because of
intermolecular disorder, the glycerol (G) and upper chain (U) regions of lipids significantly overlap in
distribution functions, which results in high cross-relaxation rates between hydrogens. Much less overlap in
location occurs between the headgroup hydrogens (H) and the hydrogens at the end of hydrocarbon chains
(E), which translates into low cross-relaxation rates. (Reproduced from [23] with permission.)
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diffusion may be formed by integral and peripheral membrane proteins, as well as an inherent
tendency for lipid mixtures to separate, particularly in the presence of cholesterol [80].

The lateral heterogeneity of membranes introduces an apparent distance dependence of diffusion
rates. Diffusion over short distances is less likely to be impeded by barriers than diffusion over
larger distances. Therefore, diffusion rates have a tendency to be smaller if measured for travel of
lipids over larger distances. Every experiment operates on a specific distance scale: measurement
of lateral diffusion via analysis of fluorescence excimer formation or exchange broadening of the
signal of EPR labels requires molecular collision between labels; NOESY NMR experiments report
magnetization transfer over distances < 1 nm; fluorescence resonance energy transfer (FRET) is
measured over distances < 10 nm; NMR experiments with pulsed magnetic field gradients (PFG-
NMR) are sensitive to lipid diffusion over distances in the range of 100 nm to 10 mm, depending
on gradient strength; and measurements by fluorescence recovery after photo-bleaching (FRAP)
are sensitive to distances ª1 mm. The difference between rates measured as a function of distance
contains information about domain size and shape, as well as domain properties.

4.3.5 LIPID FLIP-FLOP

The movement of lipids between the two monolayers of a bilayer requires a translational movement
along the bilayer normal and a rotation by 180∞. The latter was the reason for naming such movement
lipid flip-flop. Its rates have been measured by EPR [81], NMR [82], and fluorescence techniques
[83]. The rate is reported as the time for movement of 50% of lipids from one monolayer to the
other. In fluid model membranes composed of lipids with saturated hydrocarbon chains and no
protein, this half-time of flip-flop is days to hours. This is not surprising, because such transbilayer
movement of phospholipids requires that the hydrophilic headgroup traverses the hydrophobic
bilayer core, a very unlikely event. In contrast, the energy barrier of molecules with less distinct
polarity, like cholesterol and fatty acids, is much lower. They have half-times of flip-flop from
seconds to milliseconds [84].

Typical rates of phospholipid flip-flop in biomembranes are much higher than in model mem-
branes. The differences have been assigned to the action of flippases, proteins that actively or
passively facilitate transbilayer movement of lipids [85].

4.3.6 MEMBRANE UNDULATIONS AND PROTRUSION OF LIPIDS

The study of repulsive interactions between lipid bilayers [86] — but also quantitative flicker
analysis of liposome shape changes [87], X-ray diffraction experiments [88], and NMR relaxation
studies [89, 90] — indicates that bilayers undergo thermally driven undulations with correlation
times that cover more than six orders of magnitude from a fraction of a microsecond to seconds.
The corresponding wavelength of such undulations covers nano- to micrometers. Amplitudes and
frequencies of membrane fluctuations are directly related to membrane elastic properties, viscosity
of the surrounding solution, and the distance to other membranes or a solid support. A variety of
cellular processes are related to membrane undulations, such as membrane fusion, exo- and endocy-
tosis, cell–cell interaction, adhesion of cells to solid surfaces.

Membrane undulations are collective movements of the entire bilayer that are distinct from
the movement of individual lipids or lipid segments along the bilayer normal. The latter is called
protrusion. There is evidence from incoherent quasielastic neutron scattering [91] that some
protrusion of molecules and/or molecular segments takes place. Protrusion of individual lipids
would make a large contribution to disjoining pressure between bilayers if movement of neigh-
boring lipid molecules along the bilayer normal is statistically independent [92]. However, analysis
of repulsive interactions between membranes conducted as a function of osmotic stress suggests
that such interactions may be important only when the headgroup layers of apposing membranes
start to penetrate each other [93]. Therefore, it is reasonable to assume that the amplitude of
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protrusions is small. Most likely, these are lipid headgroup movements. Protrusion of the entire
lipid could be restricted because of the necessity to correlate movements between neighboring
lipids in the membrane.

4.3.7 DYNAMICS OF WATER OF HYDRATION

The stability of the lipid bilayer as a matrix of biomembranes is intrinsically linked to surface
hydration. It has many functional and morphological consequences [94]. The first layer of water
at the membrane/water interface forms hydrogen bonds with phosphate-, carbonyl-, carboxyl,
amino-, and hydroxyl groups. Similar to hydrogen bonds between water molecules, the lifetime of
those bonds is very short. 

Nevertheless, those temporary interactions with the lipid matrix introduce some degree of
anisotropy into the motions of water molecules. This anisotropy is easily detected as 2H-NMR
quadrupole splitting of deuterated water in large multilamellar liposomes [95, 96]. The quadrupole
splitting decreases with increasing water content. In homogeneous samples, only one splitting is
measured for all water molecules, indicating that on the characteristic time scale of the experiment
ª 10-4 s all water molecules are in rapid exchange between the different environments. At water
concentrations of ª 5 waters/lipid or less, all water molecules form hydrogen bonds directly with
the polar groups of the lipid, and quadrupolar splittings are in the range from 1 to 3 kHz. Considering
the quadrupolar coupling constant of water, , this corresponds to rather low order
parameters, S = 0.006 – 0.018. Such low order appears to be in conflict with the well-documented
contribution of the first hydration shell to the electrical membrane dipole potential [97]. Conse-
quently, we suggested that low apparent order may result from rapid motions of water molecules
about an axis that is the bisection of the 2H-O-2H bond angle of water (109∞). The O-2H bonds of
water are oriented at an angle of 54.5∞ to the bisection, almost the magic angle at which all
quadrupolar splittings vanish. Quadrupole splittings of a second layer of water molecules, which
forms hydrogen bonds with the first water layer, are ª 0.5 kHz, corresponding to order parameters
S ª 0.003. Quadrupole splittings of all consecutive water layers are indistinguishable from zero,
indicating that motional properties correspond to those of free water.

I would like to emphasize that separate water layers exist only on the picosecond time scale.
Water molecules exchange rapidly between environments on the time scale of nanoseconds. The
residence time of membrane-associated water is measured by spin-lattice and NOESY cross-
relaxation experiments. Relaxation times are determined by two motions: the fast rotational reori-
entation of water molecules (with correlation times of picoseconds) and the slower distance variation
between protons from diffusion of water molecules. Rates of diffusion near the membrane surface
are controlled by formation of hydrogen bonds between water molecules and polar groups of lipids.
The slower motions near the membrane surface reduce T1 relaxation times of water hydrogens or
deuterons. It has been estimated that the lifetime of hydrogen bonds at interfaces is of the order
of 100 ps [98].

The magnitude and sign of NOESY crosspeaks between lipid and water protons is a good
measure of water residence time in the first hydration shell, as well. NOESY crosspeaks between
protons of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) and water are weak and
negative [99, 99], in contrast to the stronger, positive crosspeaks between lipid protons. According
to derivations in Section 4.2.3.1.2, negative crosspeaks (positive cross-relaxation rates) correspond
to motional correlation times of the order of 100 ps, in good agreement with estimates derived
from spin-lattice relaxation times of membrane-bound water (Figure 4.16).

4.4 SUMMARY

The fluid nature of the lipid matrix of biomembranes is reflected by motions beginning with bond
vibrations on the subpicosecond range and ending with slow, undulatory motions of the membrane

e qQ h kHz2 220=
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with correlation times of up to seconds. The fast dynamics of lipid molecules in the correlation
time range from femto- to nanoseconds are now reasonably well understood. Recent molecular
simulations are in good agreement with spectroscopic observations [23, 72, 75, 100]. The principal
modes of slower motions with correlation times from a fraction of a microsecond to seconds have
been determined, as well. Much has been learned about those slower motions from 2H NMR order
parameter studies that operate on a time scale of 10-5 to 10-4 s. However, a lack of knowledge about
slower motions still challenges both experimenters and theoreticians.
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5.1 INTRODUCTION

5.1.1 W

 

HY

 

 S

 

TUDY

 

 L

 

IPID

 

 P

 

OLYMORPHISM

 

?

 

The many integral membrane proteins found in biomembranes are subject to a complex array of
molecular interactions arising from the close proximity of oillike and aqueous environments. Some
of these interactions are quite specific in nature, such as the binding of particular membrane
molecules to recognition sites of proteins. Other interactions, such as those that couple to the
membrane surface charge, are nonspecific in that they arise from the collective interactions of many
molecules. The collective, nonspecific interactions generally relate to colligative physical properties
of the lipid bilayer, such as the bilayer thickness, surface charge, dielectric constant profile,
permeability, etc., which vary in systematic ways as the polar lipid composition of the bilayer is
changed. Ideally, one would like to understand how these colligative physical properties affect
membrane function, their relative importance, and the manner in which these properties arise from
different lipid constituents.

The concern of this chapter is the physical basis of nonlamellar phases and the way in which
an understanding of this basis lends insight into the forces at play in lipid bilayers. The structural
forms assumed by polar biomembrane lipids when mixed with water considerably exceed the range
of structures typically found in cells. In addition to bilayer lamellae, polar lipid–water dispersions
form a remarkable variety of structures, including tubes, rods, and three-dimensionally periodic
assemblies with cubic symmetries (Figure 5.1). The ability of a given mixture of lipids to form
crystallographically diverse structures is called 

 

polymorphism

 

 or, equivalently, 

 

mesomorphism

 

. The
term polymorphism (from 

 

poly

 

 = many and 

 

morph

 

 

 

= form) is a general term in the chemical
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literature. An example of polymorphism is that carbon can exist in either of the crystallographically
distinct phases of graphite or diamond. The term mesomorphism refers particularly to the poly-
morphism of liquid crystals, including the liquid–crystalline, i.e., melted chain, polymorphs of
lipids. The word comes from the many forms (= 

 

morph

 

) or phases that occur in the middle (=

 

meso

 

) of a thermal sequence between the low-temperature solid phases and the high-temperature
isotropic liquid phase. In practice, lipid mesomorphism is often loosely used to refer to the full
range of lipid phases, including the frozen (gel) state phases.

Why study lipid polymorphism? The existence of the numerous lipid polymorphs that are seen
when lipids are extracted from biomembranes are structural manifestations of the release of con-
straints on the intermolecular forces that exist in the biomembrane. As shall be discussed in this
chapter, by studying the structural polymorphism observed with isolated lipids, one gains an
understanding of the forces that are locked up in biomembranes and that affect the organization
and function of proteins, even though the predominant lipid organization in biomembranes is in
the form of bilayers.

Another good reason for studying lipid polymorphism is intrinsic interest: as a group, lipids
exhibit what is arguably the broadest range of polymorphic structures of any known class of
molecules. The polymorphic behavior of lipids has been key to understanding the basis of
amphiphilic and surfactant action in general and thus has enormous technological importance. The
historical significance of this aspect of technology may be appreciated by comparison to other
technological advances, such as the invention of the transistor: imagine what life would be like in
the absence of transistors compared to the absence of soaps, detergents, and food emulsifiers.

The virtues of studying lipid behavior for reasons of intrinsic interest are often not fully
appreciated. Studies of the physical properties of isolated membrane components, such as lipids,
have been enormously important toward elucidating the properties of biomembranes. It is important
to bear in mind that biomembranes are incredibly diverse and complex mixtures of molecules and
that any isolated constituent system has properties peculiar to the isolated system, as well as to
biomembranes from which the constituents are derived. Historically, it has often been the case that
a property of a synthetic lipid system which initially had little obvious relevance to biology, upon
further study provided information that was, indeed, important toward understanding biomem-
branes. In other instances, study of the properties of isolated systems led to technology that is

 

FIGURE 5.1

 

Several liquid–crystalline lipid mesomorphs are shown. (a) L

 

a

 

 phase; (b) H

 

II

 

 phase; (c) H

 

I

 

 phase;
(d) a cubic phase with Pn3m crystallographic symmetry.
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medically important. For example, an understanding of the behavior of pure lipid vesicles is proving
to be essential toward the development of liposomal drug delivery systems. It is important to
maintain a broad perspective.

Polymorphism of membrane lipids is far too large a subject to be covered comprehensively in
a single chapter; in consequence, the emphasis here will be largely restricted to polar membrane
lipids that have two chains of roughly 8 to 24 carbons, and to polymorphs in which the chains are
liquid–crystalline, i.e., in a melted, fluidlike state. This covers the lipids that make up the bulk of
the bilayer matrix of most eukaryotic biomembranes and includes many phospholipids that pre-
dominate in animals and the carbohydrate-headed lipids that predominate in plants. It is important
to recognize, however, that by restricting attention to these molecules, many important lipids, such
as sterols, polyisoprenes, glycoproteins, soaps, fatty acids, lysolipids, etc., will not be adequately
treated. By considering only liquid–crystalline phases, many important frozen (i.e., gel) chain phases
also will not be discussed. Readers interested in these subjects are referred to the literature (Small,
1986) and the other chapters of this volume.

The central concern of this chapter is the set of polymorphic phase transitions that involve
changes in the curvature of the lipid–water interface. Although curvature-altering phase transitions
and interfacially curved lipid mesomorphs have been known for many years (see Luzatti, 1968,
for a classic review), it is only recently that a qualitative understanding of the competition of free
energies that control curvature-altering phase transitions has been developed. This has been the
result of an explosive growth of interest in the biological ramifications of nonlamellar phases since
Cullis and colleagues, in the late 1970s, began using 

 

31

 

P NMR as a probe of phase behavior in
biomembrane lipids (e.g., see Cullis and de Kruyff, 1976; Cullis et al., 1985). It is now realized
that most biomembranes contain large lipid fractions, which in isolation do not readily form
lamellar bilayers. Because nature could perfectly well have chosen biomembrane lipid composi-
tions that do not contain such “nonlamellar-prone” lipid constituents and still have accounted for
all the physical properties of liquid–crystalline bilayers that were believed to be biologically
important, researchers began to question why nonlamellar-prone lipids were so prevalent in
biomembranes. This led to studies on the properties of lipid mixtures containing nonlamellar-prone
lipids and advances in the understanding of the physics of curvature-altering phase transitions. It
has also led to a number of hypotheses about how the presence of nonlamellar-prone lipid affects
biomembrane function.

The emphasis in this chapter will be to provide an intuitive understanding of the forces that
drive the formation of curvature-altering phase transitions. No attempt will be made to cover
comprehensively all aspects of such phases or to go into formal detail of the physics involved;
readers interested in more detail are referred to various reviews in the literature (Cullis et al., 1985;
Gruner et al., 1985; Caffrey, 1989; Lindblom and Rilfors, 1989; Gruner, 1989; and Seddon, 1989).

 

5.1.2 T

 

ERMINOLOGY

 

Before continuing, it is important to clarify a few ambiguities about the terminology in common
use in the field. The term 

 

nonbilayer phase

 

 really is meant to refer to nonlamellar phases, i.e.,
liquid–crystalline phases that are not L

 

a

 

 phases. In fact, certain “nonbilayer” phases, such as some
bicontinuous cubic phases (e.g., Figure 5.1d), are composed entirely of multiplied connected
bilayers. An 

 

inverted

 

 or 

 

water-in-oil

 

 phase refers to one in which the lipid/water interface has the
same sign of curvature as an H

 

II

 

 phase, i.e., a net concave curvature when viewed from the water
domain. Thus, the H

 

I

 

 (Figure 5.1c) phase is a noninverted or oil-in-water phase. This terminology
may be understood by reference to the curvature and majority constituent of oil-water-surfactant
micelles: at a high water-to-oil ratio, micelles of surfactant-coated oil in water are commonly found.
As the water-to-oil ratio decreases to the point where the oil is the majority constituent, the system
often “inverts” and results in surfactant-coated water droplets in oil. Another ambiguous term is

 

liquid–crystalline,

 

 which in the lipid literature refers to systems in which the chains are in a fluidlike,
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melted state. In the more general liquid crystal literature, liquid–crystalline specifically refers to
phases that are intermediate to the rigorously crystalline solids and true isotopic liquids, including
systems that do not have long flexible chains at all.

A more fundamental ambiguity relates to the distinction between a chemical phase and an
enduring nonequilibrium state. Because many lipids have very low monomer solubilities in water
(typically 10

 

-10

 

 

 

M

 

 for diacyl phospholipids), kinetic relaxation of a lipid assembly into a state of
lower free energy may be so severely hindered that the system may, for all practical experiments,
be unable to come to true equilibrium. An example of this is the still-debated question as to whether
the bilayers in an aqueous dispersion of unilamellar vesicles should be considered to be in a distinct
phase. A state of lower free energy exists, namely, the L

 

a

 

 phase, for the same composition and
temperature if the system were reassembled in the form of stacked bilayer lamellae in coexistence
with excess, bulk water. This is because there are stabilizing interaction energies between bilayers
that are closely opposed (at least for uncharged bilayers, which are sufficiently rigid). In fact, the
individual bilayers in the L

 

a

 

 phase differ little from the bilayer wall of the unilamellar vesicle (the
thickness of the stacked and isolated bilayers are thought to be very slightly different), so isolated
liquid–crystalline bilayers are usually said to be in an 

 

L

 

a

 

 phase

 

. A similar ambiguity exists for
other systems when the geometry of the system is locally similar to a crystallographically well-
defined phase, but the density of geometric defects is sufficiently high to destroy crystallographic
periodicity. Note that this may be thought about in a continuum fashion. As an example, the bilayers
of bicontinuous cubic phases overtly differ from L

 

a

 

 phases by the way in which the lipid/water
interface is curved. Defects in this periodically curved surface may be imagined as being progres-
sively introduced until obvious semblance of the periodic cubic symmetry is erased. The system
now looks like a random “sponge” of multiplied connected bilayer walls. 

When should one stop calling the system a cubic phase and start calling it a nonequilibrium
state, especially given that the defect-ridden state can endure practically indefinitely? This is not
an idle academic exercise, because such ambiguous lipid states are very common. For example, a
lot of literature exists on the “lipidic particles” (Verkleij, 1984) sometimes thought to be defect
states on the way to true cubic phases (Siegel, 1984, 1986a–c, 1987). It is frequently very difficult
to produce the crystallographically well-defined assembly. An interesting example whereby cubic
phases are produced by the gradual introduction of defect structures is given by Shyamsunder et
al. (1988).

 

5.2 EXPERIMENTAL TECHNIQUES

 

Historically, advances in the understanding of lipid mesomorphism have been closely tied to the
development and use of techniques for probing molecular structure. Many different physical tech-
niques — X-ray and neutron diffraction, NMR, electron spin resonance, electron microscopy,
infrared and visible light spectroscopies, calorimetry, etc. — have been useful in studying lipid
mesomorphism. Of these, X-ray diffraction, NMR, and calorimetry have been most central to our
understanding of mesomorphism. X-ray diffraction is directly sensitive to the relative positions of
the atoms in a mesomorph and is, therefore, a fundamental tool for the identification of the structural
rearrangements that characterize different lipid phases. Unfortunately, X-ray diffraction patterns
typically require long exposure times (although this is changing with the advent of intense syn-
chrotron X-ray sources), so the information derived is time-averaged over the exposure interval.
NMR, on the other hand, probes the local environment of the excited nuclei over time scales of,
typically, tens of microseconds and may be used to gain information on the dynamics of the
mesomorph. The drawback of NMR is that long-range structure, which is very readily determined
by X-ray diffraction, can only be indirectly inferred via NMR. Calorimetry has been most important
as a simple identifier of the temperature at which phase transitions occur, because many lipid phase
transitions involve heat changes that are relatively straightforwardly measured. Calorimetry does
not, itself, yield structural information.
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It is well beyond the scope of this chapter to discuss thoroughly the principles of any of the
major physical methods used to study lipid phases. However, an understanding of X-ray diffraction
and NMR techniques is especially important for much of the discussion of this chapter. Therefore,
these techniques will be summarily described. The emphasis will be on understanding the uses and
limitations of these methods. Considerably more attention will be given to X-ray diffraction, because
NMR has already been discussed in other chapters.

 

5.2.1 X-R

 

AY

 

 D

 

IFFRACTION

 

X-ray diffraction is the most important and least ambiguous method of structural determination of
lipid phases (Luzzati, 1968). X-ray diffraction involves the placement of a thick (typically 1 mm)
specimen of the lipid material in a well-collimated beam of X-rays and the subsequent recording
of the scattered X-ray pattern. The scattered X-ray pattern is fundamentally related to the electron
density distribution within the specimen in that, up to geometrical factors, the scattered intensity
is a projection of the Fourier transform of the electron density distribution of the specimen. Two
kinds of information are contained in the diffraction patterns: the positions of discrete X-ray
diffraction reflections relate directly to the lattice structure that may be present in the sample,
whereas the intensity of the reflections yields the modulus of the Fourier transform of the electron
density distribution of the repeating unit, or unit cell.

In single-crystal X-ray diffraction, the intensities of many pointlike X-ray diffraction spots are
recorded and used to reconstruct the unit cell electron density distribution, from which atomic
positions are determined. This is the case, for example, in protein crystallography. In liquid crystals,
however, the near-perfect translationally repetitive molecular positions representative of an ideal
crystal are replaced by various degrees of molecular disorder. The result is that the liquid crystal
structure is better represented by a statistical description of the relative placement of the molecules
and the exact relative placement of the molecules is replaced by time-averaged positions. For
example, in the L

 

a

 

 phase (Figure 5.1a), the bilayers are stacked atop one another with intervening
water widths. The stacking is periodic in a direction perpendicular to the bilayer planes, but within
the planes of the bilayers, the lipids are packed next to one another with liquidlike disorder. Thus,
the appropriate electron density description is the average electron density as a function of distance
along the stacking axis, appropriately called the 

 

lamellar electron density profile

 

 (e.g., see Levine,
1973). Identification of the peaks and dips in this profile, corresponding to the electron-rich
phosphorus atoms and electron-light terminal chain methyls, were first used to prove the existence
of the phospholipid bilayer structure (Wilkins et al., 1971). For the H

 

II

 

 phase (Figure 5.1b), in
which the molecules are free to diffuse around and along the water-cored lipid cylinders, the
appropriate electron density distribution is a description of the average electron density as a function
of the radius from the tube axis and the angle about this axis.

Even given the positional averaging inherent in liquid crystals, it is frequently difficult to solve
the structure for the appropriate electron density distribution because of three problems: 

First, ordered liquid–crystalline arrays, such as macroscopically aligned H

 

II

 

 tubes, are dif-
ficult to obtain. As a result, the X-ray patterns are indicative of the superposition of an
ensemble of microspecimens, each with its own orientation. Most specimens, in fact, are
unoriented dispersions, giving rise to pure “powder patterns.” It is sometimes difficult to
determine the intensity of the individual lattice reflections from unoriented specimens. 

A second impediment to obtaining electron density distributions is that the phase information
required to invert the Fourier transform and obtain the real-space electron density distri-
bution is lost when the intensity is recorded. It must be determined by alternative means
(see, for example, Stamatoff and Krimm, 1976; Mariani et al., 1988). For this reason,
lamellar electron densities are rarely determined. The determination of nonlamellar elec-
tron densities is very rare, indeed, but possible. H

 

II

 

 phases have been reconstructed (Caron
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et al., 1974; Gulik et al., 1985, 1988; Turner and Gruner, 1989), as have cubic phases (for
a review of cubic phase reconstructions, see Luzzati et al., 1987; Mariani et al., 1988). 

A third problem in performing reconstructions is that the small number of X-ray reflections
yielded by liquid–crystalline specimens limits the resolution of the reconstruction.

Despite the limitations and difficulties of obtaining electron density reconstructions, this method
is still the most practical way known to obtain detailed static structural information on lipid
mesomorphs and to verify the basic structural schemes inferred from considerations of lattice
symmetry and other probes, such as NMR and electron microscopy.

The lattice structure that is present in the lipid mesomorph directly determines the symmetry
of the diffraction pattern observed (they are related by a Fourier transformation). The most frequent
use of X-ray diffraction of lipids is as an unambiguous probe of lattice symmetry, which can
frequently constrain the determination of the lipid phase. For instance, the presence of a one-
dimensional periodic lattice, in which the low-angle X-ray reflections occur in the distance ratio
of 1:2:3…, is indicative of a lamellar stacking of bilayers. Although it is possible to conceive of
nonlamellar one-dimensional structures (e.g., a stack of monolayers, all oriented the same way so
that water contacts both the headgroup and terminal methyl surfaces of the layer), the energetic
constraints of exposing hydrocarbon to water eliminate most such alternative structures. Likewise,
a two-dimensional hexagonal lattice has the signature of low-angle reflections in the distance ratio
of A:3:2:7…. This symmetry is present in both the H

 

II

 

 and H

 

I

 

 phases (Figure 5.1b and Figure 5.1c).
Determination of which of the two is involved requires additional information, such as the obser-
vation that all known H

 

I

 

 phases swell indefinitely upon the continuous addition of water, whereas
the lattices of all known H

 

II

 

 phases swell to a limit and then coexist with excess bulk water. (The
point at which this happens is called the 

 

excess water point.

 

)
Whereas the presence of a given lattice is usually taken as compelling proof of a given set of

phases, the absence of lattice structure in the diffraction pattern simply means the absence of a
long-range ordered lattice within the specimen. For example, a dispersion of large, unilamellar
vesicles of liquid–crystalline bilayers precludes a lamellar stacking. In this case, the bilayers yield
weak, very diffuse (so-called unsampled) diffraction, indicative of the absence of a lattice. The
vesicle bilayers are usually stated to be in an L

 

a

 

 phase. As noted earlier, the vesicle bilayers are
in a different state than in a true L

 

a

 

 phase, because the presence of nearby lamellae affects the
bilayer thickness. But this effect is small at high water contents and is usually ignored.

Deviations from perfect lattices, either in the form of topological defects of the surfaces or
distance fluctuations within the mesomorphs, limit the resolution and the number of X-ray reflec-
tions observed. Definitive lattice assignments, especially among the many possible cubic lattice
symmetries, cannot be unambiguously performed with a limited number of X-ray reflections.
Rigorously speaking, an X-ray lattice assignment cannot 

 

a priori

 

 prove the presence of a lattice;
it can only exclude the presence of alternative lattices. This is because a given reflection allowed
by the lattice symmetry may have zero intensity due to the electron density of the unit cell. On the
other hand, the presence of a reflection not allowed by the lattice symmetry rigorously excludes
that lattice. The practical consequences of this are that five or six uniformly spaced, low-angle
reflections are generally taken as compelling evidence of a lamellar phase assignment, whereas
more than 12 reflections are needed to be confident of a cubic phase assignment.

While on the subject of diffraction techniques, mention should be made of the potential of
neutron diffraction. Neutron diffraction relies on the different scattering lengths of different nuclei
to low-energy neutrons. Most notably, the large scattering-length differences between the proton
and the deuteron can be used to control contrast variation in biological materials by selective
deuteration. Further, normal and deuterated water can be mixed to contrast-match the proton
concentration of regions of the mesomorphs, such as the hydrocarbon regions, thereby effectively
contrast-enhancing

 

 

 

regions that differ in proton concentration (see Worcester, 1976, for a review).
Although neutron diffraction studies on biological lipids have been predominately confined to

 

1403_C05.fm  Page 178  Thursday, May 20, 2004  9:50 AM



 

Nonlamellar Lipid Phases

 

179

 

studies of bilayers, the broad experiences of neutron diffraction on surfactant systems (e.g.,
Alperine et al., 1985; Hendrikx et al., 1987) have demonstrated the power of the neutron diffraction
technique. Because neutron diffraction requires an appropriate neutron source, such as a reactor,
the most important practical limitation of neutron diffraction is the paucity of suitable experi-
mental facilities.

 

5.2.2 NMR

 

NMR has proved to be a very powerful tool in the study of lipid mesomorphism. NMR methods
often complement X-ray diffraction techniques: whereas X-ray diffraction sees time-averaged
structure, is lattice sensitive, and suffers from a limited number of available facilities, NMR can
be sensitive to motion on much longer time scales, is lattice blind, and, most importantly, benefits
from the existence of many facilities. Because the use of NMR for lipid studies is well described
in the literature (for reviews, see Seelig, 1977; Cullis et al., 1985; Bloom, 1988; Lindblom and
Rilfors, 1989) and the basic principles have been described by Gawrisch in Chapter 4, the discussion
here will be confined to the uses and limitations of NMR for mesomorphic studies.

The hindered molecular diffusion of a liquid crystal broadens the width of NMR lines. This is
a consequence of correlations that exist between the initial and final orientations of the molecule
containing the nucleus being probed over the roughly 10

 

-5

 

 s time scale of the NMR experiment.
The diffusional motions sampled by the atom in question determine the shape of the NMR lines.
Moreover, the types of motions experienced by lipids in mesomorphs are, in certain cases, suffi-
ciently different that the line shape can be used to distinguish between the characteristic geometries
of different phases. The two most important resonances in this regard are due to phosphorus 31,
which is naturally present in adequate concentration in most phospholipids, and the quadrupole
signal of deuterium, which typically requires synthetically deuterated lipids. Examples of these
signals are shown in Figure 5.2.

The use of 

 

31

 

P NMR was important in stimulating interest in lipid mesomorphism in the late
1970s in that it was used to demonstrate that H

 

II

 

 phases are very common with biomembrane
phospholipids. This also led to a certain amount of controversy, because the shape of the 

 

31

 

P NMR
signal is not only dependent on the diffusional motion of the phospholipid but also on the particular
conformation of the headgroup. Although, in principle, this can result in misleading identifications
(Thayer and Kohler, 1981), the consistency of phase identification between X-ray and NMR
methods has, in fact, been excellent (Tilcock et al., 1986). But it must always be borne in mind
that a phase identification based on the shape of the 

 

31

 

P NMR resonance is strong, but not irrefutable,
evidence toward identifying lamellar and H

 

II

 

 phases.
Three canonical 

 

31

 

P NMR line shapes are typically seen (Figure 5.2), indicative of motion in
which the director of the molecule (i.e., the long axis) is free to diffuse only parallel to itself, as
in lamellae, or is additionally free to diffuse in other directions. If the director is free to diffuse
around the surface of a tube, as in the H

 

II

 

 phase, the shape shown in Figure 5.2b is typically seen.
Note that this degree of motional freedom is also present in any extended tubular lipid organization,
such as the H

 

I

 

 phase. The lipids need not be organized in a lattice; isolated, extended lipid tubes
would also yield the H

 

II

 

 

 

31

 

P NMR signature if the diffusion times along and around the tube were
rapid enough. The third line shape, which is simply a narrow symmetrical spike (Figure 5.2c),
occurs if the lipid director samples all directions over the NMR time scale. This occurs in cubic
phases, with small vesicles, and with a surprisingly large variety of disorganized lipid structures.

The reader should appreciate that the three 

 

31

 

P NMR line shapes are commonly occurring
manifestations of a continuous variation in molecular diffusional capability and that ambiguous
line shapes do occur. For example, imagine the signal expected from a tubular bilayer vesicle. In
the limit that the vesicle is very long and the tube diameter small, H

 

II

 

 type line shapes are expected.
In the limit that the tube length and diameter are very large, lamellar-type signals will be seen. In
the limit that the length and tube diameter both become very small, an isotropic resonance is
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expected. As the tube shape is changed continuously between these shapes, the shape of the 

 

31

 

P
NMR signal obtained will, likewise, pass continuously from one expected type to another.

In recent years, 

 

2

 

H NMR has grown in importance as a lipid diagnostic tool. The utility of this
nucleus is that hydrogen may be selectively replaced with deuterium at many sites in a lipid molecule
without appreciably perturbing the molecular structure. The deuteron is a spin 1 nucleus and exhibits
a spectrum characterized by a quadrupole splitting (Figure 5.2d and Figure 5.2e). The magnitude
of the splitting, denoted by 

 

D

 

Q, is a function of the diffusive reorientations of the deuteron over
the time scale of the NMR experiment; thus, it should not be too surprising that it varies with the
lipid phase.

The use of 

 

2

 

H NMR in mesomorphic studies is not confined to phase identification. Because
lipids contain so many sites where hydrogen may be replaced by deuterium, 

 

2

 

H NMR can be used
to examine the relative motions of different parts of the lipid molecule. For example, deuteration
of the lipid chains can be used to extract the order parameter profile of the chains, which is a
measure of the degree to which the orientation of the carbon–carbon bonds are correlated with the
normal to the lipid/water interface. The correlation is very high near the headgroups and decreases
to being essentially uncorrelated at the terminal methyl groups of the chain ends. This variation of
orientational freedom manifests as slightly different values of 

 

D

 

Q for deuterons at different positions
along the chain. A procedure called 

 

dePakeing

 

 (Sternin et al., 1983) can be used to determine the

 

D

 

Q value as a function of carbon number along the chains, thereby allowing the order parameter
profile to be extracted from single 

 

2

 

H NMR spectra of totally perdeuterated chains. The alternative

 

FIGURE 5.2

 

NMR line shapes for 

 

31

 

P (a–c) and 

 

2

 

H (d–e) resonances are shown for several mesomorphic
phases. (a) L

 

a

 

 phase; (b) H

 

II

 

 phase; (c) isotropic resonance characteristic, for example, of cubic phases; (d)

 

2

 

H quadrupole resonance for an H

 

II

 

 phase. The quadrupole resonance for a cubic phase (not shown) is typically
a single, sharp spike.
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procedure of obtaining the order parameter profile, namely, using samples in which specific carbons
on the chain are deuterated, involves many difficult lipid syntheses and many NMR spectra. Using
the dePakeing procedure, Sternin et al. (1988) and, more recently, Lafleur et al. (1989) have
examined the changes that occur in the order parameter profile when lipids undergo the L

 

a

 

 and H

 

II

 

transition. The profiles are distinctly different (Figure 5.3).

 

5.3 PHYSICAL BASIS OF NONLAMELLAR PHASES

5.3.1 H

 

II

 

 P

 

HASES

 

The central concern of this chapter is to understand the physical forces that determine the liq-
uid–crystalline mesomorphic behavior of lipid–water systems, with the aim of gaining insight into
how these forces affect the physical properties of biomembranes. Attention will be focused on the
liquid–crystalline phases that occur at temperatures above crystalline gel-chain phases and below
the temperature at which the system totally melts into an isotropic fluid (this upper temperature is
frequently above 100ºC, in which case high pressures must be used to study it). As opposed to the
low-temperature gel-chain phases, in which different phases are identified by the relative positions
of essentially rigid, relatively immobile molecules, the liquid–crystalline phases are distinguished
by changes in the shape of the lipid/water interface. Within a given liquid–crystalline phase, the
molecules diffuse about rapidly, subject to the constraint that the headgroups move within the
lipid/water interface. Conceptually, these phases are well characterized as assemblies of two-
dimensional liquid interfaces, and attention must be focused on the forces that give the interfaces
their shape.

Study of the interfaces begins with determination of the phase diagram of the system, which
catalogs the conditions under which a given interfacial shape occurs. In general, the exact transition
temperatures and, indeed, the sequence of phases observed, vary both with the temperature and
with the relative concentrations of the constituents. The complete phase diagram of a given system
is a multidimensional plot of phase behavior as a function of variation of the relative amounts of
each of the constituents, the temperature, and any other thermodynamic variables of interest, such
as the pressure. The terms 

 

thermotropism

 

 and 

 

lyotropism

 

 are used to refer to phase variation as a
function of temperature and of composition, respectively. Once the phase boundaries have been

 

FIGURE 5.3

 

The hydrocarbon order parameter profiles are shown for an L

 

a

 

 (triangles) and an H

 

II

 

 phase
(circles). This figure was derived from the 

 

2

 

H NMR spectra of perdeuterated tetradecanol mixed into the lipid
mesomorph; however, perdeuterated lipid chains show very similar order parameter profiles (Lafleur et al.,
1989). (From Sternin E et al.: 

 

Biophys. J. 

 

1988, 54:689. With permission.)
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identified, one attempts to understand which of the many components of the free energy of the
system change most markedly at the phase transition boundary under the assumption that the change
in the interfacial boundary and the free energy component are causally linked.

The phase diagram catalogs the conditions under which a given interfacial shape occurs, but
it does not generally contain information about the dimensions of the structure of the mesomorph.
The work of our group at Princeton University (Gruner, 1989) has illustrated the importance of
also knowing how the dimensions of the shapes change at phase boundaries. This information is
primarily obtained by X-ray diffraction. The reason the spatial dimensions are important, as detailed
later, is that the magnitudes of the energies involved in the phase transitions are very sensitive to
the dimensions.

How is the phase behavior of lipid liquid crystals to be understood? To date, the most insightful
approaches have been phenomenological. A phenomenological approach is based on the recognition
that a prediction of phase behavior attained by a detailed summing of the interactions of a complex,
multiatom system is beyond present capabilities. Moreover, a focus on the complexity of the system,
as is required for such a detailed microscopic understanding, can obscure unifying themes and
quantities that result from the colligative interactions of large numbers of atoms. A simple example
of a phenomenological rule is Hook’s law, namely, that the force required to extend an elastic body
is linearly proportional to the degree of extension. This simple rule describes the force required to
deform a remarkably diverse variety of objects, from steel springs to glass rods to rubber bands,
without ever having to consider in detail the diverse and complicated molecular interactions that
give the law validity. As a phenomenological rule, Hook’s “law” is approximately true only over
a limited regime of extension; indeed, the limits to the “law” yield information about the nature
of the molecular interactions. As an empirical rule, the law is useful because the relationship of
force to the extension may be quantitatively measured and applied, again, without a detailed
understanding of how the fundamental molecular interactions sum to yield the force constants.

The phenomenological approach taken at Princeton University (see Gruner, 1989, for a review)
begins with the recognition that the fundamental unit of all lipid mesomorphs is the lipid monolayer
and that this monolayer may be endowed with a spontaneous tendency to curl. The monolayers
pair tails-to-tails to form bilayers, curl into water-cored rods in H

 

II

 

 phases, and into hydrocarbon
chain–cored tubes in H

 

I

 

 phases. Many asymmetric material systems exhibit a spontaneous curvature.
A simple example is a bimetallic strip or a strip of rubber cut from the side of a tennis ball. A strip
of one of these materials will curl to a well-defined radius when relaxed. We call this the 

 

spontaneous
radius of curvature

 

, R

 

0

 

, and the inverse of this radius the 

 

spontaneous curvature

 

, C

 

0

 

 = 1/R

 

0

 

. The
energy per unit area required to bend the strip to a different radius, R, at least for a limited regime
of bend away from the relaxed radius, is given by

 

D

 

E = (K

 

c

 

/2)(1/R – 1/R

 

0

 

)

 

2

 

(5.1)

This equation simply quantifies the fact that the deformation energy is zero when R = R

 

0

 

 and
rises parabolically for deviations, either larger or smaller, of R from R

 

0

 

. The coefficient K

 

c

 

 is called
the 

 

rigidity

 

 of the object because it is a measure of the stiffness of the strip, i.e., the energy required
to bend it for a given deviation of R from R

 

0

 

. K

 

c

 

 may be defined for a unit area of the strip, in
which case Equation 5.1 is energy per unit area, and the energy for an arbitrary area of strip may
be found by integrating Equation 5.1 over the area. Helfrich (1973) first considered a form of
Equation 5.1 in attempting to explain the shapes of bilayer vesicles. In what follows, it shall be
assumed that similar description applies to lipid monolayer tubes or planes. Equation 5.1 may be
taken as a hypothesis about the elastic properties of lipid monolayers and, as an empirical equation,
is subject to experimental verification.

The fundamental reason that a bimetallic strip bends is a mismatch between the surface areas
of the two metals of which the strip is composed, coupled with a constraint of connection between
the two metals that prevents them from sliding past one another. Another example of such a bending
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moment is the curling of paper when it is exposed to moist air. In this case, the curling arises
because the fibers on the side of the paper exposed to the moisture swell more than the fibers on
the other side. Another example of an object with a spontaneous curvature, although it may seem
strange to think of it as an elastic object, is an arch composed of trapezoidal blocks (the tremendous
rigidity of the arch is the reason for its great strength and resistance to deformation). Much of the
literature dealing with the basis of lipid mesomorphism deals with a “shape concept” (Tartar, 1955;
Israelachvili et al., 1980) and may be understood by analogy with the arch. This concept holds that
the mesomorphic tendency of a lipid layer is a consequence of the side-by-side packing of molecules
whose cross-sectional areas vary systematically along the length of the molecules. Thus, lipids that
maintain an overall uniform cross-sectional area along their length tend to form planar mesomorphs,
such as bilayers (i.e., have zero spontaneous curvature), molecules with smaller headgroup than
tail areas form H

 

II

 

 structures (i.e., have a finite spontaneous curvature, to which we may arbitrarily
assign a negative sign), and those that have larger headgroups than tails tend to form H

 

II

 

 structures
(i.e., exhibit a positive spontaneous curvature).

A shape concept formulation of lipid mesomorphism is simple, appealing, and useful, provided
that it is not taken too literally. It must be remembered that lipids are flexible molecules and do not
have a single, simple shape. Further, the “shape” must include energetic contributions, which bias
the cross-sectional areas. For example, increasing the net headgroup charge of the lipids, as may
often be accomplished by changing the pH, increases headgroup–headgroup repulsion and the area
per headgroup without really changing the steric shape of the headgroups. The shape to be considered
is more subtle: it is not the shape of the molecule 

 

per se,

 

 but the shape of the average volume which
packs to fill the lipid volume and which minimizes the free energy of packing the molecules.

A measure of molecular shape that is frequently used (Israelachvili et al., 1980) is the dimen-
sionless quantity v/a1, where v is the volume per molecule, a is the area per headgroup, and 1 is
the approximate thickness of the lipid hydrocarbon layer. Values of v/a1 that are significantly less
than one are associated with monolayers with a positive spontaneous curvatures (H

 

1

 

 phases), values
approximately equal to one lead to zero spontaneous curvatures (L

 

a

 

 phases), and values greater than
one lead to negative spontaneous curvatures (inverted phases). Although this conceptual measure
has much appeal, it is of limited practical utility in helping to understand phase transitions in which
the curvature of the lipid/water interface changes sharply at the transition. Consider, for example,
the two common lipids, dioleoylphosphatidylcholine (DOPC) and dioleoylphosphatidylethanola-
mine (DOPE), in excess water. At 2ºC, both lipids are in an L

 

a

 

 phase and measurement of the
bilayers in both cases would yield v/a1 values of roughly unity. If the temperature is raised above
about 6ºC, DOPE forms an H

 

II

 

 phase, with a very different v/a1 value, whereas DOPC remains
lamellar to above 100ºC. There was little in the v/a1 values at 2ºC to indicate that one system is
very H

 

II

 

-prone while the other is not. This is because v/a1 is really a measure of the expressed shape
of the mesomorph, not its deviation from a relaxed shape. By contrast, an important distinction
between the actual and spontaneous curvatures of the interface is inherent in Equation 5.1. As shall
be seen, it is straightforward to measure R on a system and infer R

 

0

 

 from the measured values.
It is important to recognize that the spontaneous curvature is 

 

assumed

 

 to be a phase-independent
quantity that promotes a given curvature of the interface. Consider, for example, the L

 

a

 

-H

 

II

 

 transition
of DOPE. It is assumed, of course, that at high temperatures, the spontaneous curvature is primarily
responsible for the actual curvature seen in the H

 

II

 

 phase. Below the phase transition temperature,
the expressed curvature is approximately zero. (It will turn out that R

 

0

 

 values relevant to H

 

II

 

 phases
are of the order of magnitude of the diameter of H

 

II

 

 tube water cores, i.e., typically less than 50
Å. The curvatures encountered with L

 

a

 

 bilayers are much larger than this, so on the length scales
of interest, L

 

a

 

 bilayers are practically flat.) If one assumes that H

 

II

 

 phases are elastically relaxed
such that R 

 

@

 

 R

 

0

 

, then in undergoing the H

 

II

 

-to-L

 

a

 

 transition, R deviates sharply from R

 

0

 

. Then,
by Equation 5.1, the L

 

a

 

 phase is a geometry in which the bending energy of the layer is very high,
i.e., the layer is very far from being relaxed with respect to bend. This is possible if there exists
another temperature- and shape-dependent component of the free energy, which is in competition
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with the layer bending energy such that both free energies cannot be simultaneously minimized in
either the flat or the tubular geometry. Physicists call a system with such competing free energies

 

frustrated

 

. Because it is the net free energy that is important in determining the equilibrium phase
of a system, it is possible for the L

 

a

 

 phase to be in a high free energy state with respect to bend
if the contribution of the other free energy components results in a reduction of the net free energy.

A competing free energy may be identified with spatial inhomogeneities in the hydrocarbon
chains that inevitably accompany any geometry in which opposed lipid/water interfaces are not
parallel (Kirk et al., 1984; Charvolin, 1985). Consider the chains of a L

 

a

 

 phase, as shown in Figure
5.4. The geometry of a bilayer is such that a translation of a molecule along the surface of the
bilayer does not result in a change in the average hydrocarbon environment. By contrast, in the H

 

II

 

phase shown in Figure 5.4b, the environment varies as molecules diffuse around the tubes. For
example, the distance labeled d

 

HII

 

 is shorter than the distance labeled d

 

max

 

. One way to accommodate
this is if the chains stretch a bit farther in reaching to fill the volume indicated by d

 

max

 

 than the
volume indicated by d

 

HII

 

. Lipid chains act effectively as short polymer strands and resist changes
in the mean extension, much in the same way that the polymer strands of a rubber band resist being
straightened out. Liquid–crystalline chains also form a fluidlike environment and will entropically
resist the introduction of inhomogeneities, such as variations in the volume density or mean direction
of the chains as a function of position around the cylinder. The requirement that the chains fill the
hydrophobic volume as uniformly as possible, and the impossibility of doing so without variation
around the tubes in an H

 

II

 

-like geometry, results in a rise in the free energy of the hydrocarbon in
undergoing the L

 

a

 

-to-H

 

II

 

 transition. Although there is some coupling of hydrocarbon packing and
bending energies, the coupling is, in fact, small.

The competition between monolayer bending energies and hydrocarbon packing energies in
the H

 

II

 

 and the L

 

a

 

 phase is now clear. If the spontaneous curvature of the system is such that it
tends to curl strongly, then in the L

 

a

 

 phase, the bending energy is high but the hydrocarbon packing
energy is low. In the H

 

II

 

 phase, the bending energy may be low, but the hydrocarbon packing energy
is high. Although both of these energies may be expected to be a function of temperature, there is
no 

 

a priori

 

 reason to expect that they have the same functional dependence. The L

 

a

 

-to-H

 

II

 

 phase
transition is then largely determined by the point at which the drop in free energy incurred by
curling exceeds the magnitude of rise in free energy, which is thereby required to pack the chains
most uniformly.

Insofar as the thickness of the lipid monolayer varies little with temperature, the relative fraction
of the hydrocarbon volume outside inscribed circles that reach to the edges of the hexagon shown
in Figure 5.4 (which is an indication of the degree of hydrocarbon stress) increases with the radius
of the water core (Gruner, 1985). Indeed, in the limit of very large cylinders, the distance to corners
of the hexagon exceeds the length of a fully extended lipid chain. This is never observed experi-
mentally, so it may be assumed that such large hydrocarbon extensions are intolerably energetic.
One way to allow very large water cores without requiring overly extended chains would be to
have water cores that were not perfectly circular but rather more polygonal in shape. It is not clear
whether this would be energetically favorable because it involves bending of the monolayers. More
importantly, X-ray studies of DOPE have shown the water cores to be almost (but not perfectly)
circular in cross section (Turner and Gruner, 1989).

The actual change in the dimensions of the water cores of H

 

II

 

 phases as the temperature is
varied is consistent with the fact that lamellar phases always occur at lower temperatures than H

 

II

 

phases. X-ray studies have shown that the core size increases as the temperature drops (Figure 5.5;
Tate, 1987; Tate and Gruner, 1989. Note that in these experiments, the lipid was dispersed in excess
bulk water, which readily diffuses through the sample, so the amount of available water was not a
constraint.) Simple geometrical arguments can be used to show that the amount of hydrocarbon
stress, for monolayers of approximately constant thickness, increases with the size of the water
core (Gruner, 1985). Thus, the energetic price of packing the hydrocarbon in the H

 

II

 

 phase increases
as the temperature decreases. At some point it has increased sufficiently that the corresponding
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curvature cost of going into a flat, lamellar geometry, while reducing the hydrocarbon inhomoge-
neity, leads to an overall lower free energy.

The model described here has been confirmed by many experimental tests and has proved to
have significant predictive power. For example, if it were possible to remove the hydrocarbon
packing price associated with the H

 

II

 

 phase, one would expect that H

 

II

 

 phases would extend to
much lower temperatures. A simple method for removing most of the hydrocarbon packing stress
is to add a few percent of a light oil, such as dodecane or tetradecane. Because these alkanes are
not anchored to the lipid/water interface, one might imagine that they would diffuse about in the
hydrocarbon and preferentially partition into zones where the lipid chains are most stressed, thereby
reducing the stress. Figure 5.5 shows the H

 

II

 

 phases that occur if a few percent of dodecane is
added to DOPE. Note that the repeat spacings of the H

 

II

 

 phases, indicative of the size of the water
cores (Kirk and Gruner, 1985), are similar with and without dodecane. This size of the lattice in

 

FIGURE 5.4

 

Idealized cross sections and dimensions of L

 

a 

 

and H

 

II

 

 phases are shown. The unit cell repeat
spacing is indicated by d. In the L

 

a

 

 phase, the mean monolayer and water thicknesses are indicated by d

 

L

 

 and
d

 

w

 

, respectively. In the H

 

II 

 

phase, R

 

w 

 

indicates the mean water core radius. The lipid chains must extend at least
over the distances d

 

H

 

 and d

 

max

 

, as shown in (b), if the hydrocarbon volume is to be filled. The resultant sixfold
periodic axial symmetry in the hydrocarbon environment is the source of the hydrocarbon packing stress.
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the presence of dodecane has also been shown to be fairly insensitive to the exact amount of the
oil or, within limits, the type of oil. These data suggest that the oil is not strongly affecting the
spontaneous curvature that controls the lattice size. However, the dodecane has a strong effect on
the L

 

a

 

-H

 

II

 

 transition temperature, effectively eliminating the L

 

a

 

 phase, because it is removing the
hydrocarbon packing stress that otherwise prevents low-temperature H

 

II

 

 phases.
One predicts that if the spontaneous radius of curvature of a system were increased, then the

L

 

a

 

-H

 

II

 

 transition temperature would also increase. This is because a larger radius means larger
tubes, which, in turn, involve an increased hydrocarbon stress. One would have to go to higher
temperatures before the spontaneous radius of curvature would drop sufficiently that H

 

II tubes could
actually form. A simple way of continuously adjusting the spontaneous curvature is to mix two
different lipids with different spontaneous curvatures in different proportions. Although there is no
reason to expect that the curvatures will add linearly, they may be expected to add systematically.
Earlier, it was noted that DOPE readily undergoes the La-HII transition, whereas DOPC, which
differs only slightly from DOPE, exhibits La phases at least to 90ºC. In terms of the model, DOPC
does not readily form HII phases because it has a very large spontaneous radius of curvature, and

FIGURE 5.5 (Left) The phase behavior and d-spacings of DOPE in excess water are shown as a function of
temperature. Squares represent La  phases, and circles are for HII phases. In the absence of alkane (solid
symbols), the phase transition occurs at about 5˚C. In the presence of several percent of alkane (open symbols),
the transition is below 0˚C. (Right) The phase behavior of DOPE:DOPC = 3:1 is similar, except the larger
spontaneous radius of curvature characteristic of the mixed-lipid system increases the d-space and causes the
transition temperature in the absence of alkane to be raised to the vicinity of 55˚C. Note that the d-spacings
of HII phases with alkane are close to those without alkane over temperatures where HII phases occur without
alkane. This suggests that the alkane does little to modify the spontaneous radius of curvature. (Adapted from
Kirk GL and Gruner SM: J. Phys. Paris 1985, 46:761.)
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this precludes overwhelming the hydrocarbon stress at low temperatures. By mixing DOPE and
DOPC, one observes that the size of the HII lattice that forms and the La-HII transition temperature,
Tbh, both systematically increase with the fraction of DOPC (Kirk and Gruner, 1985). Again, adding
a light oil mitigates the increase in Tbh but hardly affects the size of the lattice (Figure 5.5).

The spontaneous curvature value, C0 = 1/R0, and the rigidity, Kc, of Equation 5.1 have been
measured by the method of osmotic dehydration (Gruner et al., 1986; Rand et al., 1989). X-ray
diffraction was used to measure the HII phase dimensions for a series of samples placed in osmotic
equilibrium with a series of hydrophilic polymer solutions of known osmotic pressure. An increase
in osmotic pressure corresponds to an increased competition for the water in the HII cores and a
corresponding decrease in the radius of the cores. By plotting the osmotic pressure vs. the volume
of core water per lipid molecule, one effectively can examine the pressure–volume relationship of
the system. The integral under this curve is the chemical work required to achieve a given radius,
which can be compared against Equation 5.1. A least-squares fit of such data to Equation 5.1 not
only indicates the range of validity of that equation but also provides values for R0 and Kc.

Four main conclusions emerged from the osmotic studies on DOPE and DOPE-DOPC systems: 

First, Equation 5.1 fits the data well for extraction of most of the water. It fails only for
extremely dehydrated systems, in which case there are presumably other significant ener-
getic terms associated with chemical dehydration of the headgroups. This is reasonable
because the diameters of the HII water cores were in the range of 40 to 50 Å, so most of
the water in the cores was several water diameters removed from a lipid headgroup and
is, therefore, not strongly involved in chemical hydration of the headgroup. This suggests
that much of the HII water is sucked into the core simply to fill the volume, as demanded
by the interfacial curvature. 

Second, the fully hydrated core size corresponds closely to R = R0, i.e., at full hydration,
the lipid curvature stress is almost fully relaxed. 

Third, the rigidity values are similar (when doubled) to the rigidity values of bilayers as
determined by bilayer fluctuation and mechanical bending measurements (e.g., see Bo and
Waugh, 1989, and references therein). 

Finally, the osmotic studies helped to remove an ambiguity in the definition of R. Because
the thickness of the monolayer is of the same order of magnitude as the radius of the
water core, it was initially unclear to what depth in the monolayer R should be measured.
As an HII tube is dehydrated, the headgroup area/molecule shrinks and the area/molecule
at the chain terminal methyl increases. There exists a zone near the middle of the chain
where the change in area varies least with changes in the water content. R is most
unambiguously defined to this zone.

An important consequence of the curvature vs. packing model is that it has focused attention
on the need to consider structural dimensions as well as transition temperatures. Previously, Tbh

alone was taken as the indication of the tendency for a lipid system to go into the HII phase. The
curvature vs. packing model has made it clear that spontaneous curvature is a better measure in
that it more directly relates to the curvature stress accumulated in the La phase. The model also
clearly distinguishes between two (not necessarily exclusive) classes of molecules: 

• Those that primarily affect curvature, as assayed by the size of HII lattices 
• Those that primarily affect hydrocarbon packing, as assayed by Tbh for a given HII lattice

size at a given temperature (Tate and Gruner, 1987) 

As examples, DOPC mixed into a DOPE system primarily affects curvature, whereas dodecane
mostly affects packing. In general, molecules can contribute to both, as in the case of adding an
extra-long chain PC to a DOPE system (Tate and Gruner, 1987).

1403_C05.fm  Page 187  Thursday, May 20, 2004  9:50 AM



188 The Structure of Biological Membranes, Second Edition

NMR studies have supported the primary features of the curvature vs. packing model. Sjolund
et al. (1987, 1989) demonstrated that very large HII phases can be formed with PCs in the presence
of relatively large amounts of normal alkanes and water, even though PCs do not normally form
HII phases at the temperatures used. They showed that increasing amounts of dodecane and water
are required to form HII phases as the degree of unsaturation of the PC chains increases. This was
interpreted in terms of increasing amounts of alkane required to reduce the hydrocarbon packing
stress in inverted lipid cylinders of increasing size. It was also found that, although the number of
carbon atoms added per DOPC was kept constant, the efficacy of the alkanes in inducing the HII

phase decreased from octane to eicosane. Siegel et al. (1989b) used NMR, calorimetry, and X-ray
diffraction to investigate the HII-inducing abilities of alkanes and diglycerides on DOPC and N-
methylated DOPE (DOPE-Me). The data were consistent with the alkanes’ being preferentially
located in the periphery of the HII tubes with relatively little effect on the size of the HII lattice.
By contrast, 1,2-dipalmitoylglycerol, which also lowers Tbh, is preferentially located with the
glycerol backbones at the lipid/water interface and the acyl chains roughly parallel to the host
phospholipid chains. The lowering of Tbh by the diglyceride was accompanied by a decrease in the
HII lattice dimension, consistent with a decrease in R0. As was the case with the Sjolund et al.
(1987, 1989) studies, the ability of hydrocarbon to lower Tbh was a function of the hydrocarbon used.

5.3.2 OTHER NONLAMELLAR PHASES

Thus far, the discussion has been mainly concerned with the La-HII transition. What about other
nonlamellar phases, such as the bicontinuous cubic phases (Figure 5.1d)? As reviewed by Lindblom
and Rilfors (1989), bicontinuous cubic lipid phases are not uncommon. However, fewer studies
have been performed on cubic mesomorphs and, therefore, these phases are less well understood
than HII phases or lamellar phases. Cubic phases are difficult to study both because of the structural
complexity and because crystallographically well-formed samples are difficult to obtain. The latter
feature is probably related to the very low enthalpies associated with bicontinuous cubic transitions,
suggesting that formation of these phases is not strongly favored energetically. There is also evidence
that the formation of bicontinuous cubic phases involves large energy activation barriers (Shyam-
sunder et al., 1988), leading to difficult specimen equilibration problems.

Although an understanding of lipid cubic phases is just beginning to evolve, several general
features of these fascinating phases have emerged. In what follows, these features will only be
summarized because several detailed reviews of cubic phases, which reference essentially all of
the relevant literature, have recently appeared (Luzzati et al., 1987; Mariani et al., 1988; Lindblom
and Rilfors, 1989). Crystallographically, there are many different lattices with cubic symmetry, and
many diffracted orders are needed to distinguish between them. For many years it was believed
that cubic mesomorphs typically consisted of closely packed micelles of either the inverted or
noninverted variety. Such phases are, in fact, relatively common in the ternary phase diagrams of
many surfactants with high monomer solubilities in water (high critical micelle concentrations) and
represent a natural progression of increasing magnitude of curvature from lamellar, to hexagonally
packed cylindrical, to spherical or globular surfactant/water interfaces. However, it was recognized
early on that many cubic phases appear between lamellar and hexagonal phases, both lyotropically
and thermotropically, and this phase sequence is inconsistent with a monotonic progression of
interfacial curvatures tending toward globular micelles. Kirk et al. (1984) also pointed out that the
hydrocarbon packing energy associated with packed micelles was expected to be higher than with
hexagonal phases and, therefore, on energetic ground packed micelle phases are unlikely structures
between lamellar and hexagonal phases. Cubic mesomorphs that appear between lamellar and
hexagonal phases in the phase diagrams are especially common with biomembrane lipids.

NMR investigations of lipid and water diffusion in cubic phases indicated macroscopic diffusion
on time scales that were inconsistent with the slow macroscopic diffusion expected of captive
micelles (see Lindblom and Rilfors, 1989, for a review). The diffusion coefficients, if extrapolated
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from La phases, are suggestive of lipid/water interfaces that extend macroscopically through the
sample in a bicontinuous manner. Seminal X-ray diffraction work by the Luzzati group (e.g., Luzzati
et al., 1968), followed by detailed structural solutions of X-ray diffraction patterns by workers in
Sweden, France, and the U.S., has demonstrated the bicontinuous nature of cubic mesomorphs that
appear between lamellar and hexagonal phases in the phase diagrams. Scriven (1976) suggested
that bicontinuous cubic phases might be described by the periodic minimal surfaces (PMS) known
from differential geometry. Many researchers now believe that most bicontinuous cubic mesomor-
phs have the topology of PMS.

A periodic minimal surface is a surface that is three-dimensionally periodic and has zero mean
curvature everywhere (see Andersson et al., 1984; Lindblom and Rilfors, 1989). The interest here
is on surfaces that are smooth, i.e., without intersections corresponding to discontinuous gradients
of the surface. In differential geometry, it is taught that the curvature of a surface at a given point
may be uniquely described by two principal curvatures, denoted by C1 and C2. These are the inverse
radii of the algebraically (signed) extremal best fitting circles tangent to the point in question. Zero
mean curvature, 0 = H ∫ 1/2 (C1 + C2), corresponds to either the trivial case of a plane (in which
case C1 = C2 = 0) or a saddle surface, in which C1 = -C2. The PMS cubic surfaces being considered
here are such that every point on the surface is a saddle point for which H = 0 and the surface
structure is periodic in 3-space. An example is the surface traced out by the terminal chain methyls
of Figure 5.1d. A number of PMSes are known. At present it is not known as to how many PMSes
exist; new ones are being discovered all the time, including ones without cubic symmetry.

At first glance, a surface topology with minimal mean curvature seems oddly placed between
the mean curvatures of La (H = 0) and HII (H large) phases. However, as pointed out by both Gruner
and S. Leibler (Gruner et al., 1988), most cubic PMS structures consist of lipid monolayers that
drape both sides of PMS-like surfaces such that the PMS-like surface is traced out by the mean
position of the terminal chain methyl groups of the multiplied connected bilayers (see Figure 5.1d).
In this case, there are two lipid/water interfaces about equally removed by a monolayer thickness
from the PMS-like surface. These surfaces do not have zero mean curvature. In fact, they are similar
to the surfaces of constant, nonzero mean curvature examined by Anderson (1986). Helfrich (1973,
1978) had shown that the energy density of bending a surface with spontaneous curvature, C0, to
the principal curvatures, C1 and C2, is given approximately by

DE = (Kc/2)(C1 + C2 – C0)2 + KgC1C2 (5.2)

This reduces to Equation 5.1 if one of the principal curvatures is zero, as for La or HII phases.
Note that the middle term of Equation 5.2 is zero if a surface in question has a constant mean
curvature such that 0 = C1 + C2 – C0. Recall that the surface appropriate to the area integration of
Equation 5.1 and Equation 5.2 is a bit below the headgroups (Gruner et al., 1986; Rand et al.,
1989). If these surfaces conform to a constant mean curvature surface, then the curvature (middle)
term of Equation 5.2 integrates to zero, corresponding to a minimum value of the curvature stress.
Further, the distance between these opposed near-headgroup surfaces, on either side of the PMS-
like surface, is nearly constant, corresponding to a nearly uniform hydrocarbon environment. Thus,
for appropriate values of C0 and the mean hydrocarbon thickness, the PMS-like cubic structures
may represent an excellent compromise between curvature stress and packing. This was demon-
strated formally by Anderson et al. (1988). Moreover, the progression of the mean curvature of the
energetically important near-headgroup surface in a phase sequence from La to cubic to HII is now
monotonically increasing in magnitude, i.e., bicontinuous cubic structures fit naturally into the
observed phase sequence. The same curvature vs. packing argument used to explain the La-HII

transition may be extended to explain bicontinuous cubic phases.
The physical significance of the rightmost term of Equation 5.2 is unclear. Note that for La or

HII phases, for which at least one of the principal curvatures is zero, this term is identically zero.
The quantitative significance for phases in which neither C1 nor C2 is zero is being actively explored.
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This term, which is called the Gaussian curvature term, could conceivably be involved in more
subtle contributions, such as the lattice size or transitions between three-dimensionally periodic
structures. The Gaussian term and transitions between different bicontinuous mesomorphs are just
two of many unresolved questions about nonlamellar phases.

5.3.3 OTHER FORCES

The spontaneous curvature is the net result of many fundamental interactions that combine in an ill
understood manner to yield a quantitative relationship, such as described by Equation 5.2. How do
other well-described membrane interactions affect the mesomorphic behavior, either directly or indi-
rectly? An example of a direct interaction is that the surface charge of the monolayer, in low ionic
strength solutions, contributes an electrostatic energy to the water volume which is different for the
opposed planes of the La phase than for the cylindrical cavity of the HII phase. This certainly is expected
to affect the phase transition directly. But membrane surface charge may also be expected to have
indirect effects. For example, if the lipid headgroups become charged, as may be done with many
zwitterionic lipids by simply changing the pH, then the repulsion between neighboring headgroups
within the monolayer surface can affect the spontaneous curvature by increasing the net headgroup
area. Because spontaneous curvature is a phenomenological interaction, it is unclear where to draw
the dividing line between direct and indirect effects due to electrical charge, or, indeed, if the sponta-
neous curvature is a well-defined, phase-invariant property in the presence of many charged headgroups.

Questions of how specific interactions, such as electrical charge, affect the spontaneous curvature
and modulate the phase behavior for a given spontaneous curvature value are just beginning to be
explored, both experimentally and theoretically. A number of fundamental interactions that have not
been explicitly considered previously in this chapter are known to affect lipid mesomorphic behavior.
Besides surface charge, these include hydration effects, van der Waals interactions, geometry-depen-
dent double layer effects of ions in solution, specific adsorption of multivalent ions, steric and
chemically specific effects resulting from certain molecules imbedded in the monolayers, and molec-
ular and morphological features that dominate the transition kinetics. Kirk et al. (1984), in first
presenting the curvature vs. packing model, attempted to include electrostatic and hydration interac-
tions. This was explicitly a first attempt that led to some qualitative insight, even though the model
was relatively unsophisticated. Enough is known about van der Waals, hydration, and electrostatic
interactions to begin the theoretical work of examining better models in which these interactions are
explicitly included. Specific adsorption effects are more difficult to deal with, because these interac-
tions fall outside the realm of continuum and mean field models. Examples of chemically specific
effects include the modulation of phase behavior by gramicidin (e.g., Killian and de Kruijff, 1988)
and the interaction of cholesterol with phosphatidylcholine. Molecular and morphological features
refer not to equilibrium phase phenomena but rather to features that can so dominate the kinetic
pathways of mesomorphic behavior as to completely change it on any reasonable human time scale.
For example, there is evidence that the La-to-HII transition can only occur at the interface between
opposed lipid monolayers (Gruner et al., 1985b). This means that an isolated lipid bilayer, such as
an isolated large unilamellar vesicle, can remain in the La phase above Tbh observed with multilamellae.
Any other molecular or morphological feature that simply keeps lamellae apart, such as surface charge
in the presence of ample water, bulky “spacer” molecules, or very tightly curved small unilamellar
vesicles that resist monolayer opposition over sufficiently large areas, can likewise suppress meso-
morphism (Gruner, 1987). Some or all of the effects considered in this paragraph may be operative
in the complex environment of real biomembranes. Obviously, much work remains to be done.

5.3.4 KINETICS

It has been proposed by many researchers that one of the reasons that HII-prone lipids constitute
such a large fraction of the lipids in biomembranes is that this endows the bilayers with a meso-
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morphic plasticity, which facilitates the disruption of the lipid/water interface that must necessarily
accompany events such as membrane fusion, endocytosis, and large protein transport across mem-
branes. The La-HII phase transition is a model for such events in two senses: 

• Small R0 values energetically favor tight local bends of the monolayers. 
• The respective topologies of La and HII phases are such that disruption of the lipid/water

interface necessarily occurs during the phase transition. 

What are the exact shapes of the lipid/water interfaces during mesomorphic transitions? This
turns out to be a very difficult question to answer, because the rate-limiting shapes are likely to be
short lived and do not often form a periodic structure amenable to diffraction analysis. As a result,
much of the information about transitory shapes involved during the transitions have been derived
from rapid-freeze electron microscope techniques and from NMR, both of which frequently involve
controversial interpretation of the data. Prior to discussing kinetic effects, however, it is important
to understand how lipid mesomorphic transitions differ from most of the phase transitions studied,
for example, in solid-state physics.

A typical polymorphic phase transition in the solid state involves the relative movement of
atoms past one another and concomitant breaking and reforming of covalent bonds or redistributions
of electron orbitals. The distinguishing feature of lipid mesomorphic transitions is that they are
really transitions between the shapes of interfaces, subject to the constraint that a stiff energetic
cost is involved in stretching, strongly bending, or tearing the interfaces. Interfacial volumes
enclosing hydrocarbon chains are also subject to stiff constraints of separation because of the limited
lengths and statistics of the lipid chains. Because one is dealing with a liquid crystal, the lipid
headgroups can flow along the interfaces. This implies that once there is a disruption and resealing
of an interface that involves a change in the topology, then flow along the new surface pathways
can enlarge the change with relatively little energetic cost. The topology of the interfaces is all-
important in mesomorphic transitions. Small numbers of defects, such as occur in all real lattices,
are likely to dominate the transition behavior by providing low-energy pathways for new, gross
geometries. Note also that interfaces cannot readily cross one another. This implies that many
pathways derived by flow along random defects will be blocked. The question of kinetic pathways
of the phase transitions is, thus, complicated because defects play a large role in determining the
minimum energy routes toward forming new geometries.

Evidence for the pathway constraints set by the interfaces is the observation that when an HII

phase grows in a multilamellar bilayer array, it always grows in such a manner that the HII tubes
are coplanar with the surrounding lamellae (Gruner et al., 1982, 1985b; Caffrey, 1985). Information
about the interfacial constraints may be derived by analysis of the shapes of isolated single domains
of one phase growing in a matrix of another phase (Gruner et al., 1985b), but very little work, has,
in fact, been done on liquid crystal growth habits. Part of the problem in performing such work is
the difficulty of growing isolated, single domains. Another provocative experiment, which suggested
the importance of interfacial constraints, was the observation of the formation of a crystallograph-
ically well-defined cubic phase in DOPE in a region of the phase diagram where a cubic phase
had never before been seen (Shyamsunder et al., 1988). It has been noticed that, after performing
a temperature jump across the La-HII phase transition boundary, there inevitably were traces in the
X-ray diffraction patterns of the former phase. These traces disappeared very slowly, as though
there were regions of the specimen where the phase transition activation barrier was anomalously
high. If rapid, successive jumps back and forth across the transition were taken, the magnitude of
the remnant phase, as assayed by the strengths of the diffraction lines, could be increased, as though
the “blocked” phase domains were being accumulated. After many jumps through the transition,
the lines regrouped, sharpened, and eventually coalesced into a well-defined pattern with cubic
symmetry (Figure 5.6).
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FIGURE 5.6 (a–f) X-ray diffraction pattern intensities of an aqueous dispersion of DOPE after successive
thermal cycles across the La-HII transition. The primary, unscattered X-ray beam is off the left edge of each
pattern. The patterns shown were all recorded at -5˚C after the number of cycles indicated in the figures. The
dotted line indicates the position of the first order La peak. Dashed lines indicate the position of an undercooled
HII phase, and solid lines indicate the positions of peaks that index to a cubic phase. The fully evolved cubic
phase pattern is shown in (g). (From Shyamsunder E et al.: Biochemistry 1988, 27:2332. With permission.)
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This formation of a cubic mesomorph is consistent with the model presented earlier, whereby
bicontinuous cubic geometries are better compromises between curvature and packing than either
La-HII phases. Could it be that there are actually equilibrium cubic phases between all La and HII

phases, but the high degree of topological change (i.e., the number of rips that must be introduced
into the lipid/water interface to form the cubics) is so large and energetically restrictive that these
equilibrium phases are difficult to form? The Shyamsunder et al. (1988) experiment suggests that
this may be the case.

Siegel (1984, 1986a–c, 1987) has presented detailed theoretical models of pathways for topo-
logically disruptive transitions between phases (see Chapter 8). According to this theory, two types
of lamellar/nonlamellar transitions may be distinguished. The first is characterized by facile tran-
sitions as, for example, seen with La-HII phase transitions with DOPE. In these cases, the bulk of
the sample undergoes the phase transition within a few degrees of the extremum in the enthalpy
profile, as determined by normal scanning differential calorimetry. Further, the temperatures of the
enthalpy extremae differ by only few degrees upon heating and cooling. Lipids of this type have
relatively small R0 values. A second type of transition, characterized by N-monomethylated-DOPE
(DOPE-Me) exhibits very different behavior upon heating and cooling, typically has sluggish HII-
to-La transitions, and is identified with relatively large values of R0 (e.g., see Gruner et al., 1988;
Ellens et al., 1989). Siegel has proposed that the transition kinetics of the two types are different
because of the relative rate of accumulation of topological features that disrupt the lamellar
interfacial integrity. In particular, in the second (sluggish) type of transition, there is an accumulation
of grommetlike “interlamellar attachments” that can rearrange to form systems that yield isotropic
NMR resonances. Support for the existence of interlamellar attachmentlike structures has been
obtained via time-resolved cryotransmission electron microscopy (Siegel et al., 1989).

Kinetically limited topological defects in the lipid/water interface are frequently observed in
freeze-fracture electron micrographs of lipid–water systems in the vicinity of mesomorphic tran-
sition conditions. These defects, collectively known as lipidic particles (Verkleij, 1984), probably
span a range of shapes that are dependent on the system in question and the history of the specimen.
The defects extend the range of diffusional reorientation of the lipid molecules and, consequently,
give rise to sharp, isotropic resonances in 31P and 2H NMR.

5.4 BIOMEMBRANES

The factors that determine the lipid compositions of biomembranes are not known. Biomembranes
differ from one organelle to another in specific ways. For example, one type of membrane might
always contain certain lipids that are required because they bind in a highly specific manner to the
membrane proteins. It is believed that many, if not most, of the lipid species in biomembranes are
not in this category because experiments in which the lipid composition of biomembranes is
chemically or genetically limited have shown that deletion of many of the normally occurring lipid
species does not have serious effects on the test cells. Typically, deletion of certain lipids results
in changes in the relative amounts of the remaining lipids, as if several physical parameters were
being optimized within the range of compositions available to the cell. Physical parameters that
are believed to be optimized, depending on the membrane in question, include the surface charge,
bilayer thickness, and the state of liquid crystallinity of the chains. There is no reason to believe
that this is the full set of parameters optimized by the cell. An understanding of the lipid compo-
sitions that result in a given circumstance would involve a much better understanding than presently
exists of the parameters important to a given membrane and the mechanism whereby the lipid
composition is actually achieved.

As stated at the beginning of this chapter, most biomembranes contain large amounts of lipids
that, in isolation, are prone to form nonlamellar phases. Why are these lipids present? All of the
known physical parameters usually thought to be optimized by cells (e.g., bilayer thickness, surface
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charge, “fluidity,” etc.) can be varied without the need for nonlamellar-prone lipid. A premise that
underlies much of the research on the biological importance of nonlamellar-prone lipid is that these
lipids are prevalent in biomembranes because they perform some function(s) that cannot be per-
formed in their absence.

Wieslander and coworkers (e.g., see Rilfors, 1984; Lindblom et al., 1986; Wieslander et al.,
1986) have performed experiments that suggest that the nonlamellar-prone compositions of biomem-
branes are carefully regulated by living cells. The experiments involved growing Acholeplasma
laidlawii A in the presence of exogenous fatty acid. This organism, which is a mycoplasma that
normally inhabits other bacteria, lacks the cell wall of typical bacteria and has only a single
membrane, so pure single-membrane fractions are readily obtained. The organism can be grown so
that it incorporates the exogenous fatty acid into the lipids out of which the membrane is made.
This still leaves the organism with considerable choice as to the membrane lipid composition,
because there is still freedom of selection of the headgroup attached to the fatty acid. It has been
found that the resulting lamellar- vs. nonlamellar-prone lipid compositions are carefully regulated.
More direct evidence of the regulation of R0 comes from experiments in which the organisms were
grown on various ratios of palmitic and oleic acid. The polar neutral membrane lipids were extracted,
and the phase behaviors were examined by NMR (Lindblom et al., 1986). Although the ratio of
incorporated oleic acid varied from 20 to 95% and the headgroup ratios to which these chains were
attached varied widely, all the samples exhibited transitions out of the lamellar phase over a relatively
narrow temperature range. This suggests that the extracted lipid mixtures had similar R0 values.

The generality of the results obtained with A. laidlawii A are not known. Experiments with
other bacterial systems (e.g., Goldfine et al., 1987) also point to the importance of regulating the
lamellar- vs. nonlamellar-prone lipid composition, although the experimental system was more
difficult to work with and the results are, consequently, not as clear cut. Similar experiments will
be much more difficult to perform with higher organisms because the fatty acid compositions are
not as easily externally varied. However, demonstration of a nonlamellar-prone lipid regulation in
any one species is very important, despite the experimental difficulties of extension to other
organisms, because it would seem odd if nature chose to devise a specific lipid regulation scheme
exclusively for one species.

Four rationales for nonlamellar-prone lipid have been proposed. These four rationales are not
mutually exclusive; each might have some measure of validity.

The first is that there is functional importance to the occurrence of nonlamellar phases in
cells. Although nonlamellar phases have been observed in cells, they are, in general, rare.
Consequently, this explanation is not likely to account for the compositions of most
membranes. 

A second proposition, advocated, for example, by Pieter Cullis (Cullis et al., 1985), is that
nonlamellar-prone lipids modulate the permeability properties of biomembranes. Rela-
tively little information either for or against this hypothesis is known. 

A third reason, which has been proposed by many researchers, is that the presence of
nonlamellar-prone lipid endows the membrane with mesomorphic plasticity, which is
needed during the rare, localized, but inevitably necessary events during which the integrity
of the lipid/water interface is disrupted. Biomembranes are assembled at specific sites in
cells from which they are blebed off. Many biomembranes are transported across cells as
vesicles and eventually fuse with other membranes. The processes of membrane fission
and fusion necessarily involve disruption of the lipid/water interface. Although these
processes are certainly under protein control, the presence of lipid mesomorphic plasticity
may still be required. 

A fourth reason, which has been advocated by Gruner (1985) and more recently by Hui
(1987), is that the presence of nonlamellar-prone lipid in bilayers results in the buildup
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of elastic strain in the bilayers and that this strain modulates the function of certain
membrane proteins.

The rationale that lipid mesomorphic plasticity plays a role in membrane fusion has been
demonstrated in several pure lipid vesicle systems (see Ellens et al., 1989, and references cited
therein). An understanding of how mesomorphic plasticity can be manipulated to control vesicle
fusion may have technological importance for applications such as drug delivery and chemical
processing (Gruner, 1987). The role mesomorphic plasticity may play in living cells is uncertain,
largely because of lack of knowledge of the mechanism of the proteins involved in processes such
as biomembrane fusion. Because biomembrane fusion occurs under protein control, an understand-
ing of the role mesomorphic plasticity must ultimately involve a better understanding of the
interactions of protein with lipid. Consequently, the rationale of mesomorphic plasticity is really
a subset of the notion that lipid curvature strain affects the function of specific proteins.

Nonlamellar phases, as explained earlier in this chapter, may be understood on the basis of a
competition between curvature elasticity and the constraints of uniform packing of the hydrocarbon
chains. In the bilayer phase, lipid mixtures characterized by small, spontaneous curvature radii
result in the buildup of a curvature strain, which is released upon undergoing nonlamellar phase
transitions, such as the La-HII transition. Other mixtures, characterized by larger R0 values at the
given temperature, are more elastically relaxed in the bilayer phase. What are the biological
implications of the buildup of a bilayer curvature strain energy? To choose a concrete example,
bilayers rich in unsaturated PEs tend to have small R0 values, and those rich in PCs tend to have
larger R0 values. Thus, at physiological temperature, bilayers of the former composition will have
a built-in strain, whereas the PC-rich bilayers will be more relaxed. How will this physical difference
affect, for instance, the functioning of imbedded membrane proteins?

One can conceive of experiments that directly test the hypothesis that protein function is
modulated by the spontaneous curvature of the membrane lipid monolayers (Gruner, 1985). It
would be necessary to reconstitute the protein, typically a membrane protein, in lipid bilayers in
which the composition is varied in a way so as to attain a given value of the spontaneous curvature.
This is possible because the spontaneous curvature is a colligative quantity that can be adjusted to
a given value by many different lipid compositions. If the activity of the protein were correlated
most directly with the spontaneous curvature (and not the compositions used to achieve the
spontaneous curvature), then the experiment would be very strong evidence that the spontaneous
curvature modulates lipid activity. In practice, such experiments are very difficult. Simply purifying
and reconstituting integral membrane proteins is often experimentally difficult. When lipid mixtures
are used for reconstitutions, some of the lipid does not end up in the reconstituted vesicles, so the
final lipid compositions must be determined by assay. Also, membrane proteins are complex
conformational engines that may be subject to many simultaneous requirements, such as the bilayer
thickness and charge, as well as to specific auxiliary lipid requirements. In varying the compositions,
it will be important to keep all the other requirements constant as well, if the dependence on R0 is
to be unambiguously measured. Even given these difficulties, it will be important to perform
experiments whereby correlations with R0 are examined if the interactions between protein and
nonlamellar-prone lipid are to be examined. Investigation of such correlations is an important area
for future research.

5.5 CONCLUSION

Although nonlamellar lipid phases have been known for decades, modern investigations that have
sought to elucidate the relationship between nonlamellar-prone lipid and biomembranes have mostly
been performed since the late 1970s. There was a time when research on lipid mesomorphism was
regarded by many biologically oriented scientists as a peripheral activity to the study of biomem-
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branes because nonlamellar lipid phases were rare in living systems. It is now understood that study
of the appearance of nonlamellar phases under nonphysiological conditions is not divorced from
biological concern. This is because the phase boundaries are frequently very close to the physio-
logical conditions of biomembranes, suggesting that biomembranes regulate their compositions
near the edge of instability (Gruner, 1985). There must be advantages to doing so, because it is
not hard to select lipid compositions that are far removed from the phase boundaries. Attention is
now being focused on understanding what these advantages might be.

Interest in the biological roles of nonlamellar-prone lipid has resulted from an improved
understanding of the physical basis of lipid mesomorphism. In particular, it is now understood that
a competition between monolayer spontaneous curvature and hydrocarbon packing dominates the
mesomorphic behavior of lipid systems. Significantly, it is now recognized that the forces that drive
lipid mesomorphism are present in both lamellar and nonlamellar phases and that the focus of
study of the biological importance of lipid mesomorphism should be on understanding these forces.
It is especially important to investigate the interaction of these forces with biomembrane proteins.
Recent experiments have suggested that the activities of at least some important proteins are strongly
modulated by the nonlamellar-prone characteristics of the imbedding lipid bilayer.

Interest in nonlamellar-prone lipid has also been catalyzed by studies that have shown that the
presence of such lipid is carefully regulated in at least some cellular systems. A major difficulty
in performing studies of this kind has been in identifying physical properties that relate to, indeed,
define the nonlamellar tendency of a given lipid composition. In the past, the temperature of the
La-nonlamellar phase transition has most commonly been used as a measure of the nonlamellar
tendency. Physical studies on isolated lipid systems have demonstrated that the transition temper-
ature is a result of the balance between curvature and other competing forces and that the temper-
ature can be shifted by very small levels of specific impurity molecules. The spontaneous curvature
is, itself, a better measure of the nonlamellar tendencies of a given mixture, but few studies have
yet correlated biological behavior with this measure. Another problem that limits progress is the
fact that most measures of the nonlamellar tendencies of a system require extraction of the lipid.
Physical probes are needed that can measure curvature stress in bilayers in the presence of protein.
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6.1 INTRODUCTION

 

Hydration forces, now known to dominate the interaction of all phospholipid membranes as they
approach within 10 to 20 Å, remained unrecognized until relatively recent times. This is surprising,
because the phospholipids that merge their hydrocarbon tails create bilayers covered with a phalanx
of polar groups that must hold on to the solvent into which they would otherwise dissolve. The
tenacity of holding this water is part of a natural tension in amphiphilic aggregates, a balance
between the high energy of a hydrocarbon/water interface and the energy lowering adsorption of
solvent. That water costs energy to remove. So, when two such surfaces come together, that cost
translates into a strong force of repulsion. It has now been recognized as the dominant force between
all hydrophilic surfaces.

But why does that force extend 10 or 20 Å and prevent the aggregates from making molecular
contact? Most probes of water near bilayer surfaces indicate little perturbation beyond the first
hydration layer. The answer appears to be in the very size of the membrane, in the fact that the
displacement of a bilayer entails the displacement of hundreds or thousands of water molecules.
Even the tiniest energetic perturbation per water molecule is multiplied by hundreds or thousands
to be an important energy on the scale of the bilayer membrane (see Figure 6.1).

Our purpose here is to collect information rather strictly on phospholipid hydration, information
that has become available from different experimental methods. It would be wrong, though, not to
mention for reference what has been learned in other systems. All modern studies of solvation and
hydration follow the major achievements of Derjaguin and his school. These people built and designed
the first successful surface force apparatus, developed much of the physical theory of long-range
forces, and recognized the importance of the “structural component of the disjoining force” (for
which read 

 

solvation

 

 or 

 

hydration

 

 repulsion). This work is the subject of a book and several reviews
(Churaev and Derjaguin, 1985; Barclay and Ottewill, 1970; Derjaguin and Churaev, 1986; Derjaguin
et al., 1987). The swelling of clays, by the action of both electrostatic and hydration forces, has been
recognized for several decades. Studies during the past two decades, particularly those of Low and
collaborators (e.g., Viani et al., 1982, from which references to the very large earlier literature may
be traced) have shown, exponentially, varying forces measured by osmotic stress. We have written
elsewhere of the relevance of hydration repulsion to bilayer fusion processes (Rand and Parsegian,
1986; Parsegian and Rand, 1988). Forces measured between natural nerve myelins

 

 

 

strongly resemble
those seen between phospholipids, although the cell surface is likely to be a far more complicated
structure (Rand et al., 1979). We will forgo the temptation here to list the many biological phenomena
that may relate to the hydration properties of molecular and membrane surfaces.

Although there were the early experimental signs (Clunie et al., 1967; Churaev and Derjaguin,
1985; Barclay and Ottewill, 1970; Derjaguin and Churaev, 1986; Derjaguin et al., 1987; Luzzati
and Husson, 1962; Small and Bourges, 1966; Parsegian, 1967), only during the past decade or so
have hydration forces been characterized systematically in terms of their exponential decay, com-
pared with other operative forces (such as van der Waals, electrostatic double layer and steric

 

FIGURE 6.1

 

The hierarchy of lipid aggregation and assembly into bilayers: the short-range driving force of
hydrocarbon aggregation to form bilayers covered with polar groups; the assembly of bilayers into multilayer
arrays whose spacing reflects long-range interlamellar forces.

AGGREGATION ASSEMBLY
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interactions), and examined in terms of the molecular features of the bilayer surface that regulates
them. Even now, these interactions are just beginning to be utilized in analyses of membrane fusion
and in theories of phospholipid polymorphism.

We begin with a summary and comparison of various direct methods of force or energy
measurement and then attempt to summarize the large body of experimental results to allow their
comparison and to attempt to discover their origin. We next describe the ways in which hydration
forces combine with other interactions occurring at 10 to 30 Å separations, and the ways in which
these forces are expected to act in situations other than those in which they were measured, in
phenomena such as unilamellar vesicle interaction and phospholipid phase transitions. In this way,
we hope to stimulate systematic work and further examination of outstanding questions relating
these important forces to microscopic properties of phospholipid and other molecular assemblies.

 

6.2 MEASURING HYDRATION REPULSION

 

Figure 6.2 schematically illustrates three complementary methods of force or energy measurement
that contribute to our understanding of these interactions: osmotic stress (OS), surface force
apparatus (SFA), and pipette aspiration (PA). Each provides direct measure of some quantities, but
each is limited by inference or extrapolation for estimating others. Our comparison shows their
complementarity. The best strategy is to use all three to the extent possible.

 

FIGURE 6.2

 

Three ways of measuring forces between bilayers. Osmotic stress (S) gives the dehydration or
desolvation free energy of thermodynamically well-defined phospholipid phases equilibrated with water at
different activities; the structural consequences of solvent removal are usually monitored by X-ray diffraction
(LeNeveu et al., 1976, 1977; Parsegian et al., 1979, 1986). The surface force apparatus (SFA) is designed to
measure attractive and repulsive interactions between crossed cylinders of mica coated with lipid bilayers and
immersed in different solutions (Israelachvili and Adams, 1978; Israelachvili and Marra, 1986). Pipette
aspiration (PA) measures energies of adhesive contact between large unilamellar bilayer vesicles in solution,
as well as bilayer strength or compressibility under lateral deformation (Kwok and Evans, 1981; Evans and
Metcalfe, 1984; Evans and Needham, 1987).

X-ray diffraction d

P

P vs
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distance
dw

water activity
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mechanical
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6.3 OSMOTIC STRESS 

 

The osmotic stress (OS) method of measuring interbilayer forces in multilamellar systems and
between macromolecules in ordered assemblies has been reviewed in detail (Parsegian et al.,
1986). It is shown schematically in Figure 6.2. The water in a multilayer array is brought to
thermodynamic equilibrium with a second phase of known water activity. This equilibration can
be achieved three ways: 

• The multilayer is equilibrated with a polymer solution of osmotic pressure P, whose large
solutes cannot penetrate between bilayers. 

• The multilayer is physically squeezed under a pressure P in a chamber with a semiper-
meable membrane to allow exchange with a reservoir of pure water. 

• The multilayer is brought to equilibrium with a vapor of known relative humidity (p/p

 

o

 

)
to create an effective osmotic pressure P = (kT/v

 

w

 

)ln(p

 

o

 

/p), where k = Boltzmann’s
constant, T the absolute temperature, and v

 

w

 

 the partial molar volume of water. 

The chemical potential of the water with which the lipid is equilibrated, whether controlled
osmotically, by mechanical means, or through the vapor phase, gives the net repulsive pressure P
between bilayers. X-ray diffraction of that equilibrated phase gives the repeat distance d of the
lipid plus water layers, often to better than angstrom accuracy. The method is of general application
and has also been applied to inverted hexagonal lipid phases (Gruner et al., 1986) and to a variety
of macromolecular solutions (Evans and Needham, 1987; Gruner et al., 1986). The amount of water
per lipid molecule V

 

w

 

, at any repeat spacing, is determined from gravimetrically mixed lipid and
water samples. The amount of water removed under pressure P, 

 

D

 

V

 

w

 

, yields the work of dehydration,
P, 

 

D

 

V

 

w

 

,

 

 

 

which is a change in the chemical free energy of the lipids. This work is independent of
any model of hydration and of any assumptions about the structure of the phospholipid phase.
Using the three methods of applying osmotic stress, it is possible to bring structures from full
hydration in water to virtually complete dehydration at pressures corresponding to over 1000
atmospheres, or 10

 

9

 

 dynes/cm

 

2

 

. Attractive forces cannot be measured directly but are inferred from
the point of balance between repulsive and attractive forces.

A relation of interbilayer pressure vs. bilayer separation, d

 

w

 

, could automatically be constructed
from measured pressure P vs. repeat spacing d, if d could simply be reduced by a constant bilayer
thickness d

 

1

 

. But bilayers are laterally compressible (Kwok and Evans, 1981; Evans and Needham,
1986, 1987; Evans and Kwok, 1982; Luzzati, 1968). The same isotropic osmotic stress that pushes
bilayers together also acts to deform them laterally (Parsegian et al., 1979; Evans and Skalak,
1980), causing the bilayer thickness, d

 

1

 

, to increase, accompanied by a decrease in cross-sectional
area A. Consequently, estimates of these structural changes are required in order to estimate bilayer
separation d

 

w

 

.
There are two traditional ways of gauging the bilayer thickness, as shown in Figure 6.3. The

first, the 

 

gravimetric

 

 traditional procedure of Luzzati, divides the repeat spacing d into a lipid layer
thickness d

 

1

 

 that contains all the lipid and none of the water plus a water layer d

 

w

 

 that contains
only water (Luzzati and Husson, 1962). This division requires a knowledge of specific volumes of
the lipid molecules and their parts and of the intervening water. The procedure works well except
near limiting, or saturating, amounts of water where slight changes in d with added water make
difficult an accurate determination of water content. Although this approach provides clear evidence
of bilayer deformation, it circumvents the difficult issue of interfacial structure. In the second
method, the 

 

electron density

 

 profile, determined from low-resolution X-ray diffraction analysis, is
used to estimate bilayer thickness. The low resolution requires assumptions about the structure of
the interface and takes the bilayer thickness as the distance between two electron density maxima,
corresponding to the center of the polar groups, plus a 5 Å width on each side of the bilayer to
include the (hydrated) headgroup. By this method it is concluded that there is essentially negligible
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change in bilayer thickness. A comparative study (Janiak et al., 1979) showed differences between
thicknesses measured in this way and by the gravimetric method.

Each of these methods suffers from allowing only an insensitive measure of bilayer compress-
ibility, i.e., a measure of the changes in bilayer thickness or molecular area with changes in
hydration. However, this difficulty can be circumvented by using the independent, very sensitive
measurements of bilayer compressibility itself (Evans and Needham, 1987). One may begin by
using either the gravimetric estimates of d

 

1

 

 and d

 

w

 

 at low enough hydration to be quite accurate
or by using the estimates from electron densities. Then, using measured lateral compressibilities,
it is possible to compute bilayer deformation and changes in d

 

1

 

 and d

 

w

 

 over a range of deformation
for which compressibility is known. We now consider this procedure to be the best available way
to determine the variation of bilayer thickness and bilayer separation with hydration. Consequently
it is the method of choice to determine most accurately not only the pressure vs. separation
relationships but also the structural parameters of the multilamellar phases. In what follows,
therefore, we describe this procedure in detail.

 

6.3.1 M

 

EASURING

 

 B

 

ILAYER

 

 T

 

HICKNESS

 

 

 

AND

 

 S

 

EPARATION

 

Figure 6.4 shows an example of the relation between the experimentally measured X-ray repeat
spacing of the spontaneously formed multilamellar structure, and the weight percent lipid, c, in the
samples determined by gravimetrically adding water to SOPC.

On the basis of the densities of lipid and of water, c can be converted to the volume of water
per lipid molecule V

 

w

 

, the volume fraction of lipid in the sample 

 

f

 

, and the area A available per
lipid molecule on one plane perpendicular to the axis of the lamellar repeat.

 

f

 

 = 1/(1 + (1 – c) · 

 

v

 

w

 

/c · 

 

v

 

1

 

)

A = 2 · 10

 

24

 

 · MW

 

1

 

 · 

 

v

 

1

 

/

 

f

 

 · d · N

 

o

 

FIGURE 6.3

 

Geometric parameters for describing bilayer thickness and separation as a function of applied
pressure. The repeat spacing d is traditionally divided into a pure lipid layer of thickness d

 

I

 

 and a pure water
layer thickness d

 

w

 

. The volume of water per lipid molecule can be written as V

 

w

 

 = A.d

 

w

 

/2, where A is a mean
cross-sectional area projected onto the average plane of the bilayer. A further division of d

 

I

 

 is to imagine a
pure hydrocarbon interior of thickness, d

 

hc

 

, between two polar layers, d

 

pol

 

, which contain the lipid polar groups.
The work of removal of water V

 

w

 

 = G in the lipid bilayer free energy. Such pressures cause decrease in area
A as well as in separation d

 

w

 

. It is sometimes possible to describe the bilayer dimension by low-resolution
electron density distributions, whose peaks correspond roughly to the location of the lipid/water interfaces.
The peak-to-peak distance d

 

pp

 

 plus a constant to include the width of the polar group layer is defined to be a
bilayer thickness d

 

b

 

. The remaining space, d

 

f

 

 (= d 

 

-

 

 d

 

b

 

) is another measure of separation.

dpol

dhc

d
dw P = 0 P x ∆Vw = ∆G P df

dI

dpp db
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V

 

w

 

 = (1 - 

 

f

 

) · A · d/2

MW

 

1

 

 is the molecular weight of the lipid, N

 

o

 

 Avogadro’s number, and 

 

v

 

1

 

 and 

 

v

 

w

 

 are the partial
specific volumes of water and phospholipid, respectively.

These structural parameters are independent of the distribution of the water and lipid within
the lamellar repeat distance d, i.e., are model independent. They are dependent, however, on a good
knowledge of the partial specific volumes of the lipid. We have listed in Table 6.1 the values used
for the indicated lipids. These are taken from, and are consistent with, the measurements and
derivations from a number of references listed in Table 6.1.

Interesting observations emerge from these data:

•

 

v

 

1

 

 for CH

 

2

 

 chains in bilayers are 1.05 cm

 

3

 

/gm if frozen and 1.17 if melted. Hydrocarbon
solutions are 1.07 and 1.29, respectively. This suggests that, when constrained to bilayers,
the melted hydrocarbon chains have a lower partial volume than when free in solution.

• The lower value for melted chains in bilayers is required to give sensible polar group
partial volumes. For example, from the measured value for DAG, 1.07, if 

 

v

 

hc

 

 = 1.17, 

 

v

 

pol

 

= .745, comparable to the published value of .793 for glycerol. This correlation also
requires that the C=O groups be included in the polar group molecular weight.

• White et al. (1987) have shown that the global partial specific volume of phospholipids
does not change over the range of dehydration used to study interbilayer forces. This
lends credence to the structural parameters and their changes derived using the Luzzati
formalism.

 

FIGURE 6.4

 

Structural parameters of the lamellar phase formed by SOPC as they vary with water content
and determined by X-ray diffraction; d, lamellar repeat spacing; d

 

I

 

, bilayer thickness determined gravimet-
rically; d

 

w

 

, bilayer separation. Area available per molecule on a plane perpendicular to the direction of
lamellar repeat.
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To proceed to define bilayer thickness and separation, assumptions are required about the
distribution of water and lipid within the repeat distance d of the multilamellar phase. Using the
Luzzati method, which assumes that the lipid and water pack into completely separate layers
containing all and only the single component, d can be partitioned into a layer of lipid of thickness
d

 

1

 

 = 

 

f

 

.d and a layer of water of thickness d

 

w

 

 = d 

 

-

 

 d

 

1

 

. Further, a knowledge of the molecular
weights and densities of the hydrocarbon and polar parts of the lipid molecule (see Table 6.2)
allows the bilayer itself to be divided into hydrocarbon, d

 

hc

 

 = 

 

f

 

hc

 

 = · 

 

f

 

 · d, and polar group layer,
d

 

p

 

 = d

 

1

 

 = d

 

hc

 

, thicknesses.

 

f

 

hc

 

 = MW

 

hc

 

 · 

 

v

 

hc

 

/(MW

 

1

 

 · 

 

v

 

1

 

)

where MW

 

hc

 

 is the molecular weight of the hydrocarbon portion of the lipid molecule and 

 

v

 

hc

 

 is
the partial specific volume of that hydrocarbon.

An alternative definition of bilayer thickness is to use the electron density distribution of the
bilayers, shown schematically in Figure 6.3.

Because each of these methods using X-ray dimensions suffers from too low structural reso-
lution to define bilayer thickness and separation adequately, and how they change with dehydration,
the independently measured bilayer compressibility modulus, K (Evans and Needham, 1987), is
applied to the bilayer thickness measured by X-ray diffraction. This is illustrated for the gravimetric
data using the following procedure, but it could as well be applied to the dimensions derived using
electron density profiles.

 

TABLE 6.1
Partial Specific Volumes for Lipids and Their Parts (cm

 

3

 

/gm)

 

Liquid paraffin 1.29

 

Handbook of Physics and Chemistry

 

, 1967; Templin, 1956
Melted hc 1.17 Nagle and Wilkinson, 1978
Melted hc, PC, PE 1.17 Nagle and Wilkinson, 1978
Crystalline hc 0.998

1.07
Nagle and Wilkinson, 1978
Templin, 1956

Crystalline hc PC 1.05
1.008
1.006

Templin, 1956

gly-Pc+C=O 0.668
0.758
0.713 DOPC
0.768 DPPCm
0.751 DPPCf

Nagle and Wilkinson, 1978
Abrahamsson and Pascher, 1966

Serine-P 0.660 Putkey and Sundaralingan, 1970
2-amino-eth PO4 0.640 Kraut, 1961
Glycerol 0.793

0.745 DAG

 

Handbook of Physics and Chemistry

 

, 1967

gly-PE 0.693
0.67 DMPE

 

Handbook of Physics and Chemistry

 

, 1967

 

Handbook of Physics and Chemistry

 

, 1967
DPPC, DMPC, DSPC (gel) 0.94 Nagle and Wilkinson, 1978
DPPC (45ºC) 1.005 Nagle and Wilkinson, 1978
dmpc (30ºC) 0.98 Nagle and Wilkinson, 1978
DSPC (55ºC) 1.02 Nagle and Wilkinson, 1978
DOPC (20ºC) 0.990
DMPE 0.96 Nagle and Wilkinson, 1978
DAG 1.07
Synthetic PEs 0.96–1.02 Seddon et al., 1984
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Table 6.2 then provides molecular weights, partial volumes, and compressibilities used to
calculate the structural parameters of the lamellar phases of phospholipids.

Figure 6.5 shows the experimentally determined relation between the net interbilayer pressure
P and the repeat spacing d of the resultant lamellar phase, again for SOPC. The linear part of the
curve can be described by

P = P

 

o

 

 exp(-d/

 

l

 

d

 

)

By reference to the gravimetric data the repeat spacing, d can be translated into the volume of
water per lipid molecule, V

 

w

 

. The relation between P and V

 

w

 

, also shown in Figure 6.5, can then
be described by

 

TABLE 6.2

 

MW MW hc MW p sv. v

 

v

 

hc

 

K
d

 

1

 

 @ log
P = 7

 

POPE 712 433 269 1 1.17 233 42.0@7.04
DOPS 832 471 361 1 1.17
SOPC 786 475 311 1 1.17 200 41.2@7.08
DGDG 933 462 471 1 1.17 200 39.1
POPE/SOPC

19/1
9/1
4/1
2/1
3/2
1/1

715
719
729
731
741
749

444
446
449
454
455
459

271
273
277
277
286
290

1
1
1
1
1
1

1.17
1.17
1.17
1.17
1.17
1.17

233 42.0@7.06

DGDG/SOPC 45/55 852 469 384 1 1.17 200 39.3@7.06
DGDG/POPE 1/1 822 452 370 1 1.17 216 39.2@7.05
DOPE/DOPC 3/1 750 471 279 0.99 1.17 200 39
eggPE 733 464 269 1 1.17 200 34.1@7.01
eggPEt 733 464 269 1 1.17 200 37.7
eggPEt-Me 747 464 283 1 1.17 200 41.3@7.03
eggPEt-Me

 

2

 

761 464 297 1 1.17 200 40.8@6.99
eggPC 775 464 311 1 1.17 145 37.7@7.03
PC 16-22 800 490 310 1 1.17 145 39
eggPC/CHOL 1/1 1177 851 326 1.03 1.12 1000 42.1
DPPC/CHOL 1/1 1120 810 310 1.02 1.12 600 43.3
eggPC/DAG-12.5 787 455 332 1 1.17 145 37.3
DLPC 621 311 310 0.98 1.17 145 32.2
DMPC-27 677 367 310 0.98 1.17 145 36.4
DPPC-50 733 423 310 1.005 1.17 145 36.7
DOPC 787 471 316 0.99 1.17 145 36.6
DPPC-25 733 423 310 0.94 1.05 1000 47.2
DSPC 789 473 316 0.94 1.05 1000 47.8
DPPC/CHOL 8/1 772 462 310 0.94 1.05 1000 50.9

 

Note:

 

Molecular weights of the total lipid (MW), its hydrocarbon (MWhc) and polar (MWP) parts;
lipid specific volume (

 

v

 

, cm

 

3

 

/gm) and specific volume of the hydrocarbon part of the molecule
(

 

v

 

hc); bilayer compressibility, K, and bilayer thickness, d

 

1

 

, at the osmotic stress of log P = 7 used
to calculate the structural parameters.
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P = P

 

o

 

 exp(-V

 

w

 

/

 

m

 

)

The structural parameters d

 

1

 

 and d

 

w

 

 for the osmotic stress data, which make use of the
independently measured compressibility of the bilayers, have then been derived the following way.
First, one particular bilayer thickness, d*

 

l

 

, corresponding to a water content at log P* ~7, is chosen
because the water content is known accurately and the compressibility of the bilayer, K, is in the
linear range. Second, the compressibility modulus, K dynes/cm, measured by Evans and Needham
(1987) is used to calculate bilayer thickness, d

 

1

 

, and separation, d

 

w

 

 = d – d

 

1

 

, for all the osmotic
stress experimental points where log P < 8. The actual values of  and K used for a variety of
lipids are shown in Table 6.2.

K is the fractional change in area for a change in bilayer tension T, and is equal to 

 

D

 

T/

 

D

 

A/A

 

o

 

.
For osmotic stress, changes from P* to P cause changes in lateral tension 

 

D

 

T = (P 

 

-

 

 P*).d

 

w

 

.
The fractional change in area 

 

D

 

A/A

 

o

 

 = 

 

-D

 

d

 

1

 

/  = ( – d

 

1

 

)/  for constant lipid molecular
volume.

Hence

d

 

1

 

/  = 1 + (P – P*/K)d

 

w

 

 

and, since d = d

 

1

 

 + d

 

w

 

, then

d

 

1

 

/  = (K + (P – P*) · d)/(K + (P 

 

-

 

 P*) · )

from which can be derived from the new d and P, the new d

 

1

 

 and other structural parameters.
We have shown (Rand et al., 1988) that the derived parameters are independent of the chosen

osmotic pressure for log P* < 7.5.
Figure 6.6 shows the relation between log P and d

 

w

 

 derived this way. As a descriptor of the
data, the linear part of the log P vs. d

 

w

 

 curves is then best fitted to P = P

 

o

 

 exp(

 

-

 

d

 

w

 

/

 

l

 

c

 

). These fits
are shown in Table 6.3 for a number of lipid species.

By extrapolating to low stress, the limiting value of d

 

1

 

 can be determined, and, therefrom, all
the structural parameters describing the lamellar phase in excess water. They are within error of
the gravimetrically derived data. Because they come from the preferred method for deriving lamellar

 

FIGURE 6.5

 

Net interbilayer pressure P, for SOPC, as it varies either with water content V

 

w

 

, the volume of
water per lipid molecule or with lamellar repeat distance d.
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phase dimensions and hydration force parameters, these results are shown for a wide variety of
lipids in Table 6.3.

In Table 6.3, repeat spacings of lamellar lattices in excess water, d

 

o

 

, are directly measured.
Water content expressed as dry weight fraction, c

 

o

 

, cross-sectional areas, A

 

o

 

, and bilayer separation,
d

 

wo

 

, again in excess water, are derived either by the gravimetric method or, where osmotic stress
data have been measured, by the new “compressibility” method (see text) using the compressibility
K (dyne/cm) either directly measured or inferred (see Table 6.2). Volume of water per lipid molecule
V

 

wo

 

 = A

 

o

 

 x d

 

wo

 

/2 for comparison among different species; this volume has been renormalized as
V

 

wo

 

/PE, the volume of water per mass of PE headgroup. Hydration force parameters P

 

o

 

 and are
fitted to data in the high-pressure region where log P vs. separation is a straight line. The G

 

min

 

(ergs/cm

 

2

 

) are absolute values of negative quantities; these estimates are based on extrapolation of
exponentially decaying P to separation d

 

wo

 

 with the assumption of a van der Waals attraction vs.
exponential hydration repulsion. Data without reference are our unpublished results.

 

6.3.2 E

 

XTRACTING

 

 H

 

YDRATION

 

 P

 

RESSURE

 

 P

 

h

 

 

 

FROM

 

 P

 

Dissection of the measured net pressure P into its physically distinct components is a problem
almost as difficult as the theoretical explanation of those components themselves. For convenience,
we imagine that the net force per unit area is made up of four kinds of interactions: 

• P

 

h

 

 — repulsion due to surface hydration 
• Pes — electrostatic double layer repulsion due to surface charge 
• Pvdw — attractive van der Waals or dispersion forces 
• Pfl — repulsion from the structural undulations of the thermally excited bilayers 

Because a proper theoretical formulation of any of these components poses severe problems at the
observed distances of bilayer encounter (Rand et al., 1988), we emphasize here an empirical
description of P vs. dw rather than forcing the data to fit into an arbitrary formalism. Still, some
assumptions must be made.

Except near the limit of swelling in unlimited amounts of water, the nature of the force observed
between neutral bilayers is essentially exponential with decay distance of some 1 to 3 Å. We
therefore describe this force in form

Po exp(-dw/l) (6.6)

by fitting to points that are well away from the region where attractive forces create a deviation
from exponentiality.

FIGURE 6.6 Net interbilayer pressure P, for SOPC, as it varies with interbilayer separation dw, determined
gravimetrically.
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6.4 SURFACE FORCE APPARATUS

A second method of force measurement (Figure 6.2) applied to phospholipid bilayer interactions
is by means of a surface force apparatus (SFA) (Israelachvili and Adams, 1978; Israelachvili and
Marra, 1986). Here, one coats lipids, either by adsorption from suspension (Horn, 1984) or by
passage through monolayers (Marra, 1985), onto mica sheets glued onto cylindrical surfaces. One
measures the distance between the crossed cylinders by means of interference fringes that are set
up between the silvered backs of the mica sheets. Forces between the surfaces of the crossed
cylinders are read from the deflection of a cantilever spring system of variable tension that can be
moved to bring the surfaces to a given separation. Repulsive forces are seen as a continuous
deflection away from contact and are limited by the onset of deformation of the mica surface.
Attractive forces are seen either from the position of a jump into “contact,” as surfaces are brought
together with springs of different thickness, or from the position of a jump away from a sponta-
neously assumed minimum energy position. Relative changes in position can be measured to an
accuracy of 1 Å. The “zero” of separation is computed by subtracting from the measured distance
of contact between half-bilayers in air and subtracting again the thickness of a bilayer based on
estimated phospholipid volume and the lipid cross-sectional area of the source monolayer.

Two important differences between this method and the osmotic stress method are 

• The immobilization of bilayers that comes from attachment to the mica surface 
• The cylindrical vs. parallel geometry

To correct for the geometry, the mica surface measurements routinely assume the validity of a
transformation, due to Derjaguin (1934), that the force between crossed cylinders of equal radius R
is the same as the force Fsp between a sphere of radius R and a plane flat surface. Further, this force
Fsp is equivalent to the energy Epp between plane parallel surfaces of the same material. Specifically

Epp = Fsp/2 R (6.7)

For this reason, forces Fsp measured with the SFA are routinely plotted as Fsp/R and are therefore
implicitly related to the energy rather than the force between parallel surfaces.

The position of a spontaneously assumed minimum energy (zero force) position between
bilayers in the multilayer system will occur at a greater separation than that seen as a point of force
balance in the mica cylinder system (see Figure 6.7). So, to compare forces measured on multilayers
with those between crossed cylinders, it is necessary either to differentiate the cylinder-cylinder
forces or to integrate multilayer forces from a hypothetical infinity.

The observation (Marra, 1986) that mica surfaces bend at Fsp/R 10 dyne/cm places an upper
limit on the equivalent pressure between planar surfaces to which the SFA method can be used.
We can say that an exponential pressure P of decay rate corresponds to an energy, l*P = Epp with
a maximum value 10/2 2 dyne/cm. Then for l 2 Å, typical of phospholipid hydration repulsion,
the maximum measurable pressure will be P 108 dynes/cm2.

6.5 PIPETTE ASPIRATION

Evans (Kwok and Evans, 1981; Evans, 1980; Evans and Metcalfe, 1984; Evans and Needham,
1987) has developed a procedure (schematically shown in Figure 6.2) for manipulating vesicles,
aspirated into the ends of pipettes, in order to determine mechanical properties of isolated vesicles
and contact energies of adhering vesicles. On an isolated vesicle one measures the tongue length
inside the pipette as a function of applied suction pressure DP. At first, small pressures have a large
effect on tongue length because of the removal of bends and folds; then the bilayer becomes taut
with the subsequent length/pressure relation reflecting the bilayer area elasticity. We follow Evans’s
terminology in referring to the modulus of this elasticity as a “compressibility.”
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For bilayer adhesion measurements, two vesicles are drawn taut and brought to contact on the
ends of approximately coaxial pipettes. Measured diameters and tongue lengths are used to deter-
mine bilayer area. Then, keeping both pipettes fixed and maintaining tension on one vesicle, tension
is relaxed on the other allowing it to spread over its taut neighbor. Measurement of the diameter
of the contact area, together with monitored pressure and tongue length, allows determination of
contact angle and lateral tension in the bilayer. These then combine using Young’s equation to give
the adhesive contact energy, Gmin, as described later. These are used as a standard to compare with
energies derived from the integrated force curves from the osmotic and SFA techniques.

6.6 MAXIMUM HYDRATION AND STRUCTURAL DIMENSIONS OF 
LIPID MULTILAYERS

The most unassuming measure of the strength of hydration of bilayers is the amount of water
multibilayers imbibe from excess solution. Whether determined from the simpler gravimetric
method or further refined by adjusting for compressibility makes little difference to the measured

FIGURE 6.7 Forces between crossed cylinders compared to those between parallel surfaces of the same
material. By the Derjaguin approximation, the force between crossed cylinders Fc is equivalent to that between
a sphere and plane Fsp; it corresponds to the energy Epp between parallel surfaces when their separation, d, is
much less than the radius of curvature R. The relation between them is Epp = Fsp/2pR. The separation at the
point of force balance (or minimum energy) between long-range attraction and shorter-range repulsion will
always occur at smaller separations for oppositely curved surfaces than for parallel surfaces. Remarkably, the
equilibrium separation between oppositely curved surfaces is independent of their size.

R
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maximum volume of water per lipid molecule. Polar group identity, polar group methylation, the
physical state of the hydrocarbon chain, chain heterogeneity, mixing of lipid species all appear to
affect total hydration. We have grouped the entries in Table 6.3 to facilitate recognition of these
factors without intending to obfuscate other comparisons that might occur to the reader. This is
not a comprehensive list of lipids that have been studied but is selected to highlight the major
differences in maximum hydration of neutral lipids, or of charged lipids in high ionic strength.
Also, we have used the preferred compressibility adjusted values where available, otherwise the
gravimetric. Still, it is worth noting that qualitative comparisons using the gravimetric and com-
pressibility derivations are little different. This updates an earlier review of phospholipid hydration
(Rand, 1981).

In order to make comparisons among lipids that differ in size of polar group, the maximum
volume of water per molecule, Vwo, has been normalized to Vwo/PE, a volume of water per polar
group mass equal to that of PE. Note that differences in the amount of water usually correlate with
comparable differences in maximum bilayer separation in excess water, dwo.

The most striking factor that increases maximum hydration is methylation of the polar group
layer. This summarized in Figure 6.8, where maximum hydration Vwo/PE is plotted as it varies with
the number of methyl groups per 100 Å2 of polar group surface. The dramatic effect of methylation
is seen among the following factors which affect maximum hydration.

6.6.1 HYDRATION OF LIPIDS WITH DIFFERENT POLAR GROUPS

In the comparisons of the homogeneous synthetic lipids the PEs, DOPS, SOPC, and DGDG, the
methylated species hydrate nearly twice as much as the other lipids. As a class, phosphatidylcholines
(PCs) hydrate more than PEs, even though there is a wide range of sorption within each class.
Compare, for example, palmitoyloleylPE (POPE) with steroyloleylPC (SOPC), whose hydrocarbon
chains differ by only a –CH2-CH2-link in one chain. Their cross-sectional areas Å differ by less
than 15%, bilayer thicknesses d1o by less than 3%, yet the volumes taken up and bilayer separations
differ by more than a factor or two.

Dioleylphosphatidylserine (DOPS), a charged lipid, put in .8 M NaCl to screen out electro-
static repulsion, and digalactosyldiglyceride (DGDG), a neutral species, swell only as much as
POPE. However, the swelling of melted chain PCs, egg and dilauryl at room temperature,
dimyristoyl at 27ºC, dipalmitoyl at 50ºC, are much like SOPC. To us, the higher hydration
suggests the action of polar group methylation, the defining difference between the PCs and their
unmethylated sisters.

FIGURE 6.8 The uptake of water by multilayers under zero osmotic stress correlates strongly with the density
of polar surface methyl groups. The correlation seems to hold whether methyls are successively bound to
polar groups (squares) or are added by mixing methylated (SOPC) and unmethylated (POPE) species (X
symbols). Pure DDPE and DLPE, as well as a nonmethylated DOPS in solutions of high salt concentration,
hydrate in the same low range as DOPE and POPE. DOPE data from Gruner et al. (1988); POPE from Seddon
et al. (1984); the remainder from Rand et al., 1988.
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6.6.2 POLAR GROUP METHYLATION

In the methylation of eggPEt to eggPC, large but disproportionate increases in hydration result
with each methylation. Beginning with eggPEt, a PE created by replacement of the polar groups
of eggPC, then creating singly (eggPEt-Me) and doubly (eggPEt-Me2) methylated derivatives, one
may systematically examine the effect of methylation alone. A single methylation results in a 28%
increase in hydration, whereas successive methylations give 7%, then 16%, increases for the fully
methylated PC. This is seen as well with the successive methylations of DOPE (Gruner et al., 1988)
and DMPE (not shown in Table 6.3) (Cevc, 1988). (See also Vaughan and Keough, 1974; Mulukutla
and Shipley, 1984).

6.6.3 METHYLATED LIPIDS ADDED TO BILAYERS

These last effects of methylation hold also when the methylation of the polar layer is varied by
mixing, in the bilayer, methylated and unmethylated species, either SOPC and POPE, shown here,
or egg PC and eggPE (Jendrasiak and Mendible, 1976). Figure 6.8 shows a remarkable parallel
between these mixed bilayers and the methylated series just described.

These studies of the systematic methylation of bilayers show that there is a disproportionate
effect of the first methyl groups. A single methylation of the PE polar group results in a larger
increase in hydration, with smaller increases on successive methylations. SOPC/POPE mixtures
2/3 hydrate to the same extent as pure SOPC. These disproportionate effects suggest that, beyond
bringing their complement of water to these mixtures, lipids with methyl groups induce a structural
change in PE bilayers that results in further hydration. We suggest later in the text that this change
is a disruption of hydrogen bonding that appears as an attractive force between (PE) bilayers (Rand
et al., 1988).

6.6.4 CHAIN MELTING AND HETEROGENEITY

There are differences in hydration that appear to reflect effects of the hydrocarbon chains. Gel-
phase lipids hydrate less than their melted counterparts; DPPC-25ºC < DPPC-50ºC. Among the
PEs, hydration increases with chain heterogeneity and degree of polyunsaturation: POPE < eggPEt
< egg PE. Between SOPC and DOPC, SOPC with one unsaturated bond seems to hydrate less than
DOPC, which has two.

6.6.5 ADDITION OF NONPOLAR LIPIDS TO BILAYERS

Cholesterol or diacylglycerol (DAG), which can be considered to act as a lateral spacer between
polar groups, causes large increases in water uptake per polar group mass. Thus, cholesterol added
to DPPC at low levels, so that most of the hydrocarbon chains are still in the gel state, results in
a large increase in hydration (Rand et al., 1980). Addition to the extent of disordering the chains
at room temperature gives hydration levels equal to that of the melted state. Equimolar levels of
cholesterol (38) or 12 mol% DAG (Das and Rand, 1986) added to egg PC result in hydration levels
somewhat larger than pure egg PC. To pressures of 108 dynes/cm2, McIntosh et al. (1988) report
little effect in pressure vs. separation for egg PCs to which cholesterol has been added up to 1:1
molar ratios. Given the lateral dilution of polar groups by cholesterol (Rand and Luzzati, 1986),
this again shows increased hydration normalized per polar group.

6.7 FORCES BETWEEN APPROACHING LIPID BILAYERS

Even to choose the mathematical form for describing pressure vs. separation, one must be aware
of at least five different kinds of interactions expected to occur between bilayers: electrostatic
double layers forces, the hydration force due to perturbations of water by the polar surface, van
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der Waals attraction that limits multilayer hydration, repulsion due to thermal undulations of the
whole bilayer, and possibly steric interactions of polar groups whose conformations are confined
by an approaching surface. In the sense that these all involve a positive or negative work of removal
of water between bilayers, they are all “hydration forces” of some kind. The challenge is to
estimate the relative contribution of each to the total force or energy. Each of these interactions
will be considered in more detail later. The problem with any empirical description is to decide
how to fit an experimental curve, which can be fit with a minimum of parameters, with a set of
postulated interactions that involve many more. Little can be learned using more than the minimum
required parameters.

We emphasize here a minimum parameter description of the measured force curves. Plots of
pressure as log P vs. separation dw, Figure 6.9 through Figure 6.12, all suggest exponential decay
of the net total force at high pressures, then a drop to a limiting separation, dwo. A minimum
description of the exponential part is given by

Po exp(-dw/l) (6.8)

Whether we fit to the full curve using this exponential plus an attractive van der Waals potential
to enforce the “hydration minimum” at dwo, or whether we fit an exponential to the upper part
alone, there is no qualitative effect on the extracted l and Po. These parameters do give, respectively,

FIGURE 6.9 Comparison of pressure vs. separation for POPE (open squares) and SOPC (solid squares) both
at 30∞C. Note difference in range and slope (cf. Table 6.1). Both lipids undergo phase transitions at pressures
above those shown here.

FIGURE 6.10 Pressure vs. distance measured for eggPEt and its methylated derivatives. (x) eggPEt, (open
square) singly, (square with dot) doubly, and (solid square) fully methylated. The greatest change is wrought
by the first methylation.
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a good comparative empirical measure of the range of the repulsive force, as well as the strength
it is expected to reach at a given separation. From these, one knows the energy per unit area (or
per molecule) that is encountered when two bilayers approach. Much more difficult to determine
is the contribution of each separate, underlying force with an aim to understanding its physical
origin (Rand et al., 1988).

Using compressibility-adjusted estimates, decay constants, l, do correlate in a systematic way
with polar group identity and state of the hydrocarbon chain (Table 6.3). Statistical tests of the
decay lengths (Rand et al., 1988) show that with a probability >98% of these decay lengths are in
the sequence

 POPE < eggPEt = eggPE < eggPEt-Me = eggPEt-Me2 = egg PC = SOPC (6.9)

One sees that all the PEs (POPE, eggPE, eggPEt) have ls from 0.8 to 1.3 Å, a range that
includes decay rates for the two frozen-chain PCs (DPPC-25ºC and DSPC). Decay constants for
the melted chain PCs, with the exception of eggPC/cholesterol 1/1, are from 1.5 to 2.4 Å. l for
DGDG is somewhat closer to those for PCs.

As with total hydration Vwo, when compared within related lipid species, there is an effect of
methylation on l (Figure 6.10, Table 6.3). A single methylation changes the value from 1.1 Å for
eggPEt to 1.8 Å for the monomethyl eggPEt-Me and the dimethyl eggPEt-Me2, compared to 2.1

FIGURE 6.11 Effect of chain melting on hydration repulsion. DPPC at 50∞C (open squares) and at 25∞C
(solid squares). The 50∞C data are limited to log P 7, because further dehydration causes acyl chain freezing.

FIGURE 6.12 Comparison of forces between bilayers with identical (PE) polar groups but different hydro-
carbon chains; (open square) synthetic POPE, (solid square) natural eggPE, (square with dot) a derivative
eggPEt made by transphosphatidylation of eggPC. Chain heterogeneity and degree of polyunsaturation increase
tendency for PE hydration (Rand et al., 1988).
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for the fully methylated eggPC. And a 9/1 POPE/SOPC mixture shows a l of 1.3 Å compared to
2.1 Å for a 2/1 mixture. Chain melting (Figure 6.11) and increased chain heterogeneity (Figure
6.12) increase bilayer hydration, seen in terms of force curves, just as they do in terms of maximum
water adsorption.

6.8 HYDRATION FREE ENERGY

It is important to recognize that the dehydration measurements made under osmotic stress are in
fact a direct measure of the free energy of the lipids as a function of the amount of water. Because
lipid phase transitions usually involve significant changes in water content, these measured free
energies can be a useful source of information in examining the phospholipid–water phase diagram
and in testing various models of phase transitions. Guldbrand et al. (1982) were the first to recognize
this possibility in a model of the gel to liquid–crystal transition. Leibler and Goldstein have recently
developed an order parameter formalism to include hydration energies in this same transition
(Goldstein and Leibler, 1988). Cevc and coworkers have performed practical and imaginative
measurements of the temperature and entropy of this same transition as a function of water content
(Cevc and Marsh, 1985; Cevc et al., 1986). Because we believe that this kind of analysis is just the
beginning of many possible uses of dehydration/phase transition data, we have codified the data on
bilayer dehydration in terms of osmotic stress vs. water volume parameters (Rand and Parsegian,
1989). The enormous energies of bilayer dehydration may be appreciated by examining one case,
eggPC say, where forces have been measured virtually to zero water. Taking l* Po as a measure of
the integrated work, one sees (Table 6.3) that at a pressure of 109 dynes/cm2, say, dehydration has
involved a work of some 20 erg/cm2, and that for bilayers approaching zero-water contact, this
energy can grow to the order of 100 erg/cm2. Translated into chemical units, this amounts to 2 to
10 kcal/mol. These energies are of the magnitude known for oil/water or vapor/liquid contact.

6.9 MEASURED BILAYER ADHESION ENERGIES

Phospholipid hydration repulsion, preventing anhydrous contact, is an important factor affecting
the strength of adhesion between electrically neutral bilayers. For this reason, the measured strength
of adhesion between bilayers can be a useful inverse indicator of the strength of bilayer hydration.
The three methods described provide estimates of adhesion. 

First, the pipette aspiration method provides the most direct measure of the adhesion energy
per unit area, Gmin of spontaneous interaction between bilayers. The measured contact angle F and
applied bilayer tension T in the bilayer give, by Young’s equation (Evans and Parsegian, 1986),

Gmin = 2T(cos F – 1) (6.10)

One can combine this Gmin with an estimate of average bilayer separation dwo measured by X-
ray diffraction. This combination allows one to test various models for bilayer attraction forces and
to correlate strength of adhesion with hydration force measurements (Evans and Needham, 1987;
Rand et al., in preparation).

The osmotic stress measurements alone allow a second estimate of contact energy, but it relies
on an extrapolation of the exponential repulsive force

Po exp(-dw/ l) (6.11)

to the position, dwo, where this force is equal and opposite to a longer-range attractive force. For
example, if one assumes the distance dependence of van der Waals attraction in its simplest form,
one has (LeNeveu et al., 1976)
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Fvdw = Ah/(6dw
3) (6.12)

as indicated from SFA measurements (Marra, 1985, 1988; Marra and Israelachvili, 1985). Then,
integrating these two forces from infinity, one infers

Gmin(dwo) = Fvdw(dwo)[(dwo/2) – l] (6.13)

At dwo

Fvdw(dwo) = Po exp(-dwo/ l) (6.14)

so that

Gmin(dwo) = [dwo/2) – l]Po exp(-dwo/ l) (6.15)

which can be evaluated from measured Po, dwo, and l.
As long as the attractive force is of much longer range than the repulsive, the order of magnitude

of Gmin extracted by this procedure is not very sensitive to the form of attraction. For example, if
one includes the finite bilayer thickness or even subdivides the bilayer into regions of different
polarizability (LeNeveu et al., 1977), estimates of Gmin will not be qualitatively affected.

The force Fo at the position of maximum attraction where two phospholipid coated mica surfaces
jump together in the SFA gives yet a third way to measure Gmin (Marra and Israelachvili, 1985;
Marra, 1988). By the Derjaguin approximation (see Figure 6.7 and related text)

Gmin = Fo/2 R (6.16)

In Table 6.4 we have compared estimates from these three methods. What is puzzling is the
much greater estimate of Gmin from the coated mica surface measurements compared to those
between unsupported bilayers. In any case, all these minima are erg/cm2, relatively weak on the
scale of oil/water or vapor/liquid interfacial energies.

6.10 HYDRATION OF CHARGED PHOSPHOLIPID BILAYERS

In general, charged bilayers separate indefinitely in excess solution unless sufficiently screened.
But at close range, because of the high pressures produced by combined hydration and electrostatic
double layer forces, hydration interactions between charged phospholipids are not always easy to
see. With the OS method, it is necessary to apply high stress and go to small spacings, especially
in solutions of low salt concentration, in order to see deviation from pure electrostatic repulsion.
Often, such pressures cannot be attained with the SFA before there is bending of the supporting
mica surfaces. For example, measurements of forces between disteroylphosphatidylglycerol
(DSPG) in NaCl solutions, using the surface force apparatus, were limited to separations greater
than 20 Å, a separation too large and at pressures too low to see hydration repulsion (Marra, 1986).

It is worth considering where one should see a transition from electrostatic double layer-
dominated repulsion to a regime of hydration force dominance.

Consider, for simplicity, an electrostatic repulsion, Pes, between parallel surfaces, separated by
a distance d, of the form

Pes(d) = Peo exp(-d/ l e) (6.17)
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where the coefficient Peo depends on surface charge, and the decay distance e is the Debye–Huckel
decay length. Add to this a hydration repulsion of the form

Phyd(d) = Po exp(-d/ l) (6.18)

Between parallel surfaces, then, there will be a transition from electrostatic to hydration forms
around a position dp, where these two quantities are of comparable magnitude:

Peo exp(-dp/ l e) = Po exp(-dp/ l) (6.19)

or

dp = [l x l e)/( l e – l)] 1n(Po/Peo) (6.20)

This separation dp will typically be less than the maximum distance assumed by neutral bilayers
of comparable hydration tendency.

Between oppositely curved surfaces, such as the cross-mica cylinders, this transition will occur
at a separation dc, where the integrated energies e x Pes (d) and x Phyd (d) are comparable. That is

l ePeo exp(-dc/ l e) = l x Po exp(-dc/ l) (6.21)

so that

dc = [(l x l e)/ l e – l)] ln[(l Po)/( l ePeo)] = dp – [(l – l e)/( l e – l)] ln(l e/ l) (6.22)

TABLE 6.4
Measured Adhesion Energies Compared

Lipid SFA PA OS

eggPC 0.01
DLPC 0.1 (22º) (Marra and Israelachvili, 1985) 0.01–0.015 (Evans and Metcalfe, 1984) 0.01 (25º)
SOPC 0.012a (Evans and Needham, 1987) 0.02 (25º)
DMPC 0.02 (27º)
DPPC 0.15 (21º) (Marra, 1988) 0.03 (25º)
DPPE 0.80 (Lb) (Marra, 1988)
POPE 0.12–0.15 (La) (Evans and Needham, 1987) 0.14
DGDG 0.29 (Marra, 1988) 0.25 (Rand et al. in preparation) 0.24
MGDG 0.48 (Marra, 1985)

Note: Bilayer–bilayer adhesion energies derived by three methods. Osmotic stress (OS) extrapolations assume a
simple 1/d3 van der Waals attraction. Agreement from all three methods is excellent for digalactosyldiglycerides but
not for PEs and PCs. Osmotic stress (OS) and pipette aspiration (PA) measurements are on unsupported films.
Undulations of these films might explain some of the difference from surface force apparatus (SFA) measurements
for the PCs and PEs, but most of these differences are not understood. (Source references are in brackets. OS values
are from Table 6.3.) Temperature is taken to be at 25ºC unless stated otherwise. Gmin tabulated are absolute values
of negative quantities (ergs/cm2).

a When accounting for undulation forces, present in the OS and possibly in the PA and absent in the SFA bilayers,
0.012 erg/cm2 becomes 00165 erg/cm2 (E. Evans, personal communication).
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The effect of opposite curvatures is to shift in toward contact the place where hydration forces
“take off.” Except for solutions of very high (i.e., molar) salt concentrations, l e >> l, and this
shift is approximately

dc – dp = l x 1n(l e/ l) (6.23)

This is some 2 to 5 hydration decay lengths in solutions of 100 to 1 mM ionic strength, respectively.
This represents a nontrivial difference in the stress required to see hydration forces between
oppositely curved surfaces, as illustrated in Figure 6.13.

Although hydration repulsion between charged bilayers has not been as thoroughly examined
as between neutral bilayers, there is clear evidence of an extra, nonelectrostatic repulsion. Early
measurements of eggPG/eggPC and erythrocytePl/eggPC mixtures under osmotic stress in zero-
salt solutions showed an extra repulsion at small separations that was taken to indicate hydration
repulsion (Cowley et al., 1978). The deviations from electrostatic repulsion at 5 and 10 mol% PG
or Pl almost exactly followed the curve for pure eggPC at the same separations.

The very high forces encountered with pure PG and egg phosphatidylserine (egg PS), in 0.01
to 1.0 M univalent salt solutions at close separation, are similar to those seen with eggPC hydration,
where evidence of an extra, nonelectrostatic force is much less ambiguous (Loosley-Millman et
al., 1982). The sudden onset of a repulsion at some 20 Å separation, of much steeper slope than
expected from electrostatic decay and apparently unscreened even by high salt concentrations. The
results with PG have been confirmed recently using the OS method (McIntosh et al., 1990) (see
Figure 6.14).

In retrospect, these data suggest a nonelectrostatic double layer repulsion more like that between
eggPC than between eggPC bilayers. In fact, we have recently found that DOPS in 0.8 M NaCl
swells like eggPE: a repulsion that becomes important at about 14 Å separation and varies with
the ~1 to 2 Å decay rate of eggPE. The opportunity exists for further measurement in these and
related systems.

We have measured forces between bilayers of the nonphospholipid, dihexadecyldimethylamine
acetate (DHDAA) in 5 to 500 mM acetate solutions. In 5 mM acetate solutions, for example, there
is a clear break away from electrostatic double layer repulsion at a 15 to 17 Å separation and at
a pressure of 107 dynes/cm2. Below 15 to 17 Å separation, there is a clear break and transition
to a region with an exponentially varying force with a 2.7 to 2.9 Å decay constant. That these

FIGURE 6.13 Difficulty of detecting hydration forces between charged bilayers. The sum of electrostatic and
hydration repulsion is plotted as a pressure, Pp, between parallel surfaces, or its integrated equivalent, Fc/R,
between crossed cylinders of radius R; Fc/R = 2pErr where Err is the energy between parallel surfaces.
Parameters used are, for hydration repulsion similar to that between PEs, l = 1 Å, Po = 1012 dynes/cm2, and
for electrostatic double layer, made so the Pes = Phyd at 12 Å with Debye length 10 Å. Lines are drawn over
regions accessible to osmotic stress, Pp, and to the surface force apparatus, Fc/R, without deformation. Note
shift in position of switchover from electrostatic double layer to hydration force (arrows). Theoretical curves
omit contribution of undulatory fluctuations.
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shorter range interactions were not seen in previous measurements with lipids adsorbed to the
crossed cylindrical mica sheets of a “surface force apparatus” (Pashley et al., 1986) can be
explained by the opposite bilayer curvatures enforced in that system and the stress limitations
caused by mica bending as outlined earlier. That the forces measured by SFA were accounted for
by electrostatic double layer interactions alone emphasize that critical examination of forces
between contact and 20 Å separations should, where possible, be made between parallel rather
than oppositely curved surfaces.

Qualitatively different kinds of interactions occur between acidic phospholipid bilayers exposed
to divalent cation solutions. The many studies of such systems show that the interactions are strong
enough to break through the hydration barrier and allow very close contact. Much use has been
made of this in attempts to model membrane fusion. An example of such a remarkable change
occurs in PS bilayers exposed to Ca ions. Even at micromolar Ca concentrations, these bilayers
precipitate to virtually anhydrous contact, often with crystallization of hydrocarbon chains (Portis
et al., 1979; Feigenson, 1986; Florine and Feigenson, 1987). By comparing the binding constant
of Ca to the outer surface of multilayers (Eisenberg et al., 1979) with the strength of binding
between bilayers (Feigenson, 1986) we estimate an energy of contact on the order of 100 ergs/cm2

in these Ca-collapsed PS multilayers, quite enough to completely overcome hydration repulsion.
[Method of Parsegian and Rand (1983) updated with the binding constants of Feigenson (1986).]
The fact that this precipitate contains no detectable water argues against an attractive force based
on ionic fluctuations (Guldbrand et al., 1984; Kjellander and Marcelja, 1985) and suggests rather
the kind of dehydration characteristic of insoluble ionic crystals.

6.11 AMPLIFICATION OF BILAYER REPULSION BY THERMAL 
BILAYER UNDULATIONS

For some time, since the pioneering work of Helrich (1978) on steric repulsion between lipids,
there has been the sense of a dilemma about deciding whether lipid bilayers repelled because of
actual forces between them or because of collisions that occurred when they experienced normal
thermal undulations. It appears now (Sornette and Ostrovsky, 1985) that there is no dilemma.
Bilayers do undulate. These undulations are suppressed by long-range interactions rather than the
hard collisions originally imagined. And the loss of undulatory entropy, suppressed by membrane
repulsion, is an important part of bilayer packing energy.

There appear to be two limiting regimes: 

FIGURE 6.14 Interbilayer pressure between PS bilayers as it varies with separation in 1.0 M NaCl (open
squares) and 0.4 M NaCl (closed squares). For 0.4 M NaCl the sudden onset of a repulsion at about 20 Å is
of much steeper slope than expected from electrostatic decay.
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• One where bilayers are so close that undulations are effectively suppressed and bilayers
interact only through the underlying or direct interbilayer repulsive force 

• Another where bilayers are sufficiently far apart that forces between them are weak
enough and of relatively short enough range for them to repel as predicted by the original
Helfrich model (Safinya et al., 1986) 

In between, there is a coupling of the undulatory and the underlying or bare interactions, a coupling
that results in behavior different from either taken alone.

To clarify the relative strength of bending undulatory and direct interaction forces, it is worth
examining the form of the undulatory fluctuation force, Pfl, in a regime where the underlying
interaction is dominated by a single exponentially decaying force

Po exp(-dw/ l) (6.24)

In that case

Pfl = ( kT/32 l)[(Po/B l) exp(-dw/2 l)] (6.25)

(To derive this result, see Evans and Parsegian, 1986. Introduce Equation 6.18 or 6.19 into
Equation 16 or into the derivative of Equation 14 of that paper.) Here, B is the bilayer bending
modulus (usually about 25 kT) and l and Po are the decay rate and coefficient of the underlying
repulsion. For distances dw much bigger than l, this fluctuation component will dominate to give
a force that decays half as fast as the underlying force. It is possible at these larger distances to
infer the actual bilayer–bilayer interaction only through a theoretical construct that takes into
account the undulatory force.

It is instructive to compute the point of crossover between the dominance of a direct exponential
force

Po exp(-dw/ l) (6.26)

and the undulatory fluctuation force. Set

Po exp(-dw/ l) = ( kT/32 l) [(Po/B l) exp(-dw/2 l)] (6.27)

For = 2 Å Po = 1010 dyne/cm2, B = 25 kT = 10-12 erg, equality is satisfied for dw 17 Å. Below
this distance, one would not expect appreciable contributions from fluctuations. At greater distances,
one may see expanded exponential decay due to fluctuations.

Indeed, recent measurements of forces between parallel DNA double helical linear polyelec-
trolytes (Podgornik et al., 1988) show precisely this halving of the decay rate. In salt solutions of
low concentration, but at separations much greater than the Debye length, forces vary with half
the classical Debye decay rate. In very high salt concentrations, where charge interactions are
screened, there is an exponentially varying hydration force at separations less than 10 Å and an
extended region of half the decay rate at greater separations. Simultaneous measurement of molec-
ular motion indicated by progressive broadening of the X-ray reflections confirms that the region
of extended decay corresponds to a regime of steadily increasing molecular motion.

In general, the interplay of direct forces and undulatory fluctuation forces will not always result
in cleanly visible behavior of one or the other type. Between phospholipid bilayers, which enjoy
undulatory freedom near the position of force balance between van der Waals attraction and
hydration repulsion, the action of fluctuations seems to amplify hydration repulsion near the limit
of swelling. Fluctuations shift the force balance outward (Evans and Parsegian, 1986).
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Fortunately, it is possible to compare experimentally measured forces between bilayers undu-
lating within a multilayer array with those between bilayers immobilized onto rigid mica cylinders,
where undulations are presumably impossible. Figure 6.15 shows the force vs. distance between
bilayers on crossed mica cylinders, differentiated to give the equivalent force per molecule Fr
(shaded band), together with measurements of repulsion between bilayers in a multilayer array,
also as a force per molecule (points). Both data sets are for PCs with melted hydrocarbon chains.
It is clear that in a region of strong repulsion the two show similar forces, with only a small
horizontal shift due probably to differences in the defined “zero” of separation. But at low pressures,
there is a distinct divergence between the two data sets: the limiting spacing of the multilayers is
considerably greater than that between adsorbed bilayers. If, though, one subtracts undulatory
entropic contributions from these data using the theory of Evans and Parsegian (1986), one obtains
the dashed line that is remarkably parallel to the fixed-bilayer shaded band of the SFA measurements
(Horn et al., 1988).

This comparison actually teaches us at least two things. First, undulations act to enhance the
hydration force giving it a greater apparent range. Second, at higher pressures undulations are
effectively suppressed, suggesting that one can use measurements in this range to estimate the
underlying hydration force.

There are cases in which fluctuations probably always dominate the repulsion of weakly
hydrating bilayers, such as the case of the nonionic alkylpoly(oxyethylene) “PEO” surfactants.
Tiddy and coworkers have used controlled vapor pressure to measure forces between bilayers of
compounds of various hydrocarbon and ethylenoxide lengths. Carvell et al. (1986) and Adam et

FIGURE 6.15 Comparison of forces measured between bilayers in a multilayer (points), using osmotic stress
and between bilayers immobilized onto the crossed mica cylinders of the surface force apparatus (shaded
band). The data points are for DLPC at 25˚C, where hydrocarbon chains are melted except at high pressures
(solid points). Data from Lis et al., 1982. The SFA curves are a set of melted-chain PCs (Horn et al., 1988;
Marra and Israelachvili, 1985). The dashed line is the underlying interbilayer force after subtraction of
undulatory fluctuation forces in the multilayer system (Evans and Parsegian, 1986). Arrows indicate limiting
spacing at zero force. This plot shows (a) the expansive power of undulatory steric fluctuations in the regime
of small pressures (lower third of figure), (b) the suppression of these fluctuations at higher pressures, (c) the
remarkable agreement between SFA and OS measurements once one takes account of the difference in apparent
zero separation. (FR is a force per molecule. For details, see Horn et al., 1988.)
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al. (1984) argue that the polyethylene oxide chain polar groups are extended and probably hydrate
with only one layer of water, and within their residence space form a PEO/water mash. Melted
bilayers separate to greater extents than when they are frozen. Melted bilayers of the shorter-chain
compounds swell appreciably more than the longer-chain species, which are presumably less
flexible, and achieve separations greater than the maximum length of the fully extended amphiphile
molecule. There is good reason then to think that these long spacings occur from undulatory
fluctuations confined by collision between the hydrated polar regions of facing bilayers (Carvell et
al., 1986; Adam et al., 1984).

6.12 THE VAPOR PRESSURE PARADOX

Widely recognized among phospholipid physical chemists, and even more widely ignored among
those who prepare lipids for laboratory study, is the fact that lipids exposed to a water vapor of
100% humidity will not take up as much water as will the same sample put into contact with liquid
water (Jendrasiak and Mandible, 1976; Jendrasiak and Hasty, 1974, compare to Table 6.3 this text).
Typically, for example, a phosphatidylcholine multilayer will imbibe some 45 to 55% by weight
water from the pure liquid but only some 30% from a water “saturated” vapor (Marra and Israelach-
vili, 1985). What is more, a sample equilibrated against liquid will actually give up water to a
100% rh vapor and then reversibly regain water from a liquid when given an opportunity to do so
(R.P. Rand, unpublished; S. Gruner and R. Templar, personal communication).

Worse, charged phospholipids, e.g., phosphatidylserine (Jendrasiak and Hasty, 1974), form
bilayers that separate indefinitely in liquid water (Loosley-Millman et al. , 1982) and will sponta-
neously form vesicles. But in 100% relative humidity will actually stop swelling at a water contents
far less than that taken up by phosphatidylcholine under similar conditions (Jendrasiak and Hasty,
1974). The limit of swelling of multilayers on solid substrates (White et al. 1987; S. Gruner and
Richard Templar, unpublished) seems to resemble that of lipids in vapors.

What is going on? Is the activity of a 100% rh vapor not the same as that of the liquid water
with which it is supposed to be in equilibrium?

One’s first thought is that perhaps, because of slight thermal gradients, the vapor activity is
somewhat less than that of its mother liquid. It is very instructive to estimate the large effects that
small thermal fluctuations have on the hydration of such systems. Consider the osmotic stress P
equivalent of a vapor of relative humidity p/po

P = -(kT/v) ln(p/po) (6.28)

where v is the 30 Å3 volume of a water molecule and (kT/v) = 1.4 x 109 dyne/cm2. For p near po,
we may write p/po = 1-D and

P = (kT/v) x D = 1.4 x 109 x D. (6.29)

An osmotic pressure of 106 dynes/cm2, enough to remove one-third to one-half of the water
from a multilayer, results when D = 0.00075, or when the relative humidity is lowered from 100%
to more than 99.9%, which could come from a 0.01ºC rise in the temperature! Figure 6.16 shows
the large effects that small changes in relative humidity, resulting from tiny temperature fluctuations,
can have.

Temperature fluctuations will explain the escape of water from bilayers in liquid to vapor. But
thermal fluctuations do not explain the observation that water is lost to a vapor maintained at 110%
relative humidity. In that experiment, water-saturated air was cooled before being blown at a
hydrated sample (S. Gruner, personal communication).

A second possibility, therefore, is that the action of a vapor/multilayer or solid/multilayer
interface is to suppress the bilayer undulations that enhance hydration or electrostatic repulsions.
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Quantitative comparison of water loss in vapor with the predicted shift in equilibrium spacing using
the model of Evans and Parsegian (1986) suggests that, at least given present theories, one can
account for about half of the observed effect with this explanation.

Other possible explanations might lie in the restraining effects of high surface tensions. The
results of Smith et al. (1987) on planar lipid films stretched over a hole and exposed to vapor show
that the geometry of the overall multilayer is not critical.

The inability of charged lipids to swell in vapor suggests to us that, at the very least, the
phenomenon is a practical problem. One knows that charged lipids must repel. If one is unwittingly
preventing this swelling, then that is certainly a problem in handling. People who prepare samples
in vapor should be suitably aware that, under these conditions, lipids will not go to full hydration.

6.13 INTERACTION BETWEEN MEMBRANE VESICLES

One of the most interesting applications of these quantitative measurements of the forces between
bilayer membranes is to the interaction between bilayers that are in the form of closed unilamellar
vesicles or curved surfaces. In that application, two important considerations superimpose on the
basic forces themselves, considerations which are often ignored but which affect the outcome of
such interactions. First, we emphasize that the form of interaction will depend on whether the
curved surfaces are parallel to each other or whether they curve away from each other (have the
opposite curvature), as we have discussed in the foregoing. Two cells or vesicles approaching one
another, or a small vesicle approaching a plasma membrane, necessarily curve away from each

FIGURE 6.16 Mole ratio (water/lipid) and bilayer separation for eggPC bilayers plotted as a function of
pressure expressed four different ways: (i) osmotic stress dynes/cm2; (ii) chemical potential relative to bulk
water; (iii) equivalent relative humidity; (iv) temperature increase that would correspond to the same changes
in equivalent relative humidity and osmotic stress.
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other. Large intracellular vesicles closely apposed to the plasma membrane are more nearly parallel
to each other. Second, it is also significant that the forces encountered can be strong enough to
deform interacting bilayers, either to restrain thermal undulation or to flatten neighboring vesicles.
Deformation itself can then result in a change in regime from one of surfaces that curve away from
each other to one of parallel surfaces.

It is instructive to see how hydration repulsion and the adhesion energy, Gmin, measured between
parallel surfaces at a position of force balance, show up in the interaction between curved surfaces.
These phenomena have been examined rigorously by Evans and coworkers (1980, 1984, 1986,
1987, 1982).

As described earlier, a convenient approximation due to Derjaguin (1934) allows one to
transform forces measured between parallel planar layers (pp) to interactions expected between
spherical vesicles (ss) or spherical vesicles and flat layers (sp). Between crossed cylinders of radius
R or between a sphere of radius R and a plane, the force Fsp is related to the energy Epp by

Fsp/R = 2 Epp (6.30)

Between two spheres, the transform is

Fss/R = Epp (6.31)

It is remarkable that the point do of zero net force or minimum energy is the same between
two spheres, between a sphere and a flat, or between two crossed cylinders, and is quite independent
of radius R. Further, this do between oppositely curved surfaces will always be expected to occur
at a smaller separation than between parallel surfaces (cf. Figure 6.7, Epp = 0 at a smaller separation
than where Fpp = 0). The interaction between surfaces that curve away from each other is a sum
of individual interactions at different separations. In the Derjaguin approximation, some parts of
the surface may feel net attraction, some repulsion. The longer-range force will be felt over a
greater area of the surface than the repulsive. It will have a proportionally larger “say” in determining
the final position of force balance. (For an illustration of the result of mixed attractive and repulsive
electrostatic double layer forces between spheres, and a rigorous examination of the accuracy of
the Derjaguin approximation for such interactions, see Barouch et al., 1976.) But this same com-
bination of attraction and repulsion will create a torque to deform a curved surface. One must
therefore recognize surface deformability in any problem involving curved surfaces.

What can one say at the level of vesicles of 200 Å radius? First, between rigid spheres compared
to parallel layers, there will be an inward shift in the position of force balance between long-range
attraction and short-range repulsion. Second, because vesicles are in fact not rigid, they will flatten
to create regions of planar adhesion having the energy, Gmin, per unit area described previously.

6.13.1 RIGID SPHERES

For simplicity, consider a repulsive force of the form P = Po x exp(-d/l) and attraction of the van
der Waals form Fvdw = -(Ah/6 d3). (Here we use d as the distance between the surfaces. By virtue
of the assumption of rigidity, one ignores any action of undulatory repulsion.) The corresponding
energy between two planar surfaces experiencing these forces is

Epp = l x Po x exp(-d/ l) –Ah/(12 d2) = (l x P)-(d/2) x Fvdw (6.32)

Sketches of force and energy per unit area for typical parameters, Figure 6.17, show the inward
shift in zero-force position for spheres or cylinders from that for parallel planes.
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Because the force between spheres goes as the radius R, the depth of the energy minimum for
interacting spheres is proportional to sphere radius. By Fss = R Epp, the energy of interaction between
two spheres goes as

Ess = (l 2 x Po x exp(-d/ l) –Ah/(12 d))R = [(l 2 x P) – (d2/2) x Fv]R (6.33)

The fact that the minimum energy position of two spheres is at a separation less than that of
two parallel planes means that the closest parts of the spheres are actually being pushed to a
separation where they repel (Figure 6.17). The simultaneous attraction and repulsion on different
parts of a vesicle create a torque that can be relaxed by vesicle deformation.

6.13.2 DEFORMABLE VESICLES

The stress of hydration repulsion and even weak van der Waals attraction is such that virtually any
curved bilayer surfaces must deform to some extent when in adhesive contact (Evans and Parsegian,
1983). Lateral tension T within the bilayer surface develops against the drive to create a flattened

FIGURE 6.17 Simultaneous attraction and repulsion between rigid spheres occurs at a minimum energy
position that is less than that of force balance Frr = 0 between parallel planes of the same material. (a) Spheres
at separation corresponding to maximum attraction; (b) spheres at their minimum energy separation (where
Epp = 0). Little arrows show conflicting repulsive and attractive pressures creating a torque on curved surfaces.
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area of contact of adhesive energy, Gmin, in such a way as to satisfy Young’s equation and to make
a contact angle F (Figure 6.18).

cos f = 1 + [Gmin(-)/2 x T] (6.34)

For small contact angles cos f = 1 -f2/2 and

f2 = -Gmin(-)/T (6.35)

The area of flattening R2f2 = R2 Gmin (-)/T, the fractional area of flattening is

R2 Gmin (-)/(T x 4 R2) = Gmin (-)/4T (6.36)

and the energy of interaction over this flattened area is

R2Gmin(-)2/T (6.37)

The factor of 10 difference in Gmin between PE and PC leads to a factor of 100 difference in
the contact energy between deformable vesicles. For example, consider an R = 200 Å vesicle under
tension T = 1 dyne/cm. The adhesive interaction of Gmin ~-.01 erg/cm2 will be only 1/5 of the
thermal energy kT = 4.2 x 10-14 erg.

But for Gmin ~-.1, the interaction energy will be some 20 kT. Depending on tension, the contact
energy will often be dominated by Gmin x area of contact.

Other contributions, such as the residual attraction between nonflattened areas and the work of
deformation, will very often be small by comparison. When vesicles are deformable, as is the usual
case with phospholipids, their interaction is more characteristic of forces between parallel planes
than between curved surfaces. It is puzzling to us why most models of vesicular aggregation neglect
this important feature of interaction.

FIGURE 6.18 The balance of line tension T and attractive energy Gmin (-) to create a deformed region of
phospholipid vesicle interaction. Gmin (-) between neutral phospholipids is usually pictured as a balance
between van der Waals attraction and hydration repulsion. Despite the tension developed, there may be some
repulsion also from undulatory fluctuations. Between some phospholipids, there may also be hydration
attraction or H-bonding across a water layer due to complementary surface polar groups.
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6.14 HYDRATION IN NONBILAYER SYSTEMS

Phospholipids, generally expected to form bilayer structures, have been shown ever since the early
studies by Reiss-Husson and Luzzati to form nonbilayer structures in a variety of aqueous condi-
tions. This seminal work launched many studies on the rich polymorphism of these lipids in aqueous
environments (for an early review see Luzzati, 1968).

For some time it has been known that one very common nonbilayer structure that many
phospholipids will take on is an inverted hexagonal structure of parallel cylinders of water bounded
by lipid polar groups with the space between cylinders filled by nonpolar components (see Chapter
5). An enormous literature now exists of studies examining the role of temperature, polar group
and hydrocarbon chain species, nonphospholipid molecules, and water content in the bilayer-
hexagonal structural transition. Only relatively recently, however, has it been recognized that the
formation of nonbilayer structures can be stimulated by addition of alkane (Kirk and Gruner, 1985)
or, more significantly, by small quantities of lipids endowed with particularly long hydrocarbon
chains (Tate and Gruner, 1987). This has made it possible to see the balance of structural tendencies
in these lipids and to understand how shifting that balance creates phase transitions or phase
separations. While this has usually been explained in terms of molecular shape or excluded volume,
Gruner and coworkers have utilized the idea of a spontaneous monolayer curvature, 1/Ro , for each
phospholipid or mixture of phospholipids, akin to the ideas originally developed by Helfrich
(Helfrich, 1978) for bilayers. The spontaneous monolayer curvature is used to explain the tendency
to form nonbilayer structures, a tendency that might be expressed within each monolayer making
up a bilayer.

The osmotic stress method described here and originally developed to measure forces between
bilayers in multilayer arrays, has been used to measure the work of dehydrating and deforming the
aqueous cavities in the hexagonal phase. As one then stresses the HII phase osmotically, removing
water and bending the lipid monolayers enforcing deviations from Ro, it has become possible to
map the structural dimensions of the lipid/water system at the same time as one determines the
free energy of the components, just as has been described for the lamellar phase.

The first detailed analysis of such a system, that of DOPE and DOPE/DOPC mixtures, has
been published (Rand et al., 1990). The following is a summary of a number of remarkable features
that emerge:

Lipid allowed to form the hexagonal phase can hydrate to a much greater extent than it does
in its lamellar form. This is understood in terms of the monolayer curvature energy,
whereby in addition to the water required for direct hydration of the polar groups, addi-
tional quantities are required to fill large aqueous cavities in order for Ro to be expressed
(see Figure 6.19).

Figure 6.20 shows that as water is removed and the monolayer is bent around an ever smaller
aqueous cylinder, the molecular area is compressed at the polar end of the molecule and
expanded at the hydrocarbon end. So there is a neutral or pivotal position along the length
of the phospholipid molecule, shown schematically in Figure 6.21, each side of which
molecular areas change in opposite directions as the monolayer is bent.

By defining Ro at the pivotal position, the measured energies are well fit by a quadratic
bending energy Ko/2 (1/R – 1/Ro)2; the fit yields bilayer bending moduli of Kc = 1.2 – 1.7
x 10-12 ergs, in good agreement with measurements from bilayer mechanics. On the other
hand, we emphasize that even though the measured energies fit so well with a quadratic
energy of curvature, this does not exclude the possibility that other kinds of interaction
or functional forms might give an equally good description of the data. Further, we
(Gawrisch et al., submitted) have recently discovered a facile, 0.1 kT per DOPE molecule,
reentrant hexagonal–lamellar–hexagonal sequence of phase transitions with osmotic stress.
The low energy of the hexagonal–lamellar transition belies the notion that uncurling the
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FIGURE 6.19 Variation in the volume of water per DOPE polar mass with osmotic stress for DOPE alone
(open squares), for DOPE/DOPC 3/1 lamellar phase (closed squares), and for the hexagonal phase formed by
DOPC/DOPE 3/1 with 20% added td (crosses). (Reprinted with permission from Rand et al. Biochemistry,
29:76–87. Copyright (1990) American Chemical Society).

FIGURE 6.20 Molecular areas calculated at the lipid water interface, (Aw), the pivotal position along the
length of the phospholipid molecule (see text), (App), and the end of the monolayer annulus (At), as they vary
with nw, the numbers of water per lip molecule. (a) DOPE (b) DOPE/DOPC 3/1 with added tetradecane
assumed to 12 wt% of the lipid. Note that in both cases, the area at the polar group end of the molecule
increases, whereas that at the ends of the hydrocarbon chains decreases as water is added and the overall
dimension of the hexagonal lattice increases. App, on the other hand, remains constant. (Reprinted with
permission from Rand et al. Biochemistry, 29:76–87. Copyright (1990) American Chemical Society.)
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hexagonal monolayer, against its measured bending modulus, to fit into a bilayer, which
requires 1.6 kT per molecule, dominates that transition. Rather, it clearly suggests that
factors other than curvature are working to provide the negative energy favoring the
hexagonal-to-lamellar transition.

For lipid mixtures, DOPE and DOPC, for example, enforced deviation of the HII monolayer
from Ro is sufficiently powerful to cause demixing of the phospholipids. And this demixing
is done in a way suggesting that the DOPE/DOPC ratio self-adjusts its Ro so that the
spontaneous curvature energy is minimized.

An understanding of the energies of the forming and deforming of such nonlamellar phases
should help in gauging the magnitude of any elastic strains within lipid bilayers. Such strains are
perceived as affecting the incorporation and function of proteins in membranes and membrane
destabilization in processes of membrane disruption and fusion.

6.15 THEORETICAL QUESTIONS

Much effort has been spent to develop a satisfactory theory of hydration. In lipid systems, difficulties
are compounded by the several phenomena affecting surface hydration. Bilayer undulation, lateral
compressibility and deformation, and polar group packing and rearrangement all no doubt contribute
to the wide range of force decay rates and works of dehydration that emerge in the comparisons
presented here and debated in the current literature.

FIGURE 6.21 Scale drawing of monolayers in the minimally and the maximally hydrated DOPE hexagonal
phase. The outlined radial sectors, surrounding the central water cores, represent the cross sections of constant-
thickness slabs, in the direction of the cylinder axis, which delimit the excluded volumes of single DOPE
molecules. The changes in sector dimensions illustrate that, when the monolayer is bent, the areas of the polar
and hydrocarbon ends of the molecule change in opposite directions as the molecule pivots around its position
of constant area, Rpp. That position, the neutral plane of the monolayer, is indicated by the solid line and is
one-third of the distance along the hydrocarbon chain from the polar group. (Changes in molecular area can
result from changes in dimension parallel to the cylinder axis, along the cylinder circumference, or both.
Whichever way area changes are attributed does not change the neutral plane. In this drawing, the slab thickness
at the pivotal position has been taken as constant during monolayer bending.) (Reprinted with permission
from Rand et al. Biochemistry, 29:76–87. Copyright (1990) American Chemical Society.)

Rpp
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Why “hydration” at all? Essentially because of the work encountered in bringing together neutral
bilayers in distilled water or low salt buffers, added salt seems to make relatively little difference,
except at molar concentrations (Afzal et al., 1984). Charged bilayers do interact in ways that suggest
salt-screened electrostatic double layers, but only at distances greater than where strong forces are
encountered between neutral bilayers. At shorter distances (~20 Å) charged bilayer repulsion usually
resembles that between neutral phospholipid bilayers (Loosley-Millman et al., 1982).

So, at the root level, a “hydration” or “dehydration” force implies a work of removal of water
from between membrane or molecular surfaces. One could include in that work any steric forces
of polar groups or of entire undulating bilayers, specific arrangements of polar groups that enable
attraction as well as repulsion, and actual adsorption of water to the membrane polar groups. It is
not clear when any of these factors stands out so clearly as to be distinctly identified. What is clear,
though, is that it has not been possible to rationalize measured forces with any theory that neglects
the structure of the intervening solvent.

For simplicity, we still favor the approach originally proposed by Marcelja and coworkers
(1976). A polar surface will perturb aqueous solvent just next to it; and the propagation of this
perturbation by solvent–solvent interactions mediates a force that extends, with a solvent-charac-
teristic length, over many solvent layers. The strength of interaction was seen as a function of the
perturbing strength of the surface, while its exponential decay was a characteristic of the intervening
solvent. The original formulation spoke in terms of an order parameter of undetermined type. Gruen
and Marcelja (1983) emphasized the importance of water polarization, whereas later studies by
Kjellander and Marcelja (1985) examined the possibility of H-bond rearrangement within the water
solvent or of the coordination of water molecules. The formulation of Schiby and Ruckenstein
(1983) emphasized the importance of surface polarization and water dipole interactions.

Cevc and coworkers (1982, 1985) have argued for recognition of a hydration potential, a
measure of the polarizing or hydrating power of polar groups, rather than a fixed value for the
operative order parameter at the hydrating surface. This idea of a potential has been developed into
an effective surface polarity, a function of polar group ionization, methylation, or other surface
parameters, that is responsible for reorganizing boundary water (Cevc and Marsh, 1987). It has
been possible to create a self-consistent model allowing a near-quantitative explanation of a large
body of data on phase transitions (Cevc, 1987; Cevc and Marsh, 1985). Much of this material has
been reviewed in some detail (Cevc and Marsh, 1987). Simon et al. (1988) have argued that the
surface potential, measured across phospholipid monolayers in presumed equilibrium with free
multilayers, is the organizing potential that would file into the Cevc et al. formalism. Because
dipole potentials can be inferred from bilayer transport measurements, it seems worthwhile to
investigate this claim by direct comparison.

Kornyshev et al. (1985) use a continuum dielectric formalism with a nonlocal response to
rationalize the decay of hydration forces. In recent work, they have succeeded in coupling solvent
correlation length with the lattice constant of interacting surfaces. The result is a net decay length
that can be different for different surfaces interacting across the same solvent material (Dzhava-
khidze et al., 1987). Attard and Batchelor (1988) have proposed a model that recognizes the
progressive entropy loss (or enthalpy gain) of the surface-perturbed water H-bond network. Decay
lengths reflect surface boundary conditions, as well as solvent lattice lengths, to allow some variation
in decay rate. This approach emphasizes the nonelectrostatic nature of the solvent parameter that
mediates hydration forces.

Indeed, the continuous 1 to 3 Å range of measured decay rates for forces between phospholipid
bilayers suggests that a single-decay picture is either inadequate or results from being combined
with other forces. Forces decaying exponentially with ~3 Å decay constants have been seen much
more consistently between linear polyelectrolytes (Rau et al., 1984). Perhaps in these systems they
can be more fruitfully analyzed theoretically.

Computer simulations of H-bonding water near polar surfaces (Kjellander and Marcelja, 1985)
do not show the kind of extended decay of perturbation expected from the original Marcelja
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formalism or presumably from later H-bond models. But this may be due simply to the fact that
these simulations are accurate to some 0.5 kcal/mol of solvent (e.g., Jorgensen et al., 1985) while
the perturbations of water that seem to be important are as small as ~1 cal/mol (Figure 6.16).
Indeed, the essence of these forces, and the reason they were not expected from probes of water
itself, is that they come from virtually undetectable perturbations of solvent summed over large
numbers of water molecules. One can get some idea of the difficulty of modeling hydration forces
by looking at the force distance curve in chemical, rather than physical, units. The right-hand scale
in Figure 6.16 shows the applied osmotic stress in units of small calories. It is immediately clear
that the pressures over which forces are observed correspond to perturbations that are less than
thermal energy (~600 cal/mol) on most of the intervening water molecules.

McIntosh and coworkers (1988) have suggested from data on eggPC that there is an additional
upward break in the pressure vs. spacing curve that is due to steric repulsion between bilayers that
have less than ~10 water molecules per PC. Such an upward break is not seen in the PC data
processed as we have done here. Its appearance depends heavily on the definition of bilayer
thickness. Should one expect interactions between hydrated polar species to be separable into
hydration and steric components when the polar group conformations will always involve their
associated water? Or does hydration repulsion combine both such interactions, inasmuch as one
expects continuously increased polar group restrictions from the very first steps of dehydration?

6.16 HYDRATION ATTRACTION?

In their review of structure in ordered phospholipid phases, Hauser et al. (1981) made clear the
intricate pattern of hydrogen bonds among the phospholipid polar groups and their hydrating waters.
These patterns are expected among phospholipids such as certain PEs that take up relatively little
water compared to PCs or to charged species (Kolber and Haynes, 1979; McIntosh and Simon,
1986). Can the great strength of adhesion in these systems (Table 6.4) be explained solely in terms
of weakened hydration repulsion to allow a relatively strong van der Waals attraction? Or can
solvent restructuring, thought to cause repulsion between hydrating surfaces, also mediate attraction
between laterally ordered surfaces?

Crystal structures have provided direct observation of intermolecular ammonium-phosphate
linkages having the dual character of both salt bridge and hydrogen bond in DLPE bilayers (for a
review, see Hauser et al., 1981). A variety of water-mediated H-bonded linkages between the
phosphate oxygens both within and between apposing DMPC bilayer planes has also been described
in DMPC crystals. One expects such arrangements when the number of water molecules per polar
group is small enough that discrete polar and water layers are less likely. Kolber and Haynes (1979)
and McIntosh et al. (1988) have suggested that such arrangements occur at the low hydration levels
seen in PE bilayers. Water networks with both attractive and repulsive orientations exist in other
crystalline structures (Savage, 1986). Although bilayers with melted hydrocarbon chains are molec-
ularly more dynamic than the crystals, one would still expect such networks to exist between
molecules whose mobility is less than that of water itself. Equilibrium hydration always represents
a balance of all attractive and repulsive components. What we propose here is that the observed
range of hydration results, in part, from changes in that balance resulting from both attractive and
repulsive orientations of water between bilayers.

More specifically, the attractive force may be thought of as resulting from a complementarity
between phosphate and amine polar charges on facing surfaces, interacting by structurally perturb-
ing the intervening water. Specifically, if simplistically, one expects that the amine and the phosphate
regions on the PE headgroup polarize or otherwise perturb water in opposite directions. The nature
of this perturbation and of its propagation into the aqueous space is thought of as a restructuring
of solvent molecules, as formulated earlier by Marcelja and Radic (1982). There are two extremes
in the relative orientations of the polar groups sitting on apposing surfaces: amine-to-amine and
phosphate-to-phosphate, noncomplementary and repulsive; or amine-to-phosphate, complementary

1403_C06.fm  Page 235  Thursday, May 20, 2004  9:52 AM



236 The Structure of Biological Membranes, Second Edition

and expected to be attractive, as shown in Figure 6.22. Totally random orientation, unless the
strengths of amine and phosphate are closely matched, will lead to net repulsion. We suggest that
all orientations can exist between bilayers, their balance being determined by the correlations that
are allowed under the constraints of molecular packing within the bilayers. Such obvious comple-
mentarity as between amine and phosphate groups is not required to achieve such water bridges
between groups. For example, water-mediated H-bonded linkages between phospholipid oxygens
are seen between apposing DMPC bilayer planes in DMPC crystals. We emphasize that any
complementarity is likely to be dynamic, in that the polar groups on both surfaces are in continual
motion, although much slower than the intervening water molecules, while interacting with each
other. In some ways, the attraction thus resembles the mutual motion and perturbation that is the
basis of very low frequency van der Waals forces (Mahantly and Ninham, 1976; Parsegian, 1975).
These will be opposed by noncomplementing polar groups, the original hydration repulsion.

As noted earlier, multilayers of PE as a class tend to imbibe less water than PCs. Still, there
is a larger range in the amount of uptake; natural PEs with heterogeneous chains such as eggPE
swell the most. Remarkably, even one methylation of a PE or the addition of methylated species
to a bilayer will lead to sudden swelling of the multilayer lattice (Figure 6.8). If one relies only
on average properties of the bilayer surface, it is hard to see how a generalized hydration repulsion
and van der Waals force cause such different results with chemically similar surfaces.

The same Marcelja order-parameter formulation that describes hydration repulsion between
like surfaces will also predict attraction between surfaces of opposite polarizing tendencies. Indeed,
this formalism has been applied to the long-range attraction observed between DNA double helices.
There is a characteristic 3 Å exponentially decaying repulsion, much more cleanly defined than
what is seen among lipids, that becomes a 1.5 Å decay when DNA binds certain polyvalent cations.
The shift in decay length is characteristic of the Marcelja model rederived for ordered heteroge-
neous surfaces.

We have suggested elsewhere (Rand et al., 1988) that the same kind of combined hydration
repulsion and attraction might also explain the shortened decay rate of repulsion between poorly
swelling PEs, such as POPE, and that a solvent-structure-mediated attraction might explain the
anomalously high attraction seen in these cases (Rand et al., 1988; Marra and Israelachvili, 1985).
We suggest that the full range of degrees of hydration and of interbilayer spacings observed for

FIGURE 6.22 Schematic diagram showing spatial correlations of the polar heads of the phospholipid mole-
cules, each of which has groups capable of polarizing water in opposite directions. Hydrogen-bonded water
bridges can then span the space between complementary groups, which may not themselves hydrogen-bond
because of constraints imposed by the packing of the other parts of the molecule.
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different neutral bilayers results in part from variable contributions of the attractive and repulsive
hydration components. The extremes are exemplified by the dominance of attraction between PE
bilayers with crystalline hydrocarbon chains and the dominance of repulsion and full hydration of
melted PC bilayers. Within the variable hydration of the PEs with melted chains, one sees evidence
of variable hydration attraction. With or without the postulated attraction, though, good estimates
of adhesion energy can be obtained. It is necessary, therefore, to make other critical tests to
distinguish the alternatives.

One should also be aware of a growing literature on attractive forces that will occur between
surfaces of mutually orienting dipoles. Several models have appeared (Kjellander, 1984; Podgornik,
1988; Atford et al., 1988) using classical electrostatics to formulate a dipolar fluctuation force
appropriate to polar zwitterions attached near a dielectric interface.

6.17 CONCLUSIONS

In a broad sense, any work to remove water is a form of hydration (or dehydration) force. One has
grown accustomed to using “hydration force” for that part of the work due to perturbation of water
structure by the membrane or molecular surface. From this perspective, it is puzzling why neutral
bilayers will repel at ~20 Å separation. But membrane undulation, polar group steric factors,
electrostatic forces, and even van der Waals attraction might also contribute to the work of dehy-
dration. The real problem is to determine the distinguishing features, relative importance, and
interplay of these factors in what we have empirically called “hydration forces.” Solution of the
problem is impeded by many experimental uncertainties intrinsic to the structural disorder of most
phospholipid liquid–crystalline systems.

In phospholipid crystals where such disorder does not exist, X-ray crystallographic determina-
tions show an intricate arrangement of polar groups with positive and negative charges neatly
matched between facing bilayers, an intricate set of hydrogen bonds among lipid zwitterions and
the few included water molecules (see, e.g., Hauser et al., 1981; Small, 1986). But most lipid
species under most aqueous conditions do not form such dehydrated crystals. Apparently, these
precise arrangements of polar groups do not occur with such low energy as to create a significant
driving force for crystal formation; a preexisting order in the rest of the bilayer seems to be
necessary. In fact, most systems are driven to hydrate.

The simplest measure of hydration, maximum water uptake by neutral phospholipids, shows
that disruptions of bilayer order (from double bonds in the hydrocarbon chain, from heterogeneity
of chain type, from chain melting, from bulky methyl groups on polar amines) all seem to increase
the uptake of water, to drive bilayers from crystalline arrangements. There is a kind of synergy in
this drive. Disorder in the lipid causes water uptake by disrupted polar groups that concomitantly
loosens bilayer structure. We find it remarkable that the equivalent molar concentration of zwitte-
rions, even at full bilayer swelling, is far greater than the saturating solution concentration of these
same polar groups existing as pure unattached solutes. But when they are attached to nonpolar
hydrocarbon chains, these closely packed polar groups virtually never precipitate into crystalline
ordered arrays. The natural tension between the hydrophilic and hydrophobic parts keeps the polar
groups themselves posed between precipitation and dissolution.

However, to go further, to describe the physical forces that swell the space between bilayers,
one must rely heavily on definitions of bilayer thickness and separation. Difficulties are especially
severe at low levels of hydration. Just as there is no mathematically ideal interface to define the
progressive change from lipid to water regions, so there is no way to state boundaries without some
idealization or ancillary construction. The progressive work of hydration, a pressure times a change
in volume, is thermodynamically well defined. Molecular dimensions are not. Different defini-
tions/constructions based on very low-resolution electron density maps with additional assumptions
from models, or definitions based primarily on the water to lipid mass, lead to different comparative
hydration strengths and even different features of the pressure vs. distance curves.
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One such qualitative difference in feature has evoked the proposal of molecular steric interac-
tions of polar groups (McIntosh et al., 1987). These are suggested by an upward break in the
pressure vs. separation at less than 10 Å separation. But such a break is far more evident from low-
resolution electron density construction than from a mass average construction, which so far
suggests hardly any break at all. Clearly, this region of high osmotic stress and very limited hydration
merits far more study using both forms of data analysis. If this thermodynamic-structural work
could be coupled with better probes of changes in polar-group order — by neutron diffraction or
by nuclear magnetic resonance, or perhaps by more precise analysis of thermal transitions — then
the action of polar group steric forces would be more systematically understood.

At greater separations between bilayers, where polar group crowding between bilayers is no
longer expected, there is still a question how much of the observed hydration repulsion is due to
straight affinity of water for the polar interface and to what extent that underlying force is enhanced
by forces of membrane undulation. If means could be devised to monitor membrane disorder, as
has been possible for forces between polyelectrolytes, then one would have a clearer idea of the
magnitude of the underlying hydration itself.

In any event, there are questions about the molecular basis of hydration, about the mechanism
by which water will be perturbed some layers from the surface. And of all the possible contributions
to total hydration, do differences in total water uptake reflect differences in mechanisms of attraction
between different kinds of polar layers? Or are there simply differences in strengths of repulsion
with broadly similar van der Waals attractive forces? Does the presence of a net electrostatic charge
that can drive bilayers to indefinitely large separation also affect surface-bound water to change
surface hydration forces? Does the exclusion of solutes — small sugars or large polymers — that
are unable to compete for water near the bilayer interface create thermodynamically different
conditions for bilayer stability?
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7.1 INTRODUCTION

 

Cholesterol has long been a subject of intense interest because of the critical roles it plays in normal
cell biology and in the pathogenesis of disease. Cholesterol plays these roles from its location in
the membranes of cells, where it modulates membrane structure, dynamics, and function. Sufficient
information is now available to support at least a partial understanding of the molecular basis for
these roles of cholesterol in normal cell biology.

Cholesterol modulates membrane structure, dynamics, and/or function through three major
molecular mechanisms in cholesterol-requiring cells:

1. Cholesterol modulates membrane protein function through sterol–protein interactions
within the membrane.

2. Cholesterol modulates the internal properties of the lipid bilayer of the cell membrane
and through that process affects membrane protein function.

3. Cholesterol alters the lateral distribution of components in the cell membrane.

The first two mechanisms will be discussed in this chapter. The third concept is today called 

 

rafts

 

and is the subject of Chapter 9. A previous review contains more details from the older literature
(Yeagle 1985a).

 

7.2 FUNCTIONAL EVOLUTION OF CHOLESTEROL

 

Cholesterol is the end product of a series of over three dozen enzyme-catalyzed steps. Eighteen
enzyme-catalyzed steps are required just to transform lanosterol (Figure 7.1), a sterol seemingly
rather similar to cholesterol, into cholesterol (Faust and others 1988). Production of cholesterol for
cholesterol-requiring cells is therefore complicated and energy intensive. Bloch suggested that
evolutionary pressure for a more biologically competent sterol led to the development of the
enzymatic pathway from lanosterol to cholesterol (Bloch 1976). Presumably the modest chemical
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differences between lanosterol and cholesterol are sufficiently critical in cellular function to justify
this enormous investment in metabolic energy and complexity required to achieve cholesterol
synthesis. Such considerations suggest that details of sterol chemical structure present important
clues to the molecular mechanisms for cholesterol modulation of membrane function. This discus-
sion will follow that lead. These clues will direct us to the first two molecular mechanisms
introduced previously.

Mammalian cells require cholesterol for cell growth. This subject has been difficult to investigate
experimentally because sterol auxotrophy is normally lethal to mammalian cells. However, inhibi-
tion of cholesterol biosynthesis (for example, by inhibition of HMGCoA reductase, the enzyme
catalyzing the rate-limiting step in cholesterol biosynthesis) inhibits cell growth (Chen and others
1974). Although this inhibition could result from the loss of other products made intracellularly
from mevalonate, addition of cholesterol to the culture medium restored cell growth (Brown and
Goldstein 1974). Work on a human macrophagelike cell line further expands these observations.
Cell growth demanded a highly specific sterol requirement; specific features of the chemical
structure of cholesterol were required to support growth (Esfahani and others 1984). These results
illustrate the essential requirement of cholesterol for mammalian cells.

 

Mycoplasma mycoides

 

 have a similar requirement for cholesterol to sustain cell growth. 

 

M.
mycoides

 

 do not synthesize cholesterol and so must take up this sterol from the medium. Deprivation
of cholesterol inhibits cell growth; addition of cholesterol to the medium restores cell growth.
Addition of lanosterol, in the absence of any cholesterol, does not support cell growth (Dahl and
Dahl 1988). Thus, the cell is able to recognize the modest differences in chemical structure between
lanosterol and cholesterol, such that growth is supported by cholesterol and not by lanosterol.

 

Saccharomyces cerevisiae 

 

have an analogous and specific requirement for a different sterol:
ergosterol (see Figure 7.1). Anaerobic growth (when the absence of oxygen inhibits oxidative
reactions leading to sterol production) requires the presence of ergosterol in the medium. Addition
of cholesterol, only, to the medium will not support cell growth (Andreason and Stier 1953). 

 

S.
cerevisiae

 

 therefore have a specific requirement for ergosterol for cell growth and can distinguish
between the chemical structure of cholesterol and the chemical structure of ergosterol.

 

FIGURE 7.1

 

Chemical structures of common biological sterols.

Cholesterol

HO

HO

HO
CH3 CH3

CH3

Ergosterol

Lanosterol
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These examples provide a view into the remarkable achievements of functional evolution of
sterols. 

 

S. cerevisiae

 

 have evolved a requirement for ergosterol, a requirement that cannot be met
by cholesterol. 

 

M. mycoides

 

 have evolved a requirement for cholesterol that cannot be met by
lanosterol. Mammalian cells have evolved a requirement for cholesterol that cannot be met by other
sterols. By what molecular mechanism 

 

M. mycoides

 

 could distinguish between lanosterol and
cholesterol, and 

 

S. cerevisiae

 

 could distinguish between ergosterol and cholesterol, and mammalian
cells can differentiate cholesterol from other sterols, is the subject of the next section. This
discussion of sterol specificity serves to focus attention on the central question of the critical role
of sterols in biology.

 

7.3 MOLECULAR BASIS FOR SPECIFICITY OF STEROLS IN 
SUPPORT OF CELL GROWTH

 

To understand the sterol specificities described earlier requires molecular mechanisms that can
distinguish small differences in the chemical structures of the sterols. The ability of cells to
distinguish sterol structure is quite dramatic: one sterol cannot substitute for another in supporting
cell growth. Such exquisite molecular selectivity is generally achieved in biology through protein
recognition of ligands. For example, enzymes can be extraordinarily specific for details of chemical
structure in selecting those compounds that will function as substrate. For reasons that will be
described later, general sterol effects on the lipid bilayer of membranes cannot explain the sterol
requirements for cell growth for mammalian cells, ergosterol support of 

 

S. cerevisiae

 

 growth, or
cholesterol support of 

 

M. mycoides

 

 growth. Therefore, one should look for evidence of sterol–pro-
tein interactions in membranes as an explanation of this sterol specificity in support of growth.

Cholesterol modulates critical membrane transport processes in an interesting way. In particular,
some transport processes appear to require cholesterol in the membrane to operate. For example,
consider the Na

 

+

 

K

 

+

 

ATPase. The Na

 

+

 

K

 

+

 

ATPase is found in the plasma membrane and maintains the
transmembrane Na

 

+

 

 and K

 

+

 

 gradients across the plasma membrane and the correlated transmem-
brane electrical potential. This enzyme transport system is the single greatest user of ATP in many
cells; thus, this protein represents a key component of cell viability. By altering cholesterol content
in isolated plasma membranes containing the Na

 

+

 

K

 

+

 

ATPase, cholesterol was found to stimulate
ATPase activity of this membrane enzyme at low to moderate cholesterol contents. From a choles-
terol/phospholipid mole ratio of 0 to a ratio of about 0.35, an increase in membrane cholesterol
content resulted in an increase in ATP hydrolyzing activity. Extrapolation to a cholesterol/phos-
pholipid mole ratio of 0 suggests that this enzyme is not active (or exhibits very low activity) in
the absence of cholesterol in the membrane (Sotomayor and others 2000; Yeagle and others 1988).
Even depletion 

 

in vivo

 

 in human subjects of erythrocyte cholesterol led to a significant loss of
Na

 

+

 

K

 

+

 

ATPase activity (Shanmugasundaram and others 1992).
Similar sensitivity of other transport functions to membrane cholesterol content has been

reported. At low to moderate membrane cholesterol contents, cholesterol stimulated activity of Na

 

+

 

-
Ca

 

2+

 

 exchange (Vemuri and Philipson 1989), ATP-ADP exchange (Kramer 1982), glutamate trans-
port (Shouffani and Kanner 1990), GABA transport (Shouffani and Kanner 1990), and carrier-
mediated lactate transport (Grunze and others 1980). Cholesterol is required for activity of the
acetyl choline receptor (Craido and others 1982). Cholesterol is also required for galanin binding
to the galanin receptor (Pang and others 1999). In all of these examples, the data suggest that little
or no activity is observed in the absence of cholesterol in the membrane.

Some evidence has been reported that suggests binding of cholesterol to membrane proteins.
Binding of cholesterol by a protein could readily explain the specificity of the sterol-dependent
growth phenomenon discussed earlier for details in sterol structure. Older literature contains data
suggestive of cholesterol binding to human erythrocyte glycophorin (Yeagle 1984) and band 3 (anion
transport protein) (Klappauf and Schubert 1977; Schubert and Boss 1982). Subsequently, cholesterol
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binding to the fusion protein of the Sendai virus envelope (Asano and Asano 1988) and to rhodopsin
was reported (Albert and others 1996), as well as other receptors (Gimpl and others 1997).

In recent studies with direct relevance to this question, cholesterol binding to proteins involved
in cholesterol homeostasis, such as the SCAP protein, has been observed (Brown and others 2002).
Cholesterol apparently interacts with P-glycoprotein in a manner that may contribute to raft stability
(Garrigues and others 2002). Cholesterol was found to interact specifically with the serotonin
transporter (Scanlon and others 2001).

Therefore, cholesterol may bind to membrane proteins. Such binding offers a possible expla-
nation for the specificity observed from the sterol requirements for cell growth. However, the
question remains whether the enzymes, noted previously, that require cholesterol for full expression
of activity have a specificity for cholesterol relative to other sterols. This question was addressed
in experiments with the Na

 

+

 

K

 

+

 

ATPase. After removal of cholesterol from the membrane, the ability
of sterols to restimulate activity was examined. The Na

 

+

 

K

 

+

 

ATPase exhibited considerable sensitivity
to sterol structure. Lanosterol and ergosterol were much less effective in supporting activity of this
enzyme than was cholesterol (Yeagle and others 1988). This specificity mimicked what was
observed for

 

 M. mycoides

 

; cholesterol supported cell growth, whereas lanosterol did not. This
specificity also is consistent with the response to sterols of the human macrophagelike cell line
described earlier. If membrane enzymes critical to cell viability, and thus to cell growth, have a
specificity for cholesterol in the membrane, then it is reasonable to expect that overall cell growth
characteristics would also have a specific requirement for cholesterol.

These data and arguments support an hypothesis that cholesterol modulates some membrane
protein function through sterol–protein interactions within the membrane and that these interactions
are specific for the chemical structure of the sterol. Thus, this hypothesis suggests that 

 

S. cerevisiae

 

have evolved to require the particular structure of ergosterol for cell growth through the development
of ergosterol–protein interactions in membranes, and mammalian cells have evolved an analogous
specificity for cholesterol through cholesterol–protein interactions in membranes.

An alternative hypothesis for the specific requirements of cholesterol invokes the ability of
cholesterol (and not other sterols) to alter the physical properties of the lipid bilayer in the
membrane. One measure of this abilility of cholesterol is the condensing effect of cholesterol on
the bilayer (more of this will be discussed later). This is a measure of the ability of the sterol to
reduce the average cross-sectional area of the phospholipids in the membrane, proportional to the
sterol content of the bilayer. Cholesterol is more effective at condensing the membrane than many
other sterols. Cholesterol is the required sterol for mammalian cells, so the superior ability of
cholesterol to condense lipid bilayers might be consistent with the requirement of cholesterol by
mammalian cells. However, ergosterol is significantly less effective than cholesterol at condensing
lipid bilayers, and yet it is the sterol specifically required by 

 

S. cerevisiae

 

. Analysis of the relation-
ship between the condensing ability of sterols and their ability to support membrane enzyme
activities shows no simple correlation (Yeagle 1991). Furthermore, the ability of sterols to condense
bilayers is insignificant at low sterol content, where small increases in sterol content (at low overall
sterol content) lead to significant increases in activity of enzymes dependent on sterol for function.

Therefore, the latter hypothesis can be rejected. The most reasonable explanation for the specific
requirement of cholesterol for mammalian cells and ergosterol for yeast is a direct interaction
between the sterol and critical membrane enzymes within the membrane. In this model, the required
sterol acts through the membrane analogously to the modulation of water-soluble enzymes by
effectors. The site for interaction would be expected to exhibit an affinity for the appropriate sterol,
such that the extent of binding would be governed by the sterol content of the membrane: higher
sterol content would result in higher occupancy of the site and a greater response by the enzyme.
Because the sterol is binding to the enzyme at a site, the chemical nature of that site would best
match one particular sterol, giving rise to the observed specificity for sterols. As in the case of
water-soluble enzymes, effectors can either stimulate or inhibit enzymes. The Na

 

+

 

K

 

+

 

ATPase is an
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example of specific cholesterol stimulation of a membrane enzyme. In principle, enzyme inhibition
could also be achieved by sterol’s binding to other membrane enzymes.

 

7.4 FUNDAMENTAL PROPERTIES OF CHOLESTEROL 
IN MEMBRANES

 

Cholesterol consists of a planar ring system of four fused carbon rings (Figure 7.1). The ring system
is normally considered to be flat and conformationally restricted. However, X-ray crystallography
has revealed that the A ring can adopt an alternate conformation and that the hydrocarbon tail of
the molecule has even more possible conformations (Duax and others 1988). Thus, the fused ring
system is considered to be largely rigid, whereas the hydrocarbon tail is much more disordered.

Cholesterol is an amphipathic molecule. The A ring contains a 3

 

b

 

-hydroxyl group. Although
small, this polar group is sufficient to orient cholesterol in the membrane. In a lipid bilayer, the
fused-ring system of cholesterol is oriented parallel to the hydrocarbon chains of the lipids. The
hydroxyl makes the sterol surface active and is located in the interfacial region of the bilayer.
Cholesterol is very hydrophobic and exhibits very low solubility in aqueous media (nM). Choles-
terol is readily accommodated in membranes at high levels, up to 1:1 mole ratio with the phos-
pholipids, or even higher under some circumstances. Later, these features will be discussed more
fully. The 

 

b

 

-configuration of the hydroxyl is important; epicholesterol, an otherwise identical sterol,
has a 3

 

a

 

-hydroxyl group. Epicholesterol has very different physical properties in the membrane
from cholesterol.

Cholesterol may form homodimers. Evidence from partitioning experiments (Feher and others
1974; Gilbert and Reynolds 1976) and from X-ray crystallography (Duax and others 1988) suggests
such a dimer may form. Observations of cholesterol dimer formation have assisted the development
of models for cholesterol organization in lipid bilayers (Martin and Yeagle 1978).

Because of the hydrophobic effect, free cholesterol in cells is located in the membranes. The
distribution of cholesterol among the membranes of the cell is inhomogeneous. Membranes with
the highest cholesterol content are plasma membranes of cells. For example, the human erythrocyte
plasma membrane contains approximately 45 mole% cholesterol with respect to the other membrane
lipids (Cooper 1978). In contrast, intracellular membranes contain signficantly less cholesterol. For
example, the endoplasmic reticulum contains 10 to 12 mole% cholesterol. Golgi are intermediate
in cholesterol content between endoplasmic reticulum and plasma membrane. Typical mitochondrial
membranes contain vanishingly small amounts of cholesterol. Cholesterol has been suggested to
be asymmetrically distributed across the plasma membrane of cells with an enrichment on the
cytoplasmic face (Hale and Schroeder 1982; Schroeder 1981; Schroeder and others 1995).

An interesting example of the inhomogeneity of cholesterol contents among cell membranes
can be found in the mammalian retinal rod cells. The outer segment of these cells contains a stack
of disk membranes holding the photopigment rhodopsin. These disks are formed at the base of the
outer segment from the plasma membrane and, with time, move up the outer segment until the old
disks are phagocytosed from the apical tip. New disks are high in cholesterol, and old disks are
much lower in cholesterol (Boesze-Battaglia and others 1990). In this dynamic system, the new
disks reflect the cholesterol content of the plasma membrane from which they were formed. As the
disks age, there is a time-dependent migration of cholesterol out of the disk membranes.

If cell membranes have different cholesterol contents, the question arises whether cholesterol
can move between membranes. Lipid vesicles without cholesterol, when incubated with biological
membranes, can deplete the biological membrane of cholesterol (Lange and others 1980). Therefore,
cholesterol can exchange between membranes. Two general mechanisms are extant. Cholesterol
can exchange between two membranes following close approach or collision of the membranes
(McLean and Phillips 1981). Cholesterol can also exchange through the aqueous phase without
close approach of the membranes, although this is much slower than the first mechanism (Backer
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and Dawidowicz 1981a). It is thought that, in both mechanisms, cholesterol has some exposure to
the aqueous phase. Although this is thermodynamically unfavorable, nevertheless, cholesterol is
soluble at nM concentrations, and thus a monomer or dimer in the aqueous phase is a possibility
as part of a kinetic mechanism.

Some information is available about cholesterol exchange rates between membranes. The most
interesting observation is that sphingomyelin decreases dramatically the exchange rate of cholesterol
between membranes (Lange and others 1979; Yeagle and Young 1986). This observation may be
relevant to more recent observations of raft formations, where the rafts are believed to consist of
sphingomyelin and cholesterol.

From these cholesterol exchange experiments, data on factors affecting the distribution of
cholesterol among membranes has been obtained (Yeagle and Young 1986). The most dramatic
effect on cholesterol distribution among membranes arises from phosphatidylethanolamine (PE).
Membranes rich in phosphatidylethanolamine provide a thermodynamically unfavorable environ-
ment for cholesterol. This observation is particularly interesting in the context of the rod outer
segment disk membranes noted previously. When new disks are formed, PE content is very high
(relative to other membranes) and is the most abundant of phospholipid species in the membrane.
Thus it is not surprising that, after formation of the new disk, disk membrane cholesterol is rapidly
lost. Recent experiments have identified highly unsaturated phospholipids, such as those containing
22:6 (docosahexenoic acid), as an unfavorable environment for cholesterol, as well (Mitchell and
Litman 1998). Exacerbating the problems for cholesterol in the high PE disks is the high content
of 22:6 in that membrane.

Cholesterol can undergo flip-flop across lipid bilayers and biological membranes. 

 

Flip-flop

 

refers to the transfer of cholesterol from one leaflet of the bilayer to the other leaflet of the bilayer,
or from exposure of the hydroxyl on one side of the bilayer to exposure of the hydroxyl on the
opposite side of the bilayer. In small vesicles, flip-flop of cholesterol is rapid (Backer and Dawid-
owicz 1981b; Lange and others 1981). Similar measurements in cellular membranes have given
mixed results. For example, in erythrocyte membranes, cholesterol flip-flop is rapid (Backer and
Dawidowicz 1981b; Lange and others 1981), whereas in mycoplasma cholesterol flip-flop is much
slower (Clejan and Bittman 1984).

The dynamics of cholesterol in membranes have been examined in some detail. Cholesterol is
quite rigid in the membrane, exhibiting only axial diffusion about an axis perpendicular to the
membrane surface and a time dependence of the orientation of the director for axial diffusion (or

 

wobble

 

). Spin-label experiments showed a rotational correlation time about the long axis of choles-
terol of about 0.1 ns (Schindler and Seelig 1974). Time-resolved fluorescence measurements revealed
a correlation time of wobble of the long axis of the sterol of about 1 ns (Yeagle and others 1990).

Sterol dynamics in the membrane show considerable sensitivity to the structure of the sterol.
Lanosterol is not as ordered in the membrane as cholesterol (Yeagle 1985b; Yeagle and others
1977b). Epicholesterol (with the 3

 

a

 

 hydroxyl) is also less ordered in the membrane than cholesterol
(Brainard and Szabo 1981).

Cholesterol has been localized in the membrane through the use of neutron diffraction exper-
iments. The data indicate that the 3

 

b

 

-hydroxyl of the cholesterol molecule is in the immediate
vicinity of the ester carbonyl of the phospholipid (Franks 1976; Worcester and Franks 1976). Huang
has suggested that the sterol hydroxyl is hydrogen-bonded to the ester carbonyl of the phospholipid
(Huang 1976). Even at low cholesterol contents, cholesterol is likely segregated into sterol-rich
regions in the membrane (Mabrey and others 1978; Smutzer and Yeagle 1985).

 

7.4.1 S

 

TEROL

 

 O

 

RDERING

 

 

 

OF

 

 M

 

EMBRANES

 

The most widely recognized property of cholesterol in lipid bilayers and biological membranes is
the ordering of the membrane lipids due to the incorporation of cholesterol in the membrane. This
phenomenon is now well understood and is the subject of this section.
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One of the earliest studies on cholesterol in phospholipid bilayers reported that cholesterol
altered the gel to liquid–crystalline phase transition of the phospholipid (Oldfield and Chapman
1972). Cholesterol was suggested to induce a new physical state, separate from the gel state and
from the liquid–crystalline state. Today, this state is referred to as the 

 

liquid-ordered state.

 

 The
dynamics of this state are best described using the concept of motional order.

Motional order can be readily determined using 

 

2

 

H NMR (Seelig and Seelig 1974). Motional
order refers to the degrees of freedom of motion a molecule or a segment of a molecule can
experience. Motional order is largely determined by the extent of isomerizations about the car-
bon–carbon single bonds in the lipids and to overall molecular motion. Motional order is not a
measure of the rates of motion (though the rates of motion may limit the sensitivity of a particular
probing method to degrees of disorder). For the lipid hydrocarbon chains in a bilayer, increasing
motional order corresponds to a decrease in the 

 

trans-

 

gauche isomerizations of the carbon–carbon
single bonds in the hydrocarbon chain. Disordering corresponds to an increase in the incidence of
“kinks” in the lipid hydrocarbon chain. A kink results from the conversion of a 

 

trans

 

 configuration
into a 

 

cis

 

 configuration. When this occurs, the overall direction of the hydrocarbon chain is altered.
A complementary isomerization at a neighboring carbon–carbon bond produces a kink in the chain,
with the overall direction of the chain unchanged but with a displacement of the director of the
hydrocarbon chain. The introduction of a kink leads to a packing defect in the bilayer, a transient
void on the molecular level.

These experiments have provided a view of the hydrophobic interior of the phospholipid bilayer.
It is highly anisotropic and is characterized by an ordered region of the hydrocarbon chains near
the headgroup and a disordered region in the bilayer center. About half the chain is characterized
by relatively high order. When cholesterol is introduced into the lipid bilayer, the rigid fused-ring
system of the sterol lies in the highly ordered region and increases its average motional order. The
hydrocarbon tail of the cholesterol is substantially more ordered than the corresponding region of
the lipid hydrocarbon chains (DuFourc and others 1984).

A decrease in the 

 

trans

 

-gauche isomerizations of the carbon–carbon single bonds would increase
the effective length of the hydrocarbon chain. Therefore, one would expect that cholesterol would
increase the thickness of the hydrocarbon portion of a phospholipid bilayer. For phospholipids with
up to 16 carbon atoms in the hydrocarbon chain, cholesterol does increase the bilayer thickness
(McIntosh 1978). However, for a phospholipid with an 18-carbon chain, an interesting deviation
from this behavior is noted. Cholesterol decreases the bilayer width of these longer-chain phos-
pholipids (McIntosh 1978). This result can be readily understood in the context of the motional
ordering just discussed. Cholesterol is not as long as a phospholipid with an 18-carbon chain. This
leads to a packing defect in the center of the bilayer. The phospholipid hydrocarbon chain must
fill this packing defect, and to do so the end of the phospholipid hydrocarbon chain must become
more disordered. This should lead to an effective shortening of the chain, as is observed. The
ordering of the membrane lipid hydrocarbon chains by cholesterol is observed in biological mem-
branes, as well (Butler and others 1978; Kelusky and others 1983; Owen and others 1982; Pal and
others 1983; Rintoul and others 1979). Cholesterol does not interact as well with unsaturated lipids,
showing more disordering of the sterol in polyunsaturated bilayers than in less unsaturated bilayers
(Brzustowicz and others 1999).

Another measure of the ordering of membrane lipids by cholesterol is the condensing effect
observed in lipid monolayers. Cholesterol decreases the surface area per molecule occupied by
phospholipids at the air/water interface (Demel and others 1972a). Highly unsaturated phospholipids
are not condensed by cholesterol (Demel and others 1972b), consistent with the observations
mentioned earlier from exchange experiments that unsaturated phospholipid bilayers provide an
unfavorable environment for cholesterol. The 3

 

b

 

-hydroxyl and the planar ring are the most important
features of cholesterol for the condensing effect (Cadenhead and Landau 1979; Cadenhead and
Landau 1984; Landau and Cadenhead 1979a; Landau and Cadenhead 1979b).
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A third measure of the ordering of membrane lipids by cholesterol is membrane permeability
to small molecules. Passive permeability of phospholipid bilayers to glucose is inhibited by cho-
lesterol (Demel and others 1972a; Papahadjopoulos and others 1971). Because of the correspon-
dence between the effects of cholesterol on phospholipid chain ordering in bilayers and on bilayer
permeability, a model of the permeability of bilayers to small molecules can be advanced. Disor-
dering of the lipid bilayer occurs when 

 

trans-

 

gauche isomerizations produce local packing defects
in the bilayer structure (kink in one chain next to a kink of a noncomplementary type in another
chain, or kink against an all-

 

trans

 

 configuration in a neighboring chain). Permeation can be modeled
to occur by small molecules jumping between instantaneous defects in the bilayer structure resulting
from the transient existence of voids between hydrocarbon chains that arise from kinks within
chains. Small molecules can transiently occupy these voids. The volume of these voids is similar
to the volume of a water molecule. Therefore, small molecules can permeate across a lipid bilayer
in a liquid–crystal state by moving from defect to defect, but as the size of the molecule increases,
the rate of diffusion decreases dramatically. Glucose flux across a lipid bilayer is much less than
water, and molecules larger than glucose have vanishingly small permeabilities. Ordering of the
bilayer by cholesterol reduces the incidence of those defects and thus reduces the permeability of
the bilayer. Reduction in bilayer permeability by cholesterol has structural requirements in the
sterol like those required for the condensing effect described previously.

Litman and coworkers (Straume and Litman 1987a; Straume and Litman 1987b) have developed
an alternative but complementary means to detect these properties of sterols. Time-resolved fluo-
rescence techniques and the fluorescent probe, diphenylhexatriene (DPH), have revealed that
although the widely used steady-state fluorescence anisotropy measurements on DPH have no
specific physical meaning, it is possible to extract information on partitioning of the DPH between
the bilayer center and an orientation parallel to the lipid hydrocarbon chains. Litman and coworkers
interpreted their work in terms of packing voids in the bilayer into which the probe could partition.
As with other measurements, the presence of cholesterol reduced the incidence of those voids, or
“free volume,” in the bilayer.

Although cholesterol orders the hydrocarbon chains of lipids, cholesterol does not induce a
true solid state. As noted previously, cholesterol induces a liquid-ordered state in the lipid bilayer.
Cholesterol, however, inhibits the formation of a true gel or solid state, much as an impurity in the
bilayer (Estep and others 1978; Mabrey and others 1978). This phenomenon has been much studied
and has been suggested to be an important role for cholesterol in cell membranes. However,
mammalian cell plasma membranes do not form a gel at physiological temperatures even if
cholesterol is removed from the membrane (Dijck and others 1976). Therefore, the inhibition of
formation of a gel state in the membrane is not a true biological role for cholesterol.

One final comment on the physical effects of cholesterol on the lipid bilayer: cholesterol
interferes with naturally occuring phospholipid headgroup–headgroup interactions in membranes.
Normally, headgroups like those of phosphatidylcholine and phosphatidylethanolamine lie parallel
to the bilayer surface and interact with each other by hydrogen bonds or by weak electrostatic
interactions (Yeagle and others 1975). These intermolecular headgroup interactions are disrupted
by the insertion of cholesterol among the lipids in the bilayer (Yeagle and others 1977a).

 

7.5 CHOLESTEROL ORDERING OF MEMBRANES AND 
ALTERATION OF MEMBRANE FUNCTION

 

With such profound physical effects on the lipid bilayer in model and biological membranes,
cholesterol is likely to modulate membrane protein function through the bilayer. The clearest
mechanistic studies of such inhibition have been performed with rhodopsin, the visual pigment
sensitive to light that initiates visual signal transduction upon absorption of a photon. Reconstitution
of rhodopsin into a lipid bilayer reduces the free volume, as defined earlier (Straume and Litman
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1988). Furthermore, rhodopsin is known to expand upon activation by light (Lamola and others
1974). Therefore, one would expect that a protein like rhodopsin would be sensitive to the avail-
ability of free volume in the membrane bilayer. The activation of this protein to the metarhodopsin
II state has been shown to be enhanced by polyunsaturated fatty acids that increase the incidence
of defects in the bilayer and thus the free volume (Mitchell and others 1992). As expected, therefore,
when cholesterol is introduced into the bilayer, the free volume falls and the activation of this
receptor is inhibited (Boesze-Battaglia and Albert 1990; Mitchell and others 1990).

Experiments such as these provide the second model for cholesterol modulation of membrane
protein function. High cholesterol levels in the lipid bilayer reduce free volume and reduce the
conformational motility of membrane-bound enzymes. A number of examples of cholesterol inhi-
bition of membrane protein function, including cholesterol inhibition of ion transport, fit this model
(Brasitus and others 1988; Gregg and Reithmeier 1983; Rotenberg and Zakim 1991; Saito and
Silbert 1979). Recent data show that 

 

in vivo

 

 reductions in cholesterol content in erythrocyte
membranes led to an increase in activity of the Na

 

+

 

 K

 

+

 

 pump, consistent with this same model
(Lijnen 1997).
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8.1 INTRODUCTION

 

Membrane fusion is a ubiquitous and critical process in biology; it is central in the everyday
economy of cellular life and the function of multicellular organisms. Numerous proteins have
evolved to control and catalyze this process [1–6]. However, the basic mechanism by which these
proteins act is still indistinct. It seems clear that fusion occurs by a rearrangement of lipid moieties
and not by creation of a protein channel between two membranes, which later turns into a mem-
brane-lined channel. The fusion-catalyzing proteins act by making transient changes in the physical
chemical environment of small patches of membrane. The changes induce the lipids to collectively
form intermembrane structures that eventually form a membrane connection, turning two opposed
membranes into one continuous membrane. There are still big gaps in our understanding of what
must be done to the lipids of the membranes to make them fuse. Until we know how lipid membranes
fuse, it will be difficult to make progress in understanding how proteins catalyze this process. We
must know the types of intermediate structures that form between lipid membranes, and how the
energies and formation rates of these structures respond to various permutations in lipid composi-
tion, the presence of different types of peptides and adsorbed materials, membrane tension, and

 

1403_C08.fm  Page 255  Thursday, May 20, 2004  10:00 AM



 

256

 

The Structure of Biological Membranes, Second Edition

 

other parameters. Otherwise, it would be as if one were trying to understand how an enzyme worked
without knowing the chemical reaction that it catalyzes. Fairly recent reviews on membrane fusion
that emphasize the role of lipids are available [6–9, 9a].

In the past decade, considerable insight has been gained into at least one mechanism of lipid
membrane fusion, and promising new techniques have been applied to studies in this area. The
purpose of this chapter is to review our present concepts of how lipid membrane fusion occurs,
with emphasis on recent developments. Some outstanding questions and prospects for future
progress will also be outlined.

 

8.2 PRINCIPAL LIPID FUSION MECHANISMS

 

Before the late 1980s, most research on lipid membrane fusion focused on anionic lipid fusion
triggered by multivalent cations (for reviews, see [10–13]). Most attention in the last 15 years has
been focused on fusion and lipid mixing between membranes in systems where these interactions
occur via a mechanism related to inverted phase formation. This mechanism rationalizes the behavior
of membranes with no charge or with small amounts of charged lipids in the absence of large
divalent cation concentrations, situations often encountered in biomembrane fusion. Some interme-
diates in this fusion mechanism have been demonstrated, and many observations of protein-mediated
fusion are compatible with the predicted intermediate structures. Hence, most of this review will
be devoted to these developments. However, the fusion mechanism in the charged lipid systems is
still of considerable interest. Some recent results in studies of charged lipid fusion will be discussed
in the context of speculations concerning the fusion mechanism at work in Section 8.2.3.2.

 

8.2.1 C

 

ORRELATION

 

 

 

OF

 

 M

 

EMBRANE

 

 F

 

USION

 

 

 

WITH

 

 I

 

NVERTED

 

 P

 

HASE

 

 F

 

ORMATION

 

Work in the last 15 years has shown that there is a close association between membrane fusion
and inverted phase formation. Fusion is potentiated when the tendency of the lipid composition of
the membranes to form inverted phases (Chapter 5) is increased. Depending on the bulk lipid
composition of the membranes, this tendency is increased either by heating the system toward the
lamellar/inverted phase transition temperature, by addition of small amounts of lipids that lower
the transition temperature, by changing the pH, or by addition of certain cations. Moreover, there
is now compelling evidence that one membrane fusion mechanism proceeds via the same interme-
diate structures that form in the course of lamellar/nonlamellar phase transitions. However, it is
important to note that there may be other mechanisms of membrane fusion that do not share exactly
the same intermediate structures (see Section 8.2.3).

Some phospholipids can adopt so-called inverted phases, or nonlamellar phases, under condi-
tions that are physiological or close to physiological (see Chapter 5, references therein, and [14]).
Lipids in lamellar phases have the same planar bilayer structure found in biomembranes (Figure
8.1A). Inverted hexagonal (H

 

II

 

) or inverted cubic (Q

 

II

 

) phases are more complicated structures. The
H

 

II

 

 phase is a hexagonal, close-packed array of inverted rod micelles (Figure 8.1D, lower right).
The Q

 

II

 

 phases are labyrinths formed by tubular networks of lipid bilayers (Figure 8.1D, lower left)
[15–17]. (Some Q

 

II

 

 phases are composed of inverted micellar units [18, 18a], but the phases
associated with fusion are the so-called bicontinuous phases just described.) Long ago it was
observed that liposomes of a given lipid composition tend to fuse spontaneously under conditions
in which the equilibrium phase of the lipids is one of these inverted phases, especially the “isotropic”
or Q

 

II

 

 phase [19–21]. In early literature, the existence of a so-called isotropic phase was inferred
due to the formation of isotropic 

 

31

 

P-NMR resonances and ILAs, as detected by freeze-fracture
electron microscopy (see [20] and references therein). Subsequent work showed that these isotropic
phases were actually Q

 

II

 

 phase precursors (ILAs and arrays of ILAs) or Q

 

II

 

 phases [20, 22]. The
fusion rate of a given composition increases as the lamellar/Q

 

II

 

 phase boundary is approached [20,
21]. In membranes that form only H

 

II

 

 phases, some fusion is observed as the temperature approaches
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the lamellar/H

 

II

 

 transition temperature, T

 

H

 

 [23], but predominantly lipid mixing and leakage occur
near and above T

 

H

 

 [23–25], and the rate increases rapidly as a function of temperature as T

 

H

 

 is
approached [26]. In retrospect, the association of fusion and liposome disruption is not surprising.
The lamellar/nonlamellar phase transitions require extensive interactions between opposed lamellar

 

FIGURE 8.1

 

The modified stalk mechanism of membrane fusion and inverted phase formation, showing the
interconversion of lamellar (L

 

a

 

), inverted cubic Q

 

II

 

), and inverted hexagonal (H

 

II

 

) phases. (A) Planar L

 

a

 

 phase
bilayers. (B) The stalk intermediate. This structure is cylindrically symmetrical about the dashed vertical axis.
(C) The TMC (

 

trans

 

 monolayer contact) or hemifusion structure. The diaphragm in the center of the TMC
can rupture to form a fusion pore (also referred to as an ILA, or interlamellar attachment). A cross section
through a perspective view of a fusion pore is shown at left in D. If fusion pores accumulate in sufficient
numbers in a stack of planar bilayers, they form lattices that can rearrange to form Q

 

II

 

 phases. For systems
close to the L

 

a

 

/H

 

II

 

 phase boundary, TMCs can also aggregate to form H

 

II

 

 precursors (see Figure 8.8), which
grow directly into domains of H

 

II

 

 phase (lower right in D). (Reprinted from [70], with permission.)
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phase bilayers, because the topology changes so drastically. Indeed, when liposomes are made of
H

 

II

 

 phase-preferring lipids at temperatures near T

 

H

 

, liposomes do not leak until they come into
contact [25], and nonlamellar structures are not observed via cryoelectron microscopy in the
membranes of nonaggregated unilamellar liposomes [22, 27–29, 31–33]. Like fusion, the transitions
start with formation of intermembrane structures.

The mechanistic relationship between lamellar/inverted phase transitions and membrane fusion
was sensed even in very early work (e.g., [30, 32, 34, 35]). More recent work has established this
relationship. The intermediates in lamellar/inverted phase transitions have been observed using
time-resolved cryoelectron microscopy [22, 27–-29, 31, 33] and freeze-fracture electron microscopy
(e.g., [30, 32, 35]). One intermediate structure, the interlamellar attachment (or so-called ILA),
mediates the lamellar/Q

 

II

 

 transition (e.g., [20, 22, 27, 28, 30]). This intermediate constitutes a fusion
pore that forms between two opposed membranes (Figure 8.1). Thus, membrane fusion is an
obligatory step in the lamellar/Q

 

II

 

 phase transition. Although lipid compositions that form only H

 

II

 

phases tend to exhibit more leakage than fusion, fusion is observed to some extent [23], and
formation of at least a small number of ILAs in such systems is demonstrated both by cryo-TEM
[29, 31] and by the ability to increase the number of ILAs and form Q

 

II

 

 phases by repeated
temperature cycling through T

 

H

 

 [36–39]. ILAs are thought to arise from earlier intermembrane
intermediates, which will be discussed in detail in Section 8.2.3. For now, it will only be noted
that recent experiments have also provided compelling evidence for the existence of these earlier
intermediate structures.

On first consideration, the association of membrane fusion with lamellar/H

 

II 

 

or lamellar/Q

 

II

 

phase transitions may seem peculiar. The structures of these phases are not consistent with the
integrity of a membrane around a single, closed aqueous compartment. If unilamellar liposomes
are incubated under conditions in which Q

 

II

 

 or H

 

II

 

 phases are the equilibrium phases, the liposomes
will eventually rearrange into bulk inverted phase, with leakage of contents. How can fusion
(retention of contents) be associated with this process? 

First, intermediates in the phase transitions (and membrane fusion) can begin forming when
the system is close to the lamellar/nonlamellar phase boundary, but when the equilibrium phase is
still the lamellar phase. For example, transition intermediates are observed by time-resolved cryo-
electron microscopy at temperatures as much as 20

 

∞

 

C

 

 

 

below T

 

H

 

 in DOPE and DOPE-Me [28, 29,
31], and many authors have shown that ILAs (fusion pores) begin to form slowly, as detected via

 

31

 

P-NMR, tens of degrees below T

 

H

 

 and T

 

Q

 

 in phospholipid systems (e.g., [20, 21, 40]). Second,
the lamellar/Q

 

II

 

 phase transition can be extremely slow and hysteretic in phospholipids. In DOPE-
Me, for example, the Q

 

II

 

 phase can be the equilibrium phase at temperatures where no detectable
Q

 

II

 

 phase forms from the lamellar phase even after many hours [40–43]. Third, even if the equilibrium
phase of the liposomal lipids is the H

 

II

 

 or Q

 

II

 

 phase, the initial interactions between unilamellar
liposomes may still result in fusion. Formation of bulk inverted phases requires formation of arrays
of intermediates [22, 27–30] within a multilamellar stack. Such arrays cannot form when only two
liposomes are opposed to each other. Production of larger aggregates of liposomes produces mul-
tilamellar stacks and then inverted phases [28, 29, 31]. This same process is also inferred from
studying the kinetics of fusion in systems that form Q

 

II

 

 phases. In studying fusion via fluorescent
assays, Ellens and coworkers characterized what was probably the onset of bulk Q

 

II

 

 phase formation
from aggregates of fusing liposomes [20]. They termed it “collapse” and observed it after extensive
aggregation and fusion had occurred. In biology, fusion is a process that usually occurs between
membranes that are allowed to touch over small areas; hence, the same restriction applies.

Some care must be taken in reading the literature on membrane fusion and inverted phases:
many authors implicitly assume that lipid mixing between membranes is due to membrane fusion.
However, lipid mixing can occur in the absence of contents mixing of the two original liposomes
(e.g., via stalk formation without subsequent fusion pore formation; see Section 8.2.3). Fusion is
the mixing of the lipids of two membrane-bounded compartments accompanied by the nonleaky
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mixing of their enclosed aqueous contents. This is the definition more relevant to fusion events in
cells where extensive leakage does not occur (in exocytosis, for example).

Biomembrane lipid compositions may be close to lamellar/inverted phase boundaries under
some circumstances. Several classes of lipids that occur frequently in biomembranes adopt inverted
phases under physiological conditions when the acyl chains are unsaturated ([14–16, 44, 45]; see
also Chapter 5). The principal ones are phosphatidylethanolamine (PE) and monogalactosyldiglyc-
eride, which is prominent in chloroplast thylakoid membranes. In addition, cardiolipin (CL) and
phosphatidic acid (PA) can form inverted phases in the presence of divalent cations, and phosphati-
dylserine (PS) and PA both form inverted phases at low pH.

Lamellar, H

 

II

 

, and Q

 

II

 

 phases are composed of lipid monolayers of different topologies. In
excess water, the relative tendency of a lipid composition to form inverted phases from planar
bilayers is determined primarily by two components of the lipid free energy. These are the 

 

curvature
elastic energy

 

 and the 

 

chain-packing energy

 

 (also referred to as the interstitial energy). These
energies, discussed in detail in Chapter 5, depend on the lipid composition. Changes in either of
these energies that stabilize inverted phases are also observed to increase the rate of membrane
fusion and contact-mediated lipid mixing and leakage. The curvature elastic energy of a lipid
monolayer (G

 

c

 

) is given by [46]

(8.1)

where k

 

m

 

 is a bending modulus specific to the lipid composition, and the integral is over the area
of the monolayer. C

 

1

 

 and C

 

2

 

 are the two principal curvatures at each point on the interface
(evaluated at a specified depth in the monolayer that corresponds to the plane at which the area
per lipid molecule is constant despite changes in curvature [47]). C

 

1

 

 and C

 

2

 

 are the inverse of a
principal radii of curvature R

 

1

 

 and R

 

2

 

, which are defined in Figure 8.2. The principal radii and
the principal curvatures are signed quantities. By convention, if the curvature tends to bend the
headgroup layer around water, it is negative, and it is positive if the headgroup layer bends to
favor water surrounding lipid. C

 

0

 

 is a very important quantity called the 

 

spontaneous curvature

 

,
which is also a signed quantity. The value of k

 

m

 

 is not very sensitive to lipid composition when
the lipids are in the liquid–crystalline (L

 

a

 

) phase, but the spontaneous curvature can be very
sensitive to the lipid composition.

The last term on the right-hand side of Equation 8.1 is the Gaussian curvature energy of the
monolayer, and 

 

k

 

 is referred to as the Gaussian curvature elastic modulus or the saddle splay
modulus [46]. The Gaussian curvature energy of closed surface is a function only of the topology
of the membrane and not the area or local variations in shape [16, 46]. There is currently no direct
means of measuring 

 

k

 

, but on theoretical grounds its value is believed to be smaller than 

 

k

 

m

 

 [16].
The Gaussian curvature energy has usually been neglected in calculations of the bending elastic
energy of lipid monolayers.

Effectively, the spontaneous curvature is the principal factor determining differences in G

 

c

 

between different lipid compositions. Changes in this quantity have important effects on the ability
of a lipid composition to form inverted phases and to undergo membrane fusion.

 

8.2.1.1 Spontaneous Curvature

 

Briefly, the spontaneous curvature (C

 

0

 

) is a measure of the tendency of monolayers of amphiphilic
lipids to bend into nonplanar geometries. If the headgroup layer prefers to be concave and curl
around water, C

 

0 

 

is assigned as negative. If it prefers to be convex, and bow outward into a water
phase (as in a normal detergent micelle), it is assigned as positive curvature. H

 

II

 

 and Q

 

II

 

 phases
form at the expense of lamellar phases when C

 

0 

 

adopts sufficiently negative values. This is because
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the monolayers in the inverted phases have net negative curvature, where the curvature is defined
as the area average of the sum of the two principal curvatures at each point on the lipid/water
interface. The curvature energy per unit area of lipid monolayers is determined by the degree to
which the curvature deviates from the spontaneous curvature (Equation 8.1): the closer the area-
averaged curvature to the C

 

0

 

, the lower the free energy. The C

 

0

 

 of a lipid mixture can be measured
by X-ray diffraction experiments in the presence of excess water and long-chain alkanes [48, 49].

As discussed in Chapter 5, to a first approximation, spontaneous curvature is determined by
the “shape” of the molecule. If the headgroup area has a smaller cross-sectional area than the
hydrophobic chains, then the spontaneous curvature will tend to be negative, favoring H

 

II

 

 and Q

 

II

 

phase formation. If the headgroup has roughly the same cross-sectional area as the hydrophobic
chains, the monolayers will tend to be planar, favoring lamellar phase formation.

 

8.2.1.1.1 Spontaneous Curvature Is Determined by the Major Lipid 
Components

 

The spontaneous curvature of a lipid mixture is determined by the major lipid constituents. It can
be decreased by using lipids that form inverted phases (have negative spontaneous curvatures) when
they are pure. It has been shown that the spontaneous curvature of a lipid mixture is the mole
fraction-weighted average of the spontaneous curvatures of the components [50, 50a, 62a, 81].

 

FIGURE 8.2

 

The curvature of a surface at point 

 

P

 

 is uniquely determined by the two principal curvatures at
that point. If one draws a unit vector n normal to the surface at 

 

P

 

 and chooses an arbitrary plane that contains

 

n

 

, the plane will intersect the plane on a contour, 

 

L

 

. The first and second derivatives of this contour at 

 

P

 

specify the best-fitting circle of radius 

 

R

 

 that is tangent to the surface at 

 

P

 

. The radius is taken as opposite in
sign to 

 

n

 

 if it is opposite in direction to 

 

n

 

. By rotating the plane about 

 

n

 

, an ensemble of best-fitting circles
is obtained, along with corresponding ensembles of their radii 

 

R

 

 and inverses 1/

 

R

 

. The two principal curvatures
are the two extreme values of the set of 1/R, with values 

 

C

 

1

 

 = 1/R

 

1

 

 and 

 

C

 

2

 

 = 1/R

 

2

 

. Examples: the principal
curvatures of a sphere are both the inverse of the sphere radius; the principal curvatures of a circular cylinder
are the inverse of the cylinder radius and zero; and the principal curvatures of a plane are both zero. Note
that the principal radii of the saddle surface shown in the figure have opposite signs. If the principal curvatures
have equal magnitudes, the mean curvature of the surface can be zero. For lipid/water interfaces, by convention,
the sign of the curvature is negative if that curvature of the interface surrounds a water-filled space. Hence,
the monolayers in the H

 

II

 

 phase (Figure 8.1) have negative curvature. (Reprinted from [17], with permission.)
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Increasing the amount of phosphatidylethanolamine (PE) in a mixture of PE and phosphatidylcho-
line (PC) decreases the spontaneous curvature, as measured by X-ray diffraction [48, 51], and
lowers T

 

H

 

 (e.g., [20]). Addition of more PE also increases the rate of fusion and liposomal
destabilization, as expected [19, 20]. Exchange of a PE with a lower T

 

H

 

 for one with a higher T

 

H

 

also speeds up interliposome interactions at a given temperature [26]. Generally, the spontaneous
curvature decreases with increasing temperature and decreasing water content of the lipid–water
systems [52, 53]. Thus, a system can be brought closer to the L

 

a

 

/H

 

II

 

 phase boundary by increasing
T and/or increasing the mole fraction of lipids like PE. Sometimes, the spontaneous curvature can
be reduced by a change in pH or by addition of particular cations, which bind to the headgroups,
decrease interheadgroup repulsion, partially dehydrate the headgroups, and decrease their effective
cross-sectional areas. PE is anionic at high pH, and liposomes made at pH 9.5 are stable until the
pH is dropped to neutral or acidic values (e.g., [20, 21, 26]). Another example is the formation of
inverted phases in mixtures of PE and anionic lipids like CHEMS. A mixture of PE and CHEMS
(cholesteryl hemisuccinate) is in the lamellar phase at neutral pH, where CHEMS is negatively
charged. At low pH, CHEMS is protonated, and the mixture forms an H

 

II

 

 phase [54]. Accordingly,
PE-CHEMS liposomes are stable at neutral pH but undergo rapid contact-mediated leakage at low
pH [24, 26, 54]. Mixtures of other lipids that are anionic at neutral or low pH with PE produce
liposomes that also undergo pH-induced fusion and lipid mixing (e.g., [55, 56]).

An example of a system in which interactions are induced by divalent cations is cardiolipin
(CL). At neutral pH and physiological salt concentrations, CL forms only lamellar phases. However,
addition of divalent cations induces formation of inverted phases, especially the H

 

II

 

 phase [57–59].
Ortiz et al. [60] showed that addition of divalent cations (Ca

 

2+

 

, Mg

 

2+

 

, Sr

 

2+

 

, Ba

 

2+

 

) to CL liposomes
induces fusion and leakage. Moreover, for Sr

 

2+

 

 and Ba

 

2+

 

, the rates of the liposome–liposome
interactions are strongly correlated with T

 

H

 

 for each of the respective cation–cardiolipin complexes.
The rates of leakage and fusion increase rapidly with temperatures at and above T

 

H

 

, with leakage
being more rapid than fusion. CL is a particularly interesting case because there may be more than
one mechanism of membrane interaction and fusion involved. Ca

 

2+

 

 and Mg

 

2+

 

 induce much larger
initial extents of fusion (as much as 80%) than do the other two cations [60]. The fusion rates also
increase monotonically as a function of temperature for Ca

 

2+

 

 and Mg

 

2+

 

 (T

 

H

 

 for these complexes is
less than 0

 

∞

 

C). Fluorescence and electron microscopic data indicate that the lamellar/H

 

II

 

 transitions
are slower in the case of Ca

 

2+

 

 and Mg

 

2+ 

 

than for the other divalent cations. The difference in
fusion/leakage rate dependence for the two sets of cations suggests either that there is some peculiar
hysteresis in intermediate formation that is different for different cations, or that Ca

 

2+

 

 and Mg

 

2+

 

induced fusion may occur via a mechanism unrelated to the lamellar/inverted phase transition. The
second mechanism may be related to the mechanism presumed to operate for lipids like phosphati-
dylserine in the presence of Ca

 

2+

 

 (see Section 8.2.3). Fusion and leakage of liposomes made of
mixtures of anionic lipids with PE can also be triggered by addition of Ca

 

2+

 

 at high pH (e.g., [23, 26]).

 

8.2.1.1.2 Spontaneous Curvature Can Be Altered by Addition of Minor Lipid 
Components

 

The spontaneous curvature can also be lowered by addition of small mol fractions of lipids that
do not necessarily form H

 

II

 

 or Q

 

II

 

 phases by themselves, but that nevertheless lower the C

 

0 

 

when
added to phospholipid mixtures. These effects are also rationalized in terms of the molecular shape
of the additives. The sign of the effect of an additive on C

 

0

 

 can be determined by measuring whether
or not it lowers T

 

H

 

, the lamellar/H

 

II

 

 phase transition temperature, of a lipid like PE. The size of
the effect on C

 

0

 

 of different additives can be judged by comparing the magnitudes of their effec-
tiveness in lowering T

 

H

 

 per mole percent of additive. Janes assembled a table of such effects for
many different lipid additives [61]. 

One important example of such an additive is the diglycerides (DAGs). DAGs form oils or
crystalline phases by themselves [62], yet they lower the spontaneous curvature [21, 62a] and the
lamellar/inverted phase transition temperatures of phospholipids (e.g., [21, 63–65]), while stimu-
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lating membrane fusion and contact-mediated leakage [21]. The reduction in spontaneous curvature
is rationalized as due to the relatively small headgroup of the DAG, relative to the acyl chains,
which permits the headgroups of adjacent phospholipids to crowd closer together and adopt a
negative curvature.

DAG is particularly interesting in that it is produced 

 

in vivo

 

 by phospholipase C action on
phospholipids as a second messenger. It has long been speculated that DAG produced in this manner
may be the mechanism by which fusion of secretory vesicles with cellular plasma membranes
(exocytosis) is coupled to stimulus. There is an extensive literature showing that phospholipase C
action 

 

in vitro

 

 induces membrane fusion in a fashion that correlates with the amount of DAG
produced with increasing time. This connection has recently been reviewed by two of the principal
authors of much of this work [66, 67]. In the course of these studies, they also investigated the
effects of other lipid additives on the lamellar/inverted phase transitions, as well as liposome leakage
and fusion.

In a series of elegant studies, Goñi, Alonso, and co-workers studied the effects of DAG produced

 

in situ

 

 by the enzyme on liposomal fusion and leakage rates while monitoring the concentration
of DAG produced by the enzyme as a function of time. They also studied the phase behavior of
the enzyme-free lipid composition corresponding to different time points in the incubations of
liposomes with enzyme, at different temperatures. They were able to show that maximal fusion
activity occurred when the liposomal system was in a part of the pseudophase diagram where Q

 

II

 

precursors (indicated by isotropic 

 

31

 

P-NMR resonances) coexisted with the lamellar phase, and
where H

 

II

 

 phase was not the predominant phase [68]. Figure 8.3 is a reproduction of this
pseudophase diagram. Under conditions in which the H

 

II

 

 phase predominated (corresponding to
longer times for enzyme action and/or higher temperatures in the liposome/enzyme system), more
leakage than fusion was observed. The authors interpreted their results in terms of formation of
Q

 

II

 

 phases of bicontinuous vs. micellar structure under the two different circumstances, although
it should be noted that another explanation is possible. At higher temperatures or higher DAG
contents, intermediate formation may be so fast that H

 

II

 

 phase formation and liposomal disruption
are simply too fast for liposomes to endure long enough to register fusion signals (see Section 8.2.3

 

FIGURE 8.3

 

Pseudophase diagram of egg PC/egg PE/cholesterol/diacylglycerol in excess water constructed
from 

 

31

 

P NMR data. L, H, and I indicate lamellar, inverted hexagonal, and isotropic phases, respectively.

 

Isotropic phase

 

 refers to Q

 

II

 

 phase precursors or Q

 

II

 

 phases. The nature of the Q

 

II

 

 phases, as determined from
X-ray diffraction data at 50% w/w lipid/water, is indicated in parentheses. The shaded area corresponds to
the region of temperature and composition at which one observes optimum liposome fusion induced by
phospholipase C. The ratio of egg PC/egg PE/cholesterol is fixed at 2/1/1 mol/mol/mol. (Reprinted from [68],
with permission.)
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and [29, 69, 70]). Indeed, formation of well-defined unit cells of Q

 

II

 

 phase can only form after
unilamellar liposomes have rearranged into multilamellar stacks, releasing their contents.

It is very interesting that the enzyme was found to play a catalytic role in more than one sense
in these systems. The heat- or inhibitor-inactivated enzyme did not induce DAG production, fusion,
or leakage [71]. However, a key result reported in [72] is that liposomes of egg PC/egg PE/cho-
lesterol 2/1/1 mol/mol/mol were stable if up to 10 mol% of DAG was added in the absence of the
phospholipase C. Thus, enzyme activity resulted in a faster fusion rate than observed for the same
DAG concentration in the absence of enzyme. As summarized in [66, 73, 74], this is consistent
with the results in [68] if two things are assumed: 

First, the formation of fusion intermediates and Q

 

II

 

 phases may be very slow at this lipid
composition, which would explain the apparent metastability of the liposomes in the
absence of enzyme. This is compatible with the notoriously slow lamellar/Q

 

II

 

 transition
kinetics in phospholipid systems far below T

 

H

 

 [40–43]. 
Second, it must be assumed that the localized production of high concentrations of DAG in

the outer leaflet of the liposomal bilayers catalyzed the fusion reaction by encouraging
formation of lamellar/inverted phase transition intermediates. Because the same authors
found that fusion occurs more and more rapidly as the DAG concentration is raised, this
seems reasonable. 

In this sense, the enzyme is in a kinetic race to create high local concentrations of DAG and
initiate fusion before the DAG diffuses away or equilibrates across the bilayer. This may be a close
race indeed, because DAG has a transbilayer migration half-time that may be as short as 15 sec [73].
A further complication is that lipids that favor inverted phase formation also increase the activity of
phospholipase C (see [66] for a review). It should be noted that the catalytic effects of DAG are
noted at ca. 5 mol% and above. By comparison, the resting concentrations of DAG in cultured rat
kidney cells is ca. 0.5 to 1 mol% of the total whole-cell phospholipid content [75]. It is conceivable
that a subset of the subcellular membranes could transiently achieve higher concentrations.

Sphingomyelinase action on sphingomyelin produces ceramide, a lipid that also lowers lamel-
lar/inverted phase transition temperatures [76, 77]. Ceramides are similar in structure to DAGs,
and one might expect them to have similar effects on fusion. However, ceramides induced leakage
rather than fusion, at least in the phospholipid systems investigated by Goñi et al. [77, 78]. However,
it is interesting to note that joint action of phospholipase C and sphingomyelinase was synergistic,
producing more fusion than in the presence of either enzyme alone [77, 77a].

Fatty acids are another class of biologically relevant lipids that can stabilize inverted phases:
fatty acids, and especially unsaturated-chain fatty acids, have been shown to lower T

 

H

 

 [79]. It is
inferred that their effects are also due to a reduction in spontaneous curvature (the headgroup cross-
sectional area is small compared to the effective cross-sectional area of the unsaturated acyl chains).
Basáñez et al. [80], working with the phospholipase C/liposome system, showed that addition of
arachidonic acid increased the rate of fusion in the liposome/phospholipase C system by much
more than its effect on the enzyme activity. This is consistent with a negative curvature effect on
inverted phase formation and fusion intermediate formation. As discussed in Section 8.2.3, this
effect has a sidedness with respect to the membranes that is mechanistically revealing.

Conversely, certain lipid additives can increase the spontaneous curvature (i.e., increase the
curvature toward zero or positive values and stabilize lamellar phases at the expense of inverted
phases). In lipid systems that are close to lamellar/inverted phase boundaries, addition of such lipids
is observed to stabilize lamellar phases and decrease the rate of fusion. A principal example is
lysophosphatidylcholine (LPC), which has a comparatively large headgroup relative to the single
acyl chain, and which forms normal micelles in dilute solution. LPC increases (makes more positive)
the spontaneous curvature of phospholipids [81], raises T

 

H

 

 of PE in a concentration-dependent
fashion [64], and raises the lamellar/inverted phase transition temperature in N-methylated-DOPE
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(DOPE-Me) [81a]. Yeagle et al. [82] showed that LPC inhibited fusion and leakage of N-methylated-
DOPE LUVs

 

 

 

under circumstances where it also inhibited formation of inverted phase precursors.
LPC has also been observed to inhibit outer monolayer lipid mixing and subsequent fusion in
PS/PE mixtures, as induced by Ca

 

2+

 

 [83]. In the phospholipase C/liposome system, LPC reduced
the fusion rate by much more than its effect on the enzyme activity [80], consistent with this
increase in spontaneous curvature. Similar observations were made for palmitoylcarnitine [80].
Epand et al. [84] showed that a variety of single-chain amphiphiles raise T

 

H

 

 of PE, although effects
on fusion were not investigated. In addition, studies with the fusion of planar membranes and
liposome/planar membrane fusion [85–87] also show inhibition of lipid mixing and fusion by
incorporation of LPC. Interestingly, there is also extensive data showing that fusion in several
biomembrane systems is reversibly inhibited by introduction of LPC into the membranes (e.g.,
[88–96]; see [7, 97] for older reviews.) At least in some systems, the inhibition is general for LPC
and other C

 

0

 

-increasing surfactants of different chemical structure [88]. Inhibition can generally
be reversed by washing the surfactants out of the membrane and occurs at surfactant concentrations
well below the levels that cause membrane lysis (e.g., [88]). All of these observations suggest that
the effect of LPC and similar surfactants is, in fact, an effect on the physical properties of the lipids
in the membranes, which is compatible with inhibition of stalk formation through an effect on C

 

0

 

.
Some caution is necessary in interpreting the studies of LPC effects, however, especially in

biomembrane studies. The LPC or other exogenous surfactant is often introduced by equilibrating
the membrane preparations with aqueous surfactant solutions. The amount of surfactant incorpo-
rated into the membranes will depend on the surfactant concentration, the volume of solution used,
and the mass of membrane lipid in the preparation. Quite large mole fractions of lipid can be
introduced in this manner; perhaps enough to perturb (or lyse) the membranes very substantially.
Moreover, LPC that is added to membranes in one step of the experiment can reequilibrate with
suspending solutions and leave the membranes in subsequent steps. The study by Chernomordik
et al. [98] was especially careful and well designed, and showed that 10 to 13 mole% of LPC and
arachidonic acid were introduced by equilibration with measured amounts of host lipid. Such levels
substantially perturb other properties of the lipids than solely C

 

0, a number of which are discussed
in [97]. For example, such surfactant levels could increase the short-range repulsive forces between
membranes [99], and LPC is observed to inhibit vesicle aggregation in at least one system [83].
LPC could also alter surface hydrophobicity and the susceptibility of opposed membranes to defect
formation (e.g., during initiation of stalk formation), as do short-chain alcohols [100]. LPC has
also been reported to alter peptide binding to lipid/water interfaces (e.g., by the so-called fusion
peptides of fusion-mediating proteins in biomembranes [101,102]). LPC has also been reported to
inhibit binding of virions to cell surface receptors [103, 104], although this occurs at higher LPC
concentrations than inhibition of fusion, and subsequent work on arrested fusion intermediates
indicates that this is not the primary effect of LPC [92]. In addition, LPC seems to act on the
membrane lipids and not on the fusion protein itself [105], and the LPC works downstream of
fusion peptide binding in at least one case, with no effect on virion binding [94]. As we will see
in Section 8.2.3.1, mechanistically significant differences in the effects of LPC can occur when the
distribution of LPC is asymmetric across the membrane (i.e., enriched in the facing or distal
monolayers of interacting membranes). Such asymmetry in monolayer leaflet composition is not
always easy to maintain. For instance, as pointed out by Chernomordik et al. [89], there is evidence
that fatty acids can redistribute across the bilayer in as little as seconds. Moreover, Gaudin [94]
inferred that lauroyl- and myristoyl-LPC in the outer monolayers of liposomes could cross to the
inner monolayers under some circumstances, and concentration-dependent reversal of short-chain
LPC inhibition of fusion was observed in [96].

It should be noted that lipid additives can, in theory, change the curvature energy of a lipid
composition by affecting the monolayer bending modulus (kc; Equation 8.1), as well as the spon-
taneous curvature. However, at least in the case of DAG, mole fractions of ca. 0.15 or more of the
additive are necessary to have a substantial effect on kc [62a]. As long as the mole fractions of
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additive are small and the bilayer lipid remains in the La phase (as opposed to the Lb or liquid-
ordered phase), effects on kc are likely to be small.

8.2.1.2 Chain-Packing Energy

In lipid systems with negative spontaneous curvature, inverted phase formation and membrane
fusion are both stimulated by factors that lower the spontaneous curvature. A similar parallel
response is seen when substances are added that affect the chain-packing energy in inverted phases.

8.2.1.2.1 Chain-Packing Energy in HII Phases
The chain-packing energy is an unfavorable contribution to the total free energy of lipid in an
inverted phase. This unfavorable free energy tends to oppose inverted phase formation from the
lamellar phase, while inverted phase formation is driven by the reduction in curvature energy of
going from flat bilayers to HII tubes with curvature essentially equal to C0 [69, 70, 62a, 106]. The
chain-packing energy arises from an entropically driven need to pack the hydrophobic moieties of
the lipids as uniformly as possible within the structure of the phases (for reviews see Chapter 5,
[16, 17]). In the HII

 phase, there are hydrophobic interstices between the tubes of the monolayer
(indicated in black in Figure 8.1D, lower right). Similar interstitial spaces probably exist within
intermediates in membrane fusion: in the process of fusion, the original lamellar structure must be
disrupted, so that in some regions the monolayers bend away from each other to form intermembrane
connections. Examples are shown as stippled areas in Figure 8.1B and Figure 8.1C. Factors that
stabilize interstitial spaces in HII phases should stabilize fusion intermediates, as well.

According to conventional models of nonlamellar phase stability (e.g., [53, 62a, 69, 70]), in
HII phases of a single pure lipid component, the interstices are stabilized in two ways. Acyl chains
of the molecules in the curved monolayers lining the interstices stretch to fill them, which decreases
the entropy and raises the free energy. Alternatively, the circular cylinders of monolayers may
distort to a more hexagonal cross section to decrease the size of the interstices, which increases
the curvature free energy. The unfavorable chain-packing free energy tends to oppose inverted
phase formation from the lamellar phase, whereas inverted phase formation is driven by minimi-
zation of curvature energy (in the HII phase, lipid monolayers have negative curvature that is
essentially the same as their spontaneous curvature) [62a, 69, 70]. More recent theories indicate
that tilt of lipid molecules in lipid monolayers, and gradients in tilt along the surface of lipid
monolayers, may also play a role in stabilizing these interstices [107, 108]. This new approach
will be described in Section 8.2.3.1.3.

8.2.1.2.2 Changes in Lipid Composition that Reduce the Chain-Packing 
Energy

Two sorts of changes in lipid composition can lower the chain-packing energy. The first is addition
of long-chain alkanes or nonpolar oils. Addition of long-chain alkanes like tetradecane or hexade-
cane to PE, PE-PC mixtures of DOPE-Me drastically reduces TH [64, 65, 109, 110]. The long-
chain alkanes are concentrated in the interstitial regions in such mixtures [65, 111]: by filling the
voids, they remove the necessity for chain-stretching or monolayer deformation and lower the free
energy of the HII phase. The alkanes have fairly minor effects on the monolayer curvature of the
HII phase at the concentrations that are found to drastically lower TH [48, 65, 109, 110, 112], so it
is fairly clear that the chief effect of the additives is on the chain-packing energy. Other nonpolar
oils, like squalene [113], squalane [65], triglycerides [114], dolichol [115, 116], and retinal [117],
have similar effects. These substances are very effective: for example, in pure PE 1 mole% of
triglycerides lowers TH by about 8∞C [64]. Addition of nonpolar oils also increases the fusion rate
at a given temperature and lowers the temperature at which a given fusion rate is achieved in pure
lipid systems [117] and in the phospholipase C-induced fusion system [80]. Interestingly, in the
phospholipase C system, hydrocarbon oils have a bigger effect on the contents-mixing (fusion) rate
than the lipid-mixing rate [80], suggesting that the oils promote formation of fusion pores from
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the initial structures that form between the liposomes. The effectiveness of oils in promoting fusion
indicates that small amounts of triglycerides, dolichol, or similar lipids in biomembranes may play
an important role in fusion. Interestingly, nonpolar oils also accelerate Ca2+-induced lipid mixing
in bovine brain phosphatidylserine (PS) [118], a system that does not form inverted phases in excess
water and neutral pH. This suggests that stabilizing interstices may also accelerate fusion in systems
that fuse by different mechanisms, and that different mechanisms have some features in common
(Section 8.2.3).

The effect of nonpolar oils on fusion raises the question of how common such oils are in
biomembranes. Examples of nonpolar oils (neutral lipids) found in biomembranes are triglycerides
[119, 120], dolichol and its derivatives [121], and fatty acid esters of cholesterol. The neutral lipid
content of biomembranes is still fairly poorly known. Only a few weight percent of neutral lipids
in membranes substantially affects their fusion behavior. It is clear that the nonpolar oil content of
biomembranes can be this large, so that these lipids are available to fill interstices in fusion defects,
at least to some extent. However, the neutral lipid levels are also quite variable, depending on the
tissue and cellular membrane fraction. Triacylglycerols are approximately 5 mole% of unstimulated
neutrophil plasma membrane lipids [120], but represent 1 wt% or less of the membrane lipids of
most mammalian cell membranes (e.g., < 0.1 wt% of human red blood cell membranes [119]).
Moreover, not all the neutral lipid in a membrane is disposed within the hydrophobic core of the
membrane, where it would be immediately available for filling voids during intermediate formation.
For example, the glycerol backbones of “neutral” lipids like triglycerides orient at the lipid/water
interface. Egg PC membranes can accommodate up to 3 mol% of triacylglycerol, with this region
aligned at the lipid/water interface [122–126] before excess triacylglycerol phase separates into
lenses within the hydrophobic core of the bilayers. The presence of 30 mol% cholesterol in the
membranes reduces this limit to 0.7 mol% [127]. Fatty acid esters of cholesterol behave similarly
[123, 125, 128]. Better information is required on the levels of neutral (nonpolar) lipids in biomem-
branes before we can assume that there is enough to eliminate chain-packing energies in fusion
defect formation.

The second sort of change in lipid composition that can lower the chain-packing energy in HII

phases is addition of a minor fraction of polar lipids (e.g., phospholipids) that have acyl chains
substantially longer than the average length. Tate and Gruner demonstrated this by adding PC with
a longer acyl chain to DOPE [110]. However, mole for mole, this effect is much smaller than the
effect of nonpolar oils (e.g., a 4∞C drop in TH accompanies exchange of 4 mole% di-22:0-PC for
4 mole% di-18:1-PC [110]). The present author is not aware of studies on the effects of small mole
fractions of long-chain polar lipids on fusion or lipid-mixing rates.

8.2.1.2.3 Chain-Packing Energy in QII Phases and Possible Effects of Bilayer 
Thickness Gradients

The chain-packing energy in bicontinuous QII phases has a more subtle origin than in the HII phase.
In these phases, the bilayer midplanes conform to one of a family of infinite periodic minimal
surfaces [129], which have zero geometric curvature. However, the monolayers lie on surfaces that
are displaced from the bilayer midplanes, and these surfaces are not surfaces of constant curvature.
The tendency of the monolayers to reduce the curvature energy by complying with the constant
curvature surfaces would require variation in bilayer thickness across the unit cell, which would
result in an unfavorable chain-packing energy [130, 131]. The two requirements cannot be fulfilled
simultaneously, which is referred to as frustration and is analogous to the balance of curvature and
chain-packing energy encountered in HII phase formation. For QII phases forming in phospholipids,
the free energy penalty for bilayer thickness variation is estimated to be comparatively large, and
bilayer thickness variation is estimated to be very small [130, 131]. In the case of the QII phase,
addition of nonpolar oils does not directly affect the chain-packing energy. (In fact, addition of one
or two mole percent of hexadecane to DOPE-Me induces HII phases to form instead of QII phase
[Siegel, D.P. and Banschbach, J.L., unpublished observations]). The chain-packing energy of the
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QII phase might be reduced by additives that stabilize gradients in bilayer thickness within the
phase. To the knowledge of the present author, this effect has not been demonstrated. Duesing et
al. published a simplified model of chain-packing energies in inverted phases that qualitatively
reproduces some aspects of observed inverted phase behavior as a function of C0 and lipid monolayer
thickness [132].

Our understanding of the principles determining the relative stability of lamellar and QII phases
is still incomplete, and this is largely due to our poor understanding of chain-packing energies in
this phase. A chief example is confusion over how long, transmembrane peptides stabilize QII phases.
Transmembrane peptides of at least two compositions reduce both TH and the temperature at which
QII phase precursors form (as detected by 31P NMR) [132–136] and can even promote formation
of inverted phases in PC [137, 138], which does not normally form them in excess water. In one
case, the effect of transmembrane peptides on TQ, the lamellar/QII phase transition temperature, was
measured directly via synchrotron-source, time-resolved X-ray diffraction experiments [136].
Depending on their length and sequence, and on the host lipid composition, transmembrane peptides
can lower TQ by as much as 18∞C at concentrations of only 0.5 mole% [136], and 0.1 mole% lowers
the onset of isotopic resonance formation by more than 10∞C in dielaidoyl-PE [133]. These levels
are well within expected physiological concentrations of transmembrane domains: in influenza
virions, for example, the concentration of trimers of hemagglutinin transmembrane domains is
approximately 0.5 mole% on a phospholipid basis (using data from [139]). 

It is not easy to rationalize the length-dependent effects of these peptides on formation of QII

phase and QII precursors in terms of peptide effects on curvature [133, 136]. An effect on monolayer
curvature (due to bilayer mismatch between the peptides and the host lipid bilayers) [140] and
effects on chain-packing in the HII phase have been invoked to explain the effect of the shorter
peptides in promoting HII phase formation. This interpretation has been disputed [135]. However,
an effect on curvature cannot explain all of the observations, especially the effects on QII phase
formation and the effects of peptides that are longer than the thickness of the host lipid bilayer
[133, 135, 136]. By inference, the peptides seem to affect the chain-packing energy of the QII phase,
and it is not clear how this occurs. Resolution of this question may require more detailed knowledge
of the conformation and orientation of the peptides in the host lipid bilayers, and a more detailed
experimental understanding of chain-packing energies in QII phases (e.g., by studies of the effects
of small mole fractions of longer-chain lipids).

8.2.2 NEW EXPERIMENTAL METHODS

One difficulty in studies of fusion in membrane dispersions has been that of separating the kinetics
of liposome aggregation from subsequent destabilization steps [141–143]. In order to get fusion
rates fast enough to study conveniently, researchers have often chosen lipid compositions and
conditions where the final phase of the membranes after fusion is either an inverted phase (Section
8.2.1) or a cochleate phase (Section 8.2.3.2). In such systems, it is difficult to stop membrane
interactions at different stages of the fusion process. Another difficulty is that when one studies
fusion in dispersions, one is observing the superposition of many simultaneous events at different
stages of evolution. It is not easy to get direct evidence of the different stages in the overall fusion
process in this manner.

Two general means of circumventing these difficulties have been used, which have yielded
important results concerning the sequence of events in liposomal fusion. The first is to observe
fusion in systems where the membranes are stable in the lamellar phase but are induced to fuse by
enforced close opposition and sometimes by additional membrane curvature stress, by using small
unilamellar vesicles (SUVs). This is most usually done via mixing of the SUVs with solutions of
poly(ethylene glycol), or PEG. PEG-induced fusion has recently been reviewed by one of the
principal practitioners [144]. This approach has the advantage that one can force membranes of
refractory composition to fuse under hydration stress. One can then study fusion in systems with
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a broader range of lipid properties (e.g., C0). Another advantage of this approach is that the
membrane–membrane interaction process can be stopped by dilution of the suspending medium.
This may permit “trapping” of intermediates in some cases (e.g., [145]), if the membrane compo-
sition reacts slowly enough to permit dilution on relevant time scales.

The second approach is to observe fusion of single liposomes at fast time resolution, and try
to observe the sequence of events directly. Principal recent examples of this second approach are
studies of giant unilamellar vesicle (GUV)/GUV fusion in systems where the liposomes bear large
and opposite-sign charge densities [146, 147]; combined electrical conductivity and fluorescence
study of GUV/planar bilayer fusion [148]; and the use of time-resolved cryoelectron microscopy
to observe fusion or lipid phase transition intermediates. The use of these techniques will not be
comprehensively reviewed here, but some important results relevant to determination of fusion
mechanisms will be described.

8.2.2.1 PEG-Induced Fusion

Studies with PEG-induced fusion have produced important results. Work with this technique has
implicated lipid packing defects (relative lipid depletion) in outer monolayer packing in initiating
the first steps in fusion. It has also provided additional detailed evidence that lipid mixing and
contents mixing represent different steps in the overall fusion process and can sometimes proceed
independently, and that leakage can occur in parallel with fusion. The PEG-fusion technique also
permits one to study the composition dependence of fusion in lipid systems that are normally too
refractory for study via more conventional means. Finally, this work has identified a sequence of
intermediate structures in the overall fusion process that is generally compatible with the stalk
mechanism (Section 8.2.3.1).

8.2.2.1.1 Method
Close opposition is easily achieved by incubation in PEG solutions. High concentrations of PEG
in the suspending medium have the effect of driving liposomes together, because the large hydrated
PEG molecules are excluded from the water layers immediately surrounding liposomes. This raises
the chemical potential of the water immediately adjacent to the liposomes and causes the system
to minimize the total free energy by closely opposing as much membrane/membrane interface as
possible. Enforced close opposition of the interfaces overcomes one of the major energetic barriers
to membrane fusion.

There are some complications in relating results obtained in the PEG fusion system to fusion
in other model membrane systems and in biomembrane systems. One complication is that, for lipid
compositions that do not contain high mol fractions of PE, one often has to apply high bilayer
curvature stress in order to get vesicle interaction rates that are experimentally convenient. The
amount of this stress (i.e., the change in lipid free energy) is only indirectly quantifiable, which
can make it hard to translate the findings into other systems. The bilayer curvature stress is applied
by using SUVs (e.g., [149, 150]), where the bilayers are bent into such small radii of curvature
(diameter ca. 20 nm) that the structures are at a higher lipid chemical potential than in the lamellar
phase. LUVs (large unilamellar vesicles, ca. 100 nm in diameter) have less bilayer curvature stress
and are more refractory to fusion than SUVs (i.e., LUVs require higher PEG concentrations to
achieve the same rates of lipid mixing or fusion (e.g., [144, 149–155]). Also, there is a correlation
between increasing SUV curvature and increasing susceptibility to fusion in PC SUVs [149] (which
could be due in part to the decrease in membrane rupture tension with increasing unsaturation in
PC [156].) Moreover, there is some evidence that the activation energy for lipid mixing between
SUVs of 20 nm diameter is less than half that for 45 nm-diameter SUVs [157], implying that
bilayer curvature stress is a big factor in liposome interactions.

Another complication is that the small size of SUVs may physically restrict the size of fusion
intermediates (e.g., TMCs, HDs) that can form compared to larger structures, or make corresponding

1403_C08.fm  Page 268  Thursday, May 20, 2004  10:00 AM



Lipid Membrane Fusion 269

changes in the intermediate free energies. For example, the energy of a stalk can increase rapidly
if one restricts the width of its base below 20 nm [158], which is approximately the diameter of
an SUV. There are also large stresses in SUVs that could alter the nature or dynamics of the
intermediates compared to behavior in LUV and biomembrane fusion. For example, because of
the high bilayer curvature in SUVs, there are many more lipids in the outer monolayer than in the
inner monolayer of the membrane. As one increases the radius of an SUV, the bilayer asymmetry
decreases rapidly. When two SUVs fuse, the resulting structure will tend to regain a spherical shape
to reduce the curvature energy relative to the two original SUVs (a major driving force for SUV
fusion). At equilibrium, the resulting liposome will have a greater radius than the original SUVs,
and thus a smaller area asymmetry. For example, it can be shown that the fraction of lipid on the
inner monolayers of 20 nm-diameter SUVs must increase by about 22% in the first fusion event.
The existence of this asymmetry may affect the evolution of fusion intermediates. This is especially
true for expansion of the initial fusion pore, which makes the shape of the initial fusion product
progressively more like that of a single, quasi-spherical liposome. At some point in the overall
fusion process, there will be a flux of lipid from the outer monolayer to the inner monolayer. Using
a clever assay, Lentz et al. observed such a flux [154, 157]. The induced bilayer asymmetry is
much smaller in biomembrane fusion, where the membrane compartments are typically on the
order of 100 nm or larger (40 nm for synaptic vesicles).

There are still some questions about the role of osmotic gradients in PEG-induced fusion. PEG
was originally thought to induce a large osmotic stress in liposomes, tending to shrink them and
create stacks of flattened LUVs with high-curvature edges [159]. These high-curvature edges would
be under curvature stress and would be likely spots for membrane–membrane interactions to occur.
However, Malinin et al. [153] suggested that this was not the case and used cryoelectron microscopy
to show that LUVs in 10 wt% PEG were fairly round. This is consistent with the low osmotic
gradient generated by 10% PEG (100 mOsm [153]). However, 10% is a modest PEG concentration
(10% PEG causes only a very small amount of contents mixing in LUVs of the same composition,
for example [153]). Higher concentrations could not be investigated due to interference of the PEG
with contrast in cryoelectron microscopy [160]. However, the extent of PEG-induced fusion and
leakage is larger for larger osmotic gradients (tending to shrink the liposomes) than used for the
cryo-TEM experiments [153], and the extents of fusion and leakage decreased when the gradient
decreased below this value and changed sign. Therefore, the osmotic gradient is important for
reasons that are not clear [153].

8.2.2.1.2 Findings
Work in PEG-induced fusion systems shows that faults in outer monolayer leaflet packing (in this
case, caused by removal of a small percentage of the total lipid) promote membrane fusion [161],
at least in the case of comparatively refractory compositions like PC. LPC in the outer monolayer
of LUVs tends to inhibit PEG-induced fusion [151, 161, 162]. If LPC is initially equally distributed
between the inner and outer leaflets of the LUV bilayers, removal of the LPC from the outer leaflet
by incubation with bovine serum albumin (BSA) potentiates fusion (lowers the PEG concentration
needed to induce fusion [162]). If LPC and fatty acid are created in the external leaflet of LUV by
phospholipase A2, incubation with BSA to remove the hydrolysis products induces fusion in
liposomes that were otherwise refractory [151, 161].

PEG-induced fusion shows similar C0 dependence to fusion studied in other systems (Section
8.2.1). In both SUVs and LUVs, the extent of fusion increases with increasing mol fraction of PE
in PC, with more highly unsaturated PEs being most effective [150]. The more highly unsaturated
the PE, the lower TH and (presumably) the lower C0, when compared at constant temperature, so
this finding mirrors findings obtained with different PEs in the absence of PEG [26]. The study
by Yang et al. [150] is also notable in that they compared the effects of lyso-PE substitution for
PE, to show that the effect of PE in fusion is not through a change in headgroup composition of
the bilayer (and a concomitant reduction in repulsive hydration force). The same principle was
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underscored by Haque et al. [155], who showed that the lamellar repeat distance of a phospho-
lipid/sphingomyelin/cholesterol 65/15/20 wt/wt/wt mixture was the same whether or not the phos-
pholipid was pure PC or an almost equimolar mixture of PE and PC, despite the fact that the PC
mixture was much less susceptible to fusion. Both these results show that it is unlikely that the
effects of PE are due only to a reduction in repulsive forces between interfaces. In other recent
PEG-induced fusion studies, PE/PC/cholesterol mixtures yielded more extensive fusion than mix-
tures of PCs [153], and addition of Ca2+ to a cardiolipin/DOPC 1/10 mixture induced fusion and
lowered the PEG concentration threshold for lipid mixing [161]. Although the latter effect was
interpreted in terms of defect creation in the outer monolayer [161], both these effects may also
be due to a reduction in C0 (Ca2+ induces inverted phases [57–59] and fusion [60] in cardiolipin).
Chain-packing energy considerations also play a role in the liposome interactions induced by PEG,
because addition of 5 mol% hexadecane increased the extent of fusion (liposomal contents mixing)
of SUVs [152, 153, 128]. Hexadecane was also said to increase the extent of contact-mediated
leakage, but not of lipid mixing, in [153], whereas there was no effect on leakage in [152, 168].
The authors suggested [152, 168] that hexadecane acts on the TMC or HD intermediate, lowering
the activation energy for pore formation. It is not clear whether this is the explanation: hexadecane
should greatly reduce the chain-packing stress, promote radial expansion of stalks, stabilize TMCs
and hemifusion diaphragms, and reduce the driving force for pore formation [70, 163]. It could
be argued that an increase in bilayer septum area makes fusion more probable. However, the only
systems used for the hexadecane experiments in [152, 153] were SUVs (25 nm diameter in [152]),
and it can be questioned how big a septum can form in such systems. An alternative suggestion
[168] is that the hexadecane stabilizes a transient pore seen earlier in the fusion process than final
pore formation [145].

A combination of data from inner and outer monolayer lipid-mixing assays, contents-mixing
assays (including formation of Tb3+/DPA fluorescent complex), and bilayer asymmetry assays led
Lentz and co-workers to propose a sequence of events during SUV/SUV interactions [145, 157,
164], based on the rather slow interactions of PC SUVs. This scheme is depicted in Figure 8.4.
The first step is lipid mixing between outer monolayers of the SUVs, which can occur at low PEG
concentrations in the absence of content mixing or leakage [157]. This occurs within seconds after
mixing with PEG. (Lipid mixing is often observed at extents substantially different than for contents
mixing, in PEG-induced interaction of both SUVs and LUVs, e.g., [145, 151–153, 168], or in the
complete absence of contents mixing, e.g., [165]). During this stage, I1 (Figure 8.4), transient pore
formation can occur that permits the transfer of protons between aqueous compartments, but not
complete mixing of compartment contents [145]. It is possible that the I1 stage is the “flickering”
fusion pores observed in liposome/planar bilayer fusion [148]. If SUV dispersions in PEG are
diluted at this stage, liposomes with the same size as the initial liposomes are recovered [145],
implying that formation of the I1 stage is reversible. The I1 stage slowly converts to the I2 stage,
in which inner monolayer lipid mixing occurs. If reacting SUV dispersions are diluted at this point,
much larger lipid aggregates are observed, indicating that formation of I2 is not reversible. Moreover,
in samples diluted at the I2 stage, the fusion process proceeds in the absence of PEG, indicating
that I2 is a fusion-committed intermediate [145]. In the presence or absence of PEG, contents mixing
and complete inner monolayer mixing proceed on about the same time scale from this stage [156].
Because of the outer monolayer lipid mixing observed at low PEG concentrations and early times
at higher concentrations, the I1 stage is assumed [152, 153] to represent a stalklike intermediate
with a transient pore-forming activity. I2 is assumed to be a stable bilayer septum between SUVs,
similar to the TMC or HD in the stalk mechanism (Section 8.2.3.1), which subsequently forms a
stable fusion pore. The outer-to-inner monolayer lipid flux in SUV fusion [154] occurs roughly
simultaneously with fusion pore formation and contents mixing [157].

Activation energies for the steps in PC SUV/SUV interactions have been estimated [157, 164].
The activation energies and rate constants for formation of the intermediates in 45 nm-diameter
SUVs of 85/15 mol/mol DOPC/1,2-dilinolenoyl-PC at 35∞C in 17.5% PEG [164] are:
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Much lower activation energies (12 to 15 kcal/mol or 20 to 25 kBT) were subsequently found
for initial lipid mixing at 5 to 10% PEG for smaller SUVs of the same composition [157], and it
was found that interactions could no longer be resolved into distinct steps. The activation energies
may not represent the real activation energies of elemental processes at work. They were determined
on the assumptions that formation of each of the intermediates is irreversible and occurs in a single
step. As pointed out in [164], formation of I1 is reversible, and activation energies estimated in this
manner for a complex and reversible process could be misleading. It was noted in [164] that the
observed rates and activation energies of SUV fusion were comparable to observed values for
fusion in some biomembrane systems. This encourages us to believe that lipid fusion mechanisms
are relevant to biomembrane fusion, even if we must remember that, in this case, fusion starts out
in a highly stressed membrane system.

PEG also induces considerable leakage of interacting liposomes, depending on the lipid com-
position, as in studies of lipid system fusion by other techniques. Haque et al. [155] showed that
the amount of leakage with respect to fusion could be minimized by using a certain ratio of PE,
PC, cholesterol, and sphingomyelin, which approximated the composition of synaptic vesicle
membranes. The role of the cholesterol and sphingomyelin was to reduce leakage without signif-
icantly reducing the extent of fusion. The authors inferred that these two lipids (especially sphin-
gomyelin) might toughen the bilayer, reducing its susceptibility to rupture before the fusion inter-

FIGURE 8.4 The sequence of events in PEG-induced fusion of PC SUVs, as deduced from fluorescent assays
of lipid and contents mixing. See description in text. (Reprinted from [164], with permission.)

Intermediate  Activation Energy Rate Constant

I1 35–37 kcal/mol (ca. 60 kBT) 2.2–2.4 sec–1

I2 from I1 27–33 kcal/mol (ca. 50 kBT) 0.031–0.044 sec–1

Fusion pore from I2 21–22 kcal/mol (ca. 36 kBT) 0.017–0.020 sec–1
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mediate could form [155]. Adhesion energy-induced deformation of aggregated liposomes induces
tension in the membranes that can produce rupture and leakage [166, 167].

Researchers on PEG-induced fusion have also developed an assay designed to report the
presence of hydrophobic voids in fusion intermediates [165]. A fluorescent probe (cholesteryl 1-
pyrenebutyrate, or Py-CH) was identified that had a particularly large excimer/monomer fluores-
cence ratio change during cycling between the La and HII phases in DiPoPE. This is thought to be
due to concentration or more rapid diffusion of the fluorescent moieties in the hydrophobic inter-
stices of the HII phase [165], which represent a maximum of 9.3% of the volume of the phase if
the HII tubes are perfect circular cylinders (not 20%, as cited in [165]). Py-CH  was incorporated
into SUVs, and the excimer/monomer fluorescence ratio was monitored during fusion. This ratio
increased by a few percent (vs. 150% for the same level of probe in the HII phase) during lipid
mixing and contents, and subsequently decayed back to initial levels as the reaction moved toward
completion. This signal was observed in two PE-containing lipid systems: one produced only lipid
mixing (hemifusion; DOPC/DOPE = 3/1 mol/mol) and the other produced contents mixing
(DOPC/DOPE/cholesterol = 2/1/1 mol/mol/mol). No signal was observed in SOPC, which produced
no lipid mixing or contents mixing under these conditions. These results suggest that the probe is
reporting the formation of hydrophobic voids like those in the HII phase during fusion, consistent
with many observations of alkane effects on fusion rates (Section 8.2.1.2) and with theory of fusion
intermediate structure (Section 8.2.3.1).

However, one aspect of the Py-CH results is not easy to understand. In the system showing
only hemifusion, the signal attributed to hydrophobic void creation is maximal almost immediately
(a few seconds) after mixing, while the lipid mixing is negligible in this period. Moreover, the Py-
CH signal begins to decay well before most of the lipid mixing takes place (over 300 sec). It was
suggested [165] that the intermediates might be flickering in and out of existence, existing for only
a fraction of the time, and hence might be restricting bulk lipid mixing. However, for both contents
mixing and lipid mixing, diffusion between two SUVs connected by a stable pore or continuous
monolayer should occur on the millisecond time scale. Also, SUVs are small enough that the
number of lipids in an intermediate is a significant fraction of the number of lipids in the entire
structure. For example, the “waist” of a stalk subtends an area that is 1% of the outer monolayer
area of a 20 nm-diameter SUV. Lipid molecules at the “waist” of a stalk could presumably be
traded between SUVs with a single diffusional “hop” of nanosecond duration, in either direction.
Thus, each “flicker” should result in the transfer of on the order of 1% of the lipid per SUV/SUV
contact. It is questionable whether intermediates can be transient enough to allow for the time-
averaged increase in Py-CH to appear in 1 second or less, while restricting lipid mixing to a half-
time of 100 sec. It also may be that the Py-CH signal reports formation of some structure that does
not permit lipid mixing between SUVs, but it is not obvious what that would be. It may be that
the intermembrane intermediates restrict exchange of the fluorescent lipid probe much more than
exchange of the bulk of the membrane lipids, however. A small fraction of fusion events in a
GUV/planar bilayer fusion system [148] showed apparent restriction of lipid flow after initial fusion
pore formation.

Lentz and coworkers also studied the influence of viral fusion peptides [151, 152] and trans-
membrane domains (TMDs) of a viral fusion protein [168] on PE/PC/cholesterol and PC liposomes.
In general, the fusion peptides can enhance the extent of lipid mixing and content mixing of stressed
liposomes at low peptide concentrations (e.g., below a peptide/lipid ration of 1/200 mol/mol) but
can inhibit contents mixing at higher concentrations [151, 152]. Stress was applied either by partial
depletion of lipid by phospholipase and subsequent incubation with BSA, followed by mixing with
PEG [151], or merely by incubation with PEG [152]. Hexadecane increased the extent of contents
mixing between SUVs more than did the fusion peptide at all peptide concentrations tested [152],
and the effects were not synergistic when used together. The authors suggested [127] that the fusion
peptide acts on the TMC or HD intermediate, lowering the activation energy for pore formation,
as they inferred for hexadecane. The TMD study [168] used a wild-type and a mutant TMD of a
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viral fusion protein that had been shown to be fusion inactive at concentrations up to 0.2 mol%.
Both the wild-type and mutant TMDs increased the rate of contents mixing and lipid mixing. The
wild-type TMD did not affect the extent of contents mixing, whereas the mutant TMD decreased
it, and neither TMD affected the extent of lipid mixing. The authors interpreted the results in terms
of a TMD effect on both the formation rate of initial intermediates (lipid mixing) and the stability
of transient fusion pores formed early in the SUV/SUV fusion process [145]. That is, the authors
[168] speculated that the peptides do not change the number of final intervesicular contacts that
are possible, but change the nature and evolution of those contacts. The fact that hexadecane also
increased the rate of contents mixing, but did not affect the rate of lipid mixing, suggested to the
authors [168] that the TMDs destabilize the bilayers of the liposomes, lowering the activation
energy for formation of the intermediates, whereas hexadecane has much less effect. A similar
speculation has been made for the effect of model TMDs on QII phase formation [136].

8.2.2.2 GUV/GUV Fusion

MacDonald et al. [146, 147, 169] studied the fusion of GUVs labeled with appropriate fluorescent
dyes to determine the sequence of events and outcomes in isolated, pairwise vesicle–vesicle
interactions. These studies provide a striking demonstration that hemifusion is a process that can
either precede fusion or exist as an end state in itself. The method is also appropriate for studies
of the role of adhesion-induced membrane tension in fusion intermediate evolution. Relation of
results obtained in this system to other model membrane and biomembrane systems is hampered
by the use of oppositely charged liposomes at high charge densities. There are few biologically
relevant cationic membrane lipids. Divalent cations can induce adhesion between anionic lipids
and generate similar adhesion-induced membrane tensions (Section 8.2.3.2), but the mol fraction
of anionic lipid in biomembranes is usually low (ca. 10 mol%).

Only a comparatively small number of events can be observed with this technique, so one must
use GUVs with compositions that will make them adhere to one another and react within a
convenient time. Therefore, interactions between GUVs bearing opposite charges were studied in
[146, 147, 169]. The anionic GUVs were made of different mixtures of dioleoylphosphatidyl-
glycerol (DOPG) with DOPC, DOPE, or DOPC and cholesterol. The cationic GUVs were made
with EDOPC (1,2-dioleoyl-sn-glycero-3-ethylphosphocholine) mixed with the same lipids. EDOPC
is a DOPC derivative in which the phosphate oxygen is substituted with an ethyl moiety, leaving
the molecule with a net positive charge [170].

The outcome of GUV/GUV encounters depended on the mol fraction of charged lipid in the
membranes [146, 147, 169]. When the membranes were rich in charged lipids, the GUVs flattened
to maximize the extent of intermembrane contact. This generates large tensions in the liposome
membranes [166, 167]. Because of this, at mol fractions of about 70% and above, a little less than
half of the events resulted in rupture of one or both of the GUVs. The primary outcome of
GUV/GUV interactions was fusion (mixing of both membranes and contents). Hemifusion
(exchange of lipid dye without contents mixing) was observed in a minority of events. As the mol
fraction of charged lipid decreased to 40% and below, hemifusion became the primary outcome
(64% of encounters at 20 mol%), whereas the fraction of events ending in fusion decreased more
slowly and the fraction of rupture events dropped rapidly to essentially zero at 20% charged lipid
[146]. Hemifusion could be a stable end state without subsequent fusion (minutes [147]), especially
at charged lipid fractions £ 40%. Substitution of cholesterol for PC increased hemifusion at the
expense of fusion [147], and substitution of PE for PC both increased hemifusion at the expense
of fusion and made hemifusion immediate upon contact.

MacDonald and coworkers [146, 147, 169] interpreted these findings in terms of an adhe-
sion/condensation mechanism of fusion [171, 173], which is related to the mechanism thought to
underlie Ca2+/PS fusion (Section 8.2.3.2). In this view, local charge neutralization of the oppositely
charged lipid interfaces (or cation binding to anionic lipid interfaces) drives adhesion of the
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membranes. Neutralization of the charge density leads to contraction of the facing monolayers (the
lipid headgroups no longer repel each other so strongly). This local contraction generates tension
in, and hence rupture of, the contacting monolayers to form a bilayer septum (hemifusion). Rupture
of the septum is presumed to occur due to the adhesion-induced tension in the bilayers. This picture
is consistent with the increasing stability of the septum (hemifusion) and decreasing frequency of
bilayer rupture (leakage) with decreasing charge density. The nature of the first intermembrane
structure is unknown, but there are two pieces of evidence implying that it is related to the
intermediates that form in the course of lamellar/inverted phase transitions (i.e., stalks). First, PE
and cholesterol, which would reduce C0, increase the rate and extent of hemifusion. Second, it was
noted that EDOPC/DOPG mixtures (i.e., the products of GUV interactions) form inverted phases
[146], as do EDOPC/cardiolipin mixtures [172]. Moreover, the lipid of ruptured GUVs and excess
membrane of fused GUVs were observed to form small, compact lipid aggregates consistent with
bulk inverted phase formation.

Lei and MacDonald recently coupled the technique with high-speed microfluorescence spec-
troscopy [169]. This permits observation of fluorescent label migration on the millisecond time
scale. Work with this system may provide an estimate for the time scale of hemifusion and
hemifusion/fusion intermediate conversion. Preliminary results [169] indicate that, at high charge
density, substantial lipid mixing occurs within 5 msec and may precede contents mixing, implying
the existence of transient hemifusion intermediates.

8.2.2.3 GUV/Planar Bilayer Fusion Observed via Simultaneous Conductance 
and Fluorescent Assays

Chanturiya et al. [148] monitored fusion of GUVs with planar membranes by simultaneous mea-
surements of fusion pore conductance, lipid mixing, and contents mixing by fluorescent assays.
This permitted detailed observation of the sequence of events, in particular GUV/planar membrane
interactions. It was found that GUVs formed reversible hemifusion intermediates with planar lipid
membranes (lipid dilution from the GUV could occur in stages), and that osmotic stress (swelling
the GUV) increased the frequency of fusion events. It was also found that the initial fusion pores
exhibited the “flickering” behavior (transient pore formation) that is inferred to occur in PEG-
induced fusion [145] and that is also observed in many biomembrane systems. The distribution of
pore conductance in the lipid system in [148] is comparable to the distribution of initial conductance
in biological fusion pores. These data provide strong support for the contention that the fusion
pores in biomembrane systems are lipidic and are not protein-lined channels.

8.2.2.4 Time-Resolved Cryoelectron Microscopy

Cryoelectron microscopy is an elaboration of transmission electron microscopy (TEM). A great
advantage of the technique over conventional TEM is that no stains, cryoprotectants, drying, or
solvent substitution procedures are applied to the specimens. A sample of the dispersion of interest
is blotted to form a thin film (a fraction of a micron thick) on a special support, which is then vitrified
by plunging into a cryogen (usually ethane at its melting point). This transforms aqueous suspensions
to vitreous ice within an interval estimated to be less than ca. 0.1 msec. The specimens are then
maintained under liquid nitrogen, inserted into a liquid nitrogen-cooled sample holder, and examined
in a transmission electron microscope. The vitrification procedure effectively halts dynamic processes
on this rapid time scale. Because of the nonperturbative and “stop-action” effect of vitrification, the
technique is appropriate for studying membrane dynamics and membrane–membrane interactions
(e.g., [22, 27–31, 33, 78, 153, 174, 175]), reconstitution of membrane proteins into liposomes, and
macromolecular/supramolecular structures. It has been widely reviewed (e.g., [160, 176, 177]).

Time-resolved specimen preparation techniques can be applied to start dynamic processes in
membrane dispersion on cryoelectron microscopy specimens at defined times before vitrification.
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These intervals can range from minutes to milliseconds [28, 178]. Results from cryoelectron
microscopy studies of fusion and phase transition intermediates in systems with lamellar/inverted
phase transitions will be discussed in more detail in the context of the stalk model (Section 8.2.3.1).
Cryoelectron microscopy in general is currently contrast limited. Contrast generation in TEM is a
complex process, but generally membranes do not generate much contrast in TEM, and they generate
most contrast when viewed in the plane of the membrane (i.e., when viewed edge-on, as at the
periphery of a spherical vesicle). As demonstrated in [28], the contrast decreases as the length of
membrane in the beam direction decreases, so that contrast decreases as the radii of membrane
curvature decreases. Small unilamellar vesicles are much harder to “see” than LUVs. Objects the
size of stalks would be extremely difficult or impossible to detect [28]. However, cryo-TEM is well
suited to detecting the subsequent evolution of fusion intermediates into TMCs and/or hemifusion
diaphragms in LUV or oligolamellar liposome dispersions.

An example of time-resolved cryoelectron microscopy data is given in Figure 8.5, reprinted
from [29]. The left-hand image is a micrograph of a dispersion of dipalmitoleoyl-PE (DiPoPE), a

FIGURE 8.5 Comparison of intermediate morphology in a system with a facile La/HII transition (DiPoPE;
left) and a system that forms both QII and HII phases (DOPE-Me; right). Both micrographs are shown at the
same magnification, and the scale bar is 200 nm. In both cases, the transitions started in dispersions of LUVs
near room temperature. For DiPoPE, the transition was started by rapid adjustment of the pH from 9.9 to 4.5
a few seconds before vitrification. For DOPE-Me, the liposomes were originally at pH 7.4, and the transition
was triggered by a flashtube-induced temperature jump to about 90∞C about 10 msec before vitrification. Note
the appearance of many disordered intermembrane connections in the DiPoPE micrograph (left), indicated by
arrows. The structure of these individual connections cannot be definitely assigned due to superposition effects,
but they have the rough shapes of TMCs or ILAs, in views perpendicular to the axis of the structures (parallel
to the surfaces of the planar membranes: arrowheads) and views looking down the axes of the structures
(arrows). The dimensions (ca. 10 nm in diameter and height normal to the bilayer stack) are in the range
predicted for TMCs [69, 70]. Asterisks mark areas that resemble projections through HII phase aggregates. In
DOPE-Me (right), the system rapidly forms well-defined ILAs (fusion pores), which are indicated by arrow-
heads when seen from the side and by arrows when viewed down the pore axis. These are larger, more well-
defined structures than in DiPoPE, and they are often larger in both diameter and height in the direction normal
to the membranes. What appear to be holes at the edges of folds of membrane elsewhere in this image are
projections of ILAs (see Figure 1 of [22]). Adapted from [29].
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lipid with a thermotropic La/HII phase transition. The DiPoPE was prepared as a dispersion of
LUVs at pH 9.9, a pH where the lipid is anionic and the phase transition cannot occur. A drop of
this dispersion on the TEM grid was mixed with the same volume of a pH buffer that made the
final pH permissive for the transition, and the specimen was blotted and vitrified within 6 to 10
sec. The micrograph shows that, in this time, the LUVs have aggregated to form much larger
structures and have also formed extensive inverted phase structures. The arrows indicate areas
where there are numerous disordered intermembrane connections. The structure of these individual
connections cannot be definitely assigned due to superposition effects, but they have the rough
shapes of TMCs or ILAs, in views perpendicular to the axis of the structures (parallel to the surfaces
of the planar membranes: arrowheads) and views looking down the axes of the structures (arrows).
The dimensions (ca. 10 nm in diameter and height normal to the bilayer stack) are in the range
predicted for TMCs [69, 70]. There are also structures that look like projections through HII phase
aggregates (bottom center and top left, asterisks). At right is a similar micrograph obtained of a
dispersion of LUVs of dioleoyl mono-methylated PE (DOPE-Me), a lipid that forms both QII and
HII phases when heated to about 60∞C [28, 42, 43]. This specimen was subjected to a temperature
jump from room temperature to about 90∞C at a time about 10 msec before vitrification. Even
within this short time, the LUVs have extensively aggregated and fused into oligolamellar structures,
with numerous ILAs (fusion pores). The ILAs are larger and less numerous than the structures in
DiPoPE and have well-defined pore structure, as viewed both from the side (arrowheads) and down
the axes of the pore (arrows). Domains of HII phase are also rarer in these samples. What appear
to be holes in the bilayers are actually ILAs seen in projection at the edges of membrane folds (see
Figure 1 of [22]). These data support the existence of stalklike structures during lamellar/inverted
phase transitions and also make the important point that stalks must be able to form fusion pores
(ILAs) without the existence of obvious hemifusion diaphragms within milliseconds after liposome
interactions begin. This may help us distinguish between the predictions of different variants of
the stalk mechanism (Section 8.2.3.1).

Some care is necessary in interpretation of intermediate morphology in cryo-TEM, because
membranes and monolayers generate by far the most contrast when seen edge-on, and this can
produce projection images that resemble holes or pits in membranes when in fact the structures are
simple, continuous-membrane catenoids [22]. In addition, the low contrast of high-curvature segments
of membranes or monolayers [7] makes some parts of larger structures almost disappear in micro-
graphs, which can also give a misleading impression of the overall geometry. Whenever possible,
images of the same area should be obtained at more than one defocus setting, although the suscep-
tibility of specimens to beam damage can make this difficult. In addition, Siegel has pointed out [70]
that the substantial bilayer/bilayer adhesion energies in PE lamellar phases might have the effect of
lowering the temperature at which HII phases can form from LUV dispersions by as much as 10 K
with respect to TH as measured in multilamellar dispersions. Siegel and Epand [29] observed transition
intermediates and nonlamellar morphology at temperatures 20 to 36 K below TH when liposome
interactions were triggered in LUV dispersions of DiPoPE, so it is unlikely that the adhesion energy
effect accounted for most of these observations, but the effect must be borne in mind. Several time-
resolved cryo-TEM studies [22, 28, 29, 31] have made use of PE LUVs prepared at high pH to
stabilize them in the La phase, so that the transition can be conveniently triggered by a drop in pH.
These LUVs should be made immediately before TEM sample preparation and maintained on ice
before use, because PE is subject to hydrolysis at high pH, which gradually lowers TH [31].

8.2.2.5 Inner Monolayer Lipid Mixing and Transbilayer Lipid 
Migration Assays

Reliable assays for the mixing of inner monolayer lipid between liposomes have been developed
(e.g., [83, 154, 179, 180, 180a]). These assays permit resolution of events that mix only the outer
monolayers of liposomes (such as hemifusion) from processes that make both the inner and outer
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monolayers of the liposomes continuous (fusion). They can also be used to monitor transbilayer
migration of lipid in individual liposomes (e.g., [154]). This is important in the study of hemifusion,
which otherwise can only be inferred by lipid mixing in the absence of aqueous contents mixing.
Use of contents-mixing assays is sometimes experimentally inconvenient. Moreover, when total
membrane lipid mixing is observed in the absence of contents mixing, and there is also some
liposome leakage, the lipid mixing might arise from rupture and resealing of membranes from
different liposomes late in the evolution of lipid aggregates. Hence, these assays permit resolution
of an important ambiguity and can represent a convenient fusion assay.

Malinin et al. [181] have also developed an improved fluorescence resonant energy transfer
(FRET) assay for lipid mixing in general, based on a new pair of lipid probes.

8.2.3 FUSION INTERMEDIATES AND FUSION MECHANISMS

The last decade has seen major advances in our understanding of the mechanism of lipid membrane
fusion. This has been due to three factors: 

• First, a better understanding of the principles determining the stability of lipidic structures
with respect to the lamellar phase was available, obtained through studies of nonbilayer
phase stability. 

• Second, better theoretical models were proposed, incorporating this knowledge. 
• Third, new techniques were employed, which allowed successful tests of some of the

main predictions of the new models. These new techniques included variations on the
planar bilayer fusion system, time-resolved cryoelectron microscopy, and observation of
the effects of exogenous lipids on fusion in cellular and viral biomembrane systems. 

A recurring theme in these developments has been the need for detailed studies of lipid physical
chemistry and phase behavior in order to achieve a mechanistic understanding of fusion.

Most progress has been made in understanding fusion of lipids where the lipids are initially in
the liquid–crystalline (La) phase and where anionic lipids are not the major component. These
systems are now thought to fuse via the stalk mechanism. This mechanism will be discussed in
detail (Section 8.2.3.1). There is a very substantial literature regarding divalent cation-induced
fusion of anionic lipids like PS, which has been expertly reviewed (e.g., [10–13]). This subset of
anionic lipids does not form inverted phases at neutral pH or in the presence of the divalent cations.
It is not clear what the intermediates in this process are, although a stalk mechanism is not out of
the question [182]. These systems will be briefly discussed in Section 8.2.3.2.

First, some general comments about modeling fusion mechanisms are appropriate. In order for
fusion to occur at appreciable rates, the activation energy for the process must be no larger than a
few tens of kBT, where kB is Boltzmann’s constant and T is the absolute temperature. In general,
it will be almost impossible to know the detailed sequence of steps involved in fusion, because of
the small length scale (< 10 nm) and fast time scale (from electrophysiological studies, < 0.1 msec)
of the events. However, as argued in [183], we can generate testable models of the fusion process
by trying to infer what configurations the lipid molecules adopt during different stages in the process
and by estimating the relative free energy of each according to principles determined from studies
of inverted phase stability. Fusion necessarily involves energetically intensive processes. These
include bringing two opposed membranes into contact against strong repulsive (hydration) forces,
disruption of the interactions between adjacent lipids in a monolayer (with transient exposure of
acyl chains to water), bending monolayers into small radii of curvature, stabilizing interstitial
spaces, and forming a pore in a bilayer. All these contributions to the free energy of activation must
be minimized in a hypothetical mechanism. Generally, this argues for action of these forces over
as small an area as possible, hence for as small an intermediate structure as possible. One of the
biggest energetic barriers to fusion is rupture of a bilayer to compete the fusion process. In the
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absence of external energy inputs, like a bulk tension in one or more of the fusing membranes, the
energy to perform this final rupture must be assembled by concentration of as much as possible of
the stress in an intermediate at the point at which rupture must occur in order to produce fusion.

Hence, the object of fusion mechanism modeling is to create intermediates of minimum size,
with minimal curvature and chain-packing energies, which nevertheless bring a maximum of these
stresses to bear on the minimum area of monolayer whose rupture will produce a fusion pore. The
amount of energy necessary to start the pore formation process is the most significant barrier to
the overall process. As we will see, this quantity also plays a major role in the kinetics and hysteresis
of lamellar/inverted phase transitions.

8.2.3.1 Stalk Mechanism

The “stalk” is postulated to be the first intermediate structure to form between two interacting
membranes in both membrane fusion [29, 69, 70, 85, 98, 158, 163, 182, 184–190] and lamel-
lar/inverted phase transitions [29, 69, 70, 163]. A “generic” cross section of this structure is depicted
in Figure 8.1B: it is a cylindrically symmetrical, hourglass-shaped connection between apposed
membranes, composed of lipids from the facing (cis) leaflets of the two membranes. Gingell and
Ginsberg were apparently the first to suggest the existence of such an intermediate structure [190a].
Hui et al. proposed a stalk structure on the basis of morphological evidence [191]. The stalk fulfills
several of the constraints on hypothetical fusion mechanisms. The intermediate is of the minimum
size necessary to connect two apposed membranes. Thus, the two original membranes must be
pushed close together and their interfaces disrupted over only a minimal area, requiring a minimal
activation energy for stalk formation. The compound curvature of the stalk outer surface (one
principal radius of curvature is positive, the other negative) also leads to a low curvature energy
(see Equation 8.1). Thus, this model is attractive on several grounds, even before a detailed analysis
of the energy required to form the intermediates.

Stalks have so far evaded direct observation in fusing systems. Stalks are small structures, and
most models of stalk energetics predict that they are transient structures when they form in lamellar
phases in excess water or in dispersions of fusing liposomes. Because of their small size and
presumed short lifetimes, they seem to be undetectable via current electron microscopic techniques
[28]. However, recently Yang and Huang described a rhombohedral phase forming in phospholipids
at low hydration, which consists of stalk structures within a stack of planar membranes [192–194].
The stalk-based structure of these phases has been confirmed in diphytanoyl PC [192, 193] and in
mixtures of DOPE and DOPC [194]. The stalk-based phases form only at low water activity and
not in pure DOPE. These observations are extremely important and lend strong experimental support
to the role of stalks as intermediates in membrane interactions. The fact that stalks are thermody-
namically stable in phospholipids at room temperature, at least under some circumstances, strongly
suggests that they are low enough in energy to form transiently as fusion intermediates between
membranes of physiological compositions. This is in accord with predictions of more recent
theoretical studies on the stalk mechanism [158, 188–190]. An electron density reconstruction of
the rhombohedral phase is shown in Figure 8.6 (from [193]).

The first theoretical description of the stalk mechanism was given by Kozlov and Markin [184].
The original model has undergone two successive generations of refinements.

8.2.3.1.1 Stalk-Pore Model
Figure 8.7 shows the steps in the so-called stalk-pore models. In the first generation of stalk models
[85, 98, 182, 184–187], the free energy of the structures with respect to the lamellar phase was
assumed to arise solely from differences in curvature elastic energy, following the treatment of
Helfrich [46]. The first treatments [85, 184, 185] showed that, if the spontaneous curvature (C0) of
the lipid in the cis monolayers is sufficiently negative, formation of stalks (Figure 8.7C and Figure
8.7F) was followed by radial expansion of the stalk in the plane of the opposed membranes (Figure
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8.7D). This forms a trilamellar structure, or hemifusion diaphragm, which is a single-bilayer
diaphragm between the two original liposomes. This stage is termed hemifusion, to emphasize that
only the facing monolayers of the two opposed membranes have become connected and that lipid
mixing can occur between these leaflets of the two membranes. In subsequent treatments [86, 182,

FIGURE 8.6 Electron density reconstruction of the unit cell of the rhombohedral phase lattice in diphytanoyl-
PC. (High density is white, low density is black.) Top row: The dashed rectangles within each figure are the
boundaries of the unit cell in each map. On the x-z map, the electron density profiles were taken along the
lines a, b, and c, and are shown in the graph at top right. Also shown in the graph is a transbilayer electron
density profile from the lamellar phase of the same lipid (heavy black line). Bottom row: The unit cell (left)
in this set of views was obtained by translation from the previous one. A stalk structure appears in the center
of the cell. The maps in the y-z and x-z planes are shown in the center. On the right, the electron density of
the central part of the y-z map is plotted with density contours. At the extreme right is a diagram of the stalk
structure imaged in the contour plot. (Adapted from [193], and used with permission.)

FIGURE 8.7 Stalk-pore fusion model. (A) Two opposed membranes. (B) Fluctuation resulting in a local close
contact between membranes. (C) Stalk formation. (D) Radial expansion of a stalk resulting in formation of a
contact bilayer (or hemifusion diaphragm). (E) Formation of a pore in the contact bilayer completing the
fusion process. (F) Enlarged diagram of a pore, indicating one of the two hydrophobic voids in the stalk. (G)
Enlarged diagram of the fusion pore. Dashed lines show the boundaries of the hydrophobic surfaces of two
lipid monolayers. 2d and 2R are the thickness of the lipid bilayer and the diameter of the contact bilayer,
respectively. (Reprinted from [7], with permission.)
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185a, 186], it was shown that radial expansion of the stalk creates an area asymmetry between the
inner and outer monolayers of the liposomes. This area asymmetry produces a tension in the
hemifusion diaphragm as the diaphragm continues to expand [182, 185a]. For sufficiently negative
C0 of the lipids in the outer monolayers and sufficiently small pore edge tension, fusion of the two
original liposomes occurs (Figure 8.7E and Figure 8.7G). Pore formation would be favored by
larger (more positive) values of C0 for the distal monolayer lipid composition. This is because the
edges of the pore would have one large, constant, positive principal curvature (Figure 8.7G). This
would make the area-averaged overall curvature of the pore more positive than for the stalk for all
diameters of the pore. Osmotically induced tension in the liposomal membranes could also encour-
age pore formation. This latter form of the stalk model is referred to as the stalk-pore model.

Formation of a fusion pore, ILA, (Figure 8.1D, upper left) from the pore in the single-bilayer
diaphragm was not explicitly discussed, although this was discussed in a subsequent treatment by
Chizmadzhev et al. [195].

The predictions of the stalk-pore model [86, 182, 185a, 186] are in accord with many obser-
vations of fusion behavior:

First, the model predicts that, under some circumstances, lipid mixing can occur before
fusion or perhaps even without fusion. Stalks and radially expanded stalks connect the
facing monolayers of two membranes (hemifusion) before pore formation (fusion) occurs.
It is also possible that pore formation will not occur in all cases or that other processes
(e.g., leakage via inverted phase formation in aggregates of liposomes) will occur before
fusion can occur. Lipid mixing is often observed as a stage distinct from fusion, or instead
of fusion, in liposomal dispersions of nonbilayer lipids (reviewed in Section 8.2.1). It is
also observed in giant liposomes of lipids that do not form inverted phases [146, 147], in
Ca2+-induced interactions of PE/PS liposomes [83], and in both small and large unilamellar
liposomes induced to fuse by high concentrations of polyethylene glycol [144, 145,
151–153, 157, 165, 168, 165] (see Section 8.2.2). Studies of fusion between planar lipid
membranes [85, 86] clearly resolve lipid mixing (trilamellar structure formation) from
fusion (diaphragm rupture), due to the formation of large single-bilayer diaphragms in
these systems. Resolution of the two steps is also observed in giant liposome/planar bilayer
interactions [87, 148]. Interestingly, pore formation was found to be reversible (“flickering
pores”) in the early stages of fusion in one GUV/planar bilayer study [148].

Second, the original model of stalks predicts that reductions in C0 of the lipids in the facing
monolayers of the membranes should lower the energy of the stalk. This agrees with many
observations linking increases in lipid mixing and fusion rates with increases in the mol
fraction of inverted phase-forming lipids, or of additives like DAG that lower C0, as
described in Section 8.2.1. Alternatively, lipids that raise the C0 of all the lipids in the
membranes, or of only the lipids in the facing (opposed) monolayers, should decrease the
rate of stalk formation. This rationalized extensive observations that LPC and other sur-
factants that raise C0 inhibit the rate of lipid mixing and fusion between model membranes
[85–87] and biomembranes (e.g., [88, 98]; see [7, 97] for reviews). 

Third, the model explains an interesting sidedness effect of LPC and similar additives on
lipid mixing and fusion. The stalk model [85, 98, 182, 184–187] predicts that lipids that
make C0 more positive (like LPC) should increase the energy of stalks when added to the
facing monolayers, inhibiting lipid mixing and fusion. However, adding LPC to the distal
monolayers should increase the likelihood of pore formation in the bilayer diaphragms of
radially expanded stalks, increasing the rate of fusion. The opposite effects for each
monolayer are expected for additives like arachidonic acid (AA), which lowers C0. The
sidedness effect of LPC addition was observed in the fusion of macroscopic planar
membranes [85, 86] and in the fusion of liposomes with planar membranes [98]. In the
fusion of two planar membranes, LPC added between the membranes slows the rate of
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hemifusion diaphragm (trilamellar structure) formation [85]. In contrast, the presence of
LPC in both monolayers of a membrane accelerates pore formation (rupture) of the bilayer
diaphragm [86]. The edge tension of pores in single bilayers can be measured indirectly
in these systems, and LPC is observed to lower the edge tension [86], consistent with its
role in pore formation. When liposomes are brought into contact with a single planar
membrane, addition of LPC to the side of the membrane with the liposomes inhibits fusion,
whereas addition to the opposite side accelerates fusion [98]. The opposite corresponding
effects of arachidonic acid were observed in [98]: decreased fusion when added to the
distal monolayers of the planar membrane, although this was not observed with “solvent-
free” (vs. decane-containing) planar membranes. Arachidonic acid had essentially no effect
on fusion when added to the facing monolayers in [98], in contrast to the predictions of
the theory, but arachidonic acid is not especially powerful, mole for mole, in lowering C0,
as judged by its small effect on TH [61, 79]. There is also evidence for a distal monolayer
effect of positive C0 surfactants in some experiments on HA-induced cell fusion (e.g., [94,
196]). In these systems, however, the effects of changes in distal monolayer curvature on
fusion pore enlargement, as opposed to initial pore formation, are more complex. They
seem to reflect effects on curvature energy of a fusion pore (ILA), and not of a pore in a
single bilayer [91].

However, there are some observations that are not readily explained by the stalk-pore model
in its original form [86, 182, 185, 186]:

First is the effect of chain-packing energy (Section 8.2.1.2). Addition of long-chain alkanes
has been observed to substantially increase the rate of fusion in liposomal systems [80,
118]. The stalk-pore model does not take chain-packing energies into account and cannot
account for this. In addition, because the stalk structure is presumably the lowest energy
intermediate that can form between La phase bilayers, the structure should be capable of
forming the HII phase (although this was not addressed in the stalk-pore model). TH is
quite sensitive to the presence of nonpolar oils, too (Section 8.2.1.2), and hence the stalk
free energy should reflect this sensitivity.

Second, the stalk-pore model predicted that, for sufficiently negative values of C0, the stalk
structure had a lower free energy than lipid in the La phase. For membranes separated by
a water layer thickness of 3 nm (i.e., full hydration of the La phase of lipids like PE and
DOPE-Me), the stalk should be more stable than the La phase for C0 < ca. -0.24 nm-1,
and any stalk that forms should radially expand for C0 < -0.14 nm-1 [182]. In contrast,
HII phases form in PE and DOPE-Me when C0 is ca. -0.35 nm-1, and only the La phase
and QII phases are observed at higher (less negative) curvatures, which corresponds to a
range of temperatures well below TH [70]. That is, the stalk-pore model predicts that a
phase of stalks should be observed in a temperature range below TH in the presence of
excess water, and no such phase is observed.

Third, there is evidence from time-resolved cryoelectron microscopy studies that is not
readily compatible with the stalk-pore theory. There is no evidence for the formation of
large, single-bilayer diaphragms between interacting liposomes from such studies, at least
when the lipids are in the temperature range starting some 20∞C below TH

 [22, 27–31].
Extensive diaphragms do form in the fusion of planar bilayers [85, 86], GUV/planar bilayer
fusion [87, 148], and GUVs [146, 147]. However, in the first two cases nonpolar oils are
present to reduce the energy barrier to large hemifusion diaphragm formation. In the third,
the adhesion energies between the interfaces are much larger than in typical phospholipid
systems, which generates large membrane tensions, which in turn are a powerful driving
force for hemifusion diaphragm formation. In addition, cryo-TEM and freeze-fracture
TEM have established the existence of ILAs (Figure 8.1D, upper left), which are bilayer-
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lined channels connecting two opposed membranes (e.g., [22, 27–29, 31, 33]). The diam-
eters of the “waists” of these structures are only ca. 12 to 15 nm in pure lipids like DOPE
and DOPE-Me [22, 28], with aqueous pores 4 to 9 nm in diameter. It is not clear how
these would form from stalks according to the stalk-pore model, given the predicted
tendency of the stalks to radially expand into large bilayer diaphragms for lipids with
these values of C0 (approximately -0.3 nm-1). However, it is possible that the expanding
stalks transformed directly into ILAs consistently at a very early stage in the expansion.
One could also argue that, following pore formation in the hemifusion diaphragm, the rim
of the hemifusion structure rapidly contracts in radius to form ILAs of the observed
dimensions, on the time scale of cryofixation (ca. 0.1 msec). However, it is not obvious
that there is a strong enough driving force for this process. The radial expansion is driven
by a reduction in curvature energy of the rim (in this and later versions of the stalk theory),
so contraction is disfavored. The ILA is a lower-energy structure than the flat diaphragm,
but, depending on the radius of the original hemifusion diaphragm, it can also be much
smaller in total interfacial area, and hence higher in total energy.

These difficulties arise in part because early treatments [85, 98, 82, 84–187] did not calculate
the chain-packing energy of the interstices that are associated with stalk formation and evolution
(stippled areas in Figure 8.1B and Figure 8.1C). They also neglected explicit treatment of the
curvature energy of the distal (trans) monolayers during radial expansion of the stalk.

8.2.3.1.2 The Modified Stalk Model
The modified stalk model [69, 70] accounted for both the chain-packing and the distal monolayer
curvature energies. This model was used to show that the stalk mechanism was more probable
than a mechanism based on inverted micellar intermediates [69].* These changes have several
effects on the overall predictions of the model. The chain-packing energy restricts radial expansion
of the stalk beyond formation of a structure known as a trans monolayer contact (TMC) (Figure
8.1C). The TMC is formed by radial expansion of the stalk and simultaneous pinching together
of the two distal monolayers to form a local contact in the center of the structure. In pure lipid
membranes, the interstices in the TMC restrict further radial expansion, because radial expansion
would lengthen the perimeter of the interstitial spaces, increasing the chain-packing energy. TMCs
are predicted to show only a slight tendency to expand radially by a few nm when C0 approaches
values found in HII phase lipids [70]. However, TMCs should radially expand and form large
bilayer diaphragms if the membranes contain nonpolar oils. Only a few weight percent of nonpolar
oil in the lipids is sufficient.

In the modified model, fusion pore formation occurs within the small area of opposed distal
monolayers in the TMC. A substantial fraction of the unfavorable chain-packing and monolayer
curvature energy is concentrated in this “dimple” of the TMC [70]. This puts these monolayers
under a stress that is comparable to the tensions observed to rupture bilayers [156, 197–200]. Pore
formation is proposed [70] to occur under influence of this stress in oil-free systems. Rupture of
the dimple of the TMC forms a structure with the dimensions of the fusion pore (ILA) directly
(Figure 8.1C and Figure 8.1D, upper left), rather than by growth of a hole in a larger single-bilayer
diaphragm and subsequent contraction of the radius of the walls of the radially expanded stalk.

The modified stalk mechanism, therefore, removed some of the difficulties with the first model.

First, the modified theory accounts for the effects of alkanes on the rate of fusion and
lamellar/inverted phase transitions. Inclusion of chain-packing energy (void stabilization)
in the model makes formation of stalks and subsequent intermediates sensitive to the

* Equation A1 in [69] contains a typographical error, which is corrected in the Appendix to [70].
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presence of nonpolar oils like alkanes, as required by observations on fusion [80, 117]
and lamellar/inverted phase transitions (Section 8.2.1.2). 

Second, the modified theory predicts higher energies of the stalks and expanded stalks as a
function of C0 than the original model, and no longer predicts the existence of unobserved
inverted phases. Addition of chain-packing energy and distal monolayer curvature energy
to the model in [69, 70] were not elective options. Both those contributions to the total
energy were necessary to give an accurate account of the total energy of the intermediates.
In an important contribution, Kozlov et al. [53] showed that a combination of the curvature
and chain-packing energies, with a hydration force component, was sufficient to explain
the major features of the complicated low-water portion of the DOPE-water phase diagram.
At the time, this gave reasonable confidence that the model used for calculating interme-
diate energies in [69, 70] would give a good estimate of the free energy of a fusion
intermediate of given geometry. 

Third, the TMC and ILA intermediates of the modified model are more compatible with
cryoelectron microscopy [22, 27–31, 33] and freeze-fracture electron microscopy [22] data
on LUV systems undergoing lamellar/inverted phase transitions. Well-defined ILAs and
TMC-like structures are seen in large numbers, which contrasts with the stalk-pore model’s
prediction of rapid radial expansion of stalks past these stages of intermediate evolution
(for lipids with C0 < 0.14 nm-1 [182]).

Fourth, a mechanism involving TMCs can mediate transitions between the La, HII, and QII

phases, and is compatible with almost all observations about the relative stability of these
phases, as well as with the relative rates of transitions between them [29, 70]. The QII

phase forms from ILAs (Figure 8.1) by a mechanism described in [11]. The relevant
intermediate ILA array was observed in [20, 22]. The HII phase is proposed [29, 70] to
form via aggregation of TMCs into arrays, which are nearly identical in cross section to
a domain of HII phase, and from which domains of HII phase can grow directly by lipid
diffusion from adjacent bilayers (see Figure 8.8). There is some cryoelectron microscopy
evidence for such a mechanism [29, 31]: large numbers of TMC-like structures are
observed to form in dispersions of aggregated LUVs, and aggregates resembling HII phases
in some projections were observed at temperatures as much as 20∞C below TH, implying
that they are not equilibrium HII phase domains. Recent work also suggests that the
modified stalk mechanism rationalizes the apparent kinetic competition between HII and
QII phase formation in a lipid with hysteretic QII phase formation [43] as a competition
of two parallel mechanisms for the intermediate TMCs. 

However, although the modified theory solves some problems with the stalk-pore model, it still
makes predictions that are in conflict with observations. One of these conflicts is general and
obvious, and was highlighted as an apparent paradox in [70] as a challenge for further work. The
other conflict is more subtle.

First, the predicted energies for stalks and TMC-like intermediates are very high (on the
order of 100 kBT or more) in the modified model [70]. As noted in [70], these high energies
present a paradox. Fusion intermediates must have low energies (tens of kBT) in order to
form at observable rates. The stalk intermediates have the lowest free energy of any
intermediates yet proposed and seem, in principle, to be the lowest-energy intermembrane
structures that could form, due to their compound curvature. How can such large energies
be consistent with rapid intermediate formation? This paradox created an “energy crisis”
in membrane fusion theory. The formation energy of stalks must be lower than predicted
by the modified model, because stalks were recently found to be structural elements of
phases that form spontaneously in phospholipids around room temperature, albeit only at
low water activity and in a modest range of spontaneous curvature [192–194].
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Siegel suggested [70] that the modified model might overestimate the energy in two
ways. Both the original and modified stalk theories made an assumption about intermediate
geometry that is probably not valid for intermediates of minimal energy. The outer mono-
layers of stalks, TMCs, and ILAs were all assumed to be circular semitoroids of revolution.
This assumption simplifies the mathematics. However, as noted in [70], an infinite periodic
minimal surface exists that resembles the shape of the exterior monolayer surface of stalks,
TMCs, and ILAs. Such a surface has zero mean curvature energy and should have a lower
curvature energy than sections of circular toroids. More generally, the calculations in [69,
70] showed that the details of the intermediate geometry can have substantial effects on
the computed energies. For example, the energy of stalks is sensitive to the dihedral angle
e between the edges of the stalks and TMCs and the membranes around the intermediate’s
periphery [69] (i.e., the energy depends on how much the membranes were bulged toward
one another around the edges of the intermediates; see Figure 8.9). In addition, Siegel
suggested that the estimates of chain-packing energy in [70] might yield overestimates of
the energy, especially for stalks. The chain-packing energy in [69, 70] was estimated by
geometrical analogy to the interstitial spaces in HII phases, but the geometry of the
interstitial spaces in TMCs is somewhat different. The geometry of the interstitial spaces
in stalks is even more different. As we will see, subsequent work implies that the chain-
packing energy is probably lower because of an additional degree of freedom available to
lipids in monolayers.

Despite the high predicted energies for stalks and TMCs, the sequences of steps
necessary to form the HII and QII phases via these intermediates were nonetheless explored

FIGURE 8.8 TMC aggregation to form HII phase precursors. (A) A cross section through a pair of isolated
TMCs in a stack of planar bilayers. The dashed vertical lines are the axes of the TMCs. The marginal radius
r and marginal angle q are indicated. (B) Sideways aggregation of the two TMCs reduces q and increases r
where they contact (stippled area of bilayer), which reduces the curvature free energy of the system [70],
especially by the reduction in q. The values of r and q change in complementary fashion in the vicinity of a
contact, so that the local spacing between bilayers in the vicinity of the TMCs does not change. (C) The
aggregation process proceeds to form a TMC aggregate with body-centered or primitive tetragonal symmetry.
A cross section in the 110 plane of this structure is shown in C. This cross section consists of closed cylinders
of monolayer packed in a quasi-hexagonal fashion (i.e., each cylinder has six nearest neighbors). At temper-
atures > TH, this structure can accumulate lipid molecules by diffusion from the adjoining bilayers and extend
directly into a domain of HII phase (out of the plane of the paper in C). (D) Cross section of a bundle of HII

tubes, to illustrate the similarity of the geometry in C. (Reprinted from [70], with permission.)
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in [70] in hopes that the principles discussed previously would lower the free energies of
these two intermediates by comparable amounts. As we will see, the refinements in
subsequent theories (especially [158, 163]) suggest that this is true.

Second, the modified stalk model makes predictions concerning the effects of distal mono-
layer C0 that are in apparent disagreement with some experimental results. In the modified
model, increasing the distal monolayer C0 generally increases the energy of TMCs, and
so should decrease the rate of fusion [70]. (This is also predicted by two later stalk models
[158, 163, 189] discussed in Section 8.2.3.1.3, and is predicted for most cases by a third,
as well [190].) This is because of the curvature of the distal monolayers of the TMC. The
stalk-pore model [86] predicts that LPC in the distal monolayers increases the rate of
fusion by stimulating pore formation in the hemifusion diaphragm. There is evidence
showing that distal monolayer LPC stimulates fusion (Section 8.2.3.1.1).

However, it is not clear whether the observed effect of LPC is due to an effect on the energy
of the stalk or the radially expanded stalk as a whole. This observed effect could be due to an effect
on the kinetics for pore formation within the TMC or hemifusion diaphragm. For example, LPC
in the hemifusion diaphragm lowers the edge tension of nascent pores [86]. It could be that local
fluctuations in concentration of LPC can increase the rate or decrease the activation energy for
pore formation. Hence, the models could be predicting the correct energies for stalks, TMCs, and
HDs, but missing this additional effect on the overall kinetics. Moreover, the acceleration of fusion
by distal monolayer LPC is observed in systems in which the chain-packing energy term is
essentially zero. As pointed out by Chanturiya et al. [100], the observations were made in systems
using planar bilayer membranes made with nonpolar oil solvents [85–87, 98] or in biomembranes
[196]. In biomembranes, there are small amounts of triglycerides, diglycerides, or terpenoid lipids
like squalene (e.g., [119, 120]). In both types of system, the nonpolar oils would allow radial
expansion of the TMC into an extensive hemifusion diaphragm, reduce the total energy of fusion
intermediates, and reduce the chain-packing energy stress on the hemifusion diaphragm that drives
pore formation. Therefore, there would be more hemifusion structures, and each structure would
be more susceptible to rupture in the presence of LPC than in its absence, as observed in solvent-
containing membranes [86]. (Chanturiya et al. found [100] that incorporation of tetradecane in
liposomes interacting with a planar lipid membrane does not affect the rate of hemifusion. However,
this is consistent with residual solvent already present in the planar membrane minimizing the
chain-packing energy of the intermediates, so that further addition of nonpolar oil in the liposomes
had no effect [100].) In contrast, the rapid formation of ILAs in studies of lamellar/nonlamellar
phase transitions (e.g., via electron microscopy and 31P NMR) implies that radial expansion of
stalks past the TMC stage does not occur in those systems. Hence, LPC may have less effect in
these systems. It would be very interesting to check the effect of distal monolayer effect in systems

FIGURE 8.9 A stalk formed between two bilayers that are bulged toward each other. The marginal angle e
is the angle between the tangent and the stalk surface in the plane of the stalk axis, at the point where the
compound-curvature surface of the stalk meets the conical surface of the bilayer. The energy of a stalk or
TMC relative to the original bilayers decreases rapidly with increasing e. Thus, the additional energy required
to form a stalk is sensitive to the geometry of the interacting bilayers. (Reprinted from [70], with permission.)
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like these, by somehow introducing distal monolayer LPC into LUVs or GUVs consisting primarily
of PE in the absence of nonpolar oils, and observing whether or not this increases the rate of fusion.

Another alternative explanation for the effect of distal monolayer LPC is that it affects the free
energy of the initial fusion pore (ILA) that forms. Even with the lower curvature energy ILA shapes
in [189], LPC in the distal monolayers substantially reduces the energy of ILAs with small pore
diameters. Thus, the LPC could increase the driving force for fusion pore formation, rather than
the energy of the intermediates themselves.

A related, underlying question is: How far does radial expansion of stalks proceed in model
membrane fusion in the absence of nonpolar oils? To this reviewer’s knowledge, the answer is
currently unknown. The answer has substantial impact on our theoretical picture of fusion and
phase transition intermediates. Neither is the answer obvious in some biomembrane systems. The
fusion pore may form from a TMC-like structure (without formation of a large hemifusion dia-
phragm) in at least some circumstances. An extensive study of cell–cell fusion mediated by influenza
hemagglutinin (HA) [201] found no extensive hemifusion diaphragms, only contact sites of the
size observed and predicted for ILAs [70]. Expansion of initial fusion intermediates may be
restricted by protein structures (e.g., [92]). This contrasts with the large hemifusion diaphragms
observed in hemifusion of cells with planar bilayers made with squalene, mediated by an analog
of HA that lacks a transmembrane domain. These diaphragms are about as large as the cells
themselves [202]. However, in wild-type HA-mediated fusion of cells with planar bilayers, there
is indirect evidence for rapid conversion of a single-bilayer pore (whose formation is LPC-sensitive)
to a three-dimensional fusion pore (ILA) [91]. LPC and other C0-altering additives appear to act
in different ways at different stages of lipid intermediate evolution in biological systems (pore
formation vs. pore expansion) [91].

In summary, the modified stalk theory accounts for more observations than does the original
model and is qualitatively compatible with most data on membrane fusion, with the possible
exception of the distal monolayer effect of LPC. However, the modified stalk theory has the
important deficiency of predicting an unrealistically high energy for the intermediates. The modified
stalk theory also raises unanswered questions about the evolution of fusion intermediates, especially
the extent of hemifusion diaphragm formation in the absence of nonpolar oils.

8.2.3.1.3 Third-Generation Stalk Models
The “energy crisis” identified by the modified stalk model inspired several authors to look for ways
in which the modified theory had overestimated the intermediate energy [158, 163, 188–190]. This
set of models corrected the modified theory by introducing two new elements.

The first element is reduction of the bending elastic energy of the “neck” of the stalk. This is
the region of the stalk nearest the axis of cylindrical symmetry, and it is the region where most of
the unfavorable bending elastic energy is concentrated. Markin and Albanesi [189] recognized that
the stalk would adopt a shape with lower bending elastic energy than the circular toroidal surfaces
assumed in earlier versions of the stalk theory. They showed that the monolayers in the neck region
can adopt a shape with zero curvature energy for every choice of C0, which they refer to as a
“stress-free” shape. This substantially reduces the curvature energies of stalks and intermediates
that evolve from them early in the process of radial expansion. Kozlovsky and Kozlov [158] achieved
this through a more subtle approach described later.

The second element is the introduction of gradients in chain tilt [158, 163, 188–190]. These
models allow lipid molecules to tilt with respect to the local surface normal, and for gradients in
chain tilt to exist along the monolayers. Monolayer domains with opposing tilts can be fitted together
at the edges of domains with opposing directions of tilt so as to form nonsmooth lipid/water
interfaces. This permits construction of stalklike intermediates with lower energies. In the case of
Kozlovsky and Kozlov [158], a stalk is constructed that essentially lacks the high-energy neck
region of earlier models, where the requirement for smooth interfaces (no tilt gradients or discon-
tinuities) produced high-curvature stalk necks. In addition, introduction of tilt and tilt gradients
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provides an additional degree of freedom for the system to minimize deformation energy of curved
monolayers [158, 163, 190].

The effect of chain tilt gradients is treated in most detail by Kozlovsky and Kozlov [158, 163].
Kozlov and Hamm previously showed [107, 108] that inclusion of tilt deformations with conven-
tional bending elasticity is a consistent way to deal with free energy of lipid monolayers in inverted
phases, and is consistent with much of what we know about phospholipid phase behavior. In this
formalism, hydrophobic interstices like those in the HII phase do not exist. Instead, a combination
of gradients in chain tilt and bending deformations in the monolayers results in monolayer junctures
that remove those interstices. For example, the HII phase is viewed as consisting of hexagonal
prisms of monolayer, instead of tubes lined with linear interstices [107] (see Figure 8.10). The
unfavorable free energy required to stabilize (partially fill) the interstices via chain stretching in
the previous simple bending model (Section 8.2.1) is instead expended in producing gradients in
chain tilt along a monolayer. It is probably more apt to use the more general term of frustration
energy [16] for this energy, because it arises due to the need to change the connectivity of the
bilayers. Just as in the conventional view of inverted phase stability (e.g., [53]), the presence of a
nonpolar oil would reduce the frustration energy by removing the necessity to produce the gradients
in chain tilt. In this case, presumably the HII phase would revert to a circular cylindrical geometry,
with only simple bending elastic energy (Figure 8.10b) as a free energy with respect to the La
phase [107]. Nonpolar oils would reduce the free energy of fusion intermediates for similar reasons.

Whether or not chain tilt gradients act to stabilize hydrophobic interstices in HII phases as
proposed in [107, 108] may be difficult to determine experimentally. The X-ray diffraction recon-
structions of the HII phase unit cell that are currently available [203, 204] do not have sufficient
resolution to answer this question, although they do suggest that the monolayer tubes have at least
a slight hexagonal distortion. (Parenthetically, an La/HII phase transition mechanism is suggested
in [203] that is not based on stalks. However, the inverted micellar intermediates involved would
have much higher curvature energies than stalks [69], which are observed to form spontaneously
under similar circumstances [192–194]. As noted in [29,70], only a very small fraction (ca. 10-3)
of the lipid in the system would have to exist as stalk or TMC structures at any instant to mediate
a rapid phase transition. It is doubtful whether the contribution of such a small number of transient
structures would have been registered in the diffraction patterns in [204].)

Tilt gradients and bending both give rise to chain splay, and the splay elastic energy can be
calculated using the same measured elastic coefficients as simple bending [107, 108]. The analog

FIGURE 8.10 Left: Conventional structure of a unit cell of the HII phase, assuming a homogeneously curved
lipid/water interface and packing of the hydrophobic interstices (the corners of the hexagonal cross section)
by local stretching of the lipid acyl chains. Right: Structure of the HII phase when gradients in chain tilt exist
in the lipid monolayers. The unit cell consists of six identical flat fragments of monolayer. (Reprinted from
[107], with permission.)
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to the spontaneous curvature, C0, is the spontaneous splay, , which is identical in value to C0

as measured in HII phases [48, 49]. The tilt elastic modulus can be calculated using dimensions of
the HII phase lattice at TH and the curvature elastic modulus [107].

On surfaces with compound curvature like stalks, the interplay of splay arising from tilt
gradients and simple bending can result in lower curvature energies than estimated on the basis of
simple bending alone [158]. This is elegantly shown in Figure 8.11 (reproduced from [158]) and
in Appendix A of [158]. Chain tilt was discussed in [189] as an alternative to the void energy
estimation procedure used by Siegel [70]. A similar concept was also introduced in [188].

The introduction of chain tilt gradients allows the presence of nonsmooth interfaces in the
intermediates [158, 163, 188, 190]. This allows segments of monolayer to come together at nonzero
angles, eliminating hydrophobic interstices and also reducing the area of an intermediate (which
can often reduce the curvature energy, especially of the distal monolayers). This effect makes
substantial differences in the intermediate structure relative to the previous stalk models, as shown
by the stalk structure in Figure 8.12 from Kozlovsky and Kozlov [158]. Note that the high-curvature,
high-energy neck of the stalk is absent in this structure (compare with Figure 8.1B). Note also that
the distal monolayers are already in single-point contact in this structure. In contrast, in the modified
stalk theory [69, 170] the stalk must radially expand into a TMC to achieve any contact between
these two monolayers (Figure 8.1). This raises the possibility of direct stalk-to-fusion pore conver-
sion. However, the probability of rupture of the contact is proportional to its area, and the small
area of the distal monolayer contacts in Figure 8.11 makes direct stalk/fusion pore conversion
unlikely. Besides chain tilt gradients, May [190] adds acyl chain stretching to his model. His results
are interesting because they show that inclusion of a narrow tether (cylindrical section) of lipid at
the thinnest portion of the stalk can also reduce the chain-packing energy. This seems to improve
the efficiency of chain packing with minimal chain stretching.

The use of stress-free surfaces [189] and nonsmooth interfaces [158, 163, 190] has two
substantial influences on the energy of stalks and subsequent intermediates:

The first is that the new elements drastically reduce the intermediate energies. In the modified
stalk model [70], stalks with Js = -0.1 nm-1 had energies ranging between 40 and 200 kBT,
depending on the size of r, whereas the energy of stalks in [158] is about 45 kBT for all
choices of the separation. The energy decreases rapidly with decreasing Js. 

The second is that the dependence of the energy of stalks and radially expanded stalks on
the local separation between the bilayers is more complicated than in previous models.
For example, in [158] the energy of the intermediates is not very sensitive to the local
interbilayer separation, as long as the radius of the stalk at the base is allowed to vary. In
[189], the explicit dependence of the stalk energy on the interbilayer separation was not
given, but there is a specific separation that minimizes the stalk energy for each value of
C0. In contrast, in the modified stalk theory [70] the energies depend strongly on the local
bilayer separation through the size of the radius in the plane of the stalk axis, r. In [69,
70], the energy of stalks increases monotonically with increasing r, and there is an optimal
r value for TMCs at each value of C0.

There are significant differences among the third-generation models concerning radial expan-
sion of stalks, which have substantial effects on fusion and phase transition behavior. Some [188,
189] propose the same sequence of events as Siegel [69, 70], as depicted in Figure 8.1, whereas
May [190] only discusses stalks. Markin and Albanesi [189] attempted to plot the energy of a stalk
intermediate as it radially expanded, in order to plot the energy vs. intermediate size and shape for
the fusion process [189], but they did not seem to deal explicitly with the change in geometry
between the stalk with two voids and the TMC with one ring-shaped void. They also showed that
formation of TMCs by radial expansion of stalks is unlikely unless the C0 value is substantially
less than zero.

J̃s
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Kozlovsky et al. [163] make detailed predictions about the tendency of the stalk to expand as
a function of the spontaneous splay and local membrane separation. Their work predicts that stalks
have an increasing tendency to expand with decreasing . For a particular range of , a
hemifusion diaphragm (HD) (Figure 8.7D) of restricted diameter forms, with unlimited expansion
of the diameter occurring for lower values of . (In practice, the extent of HD expansion will be
limited by growing transbilayer area asymmetry or liposome size.) The range of  for restricted

FIGURE 8.11 Deformation of a monolayer. (A) The initial undeformed state. (B) Bending with vanishing
tilt. (C) Splay of the chains resulting from changing tilt (a tilt gradient) in a flat monolayer. (D) Homogeneous
tilting of chains. (E) Mutual compensation of bending and tilt resulting in a bent monolayer with vanishing
total splay of the chains. (Reprinted from [158], with permission.)
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HD diameter depends on the local bilayer separation, but it corresponds roughly to -0.19 to -0.3
nm-1, with unlimited expansion for smaller values. Pore formation within the bilayer diaphragm is
driven by curvature and chain-packing stress inherent in the intermediate structure, similar to the
proposition of the modified theory [69, 70]. A detailed calculation of this lateral stress is done in
[163], which shows that the stress is similar to the tensions observed to rupture macroscopic bilayers,
and that pore formation should occur near the three-way bilayer junctures at the edge of the
hemifusion diaphragm. As in [70], the tension in the diaphragm walls decreases as  decreases,
making rupture to a fusion pore likely for modest curvatures, but less likely for systems near the
La/HII phase boundary (which is at  ª -0.34 nm-1 for lipids like DOPE). The spontaneous
curvature decreases with increasing temperatures or increasing inverted phase lipid composition,
so that one can approach the La/HII phase boundary by increasing T and/or increasing the mole
fraction of lipids like PE. The combination of lowered lateral tension in the HD walls and increasing
tendency for HD expansion with decreasing  suggests that extended hemifusion intermediates
in pure lipids should only be observed for systems near the La/HII phase boundary.

The prediction of unlimited stalk expansion for  values < -0.3 nm-1 also has important
implications for our understanding of the La/HII and the La/QII phase transition mechanisms.
Predicting the detailed mechanism of these phase transitions was not an aim of [158, 163], but the
predicted evolution of intermediates past the stalk stage is relevant to these mechanisms. It is not
obvious that unlimited radial expansion of stalks would form well ordered domains of HII phase
on the observed time scale of this transition (milliseconds, when subjected to large temperature
jumps [28]). The rims of the expanded stalks are circular, whereas the HII phase consists of linear
bundles of tubes, and it is not clear how the expanding rims on alternate sides of a given bilayer
could rapidly be brought into register, as must happen to produce HII unit cells. In contrast, the
modified stalk theory mechanism [29,70] (Figure 8.8) produces HII domains directly from an
aggregate of TMCs. The third-generation models [163, 189] predict that structures like TMCs are
much lower in energy than in the modified stalk model [70], which makes the TMC aggregate
transition mechanism much more viable, provided that the TMCs do not immediately expand into
very large hemifusion structures. As mentioned in Section 8.2.3.1.1, an additional difficulty with
rapid radial expansion of stalks past the TMC stage is that it is then not clear how ILAs form in
large numbers in systems below TH. It is also not easy to explain how QII phases form in the context
of this model. Clearly, more information is required on the evolution of intermediate structures
when lipids are near TH.

FIGURE 8.12 Stalk incorporating chain tilt gradients. There are no extensive hydrophobic interstices present
(compare to Figure 8.1), and the distal monolayers are in contact at a single point in the center of the structure.
(Reprinted from [158], with permission.)
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8.2.3.1.4 Stalk Models: Summary
The predictions of the third-generation models [158, 163, 189, 190] are compatible with most
observations of fusion behavior. They also predict stalk and intermediate energies that are low
enough to be compatible with observed transition and fusion rates, while incorporating most of the
major energetic terms in their equations. This makes them a substantial advance over the modified
stalk theory [69, 70]. However, there are still four apparent inconsistencies between these theories
and observations of fusion and inverted phase behavior. Further experimental work on the basis of
these inconsistencies will improve our understanding of lipid fusion intermediates and how to use
them to study protein-induced fusion.

First, two of the third-generation models [158, 163, 189] now predict unobserved phases of
stalks (or radially expanded stalks) in excess water at  values that are intermediate
between La and HII phases (in [158], < -0.26 nm-1). This is qualitatively similar to
predictions of the first versions of stalk theory (e.g., [182]). This prediction probably arises
because some unknown component of the free energy is still missing from our models.
The missing term may be the saddle splay (Gaussian curvature) energy. A very recent
analysis suggests that the saddle splay energy contribution to the total stalk energy could
be as large as the contribution of splay energy, and would tend to inhibit stalk formation
[Kozlovsky, Siegel, and Kozlov, manuscript in preparation]. The model of May [190]
predicts somewhat higher energies for stalks as a function of C0 throughout the range of
-0.3 to +0.3 nm-1 (for stalks that form between flat bilayers), at least for one particular
set of materials constants.

Second, as discussed in Section 8.2.3.1.3, unlimited expansion of hemifusion diaphragms
is predicted to occur for  < ca. -0.3 nm-1 in pure lipid systems by one version of this
theory [163], and it is not clear that these form in the absence of nonpolar oils. Neither
is this prediction readily compatible with rapid formation of ILAs and QII phases in many
lipid systems (see [70]). The reasons for this apparent discrepancy are not clear. It is
unlikely that saddle splay (Gaussian) curvature plays a role in this, because this curvature
energy depends only on the topology of the surfaces in the structure [129], which does
not change during radial expansion of a stalk. In contrast, chain-packing energy is very
important in restricting radial expansion, and it is possible that our models of this energy
are still too approximate.

Third is the challenge posed by the demonstration of rhombohedral phases consisting of
arrays of stalks in stacks of flat bilayers [192–194]. Yang et al. recently published a
DOPC/DOPE/water phase diagram of the low water–content region containing this phase
[194]. These phases do not form in excess water or in pure DOPE, in contrast to predictions
of the third-generation models [158, 163, 189]. Preliminary work by Kozlovsky et al.
(manuscript in preparation) indicates that significant features of this DOPC/DOPE/water
phase diagram can be reproduced by accounting for the decrease in hydration repulsion
between lamellae that accompany stalk formation, and by including a saddle splay curva-
ture term in the expression for the stalk free energy.

Fourth, at least one third-generation model [189] now predicts that fusion pores (ILAs) are
thermodynamically stable in systems in which they are not observed: lipid systems with
curvatures as large as -0.05 nm-1 should form ILAs [189]. In contrast, DOPC, which has
a lower C0 of –0.115 nm-1 near room temperature [170], is not observed to form ILAs.
The reason for this may be a combination of neglect of Gaussian curvature and the neglect
of chain-packing energies in bilayer labyrinths [130, 131]. It could be that a combination
of studies of the rhombohedral phase and ILA stability for DOPE/DOPC systems will set
limits on the value of the Gaussian curvature elastic modulus for these two important
model lipid systems.
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A thread running through all of these remaining difficulties is the lack of good models for
estimating Gaussian curvature and chain-packing energies [130, 131]. Currently, there is no practical
way to measure the Gaussian curvature elastic modulus. More experimental and theoretical work
on the relative stability of lamellar and inverted phases is necessary for us to progress in this area.
Our current models of the curvature elastic energy are based on an approach that is formally
applicable only to surfaces where the radii of curvature are much larger than lipid molecules [46].
For small structures like stalks, we may have reached the limit of applicability of such treatments.

Some other interesting observations of fusion behavior are not readily explained by the stalk
theory. It is not immediately obvious why the fusion pores should flicker in the manner observed
in GUV/planar bilayer fusion [148] and PEG-induced SUV fusion [145], as fusion pores are
generally predicted to be considerably more stable than the intermediates from which they form
and should continuously reduce their free energy by expanding (e.g., [70, 189]). Tension seems to
be necessary to ensure that nascent fusion pores open (e.g., [148]).

8.2.3.2 Cation/Anionic Lipid Fusion Mechanisms

In several anionic lipid systems, divalent cations like Ca2+ and Mg2+ induce very rapid and extensive
liposome lipid mixing, fusion, and aggregation-mediated leakage at neutral pH. The principal
examples are phosphatidylserine (PS), phosphatidylglycerol (PG), and phosphatidic acid (PA). The
very extensive studies on these systems have been reviewed by skilled practitioners (e.g., [10–13])
and will not be reviewed again here. Only some general principles will be described. Rapid fusion
and the other aggregation-mediated phenomena in these systems occur even though there is no
inverted phase in the phase diagram of the relevant lipids at neutral pH. In pure lipid systems, one
would expect simple stalk-mediated processes to be very slow far from a lamellar/inverted phase
boundary. Hence a fusion mechanism other than a simple stalk mechanism is probably at work in
these cases. Even in the case of CL, where the cations drive formation of inverted phases, there is
some evidence that another mechanism is also at work. For Sr2+ and Ba2+, the aggregation-mediated
events are correlated with TH of the cation-lipid complex, consistent with a stalk-mediated model
[60]. Presumably, the binding of these ions changes the C0 of the lipid system, as well as removing
the electrostatic repulsion between bilayers. However, for Ca2+ and Mg2+ the fusion mechanism
appears to be different from a simple stalk model. As discussed in Section 8.2.1.1.1, Ca2+ and Mg2+

induce a much higher extent of fusion than do Sr2+ and Ba2+, the fusion rates are not well correlated
with the lamellar/inverted phase transition temperatures, and the lamellar-to-inverted phase transi-
tion kinetics are slower for Ca2+ and Mg2+ [60]. Hence, Ca2+ and Mg2+ may be working by another
mechanism, instead of or in parallel with a stalk-type mechanism.

In the case of Ca2+-mediated fusion of PS, fusion occurs via formation of a dehydrated Ca2+-
PS complex between the opposed liposomes. Prolonged incubation of the liposomes leads to
formation of a cation-PS cochleate phase (which is a dehydrated multilamellar gel phase with
frozen acyl chains [206, 207]). The Ca2+ is bound quite tightly in the dehydrated equilibrium phase,
with a melting point in excess of 100∞C [208–211]. Once formed, this phase is in equilibrium with
submicromolar concentrations of the cation [212, 213], but millimolar-range Ca2+ concentrations
are necessary to nucleate it between PS LUVs. However, formation of precursors to a cochleate
phase is not required for fusion of PS as induced by other cations. PS fusion also occurs in the
presence of Sr2+ and Ba2+

 at temperatures either above or below the melting point of the cation-PS
complexes [214, 215]. Furthermore, Mg2+ is not capable of fusing LUVs [216]. Clearly, the specific
nature of the cation–headgroup interactions is important in this mechanism. Interestingly, when a
1:1 mixture of egg PE and PS was used, Mg2+ was able to induce fusion, fusion rates increased
sharply with temperature around TH, and more leakage occurred earlier than in comparable PS
LUVs [214]. This suggests a changeover to an inverted phase-sensitive (stalk-based) mechanism.
In the presence of Ca2+, PS fusion always eventually results in leakage of the liposomal contents,
because of eventual transformation of the LUVs into the cochleate phase. However, the first few
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rounds of fusion are almost completely nonleaky (reviewed in [13]). There is especially little leakage
in the first several Ca2+-induced fusion of DOPA/DOPC liposomes [217] and in La3+-induced fusion
of PS [218]. Oddly, in these two systems, addition of EDTA at late times in LUV/LUV interactions
results in nearly complete lysis of the vesicles fused until that point.

Fusion in systems like PS, and in fusion events where the liposomes bear opposite charges
(e.g., [146, 147]), has often been suggested to occur via a mechanism like the adhesion–conden-
sation mechanism of Kozlov and Markin [171, 173]. The free energy of adhesion of the PS bilayers
due to divalent cation binding or to the adsorption of oppositely charged membranes on one another,
is estimated to be many erg/cm2 (e.g., [167]), in contrast to the much lower adhesion energies found
for uncharged PE membranes (ca. 0.15 erg/cm2 [197]). These large adhesion energies result in
extensive deformation of the vesicles in order to form as much membrane–membrane contact as
possible. This generates large tensions in the membranes, which can be large enough to cause
membrane rupture and contents mixing between the two compartments [166, 167]. (Formation of
the Ca2+-PS complex also reduces the area/lipid molecule at the area of contact between the
liposomes, which creates dilatational stress in the outer monolayers.) The structure of the first
intermembrane contacts is unclear. If the facing monolayers rupture, lipids from the distal mono-
layers might merge to form a single-bilayer diaphragm. This diaphragm may subsequently rupture
because of the tensions in the two original membranes, resulting in aqueous compartment mixing.
It is also possible that rupture of the facing and distal monolayers is a concerted event: rupture of
the opposed monolayers is likely to produce a defect at the same site in the distal monolayers, due
to coupling between monolayers of the same bilayer. Evidence for monolayer coupling comes from
observations of the melting behavior of PS bilayers that are exposed to Mg2+ on only one side vs.
both sides. Rather than observing independent melting of the lipid/cation complex in each mono-
layer, when Mg2+ is on only one side of the membrane the observed chain melting temperature is
intermediate between the melting temperatures for bilayers exposed to Mg2+ and Mg2+-free media
on both sides [219]. This suggests that rupture of the facing monolayers in the contact area between
two PS LUVs will have an immediate and local effect on the distal monolayers, so that pore
formation may occur rapidly thereafter, at the same site.

The relevance of the PS membrane fusion (adhesion–condensation) mechanism to biomembrane
fusion is unclear. It has often been cited as a possible mechanism of stimulus–secretion coupling.
Stimulus of many cells triggers a rise in intracellular Ca2+ concentration, which is followed by
fusion of secretory granules with the cell plasma membrane, and it has been postulated that the
Ca2+ acts by inducing fusion between patches of lipid in the secretory granule and cell plasma
membranes that are rich in acidic lipids like PS and PA. PS typically makes up only 5 to 9 weight%
of the lipids of mammalian cell membranes, with almost all of the PS present in the cytoplasmic
leaflet under normal circumstances [220]. The comparatively low concentration of PS is a serious
constraint, because lipids like PC and sphingomyelin tend to inhibit PS/PC LUV fusion (e.g., [221]).
If there is a preponderance of PC or sphingomyelin present, fusion will be unlikely to occur via
the mechanism observed in pure PS systems. If a preponderance of PE is present, fusion will likely
occur via stalk-type mechanism (if sufficient ion binding occurs to neutralize the negative charges
on the membranes and allow close opposition). It is unlikely that Ca2+-driven lateral phase separation
of patches of nearly pure PS will occur under biological conditions. Physiological concentrations
of Ca2+ generally do not produce rapid phase separation of unsaturated chain PS in mixtures with
other unsaturated lipids in isolated vesicles (especially PC or sphingomyelin; see references in
[13]), although rapid lateral phase separations can occur in PA/PC liposomes [217]. Moreover, the
Ca2+ concentration necessary to induce fusion of PS liposomes is generally in the millimolar range,
which is much higher than the intracellular concentration (micromolar range). It is conceivable that
the actions of proteins could remove some of these constraints. For example, the threshold con-
centration for fusion of PS liposomes can be reduced to about 10 micromolar by action of aggre-
gation-inducing proteins like synexin [222–224]. It is also possible that localized enzyme action
with restrictions on diffusion of the products could produce locally high concentrations of acidic

1403_C08.fm  Page 293  Thursday, May 20, 2004  10:00 AM



294 The Structure of Biological Membranes, Second Edition

lipids. In most biomembrane systems, however, the lipid composition seems more conducive to a
stalk-based mechanism, although divalent cations may certainly play a role in permitting close
opposition of the membranes.

8.3 PROSPECTS

8.3.1 WHAT MUST WE DO TO BETTER UNDERSTAND LIPID FUSION MECHANISMS?

We can only trust our models of fusion intermediates if they are consistent with observed lipid
phase behavior: our understanding of intermediate energies comes from studies of the relative
stability of lamellar and inverted phases. As discussed in Section 8.2.3.1, our models are not fully
consistent with some aspects of this behavior (relative stability of ILAs, QII phases, rhombohedral
phases, and HII phases). Most of the inconsistency is probably due to our incomplete understanding
of Gaussian curvature elastic modulus and chain-packing energies. Information on these is likely
to come from carefully designed studies of lamellar/nonlamellar phase stability. The recent discov-
ery that the rhombohedral phase is a stalk-based structure [192–194] is a critical development.
Experimentally, this phase could be used as a sort of fusion intermediate laboratory, to explore the
effects of different additives (e.g., peptides of different types, nonpolar oils, polyvalent cations) on
the stability of stalks. This should be very helpful in understanding the role of different parts of
fusion proteins and of fusion cofactors in catalyzing fusion.

There is currently disagreement about the nature of stalk evolution: one version of the third-
generation stalk models [158, 163] predicts unlimited expansion of hemifusion diaphragms when
the spontaneous splay is < ca. -0.3 nm-1, whereas the modified stalk model [69, 70] suggests that
radial expansion does not proceed much further than the TMC, even at similar values of C0. There
are data supporting this latter view in some fusing systems (e.g., [148]) and systems that form ILAs
and QII phases (reviewed in [70]). A careful study of intermediate evolution in pure lipid systems
with and without nonpolar oil (e.g., a few mol% of hexadecane) might establish the circumstances
in which stable hemifusion intermediates are likely to form.

Time-resolved cryoelectron microscopy (e.g., [22, 27–31, 33]) can be a very powerful tool for
mechanistic studies for systems in excess water and might be a useful technique for such studies.

Our understanding of the factors controlling defect formation (interfacial disruption at the start
of stalk formation), pore formation, and rupture [224a, 224b] in bilayers is also fragmentary. Studies
of pore formation in isolated bilayers under different types of stress are needed. For example,
Melikov et al. [225] recently found evidence for a population of “pre-pore” defects in planar
membranes stressed by transbilayer electric fields. The nature of these defects is unknown, and
they could have a strong influence on fusion through destabilization of hemifusion intermediates.
It would also be interesting to know how peptides or other cofactors affect their stability and
tendency to convert to membrane pores.

8.3.2 SIMULATION TECHNIQUES

In recent years, there has been considerable progress in molecular modeling and increasing interest
in modeling membrane fusion. This is very exciting. In principle, molecular modeling techniques
can yield information on processes that are unlikely to be directly observable, due to the short
(nsec) half-lives and small sizes of the intermediates. This can provide useful checks on theoretical
models and generate new experimental designs. However, it is important to consider how the
assumptions and restrictions of the calculations affect interpretation of the results. Not all hypotheses
about fusion are testable with current modeling capabilities.

Recently, Marrink and Tieleman published an atomistic molecular dynamics simulation of an
inverted cubic phase in glycerol mono-oleate [226]. The simulation revealed the transition of the
QII phase to the HII phase by way of a number of intermediates with different topologies. The
interconversion of intermediates involved the formation of TMCs and bilayer rupture events, which
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produce changes in the topology of the water channels in the structures. The apparent mechanism
of the transition was similar to the one predicted by the modified stalk theory [70], in the sense
that TMCs are involved and that a cubic array of water channels should exist at one point in the
transition, as was observed in [226]. It is encouraging that the simulation shows formation of stalk
and TMC-like structures, indicating that these structures violate no basic principles of intermolec-
ular interactions in relevant lipid systems. The fact that the simulation by Marrink and Tieleman
can generate a QII-to-HII phase transition is a computational triumph.

Some limitations of the current methods must be noted, however. Atomistic molecular dynamics
simulations like the one in [226] are computationally limited: the calculations are extraordinarily
complex, and only a small unit cell can be simulated. This can restrict the range of structures that
can appear. For example, the periodic boundary conditions used in simulations like the one in [226]
can be a problem. Marrink and Tieleman noted that the periodic boundary conditions applied to
the simulation tend to amplify fluctuations and may not do a good job of simulating cooperative
phenomenon: “Phase transitions are cooperative phenomena over significant length scales, but
because we simulate only one unit cell, cooperativity is likely to be enhanced, making the events
fast in comparison with truly macroscopic systems” [226]. Moreover, if the fusion intermediate is
larger than the size of the simulated cell, the periodic boundary conditions (which surround a cell
only with copies of itself) may not permit formation of structures with larger unit cells. For instance,
Marrink and Tieleman [226] used a cell with an edge length of 7.4 nm and noted that the TMC
array proposed [29,70] as an intermediate in transitions to the HII phase could not be observed in
their simulation because of the size limitations. Finally, it was noted in [226] that the simulation
method did not permit the original QII phase to change its surface area through changes in the unit
cell dimensions. This is clearly an important degree of freedom available in real systems.

Moreover, in order to simulate accurately the process of membrane fusion, the simulation
techniques must be very accurate in modeling the energies of large assemblies of molecules.
Although great progress has been made, more may be necessary. In [226], for example, the simulated
QII phase was unstable, although that phase is observed to be stable under the simulated conditions
[227]. Marrink and Tieleman [226] stated that their technique was presently not accurate enough
to simulate the details of the phase transition, noting that the free energy differences between the
different QII phases and the HII phase are small. The enthalpy of the QII/HII transition that occurs
at a higher temperature is only 1 kJ/mol, or < 0.4 kBT per molecule, so the free energy difference
at temperatures near the transition is smaller than this figure. This degree of accuracy is problematic
for the study of fusion intermediates. Fusion intermediates contain hundreds of lipid molecules
(e.g., a patch of two opposed bilayers that is 5 nm in diameter contains about 500 phospholipids).
An inaccuracy of 0.1 kBT per molecule in free energy of a lipid in an intermediate can lead to
inaccuracies of 50 kBT in the energy of the entire fusion intermediate. This is larger than the energy
difference between the lamellar phase and stalks for many lipid compositions according to the most
recent models [158, 163, 189, 190].

Coarse-grained Monte Carlo simulations like those of Müller, Katsov, and Shick [228, 229]
and Marrink and Mark [229a] can simulate larger structures. In such studies, the complexity of the
calculations is reduced by modeling each of the molecules as a small number of beadlike subunits.
Müller et al. [228, 229] have suggested an interesting fusion mechanism on the basis of a simulation
designed to reproduce the elements of interactions in lamellar phases composed of either block
copolymers or lipid–water moistures. Their simulations showed that fusion could occur by two
mechanisms. One looked very much like a stalk-pore mechanism. The other involved formation of
pores in individual bilayers. Müller et al. suggested that stalk formation weakens the bilayer so
that pores form in the individual membranes adjacent to the stalk. The stalk structure subsequently
extends into a more linear structure in the plane of the membrane, forming a curtain that will
surround the single-bilayer pore, creating an ILA-like structure.

The coarse-grained simulation by Marrink and Mark [229a] indicates that fusion of two small
vesicles proceeds by the stalk mechanism, with formation of stalks with no apparent hydrophobic
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voids and formation of a hemifusion diaphragm that subsequently forms a fusion pore, essentially
as predicted in [158, 163]. The properties of the vesicles were changed to approximate different
lipid compositions (pure POPE, pure DPPC, or mixtures of DPPC with 25% DPPE or lyso-PC).
Interestingly, for pure POPE, the stalk and HD formed rapidly, but the HD was stable for a prolonged
period (100 nsec), whereas the HD ruptured more quickly for the PC/PE mixture. Pure DPPC
vesicles formed only stalks, and the vesicles had to be more closely opposed to do so. Lyso PC on
the interior monolayers accelerated rupture of the HD. These last results are all compatible with
the overall spontaneous curvature dependence of fusion observed (e.g., [7]) and predicted by the
stalk theory [85]. The simulation by Marrink and Mark [229a] also shows that a transient pore can
form in one vesicle after stalk formation, although in this case the pore is highly transient (5 nsec)
and does not participate in the fusion event. After the pore joining one vesicle interior to the
surrounding water closes, the stalk proceeds to form an HD and a fusion pore, as in the stalk theory.
At least a few lipid molecules on the outer monolayer of one vesicle can enter the inner monolayer
of the same vesicle when the transient pore forms. This seems compatible with observation of an
outer-to-inner monolayer lipid flux in PEG-induced fusion of PC vesicles [154, 157].

The most notable aspect of the results in [228–229a] is the transient formation of a pore in the
wall of one or both vesicles (leakage) prior to fusion, although this did not always happen and was
not absolutely required for fusion to occur in either simulation. It is possible that transient formation
of pores in the individual bilayers precedes fusion in real systems or forms in the stalk itself,
compatible with the simulation results. Leakage is often observed in parallel with fusion in lipid
systems, because the factors that drive fusion also induce considerable tension in the bilayers. Two
principal examples are 

• Osmotic and adhesion stress in PEG-induced fusion [153] 
• Adhesion energy-induced stress in the fusion of oppositely charged bilayers [146–148],

divalent cation-induced fusion of anionic lipids [10–13], and inverted phase lipids [197] 

There are also indications that viral fusion protein-mediated events are in fact leakier than
previously thought (e.g., [230]). However, it should also be noted that nonleaky fusion is not
essential to viral propagation in many cases (influenza merely needs to enter the cytoplasm from
endosomes), and the proteins may not be “designed” to achieve it. Moreover, nonleaky fusion is
observed in some model membrane systems, at least in the first several rounds of fusion (e.g.,
systems cited in [10]). The occurrence of some degree of leakage during many fusion events cannot
be ruled out on the basis of present data. It is always possible that the lifetime of the leaky
intermediate is shorter (e.g., submicrosecond) than can be detected with present technology. The
predicted pore lifetime in [229a] is only 5 nsec.

It must be noted that coarse-grained simulation methods also have limitations. The coarse-
graining procedure involves parameterization of the interactions of the groups making up the
molecules, in order to reflect faithfully the behavior of real systems. One example of parameter-
ization is the selection of the size of the contact energy between hydrophilic and hydrophobic parts
of the lipid molecules. The choice of this value seems subject to inexactly formulated criteria in
[228, 229] but has large effects on the interfacial width and local structure of the bilayers, as well
as (presumably) on the rupture tension of the bilayers. Another is choice of the relative size of the
hydrophilic and hydrophobic groups of the lipids, which can generate very different sorts of apparent
phase behavior (i.e., the types of structures that form after extended times [228, 229]). This raises
concerns about how well the simulations reflect actual lipid membrane behavior, especially when
fusion intermediates are increasingly found to be close to the lamellar phase in free energy for a
wide variety of system compositions [158, 163, 188–190].

In addition, to observe fusion in a practically computable length of simulated time, researchers
are often forced to stress the initial membranes so as to destabilize them. One must be sure that
the magnitude of the applied stress is relevant to real systems, or one may observe behavior that
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is not typical of real membranes. The bilayers in [229] were dilated to an area 19% larger than the
stress-free area (corresponding to action of a very large lateral tension). By comparison, most
macroscopic phospholipid bilayers rupture if dilated by 3% or less [197–200]. Indeed, the bilayers
simulated in [229] frequently underwent spontaneous rupture in the absence of fusion. Similarly,
the original vesicles in [229a] had diameters of only about 15 nm. As the authors noted, this is
smaller than the smallest SUV (20 nm). This suggests that the bilayers were under great curvature
stress. One has to wonder if the transient formation of pores (leakage) in the simulations [228–229a]
is due to extreme stresses applied to the original membranes. The pores might otherwise be too
high in energy to form in real membranes.

Advances in modeling techniques will be followed eagerly by researchers in the fusion area.

8.3.3 THE “JOB DESCRIPTION” OF FUSION-CATALYZING PROTEINS

The rate of fusion in lipid systems that are not close to a lamellar/nonlamellar phase transition
(e.g., phosphatidylcholine), and that are not mostly anionic lipid in the presence of millimolar
concentrations of divalent cations, is generally very small. However, proteins seem able to mediate
fusion even of fairly refractory lipid compositions. For example, influenza virus is able to fuse
fairly rapidly with liposomes composed of DOPC and a small amount of ganglioside [231] and
even (more slowly) with pure saturated-chain phosphatidylcholine [232]. Fusion-mediating proteins
such as influenza hemagglutinin must be able to help the lipids of the system overcome several
energetic and kinetic barriers to fusion. The weight of evidence is that, at least in some systems,
protein-mediated fusion proceeds by formation of lipidic structures, rather than by initial formation
of a protein-lined fusion pore (e.g., [3, 5, 6, 92, 233]). The fusion-mediating proteins must be able
to help the lipid systems overcome energetic and kinetic barriers to fusion.

The barriers to fusion and some possible roles of proteins in overcoming them are described
as follows (see also [9a]):

1. Close opposition of the membrane interfaces against strong repulsive hydration forces
and against the steric hindrance imposed by the presence of large macromolecules on
biomembrane surfaces, so that intermembrane structures can form. This may involve
deformation of the membranes, which requires an input of curvature energy. It has been
proposed that proteins around the fusion site act collectively to change the membrane
curvature [234, 235], forming “dimples” or “hats” that locally deform one of the opposed
membranes toward the other, reducing the local intermembrane separation. Interestingly,
most of the curvature energy of the structure is concentrated in a small-radius spherical
“cap” at the tip of the protrusion, which would be especially fusogenic and in closest
proximity to the target membrane. The necessary energy comes from energy stored in
fusion protein conformation, which is released by the conditions that trigger fusion (in
the case of influenza hemagglutinin, by a drop in pH).

2. Production of faults in the membrane/water interfaces at which intermediate formation
can begin (this may be related to the first step [186]). Insertion of hydrophobic peptides
into the membrane interfaces may nucleate such defects, especially the so-called viral
fusion peptides [2, 236].

3. Creation of the stalk intermediate. For lipid compositions that are not at or near the
lamellar/inverted phase boundary (probably true for most biomembrane compositions,
and certainly true for PC), this requires an input of curvature and chain-packing energy.
The third-generation stalk models [158, 163, 188–190] predict that the curvature and
chain-packing energy inputs for this step will be tens of kBT. The modes of coupling
protein conformational free energy into membrane deformation suggested by Kozlov and
Chernomordik [234, 235] both create close opposition of the relevant membranes (step
1) and promote stalk formation. Intriguingly, these models concentrate most of the
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curvature energy input into the membrane at a small, high-curvature cap that is brought
into close proximity to the target membrane. This is just what is required to make the
regions of membrane that contact each other most susceptible to fusion. Moreover, they
appear to raise the energy of these small areas of bilayer by approximately the amount
necessary to form stalks according to the third-generation stalk models. Both the collec-
tive action models in [234, 235] require formation of large (tens or even hundreds of
nm) structures involving large numbers of fusion proteins. These are ideal targets for
time-resolved cryoelectron microscopy, and a careful search for such morphology under
fusion-triggering conditions seems in order. 

It has been suggested that viral fusion peptides decrease the spontaneous curvature of mem-
branes into which they are inserted, favoring fusion intermediate formation (see [237] for a review).
However, the situation is probably more complicated: an influenza hemagglutinin fusion peptide
either had no effect or slightly increased the spontaneous curvature of the host lipid [31]. Bentz
[238] has suggested an interesting fusion mechanism in which energy stored in the fusion protein
conformation is coupled directly into producing a large (nm-range size) hydrophobic defect in the
viral membrane, which presumably recruits lipids from the target membrane to form an intermem-
brane intermediate, subsequently evolving in a fashion similar to a stalk.

4. Evolution of the stalk into a TMC or HD. This can be spontaneous, depending on the
lipid composition, and is otherwise driven by tension in the membranes.

5. Formation of a pore in the TMC or HD. This membrane rupture step may arise from
some molecular-scale defect and would be accelerated by tension in the membranes. One
role of fusion-mediating proteins may be to produce such defects either by introduction
of inclusions into the membrane or by application of a membrane tension. It is interesting
that hydrophobic peptides of very mundane structure [197, 198] and a viral fusion peptide
[199] have been found to reduce drastically the tension that must be applied to membranes
in order to produce rupture. However, it is not clear how such peptides on the fusion-
mediating proteins could reach the diaphragm of an HD or TMC, unless they were on
the cytoplasmic domains of the proteins or acted in the apposed monolayers to induce
rupture at the junction of the diaphragm with the “wall” of the TMC or HD.

6. Expansion of the pore into a fusion pore (ILA-like structure). Depending on the spon-
taneous curvature of the lipids and initial dimensions of the pore, this may require
application of membrane tension (e.g., [195]). (The opening of nascent fusion pores in
viral protein-mediated fusion seems to be determined in part by the C0 of the lipid
monolayers [91].) However, the free energy of pores as a function of C0, pore dimensions,
and applied tension needs to be revisited, using the stress-free geometry [189] as a basis
for calculations. Tension in the membranes could be imposed by osmotic stresses or by
differences in the gross lipid composition between the two original membranes, gener-
ating a flux of lipid into the other membrane, which would tend to increase pore diameter.

Further study of the physical properties of lipid membranes and development of our models
of fusion intermediates will be critical to our understanding the mechanism of protein-induced
fusion. Such studies will provide insights into the structure–function relationships for fusion-
mediating proteins and the mechanism of fusion in different biomembranes.

NOTE ADDED IN PROOF

Very recent work has established that the Gaussian curvature modulus of phospholipids can be
measured at the La/QII transition temperature (or when ILAs exist in large numbers), and the
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influence of Gaussian curvature energy on the energy of fusion intermediates is substantial: D.P.
Siegel and M.M. Kozlov, The Gaussian curvature elastic modulus of N-monomethylated dio-
leoylphosphatidylethanolamine: relevance to membrane fusion and lipid phase behavior, Biophys-
ical J. (in press, 2004); and Y. Kozlovsky, D.P. Siegel, and M.M. Kozlov, Stalk phase formation:
effects of dehydration and saddle splay modulus, Biophysical J. (submitted).
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9.1 INTRODUCTION

 

The physical relationship between hydrophilic aqueous medium and hydrophobic fatlike molecules
has intrigued scientists since the 1770s, with Benjamin Franklin’s observation that any oily sub-
stance covered clearly half the surface area when compared to an equal volume of aqueous solution,
implying a bilayer structure. As early as 1925, Gorter and Grendel [2], proposed the now-classic
deduction that membrane lipids are arranged in a bilayer configuration, in which parallel sheets of
phospholipids have polar or charged headgroups oriented toward the aqueous environment and acyl
chains interacting within the hydrophobic membrane core. In the 1950s, it was with remarkable
foresight that Davson and Danielli [1] captured the importance of biological cell membranes in
their observation, “it can truly be said of living cells, that by their membranes ye shall know them.”
In 1972, Singer and Nicolson provided a model that took into consideration the dynamic nature of
lipid–protein interactions, providing a matrix in which proteins have a degree of motion that, in
turn, can have a dramatic impact on activity. Thus the fluid-mosaic model [3] became the framework
and benchmark for our current understanding of membrane bilayers and their physiological function.
The assumed homogeneous nature of membrane bilayers proposed in this model was called into
question in the 1970s, with the observations that membranes contain a unique composition of lipid
and protein components that are specific to cell type and subcellular localization. A heterogeneous
distribution of lipids and proteins is even observed within spatially separated regions of the same
membrane of Golgi [4] or apical and basolateral plasma membranes of polarized cells [5]. This
model of the membrane bilayer was further redefined and refined to include fast-emerging hypoth-
eses regarding the association of the cytoskeletal elements with membrane components [6]. More-
over, during this period, considerable effort was spent characterizing the lipids that surround an
integral membrane protein. These annular, or boundary, lipids have a distinguishable mobility and
phase transition enthalpy when compared to the bulk membrane lipids [7–10].
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Within the past decade, a unifying theme describing the organization of lipid and membrane
proteins has focused on localized regions within the membrane, known collectively as 

 

membrane
microdomains

 

. The last five years have seen an emergence of interest in a specific type of micro-
domain, known colloquially as a 

 

membrane raft.

 

 More precisely, these regions are globally defined
as sphingolipid-cholesterol rich domains in the liquid ordered phase. These microdomains are
proposed to be involved in a wide variety of cellular processes, including protein sorting [11];
signal transduction [12]; calcium homeostasis [13]; transcytosis [14]; potocytosis [15]; alternative
routes of endocytosis [16]; internalization of toxins, bacteria, and viruses [17–19]; HIV-1 assembly
and release [20]; and cholesterol transport [21, 22].

Previous chapters have described in detail the biophysical principles and molecular determi-
nants of membrane bilayer structure that served as the theoretical and experimental foundation for
the current model of lipid rafts. The raft hypothesis has described these microdomains and states
that “separation of discrete liquid-ordered and liquid-disordered phase domains occurs in mem-
branes containing sufficient amounts of sphingolipid and sterol” [23]. This chapter provides a
biochemical and biophysical characterization of membrane rafts and defines the criteria used in
identifying microdomains as rafts in model membranes and cell membranes. It discusses the
microscopic and biochemical approaches used to identify rafts and the shortcomings associated
with each. The later part of the chapter focuses on recent, novel applications of the membrane raft
hypothesis in two unique cells: platelets and retinal photoreceptors. The well-characterized appli-
cation of the membrane raft hypothesis in the sorting of proteins in MDCK cells [24] and toxin
binding [25] has been reviewed extensively.

 

9.2 THEORETICAL AND STRUCTURAL CONSIDERATIONS

 

A 

 

domain

 

 is defined as a region that is distinctively marked by physical features that distinguish
it from the surrounding landscape. Within membrane bilayers, short-range order of lipid and protein
components is a hallmark of domains. Membrane rafts, cholesterol- and sphingolipid-enriched
regions within a heterogeneous membrane bilayer, are specialized membrane domains or, more
accurately, microdomains based on their size and unique biochemical properties. Molecules asso-
ciated with a membrane domain most often contain a specific molecular address for that domain.
This address is usually an inherent structural or chemical feature of the molecule and can be thought
of as loosely analogous to a protein signal sequence.

Inherent in the structural features of cholesterol and sphingomyelin is part of the explanation
for the behavior of these lipids in a complex membrane. Sphingomyelin, a prototypical membrane
raft lipid, contains a ceramide backbone to which a phosphorylcholine headgroup is attached. Due
to the free amide and free hydroxyl group on sphingomyelin, this lipid has both hydrogen
bond–accepting and hydrogen bond–donating groups. In addition, the amide-linked acyl chains of
sphingomyelin are most often saturated. Collectively, these properties allow this lipid to facilitate
the formation of extensive hydrogen-bonded networks. In contrast, the predominant glycerophos-
pholipids consist of a glycerol base with ester-linked fatty acids in the 

 

sn

 

-1 and 

 

sn

 

-2 positions.
Phospholipid acyl chains are usually 16 to 18 carbons in length, most often unsaturated at the 

 

sn

 

-
2 position, and have only hydrogen bond–accepting capacity. Thus, they are organized within the
membranes in a manner distinct from the sphingolipids. The most abundant headgroup moieties
are phospho-ester linked, most commonly serine, choline, and ethanolamine.

The difference in organization of the phospholipids and the glycerosphingolipids in membrane
bilayers is clearly seen when one compares the gel to liquid–crystal phase transition temperatures
of these lipid species [26]. The phase behavior of lipid bilayers, as reviewed previously, depends
on the packing, degree of order, and mobility of the constituent lipids. The two most divergent
phases are the gel phase and liquid–crystalline phase. In a homogeneous lipid mix, the melting
temperature of long-chain sphingomyelin is 40

 

∞

 

C, in comparison to 

 

-

 

3

 

∞

 

C for 1-palmitoyl-2-
oleoylphosphatidylcholine (POPC). The kinked structure of the unsaturated acyl chain impedes
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straightening and tight packing of this lipid. Thus, the phase transition temperature of phosphati-
dylcholine (PC) decreases dramatically from 

 

-

 

3

 

∞

 

C to 49

 

∞

 

C when the acyl chain monounsaturated
fatty acid, 18:1, is replaced by 18:0.

The phospholipids and glycosphingolipids within cell membranes exist in an environment
containing varying levels of a structurally unique lipid, cholesterol (as shown schematically in
Figure 9.1). Cholesterol is intercalated between adjacent lipid acyl chains. The four fused rings of
cholesterol allow for little conformational flexibility and are not easily accommodated within the
acyl matrix. The 3-hydroxyl group on cholesterol allows the molecule to orient parallel to the lipid
hydrocarbon chains, with the OH at the lipid/aqueous interface. These properties of cholesterol
result in a decrease in the gel to liquid–crystalline phase transition of both sphingolipid and
phospholipid bilayers [27–29].

The differential packing of sphingolipids (specifically sphingomyelin) and phospholipids is
proposed to lead to membrane phase separations. Most likely, the sphingolipid-rich membrane
regions coexist with phospholipid-enriched domains. In a region of the membrane, therefore, that
is enriched in sphingomyelin and cholesterol, one may expect a third phase, a liquid-ordered phase
(Io). The acyl chains of lipids in this phase are extended and tightly packed, as in the gel phase,
but have a higher degree of lateral mobility [30]. Membrane rafts probably exist in the Io phase
or in a state with very similar properties, given the large saturated acyl chain of sphingomyelin.
The naturally occurring phospholipids, containing unsaturated acyl chains at the 

 

sn

 

-2 position, tend
to have a much lower affinity for the Io phase and are thus largely excluded from these domains
[31]. A biochemical property of lipids in the Io phase is their insolubility in various detergents
[32]. Thus Triton X-100, and to a lesser extent Brij, have been used as a tool to isolate membrane
rafts consisting of the Io phase.

Because cholesterol can promote phase separation in mixtures of phospholipids and sphingolip-
ids [33], it is hypothesized that rafts can still form in cell membranes with relatively low levels of

 

FIGURE 9.1

 

Schematic representation of plasma membrane lipid domains. The individual lipid components
are shown in the figure legend at the top left. Annular phospholipid refers to the first molecular layer of
phospholipid surrounding a cholesterol-rich domain or protein. Annular cholesterol refers to the first molecular
layer of cholesterol surrounding a protein. Reprinted with permission from Dr. F. Schroeder (2001) 
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cholesterol. Moreover, it also explains why depletion of membrane cholesterol collapses rafts and
raft function. It is important to consider that lipids can be associated with any one of three states:
solid gel, liquid ordered, or liquid disordered. Thus, in the plasma membranes of cells in which
these phases all coexist, a specific type of lipid is found in more than one domain. Therefore, all
of the membrane cholesterol and all of the glycosphingolipid is not always raft associated.

 

9.2.1 E

 

ARLY

 

 E

 

XPERIMENTAL

 

 E

 

VIDENCE

 

 

 

IN

 

 S

 

UPPORT

 

 

 

OF

 

 R

 

AFTS

 

A series of early, seminal observations led investigators to propose the existence of membrane
microdomains, or rafts, in both model and biological cell membranes. Lipid domains were first
detected in fibroblasts as large glycoprotein matrices that were detergent insoluble [34]. These
complexes were enriched in glycosphingolipids [35] and supported a hypothesis that described the
formation of cholesterol and glycosphingolipid microdomains that serve as platforms for protein
and lipid transport from Golgi to plasma membrane [36]. Early experiments documented the
colocalization of glycosphingolipids and GPI- (glycosylphosphoinositol) anchored protein to the
apical membranes of MDCK cells [4, 36, 37]. It appeared that these proteins did not contain a
cytoplasmic targeting signal and GPI anchoring was sufficient for targeting [37]. Subsequent
extraction of the polarized MDCK cells with Triton X-100 yielded a detergent-resistant membrane
(DRM) complex enriched in GPI-anchored proteins, cholesterol, and sphingomyelin. Thus, these
investigators showed that the rafts observed using microscopic techniques appeared to be isolated
as detergent-insoluble DRM complexes. 

Surprising at the time was the association of a subset of signaling proteins found to be associated
with the DRM; these signaling proteins included the src family of kinases. Scheek et al. [38]
confirmed the coupling of cholesterol and sphingomyelin within membrane microdomains. In these
studies, they showed that a decrease in fibroblast cell surface sphingomyelin affected the biosyn-
thesis, uptake, and subsequent localization of cholesterol. The effect of sphingomyelin was to inhibit
the cleavage of the membrane-bound transcription factor SREBP-2, which is involved in the
regulation of these processes

 

. 

 

These observations, coupled with earlier studies, argued that a
functional interaction between cholesterol and sphingomyelin is necessary for normal intracellular
transport processes [39, 40]. Collectively, these observations provided the biological evidence for
the existence of membrane microdomains, which have been termed rafts.

This early work on biological membranes, coupled with model membrane studies (described
later), provided substantial experimental evidence in support of membrane rafts. In model membrane
systems, lipids in the Io phase were shown to be resistant to extraction by Triton X-100 [30]. The
lipid composition of the Triton X-100–insoluble complexes extracted from whole cells suggested
that Triton X-100–resistant membranes are most likely in the Io state [41]. The lipids contained
the typical signature of Io phases: a high degree of acyl chain order but a substantial rotational and
lateral mobility. Fluorescence quenching assays also showed that the Io phase occurs in membranes
with a lipid composition similar to that of plasma membrane. In those studies, using diphenyl-
hexatriene (DPH) and a PC-linked nitroxide quencher, Ahmed et al. [42] showed that cholesterol
at 33 mole% induced the formation of sphingomyelin-enriched liquid ordered phase at 37

 

∞

 

C in
mixed vesicles of sphingomyelin/PC. Similar to plasma membranes, the sphingomyelin concentra-
tion of the vesicles was 10 to 13%. Moreover, these investigators confirmed that the Io phase
correlates with detergent insolubility. These model membrane studies provided a strong correlation
between lipids in the Io phase and those isolated as Triton X-100–resistant fractions. However,
they provide little evidence to support the association of raft-specific proteins with these lipids.

Additional evidence linking the membrane rafts identified microscopically with biochemically
isolated detergent-resistant fractions was, and still is, sketchy. It had been widely known that the
crosslinking of GPI-anchored surface glycoproteins triggered the activation of specific signal
transduction pathways in a number of cells, lymphocytes included [43]. Later, these GPI-anchored
proteins were shown to be present in detergent-insoluble complexes with tyrosine kinases of the
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src family [44–47]. A more detailed characterization of these complexes showed DRMs to be
enriched in GPI-anchored proteins associated with specific glycolipids in large structures that
measured approximately 100 nm in diameter [44, 45, 48]. Association with the DRMs was depen-
dent on the GPI anchor, because mutants with no GPI-linked anchor were not associated with the
DRMs and were unable to associate with the src kinases [47]. 

At the time of these observations, membrane microdomains were shown to contain VIP21-
caveolin [49], and a large number of subsequent studies led to the assumption that all or most
membrane microdomains contain plasma membrane invaginations containing caveolae [50, 51].
One of the first studies to refute this generalization showed that the glycolipid-anchored protein
Thy1 and the glycosphingolipid GM1 were present in DRMs isolated from lymphocytes. These
DRMs were totally devoid of caveolin at both the mRNA and the protein levels [52]. These results
led to the suggestion that, in lymphocytes, detergent insolubility does not correlate with the presence
of caveolin and, further, that caveolae in these cells are not necessarily involved in signal trans-
duction in lymphocytes. Thus, more recent studies have suggested that different types of rafts exist
based on the presence of specific marker proteins and ultrastructural data [53]. The differences
encompass membranes enriched in caveolin with a characteristic conelike appearance, in contrast
to those devoid of caveolin with no clear morphological characteristics.

 

9.2.2 M

 

EMBRANE

 

 R

 

AFT

 

 O

 

RGANIZATION

 

Membrane fractions that are insoluble in nonionic detergents have been referred to as DRMs
(detergent-resistant membranes), DIGs (detergent-insoluble glycolipid-enriched membranes),
GEMs (glycolipid-enriched membranes), and TIFFs (Triton-insoluble floating fractions). The
nomenclature presently used in publications is highly variable and not standardized, although a
concerted effort has been made to use the term DRMs.

 

 

 

The term 

 

lipid raft

 

 includes caveolae,
structures generally defined by both morphology and enrichment in caveolin, and noncaveolae
liquid-ordered membrane microdomains. Regardless of the nomenclature used, the basic organiza-
tion of the membrane microdomains described has some common characteristics. These character-
istics are illustrated schematically in Figure 9.2. Most commonly, membrane rafts include enrich-

 

FIGURE 9.2

 

Schematic representation of membrane raft organization. Raft lipids in the Io phase are shown
surrounded by nonraft lipids in the Id phase. It is proposed that clustering of raft proteins may cause small
rafts to coalesce (A) or may increase the affinity of proteins for rafts (B). Reprinted with permission from Dr.
D. Brown (2000) 
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ment in cholesterol, the tight packing of sphingolipids in the Io phase, and an increased affinity
for gangliosides [54]. In addition, a variety of proteins are targeted to DRMs. These proteins, which
include caveolin-1 caveolin-2, caveolin-3, hemagglutinin, and GPI-anchored proteins, are used
extensively as membrane raft markers [for review, see 24, 55]. Although a growing number of
proteins have been used as membrane raft markers, the identification of a detergent-insoluble or
partially soluble fraction as a membrane raft based only on protein composition is not advised. A
number of these proteins are not just raft-associated, and membrane rafts clearly have a unique
lipid composition that should be characterized to avoid any artifacts due to detergent partitioning
effects [29, 56, 57].

The general biochemical features of raft-marker proteins include modification with saturated
chain lipids or GPI anchors. It is important to note that not all acyl chain modified proteins are in
DRMs and not all DRM proteins are modified. In contrast, proteins that are prenylated are largely
not raft associated. Although earlier work suggested that transmembrane proteins would be difficult
to accommodate in a highly ordered raft domain, recent evidence refutes this predication. Members
of the transmembrane 4 superfamily of membrane proteins are often localized to membrane rafts,
as is the prototypical G-protein coupled receptor, rhodopsin [58]. Interestingly, the transmembrane
4 superfamily, also called the tetraspanins, comprises a large group of ubiquitously expressed
proteins [59] that show various degrees of detergent insolubility. These proteins function in diverse
processes, including membrane fusion, platelet aggregation, proliferation, and B- and T-cell acti-
vation [61, 62]. They function as molecular adaptors involved in the assembly of protein complexes.
Tetraspanin protein associations are divided into three general categories based on the strength of
the association. The most robust type of association is resistant to Triton X-100 and comprises
tetraspanins that are raft associated, such as the CD151-containing complexes [63, 64]. The unifying
mechanism by which this unique group of raft proteins exerts a biological effect remains under
investigation. However, it does raise the questions of whether there are indeed compositionally
distinct rafts within the same plasma membrane.

The definition of membrane rafts has been expanded recently to distinguish between 

 

membrane
caves

 

 and 

 

membrane barges

 

. Membrane caves refer to caveolae-enriched membrane microdomains.
The cytoplasmic face of caveolae are covered with caveolins, a family of proteins between 21 and
25 kDa that form a membrane coat [65–68]. The caveolae function in endocytosis and signal
transduction and contain receptor tyrosine kinases and GPI-anchored proteins. Membrane barges
refer to microdomains with higher densities than rafts. These higher densities are proposed to be
due to the presence of a high percentage of oligomerized complex assemblies, as seen with Gag
proteins of HIV [69]. Lastly, a population of low buoyant density fractions has been identified as

 

lipid shells

 

 [70]; these lipidic structures are so named because they contain a shell of cholesterol
and sphingolipid. The predicted size of a lipid shell containing the GPI-anchored protein Thy and
80 molecules of cholesterol-sphingolipid is approximately 7 nm. It is proposed that these lipid
shells are similar to hydration shells that surround ions or proteins in aqueous solutions. The role
of such shells is to aid in the transition from the solute to the bulk phase. Lipid shells, by analogy,
exist as mobile units in the plane of the membrane. Anderson and Jacobson [70] hypothesize that
these shells have an affinity for preexisting membrane rafts and caves.

 

9.2.3 S

 

IZE

 

 

 

OF

 

 M

 

EMBRANE

 

 R

 

AFTS

 

Experimental evidence suggests that rafts vary in size from a few tenths of a nanometer to
hundredths of a nanometer or even domains as large as microns [71–74]. As may be expected, the
method by which the size of these domains is measured is crucial. Because GPI-anchored proteins
and gangliosides are both enriched in rafts, it was not until the two were crosslinked or clustered
with antibodies that they appeared to colocalize using microscopic techniques. Single-particle
tracking experiments suggest that gangliosides and GPI-anchored proteins are confined to domains
of 200 to 300 nm [72]. In contrast, by tracking the thermal positional fluctuation of HA and GPI-
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linked proteins in cholesterol enriched rafts, raft size was predicted to be 50 nm [74]. Of course,
the size of the identifiable domains is dependent on the affinity of the fluorescent markers for the
raft marker proteins. Thus, if these markers are not highly concentrated or if the affinity of the
fluorescence marker is low, detection of rafts in biological membrane becomes difficult, if not
impossible. Several approaches, however, do suggest that membrane rafts exist in biological mem-
branes; these include fluorescence–resonance energy transfer between GPI-linked proteins [71],
single-particle tracking [72], and single molecule microscopy [73]. Using pairs of raft and nonraft
marker proteins and lipids, Harder et al. [75] identified raftlike lipid domains in cell plasma
membranes. The raft-associated markers were found to form membrane patches, in contrast to the
nonraft makers, which exhibited a more homogeneous distribution.

Recent work by Dietrich et al. [76, 77] has gotten around the dilemma of correlating membrane
microdomains observed using microscopy techniques with the actual biochemical properties of
such domains as predicted from Triton X-100 extraction studies. Using giant unilamellar vesicles,
these authors showed that lipid extracts from brush border membranes (BBMs) contain membrane
rafts and that the GPI-anchored protein Thy-1 partitions preferentially into these rafts in BBM
lipids. The biophysical characteristics of these domains correspond reassuringly well to the prop-
erties of rafts described earlier, using other techniques. The 10 

 

m

 

m–sized domains had a degree of
order expected of the Io phase, and the domains in the two leaflets were found to be coincident.
It is expected that further experiments using monolayers and giant unilammellar vesicles will
provide additional support for the formation of rafts in cell membranes.

 

9.3 WHEN IS A DRM A RAFT?

 

A challenge for the future becomes designing experiments that directly link the detergent-insoluble
species and their localization to specific regions of the plasma membrane. It will become important
to take into consideration that such domains are most likely transient, as the membrane bilayer is
a dynamic structure. Experimentally, membrane rafts can be isolated using Triton X-100 at 4

 

∞

 

C,
because the sphingolipid-cholesterol-rich membrane microdomains are insoluble under these con-
ditions. These lipid-rich complexes can be isolated at a low density using sucrose gradient centrif-
ugation. Confirmation of a low buoyant density membrane fraction as a raft is obtained upon a
thorough analysis of the lipid and protein composition. In addition, partial detergent solubilization
can be controlled with the use of a detergent, such as OG, that will solubilize membrane rafts.
Recent studies have suggested that detergent insolubility can result in the underestimation of domain
association. However, the creation of artifactual domains from previously homogeneous bilayers
and recruitment of unassociated proteins into rafts does not seem to occur [78].

 

 

 

Moreover, detergent-
free techniques have been developed and used to isolate membrane fractions with characteristics
similar to membrane rafts [79, 80]. Although the major limitation of either technique is that the
original subcellular localization of the isolated rafts cannot be determined, it can be predicted that
a raft is analogous to an isolated DRM fraction.

 

9.4 FUNCTIONS OF MEMBRANE RAFTS

 

The association of membrane lipids in a cholesterol-rich, tightly packed membrane domain allows
for the formation of compartmentalized signaling complexes. Membrane rafts contain a high
concentration of signaling molecules and have been classified as signaling centers. The mechanism
by which these signaling centers function is not clearly understood; however, several intriguing
hypotheses have been put forth [12, and references therein]. A number of protein and lipid
signaling molecules have been localized to membrane rafts; these include the transmembrane
protein, EGF receptor [81], bradykinin B2 receptor [82], TCR [83], and BCR [84]. The lipid
signaling molecules (sphingomyelin [85], ceramide [86], phosphoinositides [87], and diacylglyc-
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erol), complementary signaling effectors (including the G

 

a

 

 family of proteins [88], src-family
kinases [81, 89, 90], eNOS [91], phospholipase C 

 

g

 

 [92], and adenylate cyclase [93], to name a
few) are all raft associated. An elegant and extensive review of this topic can be found in
Zajchowski and Robbins [12].

The association of the components of signal transduction processes with membrane rafts has
important functional and regulatory consequences. In the simplest case, the receptor may be a
constituent resident of a lipid raft, ready to initiate signaling within this site; signaling through the
src family of kinases most likely occurs by this means. In a more complex version of this mechanism,
it has been proposed that the receptor ligand complex translocates out of the lipid raft, resulting
in a down-regulation of the signal. Alternatively, the receptor–ligand complex may, upon translo-
cation out of a raft, associate with other signaling complexes to initiate a response. IL-2R signaling
is postulated to follow this mechanism [94]. A receptor may translocate to a lipid raft upon ligand
binding, thus providing for some regulation of the signaling process based on raft association. The
tetraspanin CD20 protein of B cells is proposed to follow such a mechanism [95]. Or, lastly, the
receptor may be localized outside of a raft, but upon ligand binding initiate a signal within the raft
domain leading to compartmentalization of the signal. In all of these mechanisms, the lipid raft
plays an essential role in controlling and regulating signaling complexes. It remains to be determined
whether the unique lipid composition of different types of rafts is capable of fine-tuning the response
of signaling complexes. Evidence suggest that, in the case of the shaker potassium channel, the
lipid composition of the raft alters the behavior of the signaling proteins [96]. Polyunsaturated
fatty acids (PUFAs) inhibit T lymphocyte activation by displacing signaling proteins from mem-
brane rafts [97].

 

9.4.1 M

 

EMBRANE

 

 R

 

AFTS

 

 

 

IN

 

 P

 

LATELETS

 

Platelets present a somewhat unique scenario. These small cells, 2 to 4 

 

m

 

m in diameter, undergo
a stimulus-dependent translocation of phospholipids. Upon stimulation with thrombin, collagen,
and ionomycin, PS and PE are postulated to translocate from the inner to the outer membrane
monolayer. This translocation is necessary in the hemostatic process to mediate the formation of
a prothrombinase complex [98]. A correlation between platelet responsiveness to stimulants (such
as ADP, epinephrine [99], thrombin, [100, 101], thrombaxane A

 

2

 

, [102], and collagen [103]) and
membrane cholesterol content has been observed for the past three decades. Moreover, a stimulus-
dependent translocation of cholesterol from the outer to the inner membrane monolayer has been
observed [104]. The molecular basis of the mechanism responsible for these observations is largely
unknown, but recent evidence suggests that cholesterol-enriched membrane microdomains  (i.e.,
rafts) play an essential role.

In an early study, Triton X-100–resistant membranes (DRMs) were isolated from platelet
vesicles [105]. These DRMs were enriched in cholesterol, with 41% of the total cholesterol present
in these low buoyant density fractions. The population of DRMs was heterogeneous, consisting of
vesicles ranging in size from 20 to 1000 nm in diameter, based on transmission scanning electron
microscopy. The DRMs were specifically enriched in the membrane glycoprotein CD36 (a member
of the tetraspanin protein family) and the surface protein GPIb, as well as Src p60 

 

c-src

 

 and the src-
related kinases lyn, p53/56 

 

lyn

 

. The association of CD36 with this membrane fraction was somewhat
surprising, because CD36 is one of several transmembrane glycoproteins found in caveolae and no
caveolae were detected in the platelet DRMs.

This initial work suggested that platelet membrane DRMs, in a manner analogous to other
DRMs, were involved in platelet signal transduction. Recent work has provided more compelling
data to support this hypothesis and, moreover, has met essential criteria in the characterization
of platelet DRMs as membrane rafts: specifically, a detailed description of the lipid composition
of the platelet DRMs [106]. In these studies, both resting platelets and platelets stimulated with
thrombin were treated with Triton X-100. The resting platelets showed a heterogeneous distri-
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bution of vesicles within the DRM preparation, whereas the thrombin-stimulated platelet DRMs
showed a modified curvature and a tendency to aggregate. Although significant changes in the
lipid composition of the two different DRMs could explain the morphological differences, in
fact, no substantial changes in lipid composition were detected. The cholesterol-to-phospholipid
ratio in the DRMs was found to be 1.2, in contrast to 0.5 in whole platelets. The DRMs contained
approximately 10% of the total phospholipid, with sphingomyelin accounting for almost 60%
of the total phospholipids in the rafts. The fatty acid composition of the sphingomyelin in the
DRMs was not very different from that found in whole platelets. In contrast, although the rafts
contained small amounts of PC, PS+ PI, and PE, their fatty acid composition was distinct. In
general, these phospholipids showed an increase in saturated fatty acids, including palmitic,
stearic, and arachidic, consistent with a similar distribution seen in RBL-2H3 mast cells [107].
Whether this is a common feature of membrane rafts remains to be determined. This increase
in saturated fatty acid content was paralleled by a decrease in the content of the unsaturated fatty
acids oleate and arachidonate.

The phosphoinositol (PI) pool of phospholipids was the most significantly affected in DRMs
isolated from thrombin-stimulated platelets. The change in DRM morphology in the thrombin-
stimulated platelets correlated with an increase in phosphatidic acid and products of the phospho-
inositide-3 kinase reaction. The increase in PtdIns (3,4,5) P

 

3

 

 concentration in the platelet rafts
suggests that a family of tyrosine kinases important in platelet signaling may be recruited by the
phosphoinositide metabolite. The recruitment of these proteins is postulated to involve a direct
interaction between PI 3 kinase products and pleckstrin homology domains. Cholesterol depletion
with methyl-

 

b

 

-cyclodextran dramatically decreased the thrombin-dependent production of these
signaling molecules in the platelet DRMs.

Decreased platelet membrane cholesterol induced by 

 

b

 

-methyl–cyclodextran also resulted in
decreased levels of phosphatidylserine (PS) within the outer platelet membrane monolayer. The
redistribution of PS from the inner to the outer membrane surface is a necessary step in the formation
of the prothrombinase complex. The redistribution of PS was shown to be dependent on extracellular
signal regulated kinase, the MEK kinase cascade found to be localized to platelet membrane rafts.
These studies present the first clear link between phospholipid redistribution in platelet membranes
and cholesterol localized to membrane rafts [108]. Collectively, this very new and growing body
of work, coupled with the stimulus-dependent redistribution of PS, PE, and cholesterol, provides
an ideal model system in which to study membrane raft formation and dissolution in response to
stimuli, because platelets have both weak and strong stimulators. An added benefit is the strong
correlation between the cholesterol content of platelets and dyslipoproteinemias leading to increased
risk of thrombosis.

In a series of studies, Gousset et al. [109] were able to visualize membrane microdomains
proposed to be rafts in platelets. Using fluorescence microscopy techniques, these authors docu-
mented that, upon exposure to cold or platelet agonists, the lipid-sensitive dye partitions into gellike
lipid domains. This segregation was disrupted upon depletion of platelet membrane cholesterol.
Separation of lipids into distinct phases was also followed using Fourier transform infrared spec-
troscopy (FTIR). In these studies, two phase transitions were observed, one at 15

 

∞

 

C and a second
at 30

 

∞

 

C. The magnitude of the second phase separation was found to decrease upon cholesterol
depletion, again suggesting multiple membrane domains within stimulated platelets. Moreover,
analogous to other studies, the DRMs isolated from the platelets were enriched in CD36 but
contained no detectable levels of CD55 or the major platelet integrin protein 

 

a

 

 IIb

 

b

 

3A. These
authors have suggested that raft formation is a dynamic, reversible event triggered by activation.
Little evidence is provided to confirm the reversible nature of this domain formation. It has been
well documented that some platelet agonists mediate reversible platelet aggregation, whereas
stronger agonists mediate irreversible aggregation and rapid phospholipid translocation. It will be
intriguing to determine how membrane raft formation is correlated with platelet phospholipid
translocation and the reversible vs. irreversible processes.
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9.4.2 P

 

HOTORECEPTOR

 

 R

 

OD

 

 C

 

ELLS

 

Photoreceptor rod cells are a unique, postmitotic cell type in which membrane rafts have just
recently been isolated. To fully appreciate the significance and functional role of rafts in these cells,
we must first consider the structure of the rod cell and its location in the retina. At the basal end,
the synapse of the rod cell interacts with a complex array of retinal neural cells. These cells
ultimately are responsible for transmitting the visual signal to the brain visual cortex via the optic
nerve. The apical end of the outer segment is surrounded by the pigment epithelia. As illustrated
in Figure 9.3, the rod cell consists of an inner segment and an outer segment. The inner segment
contains nuclei and other organelles required for protein synthesis and the majority of the biochem-
ical machinery for normal metabolic processes. The outer segment is composed of a stack of
flattened membrane vesicles, the disks that are surrounded by the plasma membrane. It is the outer
segment disk membranes that contain the requisite photopigment, rhodopsin, that carries out the
visual transduction processes.

Although the disk membranes and the plasma membrane are distinct membranes with inde-
pendent functions, rhodopsin is the only membrane protein within the ROS   that is ubiquitously
distributed. This prototypical GPCR   [110] is the dominant protein in both the plasma membrane
(60% total protein [111]) and, in slightly higher abundance, in disk membranes (85% total protein
[112–114]). In contrast, the ion transport proteins responsible for maintaining normal retinal

 

FIGURE 9.3

 

Schematic representation of photoreceptor rod cell. BD refers to newly forming basal disks.
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function,  i.e., Na

 

+1

 

-Ca

 

+2

 

 exchanger [115] and the cGMP-gated channel, 

 

a

 

 and 

 

b

 

 subunits [116],
are found exclusively in the plasma membrane. Although the cell does not divide, the outer segment
is constantly undergoing renewal as new disks are formed at the base, originally arising from
evaginations of the plasma membrane [117], and are progressively displaced toward the apical tip.
Old disks at the apical tip of the rod are shed and then phagocytosed by the overlying pigmented
epithelium. Thus, the outer segment is in a constant state of degradation and renewal [118, 119].
In vertebrates, the transit of disks from the base to the tip of the outer segment requires approxi-
mately 10 days [120]. Within an individual rod outer segment, the disk membranes range from
newly synthesized at the base to 10 days old at the apical tip.

The distribution of proteins within the various membranes of the ROS is mirrored by a
heterogeneous distribution of lipid components. Certain lipids exhibit a preferential localization to
the plasma membrane of the ROS compared to the disk membranes. For example, the plasma
membrane is enriched in cholesterol [121], (fourfold compared to phospholipid), in unsaturated
fatty acids species, in phosphatidylcholine (PC) relative to phosphatidylethanolamine (PE) [122],
and in squalene, a precursor of both isoprenyl groups and cholesterol [123] relative to the majority
of mature disk membranes. The disk membranes also exhibit a heterogeneous lipid distribution:
newly formed disks have sixfold more cholesterol than disks at the apical tip of the ROS [124,
125], although there is little change in the phospholipid species. The predominant change occurs
in the relative distribution of fatty acids within the various classes of phospholipids. Within the PC
class, 16:0 dramatically decreases with disk age, whereas the 22:6 increases with disk age. Although
the PE class exhibits some fatty acid changes, they are small. The PS class exhibits no significant
changes in fatty acid composition. The PI class, which constitutes less than 2% of the total
phospholipid, exhibits age-related changes in each of the fatty acids measured. Most notable of
these is an increase in 20:4 as the disks are apically displaced.

The rhodopsin originally inserted into the newly forming disk membrane remains with the disk
as it transits the length of the outer segment [126, 127]. In contrast, the lipid components of the
disk bilayer exchange between disk membranes and undergo metabolic turnover [128, 129]. As the
disks age, their lipid composition is altered. The remodeling of disk membranes may be related to
the phototransduction process or to preparation for eventual disk phagocytosis. The functional
impact of changes that occur in disk membranes as they transit from the base of the outer segment
to the apical tip is of great interest. Disks must have the necessary properties to undergo morpho-
genesis at the base of the disk. They must then be competent to carry out visual transduction.
Finally, they must undergo fusion with the plasma membrane to form packets that are then
phagocytosed. Therefore, functional impact could be manifest in the ability of disks to carry out
visual transduction or to maintain dynamic renewal of the outer segment. The modification of disk
membranes as they are apically displaced in the outer segment places the modulation of rhodopsin
function and structure in a dynamic context. It is likely that the disk membrane lipid composition
facilitates the conformational changes of rhodopsin required for phototransduction.

 

9.4.2.1 Photoreceptor Membrane Microdomains

 

In a manner analogous to other biological membranes containing lipid rafts, early biophysical
studies of rod outer segment membranes have implied a unique organization of lipids within lateral
domains of the disks. More recently, lipid microdomains have been identified in disk membranes,
with the observation of a cholesterol-dependent recruitment of di22:6-PC by rhodopsin into lateral
domains [130]. The cluster of rhodopsin and lipid that formed the domain exceeded two adjacent
lipid layers. This implies interactions between rhodopsin and the lipid environment that extend
beyond direct protein–lipid interactions. The interplay of rhodopsin and the bilayer lipids is thus
not simply one of providing a hydrophobic environment or of providing an environment of the
appropriate “fluidity.” Rather, it involves a process by which rhodopsin and the lipids are organized
to encase the protein in an environment that permits the reversible changes of the visual cycle while
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simultaneously stabilizing the protein with respect to the kinetically driven denaturation [131].
Furthermore, it has recently been shown that the phospholipids of the rod outer segment reorganize
in response to light [132]. 

Therefore, rhodopsin-lipid interactions can be viewed at several independent levels: 

• Direct protein–lipid interactions, which likely involve a small number of lipids 
• The effect of the lipids on protein stability
• The ability of the lipids and rhodopsin to organize into complex lateral domains 

To begin to understand the interrelationship of rhodopsin structure, stability, and function in its
membrane environment requires an appreciation of the rhodopsin–lipid complex as an integrated
functional unit.

With these considerations in mind, the concept of rafts in the rod outer segment disks becomes
an extremely interesting problem. DRMs have been isolated from rod outer segments [58]. In these
initial studies, very little transducin or cGMP phosphodiesterase (PDE) was found to be DRM
associated in dark-adapted ROS membranes. Upon exposure of the ROS to light, the isolated DRMs
were shown to contain a larger percentage of transducin. Moreover, the addition of the nonhydro-
lyzable GTP analog GTP

 

g

 

S resulted in a decrease in raft-associated transducin in the light-stimu-
lated membranes. Most interesting is the observation that, upon light stimulation and the addition
of GTP

 

g

 

S, the PDE became raft associated. The depletion of membrane cholesterol with methyl-

 

b

 

-cyclodextran had no effect on transducin association with membrane rafts but decreased PDE
association, suggesting that these two phototransduction proteins are associated with the raft through
different mechanisms. 

Although these studies provide an intriguing picture of the assembly of phototransduction
molecules, they did not include an analysis of the lipid composition. Therefore, the similarity in
membrane composition of these DRMs to those isolated from other cells or to later, ROS-specific
DRMs was not established. Rhodopsin was found associated with both DRMs and soluble fractions,
whereas guanylate cyclase was localized almost exclusively to the DRMs [133]. These studies
document a light-dependent localization of transducin, RGS9-1-G 5L, and the p44 isoform of
arrestin to DRMs.

More recently, Boesze-Battaglia et al. [134] have shown that Triton X-100–resistant disk
membrane microdomains, high in cholesterol (0.24 cholesterol to phospholipid mole:mole ratio)
and in sphingomyelin (0.11 sphingomyelin to phospholipid mole:mole ratio) contain caveolin and
the tetraspanin rim–specific protein rom-1. When the Triton X-100–resistant membranes were
treated with 

 

b

 

-methyl-cyclodextran to deplete membrane cholesterol, the resultant membrane con-
tained slightly lower levels of rom-1, specifically in the dimeric form. Cholesterol depletion also
resulted in the collapse of the large caveolin complex to a monomeric caveolae.

The interpretation of these data derived from DRMs isolated from disk membranes is challeng-
ing because native disk membranes are known to have a nonuniform cholesterol composition [123,
124]. Cholesterol is high in the disk membranes of basal disks and low in the membranes of apical
disks [124]. The fatty acyl composition of phospholipids is also modified as the disks are displaced,
increasing the level of docosohexaenoic (DHA) 22:6 of apical disks.

It is likely that the disk membrane lipid composition optimizes the ability of rhodopsin to
undergo conformational changes required for function. Therefore, microdomains of specific lipids
are certainly relevant to visual transduction. It is important to understand the implications of the
changes in disk membrane lipid composition. The isolation of cholesterol-enriched membrane rafts
from ROS membranes complements earlier studies, in which

 

 

 

the photolytic properties of rhodopsin
were shown to be sensitive to the composition of the surrounding bilayer. The influence of lipid
dynamics on rhodopsin photolysis has been investigated in rhodopsin–lipid reconstituted bilayers.
These studies demonstrated that systematic changes in the cholesterol composition of reconstituted
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phosphatidylcholine–rhodopsin vesicles have profound changes on the activated form of rhodopsin,
Metarhodopsin II. These changes corresponded to changes in the dynamics of the bilayer hydro-
carbon region [135–139]. These studies indicate that cholesterol can affect rhodopsin function by
reducing the partial free volume in the hydrocarbon core of the bilayer. The transition of Meta I
to Meta II involves an expansion of the protein in the plane of the bilayer. At high levels of
cholesterol, this volume is then unavailable to rhodopsin and the transition is inhibited. 

As may be expected, cholesterol is not alone in its ability to alter the Meta I to Meta II transition.
The phospholipid hydrocarbon chain composition in reconstituted bilayers has been shown to
regulate the Meta I/Meta II equilibrium. In particular, docosahexaneoic acid (DHA) strongly
promotes the formation of Meta II [140]. This fatty acid is conserved in the retina, accounting for
over 50% of the phospholipid hydrocarbon chains in the disk membranes. Not only does this highly
unsaturated lipid modulate rhodopsin function in the membrane, but deprivation of this essential
fatty acid degrades visual acuity as measured by electroretinograms [141–144]. Thus, the affects
seen on the molecular level have predicted consequences on retinal physiology. This suggests that
the lipids are responsible for modulating the dynamic environment of the membrane, which in turn
can affect the properties of the protein. It has been shown that the role of the unsaturated acyl
chains in the 

 

sn

 

-2 position of phospholipids is distinct from that of cholesterol in modulating the
MetaI/MetaII equilibrium [143]. It clear that docosahexaenoic acid plays an important role in normal
rod function, but the mechanism is not fully understood [142]. It is intriguing to consider that recent
studies have shown that DHA contains a PE phase separate from membrane rafts, whereas the
monounsaturated oleic acid containing PE does not [144]. Thus, the different subpopulations of
PE in ROS may impart different characteristics to the ROS-specific membrane rafts.

 

9.5 SUMMARY

 

As newly developing technology allows us both to image and to quantitatively analyze membrane
raft lipids [145, 146], we have the tools to correlate membrane raft localization in the plasma
membrane with biochemical characterization of these domains. Analysis of the literature should
proceed with caution, because a large number of studies do not provide even a cursory evaluation
of the lipid composition of detergent-resistant fractions or correlate 

 

in vitro

 

 biochemical observa-
tions with images of microdomains within a given cell.
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10.1 PASSIVE AND CARRIER-MEDIATED TRANSPORT

 

The passive transport of materials across homogeneous membrane systems will be the main focus
of this chapter. Strictly speaking, passive translocation of a substance occurs as a result of a gradient
in the electrochemical potential of the transported species, and always occurs in the downhill
direction of that gradient. In contrast, the coupling of transmembrane movement of a solute with
a biochemical reaction, such that its flow may be counter to its electrochemical potential gradient,
is known as active transport; this phenomenon is described elsewhere (e.g., Stein, 1986; Lingrel
and Kuntzweiler, 1994).

 

10.1.1 N

 

ONELECTROLYTE

 

 T

 

RANSPORT

 

10.1.1.1 Equilibrium Relationships

 

At equilibrium, there is no net substance transport across the membrane. Equilibrium requires that
the electrochemical potentials of any permeable species, including the solvent, be equal on the two
sides of the membrane. In circumstances where the membrane is not permeable to at least one
species (a semipermeable membrane), however, attainment of equilibrium in the solvent distribution
may require the development of a hydrostatic pressure difference across the membrane. This
manifestation of osmotic pressure and the physicochemical factors underlying it, are important
considerations in biological membrane systems. Using a simple case as a model, we will briefly
explore its nature.
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Consider a system comprising two subsystems (denoted I and II), separated by a rigid mem-
brane, which is ideally semipermeable to the solvent, s, alone. Dissolved in the fluid on side II is
a quantity of solute A. As a result of the presence of A, the chemical potential of the solvent on
side II will be lower than that on side I, with a consequent flow of solvent from I to II. This process
will continue until a hydrostatic pressure difference develops that is sufficient to restore equilibrium
(see Figure 10.1).

Equilibrium is achieved when the chemical potential, 

 

m

 

s

 

, is equal on the two sides of the
membrane:

(10.1)
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,T) + RT ln  = (P
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,T) (10.2)

in which  is the mole fraction of solvent on side II (X

 

s

 

 = n

 

s

 

/(n
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 + n

 

A

 

) and n

 

j

 

 is the number of
moles of the jth component). The dependence of chemical potential on pressure is given by:

(10.3)

where  is the partial molar volume. This equation is derived from the differential form for the
Gibbs free energy:

dG = VdP – SdT + 

 

Sm

 

i

 

dn

 

i

 

(10.4)

from which we have the partial derivatives

(10.5)

and

(10.6)

 

FIGURE 10.1

 

Schematic diagram for osmotic pressure across a semipermeable membrane.
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Assuming constancy of the partial molar volume, that is, incompressibility of the solvent, the
chemical potential is expressed as

 

m

 

s

 

 = (P

 

o

 

,T) + RT ln X

 

s

 

 +  (P – P

 

o

 

) (10.7)

From Equation 10.2 we have

RT ln  =  (P

 

I

 

 – P

 

II

 

) (10.8)

Because the mole fractions of solvent and solute are not independent, such that X

 

s

 

 + X

 

A

 

 = 1, the
mole fraction of solvent can conveniently be expressed in terms of the solute. Moreover, if the
solution is sufficiently dilute

(10.9)

where C

 

A

 

 is the concentration of solute on side II. Generalizing to the instance of finite solute
concentration on both sides of the membrane, we have for the equilibrium hydrostatic pressure
difference

P

 

II

 

 – P

 

I

 

 = RT (10.10)

Independent of the existence of equilibrium, however, the depression in the chemical potential
of water resulting from dissolved solute(s), expressed in units of pressure, is denoted by 

 

p

 

, the
osmotic pressure of the solution. The osmotic pressure thus is equivalent to the hydrostatic pressure
necessary to return the chemical potential of the water solvent to that of pure water at the reference
pressure. For an arbitrary solution in phase I, then, we have

(10.11)

and with the establishment of equilibrium between phases I and II,

(10.12)

This relationship is commonly known as the van’t Hoff equation. Its importance lies in the link it
draws between hydrostatic pressure on the one hand and solute concentration on the other hand,
as a driving force for the movement of water across biological membranes and other phase
boundaries.

By measuring the effect of osmotic pressure on cells, for example, one can estimate the
permeability of water through the plasma membrane. If the osmolarity of the solution external to
the cell is changed away from its equilibrium value, net water flow across the membrane will take
place, thus altering the cell size. The water permeability coefficient k

 

w

 

 can then be estimated from
the following equation:
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(10.13)

where V is the volume of the cell, 

 

p

 

i

 

 – 

 

p

 

o

 

 is the osmotic pressure difference inside and outside the
cell, A is the area of the cell, and r is the radius of an equivalent spherical cell. In this case, clearly,
the system is not in equilibrium. A practical difficulty associated with this experiment arises from
any permeability of molecular species other than water; the cell’s rate of volume change may reflect
the transport of these other species as well.

Another example of application of the osmotic pressure effect is found in the study of the forces
of intermolecular interaction. Cell membranes usually have strongly hydrophilic surfaces. Conse-
quently, water molecules adsorbed on the membrane surface exert a strong repulsive force against
a closely apposed membrane. Introduction of a high molecular weight polymer, such as dextran, to
a cell suspension often induces close adhesion of cell membranes. Because the large polymers
cannot penetrate between closely adherent cells, the system behaves much like a sieve semiperme-
able to these polymers. Therefore, the osmotic pressure of the external solution is equivalent to a
hydrostatic pressure acting to force the water out of the restricted space between cell membranes.
By measuring the interspace distance of the adhered membranes (by X-ray diffraction techniques,
for example) and knowing the osmotic pressure of the solution, one can estimate interaction energy
between two membranes (see Figure 10.2, and LeNeveu et al., 1976).

 

10.1.1.2 Nonequilibrium Relationships

 

In the case of a nonequilibrium spatial distribution of a certain species, characterized by a nonuniform
distribution of its chemical potential, a translational flow, or diffusion, of this species will occur in

 

FIGURE 10.2

 

(a) By varying dextran concentration in the solution, different pressures can be applied to the
lamellar lipid membranes normal to their surfaces, P = . (b) Experimentally measured repulsive
pressure P between egg phosphatidylcholine bilayers as their separation varies. The arrow indicates the
maximum separation attained in water where P 

 

Æ

 

 0. 

 

m

 

w

 

 gives the chemical potential of the interbilayers water
relative to bulk water. The line represents a best-fit exponential to the experimental points where repulsion
dominates attraction. 

 

●

 

 = osmotic; 

 

¥

 

 = hydraulic; 

 

�

 

 = vapor pressure methods. At the point corresponding to
P = 0, repulsive and attractive forces become equal. Therefore, if the attractive forces are known for the
interbilayer interaction of the lipid lamellar system, one could obtain the magnitude of the repulsive force
from this measurement. (From Rand RP, 

 

Annu. Rev. Biophys. Bioeng.

 

 1981, 10:277.)
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accordance with the gradient of its chemical potential. Before considering this process in a membrane
system, some of the basic properties of matter flow in homogeneous systems will be described.

Two types of molecular transfer mechanisms can be identified: bulk flow and diffusion. The
former is the result of 

 

movement as a whole of a volume

 

 of solution due to external forces, such
as hydrostatic pressure gradients or gravitational force. In this case, the solvent and solute move
together. The volume flow (J

 

v

 

) is defined by the volume of solution moving across a surface of unit
area, A, per unit time:

(10.14)

where V is the volume of solution. Therefore, the flow or transfer of j

 

th

 

 solute J

 

j

 

 across the same
unit area per unit time will be

(10.15)

where C

 

j

 

 is the concentration of solute and n is the molar quantity of the solute.
The second mechanism of molecular transfer is diffusion. For simplicity, only the case of one-

dimensional diffusion will be discussed. If a gradient in the chemical potential of the j

 

th

 

 species
exists, a statistical force will be exerted on the j

 

th

 

 particle distribution:
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The average velocity achieved by the j

 

th

 

 particle will be given by the product of its mobility
and the force acting upon it:

Velocity = force 
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where U
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 is the mobility of the j

 

th

 

 particle in a solution. The flux J
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 of species j, the number of
molecules crossing a surface of unit area per unit time, is
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According to Fick’s (first) law of diffusion, the flux J

 

j

 

 is given by

(10.21)

where D is the diffusion constant, a coefficient that is usually fairly constant. Comparing Equation
10.20 and Equation 10.21, the following relationship between the diffusion constant and mobility
emerges:

(10.22)

where f

 

j

 

 is the frictional coefficient of the particle, N is Avogadro’s number and k is the Boltzmann
constant. This relation was first derived by Einstein (1908). The diffusion coefficient, D, for solute
particles that are large in comparison with the solvent molecule and are spherical in shape, was
presented by Einstein and Stokes:

(10.23)

in which the frictional coefficient, f, for a particle has been expressed in terms of the fluid viscosity,

 

h

 

, and the radius of the molecule r.
The molecular mobility, in another limiting case in the relative sizes of solute and solvent, has

been resolved theoretically by Eyring (1936), from the point of view of absolute reaction rate
theory. According to this theory, the diffusion of a particle involves a series of jumps between holes
in the liquid lattice. The distance between two successive energy minima separated by an energy
barrier is assumed to be 

 

l

 

. If the concentration varies over the x-direction only, its value at the first
minimum, located at x

 

o

 

, will be C(x

 

o

 

), while at the next, it will be

C(x

 

o

 

) + 

Then the flux in the positive direction will be 

 

l

 

 k

 

1

 

 C(x

 

o

 

); in the opposite direction, it will be

where k

 

1

 

 is the transition rate of a particle moving across the potential barrier between two adjacent
holes within the liquid lattice (see Figure 10.3) (Glasstone et al., 1941):

(10.24)

where h is Planck’s constant, and 

 

D

 

G is the free energy height of the barrier. The net flux will be
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J = – 

 

l

 

2

 

k

 

1

 

(10.25)

From Equation 10.25 and Equation 10.21, the diffusion constant may be expressed

D = 

 

l

 

2

 

k

 

1

 

(10.26)

The absolute rate for the transition k

 

1

 

 may be obtained from the viscosity. An approximate expres-
sion for viscosity follows from the theory of absolute reaction rates (Eyring, 1936):

 

h

 

 = 

 

l

 

1

 

 (k

 

1

 

l

 

2

 

l

 

2

 

l

 

3

 

)

 

–1

 

(10.27)

where 

 

l

 

1

 

 is the perpendicular distance between two neighboring layers of molecules sliding past
each other, 

 

l

 

2

 

 is the distance between neighboring molecules in the direction of motion, and 

 

l

 

3

 

 the
analogous distance in the direction normal to the other two. With Equation 10.26 and Equation
10.27 we have

D = (10.28)

 

FIGURE 10.3

 

Schematic energy profile across a membrane:energy barrier at the membrane interface.
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This equation has been very successfully applied to the analysis of the diffusion of D

 

2

 

O in H

 

2

 

O,
an approximation of molecular self-diffusion. Finally, we have two expressions for the diffusion
constant, D:

D =  (Einstein–Stokes) (10.29)

for a large solute, and

D =  (Eyring) (10.30)

for a solute of a size comparable to that of the solvent. According to Einstein’s relation (Equation
10.29) the diffusion constant D is inversely proportional to molecular radius, or M

 

1/3

 

 (where M is
the mass of a particle):

DM

 

1/3

 

 = constant (10.31)

On the other hand, for a small molecule that is comparable in size to the lattice dimension of the
solvent, the diffusion coefficient becomes inversely proportional to M

 

1/2

 

 since the average thermal
velocity of a particle is proportional to (kT/M)

 

1/2

 

:

DM

 

1/2

 

 = constant (10.32)

The measured results of the diffusion constant for various molecules appear to fit the above relations
(see Figure 10.4, Table 10.1).

 

FIGURE 10.4

 

The diffusion coefficient D as a function of molecular weight M. Diffusing molecules as
follows: 1, hydrogen; 2, nitrogen; 3, oxygen; 4, methanol; 5, carbon dioxide; 6, acetamide; 7, urea; 8, 

 

n

 

-
butanol; 9, 

 

n

 

-amyl alcohol; 10, glycerol; 11, chloral hydrate; 12, glucose; 13, lactose; 14, raffinose; 15,
myoglobin; 16, lactoglobulin; 17, hemoglobin; 18, edestin; 19, erythrocruorin. All are at or near 20

 

˚

 

C. A is
the relation DM

 

1/2

 

 constant, B the relation DM

 

1/3

 

 constant. (Adapted from Stein WD: in 

 

Comprehensive
Biochemistry. 

 

Vol. 2. Elsevier, Amsterdam, 1962, Chap. 3. With permission.)
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10.1.1.2.1 Diffusion in Membrane Systems 

 

In the transport of a substance across a membrane, it must move through phase boundaries, such
as liquid/membrane/liquid. In addition, the substance may have different affinities for partitioning
in each phase encountered. In most cases, the diffusion of the substance is much slower within the
membrane than it is in the solutions bathing the membrane. Diffusion of substance within a
membrane is given by

 = – D

 

m

 

(10.33)

where D

 

m

 

 and C

 

m

 

 are the diffusion constant and concentration of a substance in the membrane,
respectively. Because the concentration profile of the permeant substance within the membrane is
not usually known, a constant concentration gradient is often assumed (see Henderson’s approxi-
mation, Equation 10.74):

= (10.34)

where  are the concentrations of the substance at the inside and outside boundaries
within the membrane and 

 

d

 

 is the thickness of the membrane. Equation 10.34 is then

 = J = – (10.35)

Experimentally, the concentrations of the permeant substance in the outer, C

 

o

 

, and inner, C

 

i

 

,
bathing solution are known. When the diffusion of the substance is not too fast, relative to its
penetration of the phase boundary (it is usually slow in the membrane), the following partition
equilibrium for the permeant species is established at the membrane boundaries:

= constant = K (10.36)

where C

 

m

 

 and C are the concentrations of the permeant molecule just inside and outside the
membrane, and K is the partition coefficient. Equation 10.36 is
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Diffusion Constants for Various Substances in H
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(10.37)

Because the permeant flux is continuous throughout the membrane

J = – D

 

m

 

  = – (C

 

1

 

 – C

 

o

 

)

= –

 

D

 

 C = – P

 

D

 

C (10.38)

where

P = (10.39)

P is called the 

 

permeability constant.

 

 The permeability constant is proportional to its diffusion
constant in the membrane and the partition coefficient between the membrane and aqueous phases,
while being inversely proportional to the thickness of the membrane. P has dimensions of [P] =
cm/s, while the dimensions of D are [D] = cm

 

2

 

/s. Some typical values of permeability constants
are listed in Table 10.2.

Experimentally, the permeability of a solute through a membrane is determined from Equation
10.38 by the measurement of its flux developed with the membrane having a known concentration
difference between the two sides of the membrane.

 

10.1.1.2.2 Partition between the Aqueous and Membrane Phases 

 

The permeability of substances through cell membranes has been of great interest and importance
for elucidation of many biological cell functions. Each cell membrane has inherently its own
specific permeability for various permeants. Although most metabolically important substances
are transported across the membrane by active or specific transport, a general transport property

 

TABLE 10.2
Permeability Constants for Various Cells in cm/s 
(Multiplied by 10

 

5

 

)

 

Ox
Erythrocyte Arbacia Chara Beggiatoa B

 

a

 

Trimethylcitrate — — 6.7 — 0.047
Propionamide — 2.3 3.6 — 0.0036
Acetamide — 1.0 1.5 — 0.00083
Glycol 0.21 0.73 1.2 1.39 0.00049
Urea 7.8 — 0.11 1.58 0.00015
Malonamide — — 0.0039 — 0.00008
Diethylene glycol 0.075 0.43 — — 0.005
Glycerol 0.0017 0.005 0.021 1.06 0.00007
Erythritol — — 0.0013 0.84 0.00003
Sucrose — — 0.0008 0.11 0.00003

 

a

 

 B is olive oil/water partition coefficient.

Adapted from Davson H and Danielli JF: 

 

The Permeability of Natural Membranes.

 

2nd ed. Cambridge University Press, Cambridge, 1952.
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for many permeants has been observed for a variety of membranes. At the beginning of the last
century, Overton (1902) and others observed that the permeability of substances across cell
membranes is proportional to the relative partition constant (or coefficient) of the permeant
substance between oil and water phases. This view was supported later by Ferguson et al. from a
thermodynamic viewpoint. In later years, Collander (1937), Danielli (1952), and Stein (1967) have
done further experiments and found that the product of permeability P and the square root of
molecular weight of the permeant has a better correlation with the partition coefficient (PM

 

1/2

 

 

 

µ

 

K), than does the permeability alone. Figure 10.5 shows such a relationship between the PM

 

1/2

 

product and the partition coefficient K for various membranes and permeating species; both
quantities are plotted on a logarithmic scale. The relatively good correlation so observed has led
Collander to view penetration as being governed not only by the lipid solubility of the permeable
substances, but also by a sievelike character of the membrane, because small molecules (methanol,
water, formamide, and ethylene glycol) penetrate faster than would be predicted from their
oil–water partition coefficients.

For larger molecules, however, one would expect the product of permeability with the cube
root, rather than the square root of the molecular weight, to be most closely correlated with the
partition coefficient, in accord with Equation 10.31.

In addition to the size of the permeant substance, its partition coefficient with the membrane
plays a major role for most transport processes across the membrane. The energy necessary for a
permeant to enter from the aqueous phase to the membrane phase is the most significant factor for
the membrane transport.

The partition K of a substance between two phases (e.g., aqueous and membrane) may be
expressed by the standard Gibbs free energy difference between those in each phase of the substance:

 = K = exp  = exp (10.40)

 

FIGURE 10.5

 

The permeability of cells of 

 

C.

 

 

 

ceratophylla 

 

to organic nonelectrolytes of different oil solubility
and different molecular sizes. Ordinate: PM

 

1/2

 

 (P in cm h

 

-1

 

); abscissa: olive oil–water partition coefficients.
MR

 

D

 

 is the molar refraction of the molecules depicted, a parameter proportional to the molecular volume.
(From Collander R: 

 

Trans Faraday Soc.

 

 1937, 33:985. With permission.)
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where [A]

 

m

 

 and [A] are the concentrations of the substance A in the membrane and in the aqueous
phases, respectively, and 

 

D

 

 G

 

A
o,w

 

Æ

 

m

 

 is the difference of the standard Gibbs free energies of solvation
of the substance in the two phases (water and membrane). 

This relation can be derived from the equilibrium condition for the substance to be distributed
into two phases:

 

m

 

A

 

 (water) = 

 

m

 

A

 

 (membrane) (10.41)

using the chemical potential expression (Equation 10.7) for the substance in each phase. Major
energy differences of the permeant between the two phases come from hydrogen bonding energy
of the substance or hydration energy. In addition, nonpolar molecular interaction and entropy terms
also contribute to the energy differences. If one of the media is water, substances with 

 

D

 

G

 

o,w

 

Æ

 

m

 

 >
0 may be characterized as hydrophilic, and those with 

 

D

 

G

 

o,w

 

Æ

 

m

 

 < 0 as hydrophobic. Partition
coefficients for some substances between the water–oil phases are listed in Table 10.3.

The plot of the logarithm of PM

 

1/2

 

 vs. the number of hydrogen bonds for permeant molecules
gives a straight line relation, lending partial support to the previous statement (Figure 10.6).
Therefore, the partition of a permeant at the water/membrane phases is greatly dependent on the
degree of the polar nature of the permeant. The more polar the substance is, the higher the free
energy is for the substance to enter in the membrane phase. For example, an increase in the
number of OH-groups (an OH group forms two hydrogen bonds, and the free energy to break a
mole of hydrogen bonds is about 1.6 kcal [Stein]) results in a smaller partition of the permeant
in the membrane and, consequently, its lower permeability through the membrane. The perme-
ability and partition in the membrane decrease in an approximately exponential manner with the
number of OH groups of the permeating molecule.

 

TABLE 10.3
Partition Coefficients of Various Substances
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Lauryl sulfate
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Glycerol*
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Glycol*
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5.0 ¥ 10–3
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10.2

Hydrophobic substances Procaine (neutral)*
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274

1.7 ¥ 106

* Oil (olive oil)/water. Others: nitrobenzin/water.

1403_C10.fm  Page 340  Wednesday, June 2, 2004  3:01 PM



Passive and Facilitated Transport 341

10.1.1.2.3 Effects of Unstirred Layers
Unstirred layers are regions of slow laminar flow parallel to the membrane. The effective thickness
of these unstirred layers may be as much as 500 mm and cannot be reduced below some 20 mm
even by vigorous mechanical stirring. Typical diffusion coefficients for small solute particles in
water are about 10–5 cm2/s. One can express the permeability coefficient of an unstirred layer of
100 mm thick as 10-5 cm2/s/10-2 cm = 10-3 cm/s. If the permeability coefficient of a membrane under
study is of the order of 10-3 cm/s, the unstirred layer would become a significant factor in determining
the transmembrane flux. Therefore, under these conditions, a correction for this effect is necessary.
Suppose that the measured flux is J, and the concentration difference is DC; the experimental
permeability is then

Pmeasured = J/DC (10.42)

However, the true permeability corrected for the unstirred layer effect is

Ptrue = J/[DC – (DC)1 – (DC)2] (10.43)

FIGURE 10.6 The permeability data of Figure 10.5 (●) replotted to show the variation of log PM 1/2 (P in
cm s-1) on the ordinate with the number N of hydrogen-bond-forming groups in the permeant on the abscissa.
(�): Data of Dainty and Ginzburg (1964) on the related alga C. australis. Permeants have been assigned the
following numbers: 1, acetamide; 2, antipyrin; 3, butanol; 4, butyramide; 5, cyanamide; 6, diacetin; 7,
dicyandiamide; 8, diethylene glycol; 9, diethyl malonamide; 10, diethyl urea; 11, dimethyl urea; 12, erythrithol;
13, ethanol; 14, ethylene glycol; 15, ethyl urea; 16, ethyl urethane; 17, formamide; 18, glycerol; 19, glycerol
+ CO2; 20, glycerol + Cu2+; 21, glycerol ethyl ether; 22, glycerol methyl ether; 23, isopropanol; 24, lactamide;
25, malonamide; 26, methanol; 27, methylol urea; 28, methyl urea 29, monoacetin; 30, monochlorohydrin;
31, propanol; 32, propionamide; 33, (a, b)-propylene glycol; 34, (a, g)-propylene glycol; 35, succinimide;
36, tetraethylene glycol; 37, thiourea; 38, triethyl citrate; 39, triethylene glycol; 40, trihydroxybutane; 41,
trihydroxybutate + Cu2+; 42, trimethyl citrate; 43, urea; 44, urethane; 45, urethylan, 46, urotropin; 47, valera-
mide; 48, water; 49, 2,3-butylene glycol. (From Stein WD: The Movement of Molecules across Cell Mem-
branes. Academic Press, New York, 1967. Copyright Czechoslovak Academy of Sciences.)
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Each of the two concentration differences developed across the unstirred layers is related to the
layers’ thickness h and to the approximate diffusion coefficient D1 or D2:

(DC)1 = , (DC)2 = (10.44)

Therefore,

Ptrue = (10.45)

10.1.2 ELECTROLYTE TRANSPORT

Another kind of transport becomes possible when transported particles are electrically charged,
because the movement of such particles is subject not only to the gradient of concentration but
also to the force an electric field exerts on a charged particle. Biological fluids contain various
charged particles formed by the dissociation of salts, acids, bases, and other molecules. These
molecules, which possess electrical charges in an aqueous solution, are called electrolytes. An
electric field, E, is frequently written in terms of the gradient of an electrical potential j:

E = – grad j (10.46)

The flux, , of the jth charged particles due to an electric field is expressed as

 = CjUjzjFE = – CjUjzjF gradj (10.47)

where Cj is the concentration of the jth charged particle, Uj, its mobility, zj the valency of the jth

charged particle, and F the Faraday constant. The flux of the particles in the direction of the x-axis
can be written as a sum of terms due to its concentration gradient (Equation 10.20) and the electric
field:

Jj = – UjRT  – zjFCjUj (10.48)

As a consequence, the chemical potential of a charged particle in an electric field can be written
conveniently as

 =  + RT ln Cj + zjFj (10.49)

Expression 49 is called the electrochemical potential (Guggenheim, 1929).

10.1.2.1 Equilibrium Relationships

When an electrolyte solution is separated by a boundary (e.g., a membrane) and the electrolytes
are in equilibrium across the boundary, the following relation holds for the electrochemical potential
of each permeable ion:

 = (10.50)

Jh

D
1

1

Jh

D
2

2

1 1

1

2

2

1

P

h

D

h

Dmeasured

- -
Ê

ËÁ
ˆ

¯̃

-

J j
elec

J j
elec

∂
∂
C

x
j ∂

∂
j
x

m̃ j m j
o

m̃ jo m̃ ji

1403_C10.fm  Page 342  Wednesday, June 2, 2004  3:01 PM



Passive and Facilitated Transport 343

where o and i refer to the two spaces separated by a boundary, and j refers to the jth ionic species.
In the case of nonpermeable ionic species across the membrane, using Equation 10.49 and Equation
10.50, the potential difference Em across the membrane at equilibrium is

Em = ji – jo = ln (10.51)

where Cjo and Cji are the concentrations of the permeable species in the two spaces separated by
a membrane. Such a potential is called the Nernst equilibrium potential.

10.1.2.1.1 Example 1 
Suppose a membrane that is permeable to positive ions, but not to negative ions, separates a salt
(e.g., KCl) solution into two compartments at different concentrations. Such a system can attain
an equilibrium distribution with respect to the permeable ionic species:

 = (10.52)

Then, from Equation 10.49 and Equation 10.50, the potential difference across the membrane,
Em = ji – jo is

Em = (10.53)

10.1.2.1.2 Example 2 
When a membrane is permeable to small ions but not to a large macromolecular ion, such as protein,
at equilibrium, the potential difference across the membrane is obtained from Equation 10.49 and
Equation 10.50.

Em = ln (10.54)

where zj is the valency of any jth ion, and the following relationship holds for all permeable species:

 = g (10.55)

where g is called the Donnan ratio. If the inner space is surrounded by a rigid membrane, as shown
in Figure 10.7, so that its volume is fixed and the concentration [Rn-] of a nonpermeating polyvalent
anion only in the inner space is constant, but the membrane is permeable to both potassium cations
and chloride anions, then the equilibrium membrane potential will be established as

Em = ln  = ln (10.56)

where the concentrations of ions are interrelated due to electroneutrality:
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(10.57)

Solving Equation 10.56 and Equation 10.57, one obtains

[Cl–]i = –  + (10. 58)  

and

[K+]i =  + 

From Equation 10.56, then, the potential difference across the membrane is

(10.59)

10.1.2.2 Nonequilibrium Case

A nonequilibrium situation for an ion occurs when there is a gradient in its electrochemical potential
with respect to the space coordinates. In such a case, an ionic particle will experience a statistical
force expressed in terms of its electrochemical potential

Force = – grad 

= – (one dimensional case) (10.60)

Therefore, the flux of the jth ionic species is:

Jj = – CjUj  = –RT Uj  – CjUjzjF (10.61)

FIGURE 10.7 An example of membrane equilibrium. For explanation, see text.
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where Uj is the mobility of the jth species (u = FU is often called electrical mobility). The flux
equation (Equation 10.61) is called the Nernst–Planck diffusion equation. The most rigorous
solution of this equation was obtained by Planck (Kotyk and Janacek, 1970). 

A number of attempts have been made to obtain the transmembrane potential using the
Nernst–Planck equation. However, because the exact profiles of both the concentrations of ions,
as well as the electrical potential across a membrane, are usually not known, the exact solution for
the membrane potential equation is difficult to obtain. However, under either of the following
simplifying assumptions, a constant gradient in concentration or in the electrical potential, the
equation can be solved easily. Using the continuity condition for an ionic flux (no diffusing ions
are destroyed or newly created)

= – div J (10.62)

which, for the one-dimensional case, becomes

= – (10.63)

Then the flux equation (Equation 10.61) can be rewritten as

= Uj (10.64)

Considering for the moment a solution of only univalent ions (zj = ±1), then because electro-
neutrality conditions prevail in most cases, at any point,

(10.65)

and therefore

– = 0 (10.66)

Making use of the electroneutrality condition, Equation 10.65, Equation 10.64 can be rewritten as

+  = 0 (10.67)
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(10.68)

Equation 10.67 may be solved for

 = (10.69)

This equation cannot be easily solved for the electrical potential profile because the dependence
of the concentration on x is not known. However, the equation is useful in discussing liquid junction
phenomena: when two electrolyte solutions form an interface, an electric potential difference will
usually develop across the boundary. For example, consider two electrolyte solutions consisting of
the same uni-univalent salt (e.g., NaCl), but having two different concentrations, in contact at an
interface. The resultant potential difference can be obtained by integrating Equation 10.69 across
the liquid interface.

ji – jo = (10.70)

which for a uni-univalent salt becomes

ji – jo = ln (10.71)

A potential difference due to the difference in mobility of two ions (UNa > UC1) is produced.
Such a potential is called liquid junction potential or concentration potential (Nernst, 1888):

Em = ji – jo = ln (10.72)

By introducing the transference numbers for cation and anion, defined as t+ = U+/(U+ + U-) for
cations and t- = U-/(U+ + U-) for anions, respectively, Equation 10.72 is rewritten as

Em = (2t+ – 1)ln (10.73)

For example, the selectivity of ions across a membrane can be obtained by measuring the
concentration potential for a membrane separating the same kind of electrolyte, but having different
concentrations on the two sides of the membrane (Figure 10.8). By performing such experiments,
the ratio of U+/U– can be measured (Hopfer et al., 1970).

Returning to the Nernst–Planck diffusion equation, other approximate solutions of the equation,
with respect to the potential difference, can be obtained in two extreme cases: 

1. Constant concentration gradient: ∂c/∂x = constant
2. Constant field: ∂j/∂x = constant
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For the case of a constant concentration gradient, by expressing the concentration of the jth

ionic species in the membrane by

Cj(x) = Cjo + x (10.74)

where suffixes i and o refer to the inside and the outside of the membrane, x is the position within
the membrane relative to the outside surface, and d is the membrane thickness. Equation 10.48
becomes

Jj = – RT Uj  – zj FUj (10.75)

By assuming the total current is zero, SjzjF Jj = 0, Equation 10.75 can be expressed as

(10.76)

This equation can then be integrated from the outside to inside surfaces of the membrane,
yielding

Em = ln (10.77)

FIGURE 10.8 Membrane potential as a function of the ratio of the outside of uni-univalent electrolyte
solutions to the inside concentration; t: ion transference number t+ = U+/(U+ + U-), t- = U-/(U+ + U-).
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This equation for the membrane potential is called the Henderson equation (Henderson, 1908). It
is an expression for the potential often used in analysis of the membrane potential observed for
polymer resin systems.

Another approximation formula for the membrane potential is obtained under the second
assumption, that of a constant electric field at a steady state of transmembrane flux.

 =  = constant (10.78)

Then, the flux equation (Equation 10.61) for the jth ionic species is

Jj = – RT Uj  – zjFCjUj (10.79)

Because the steady state of flux, Jj = constant, is assumed for the jth species, we have

dx = – (10.80)

Equation 10.80 can be integrated easily from the outside to inside surfaces of the membrane,
resulting in

Jj = zjFUj (10.81)

Assuming that the net current across the membrane is zero

zjFJj = 0 (10.82)

we obtain the following equation from Equation 10.81 and Equation 10.82 for univalent electrolyte
systems:

ji – jo = Em = (10.83)

This equation is often called Goldman’s constant field equation for the membrane potential
(Goldman, 1943). The flux equation (Equation 10.81) does not include the special effect of the
membrane boundary, such as ion partition difference between the two phases (aqueous and mem-
brane). Nor does the Goldman equation. Hodgkin and Katz took this effect into consideration in
extending the Goldman equation, as follows. The flux equation (Equation 10.81) can be rewritten
by using the partition coefficient K = Cm/C where Cm and C are the ionic concentrations in the
membrane and the bulk solution, respectively.
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Jj = zjFUj (10.84)

Introducing permeability coefficient P as

P ∫ , (10.85)

the flux equation (Equation 10.83) is expressed using the concentration of ions in the bulk solution:

Jj = zjFPj (10.86)

With Equation 10.82 and Equation 10.86, Hodgkin and Katz rewrite the membrane potential
equation in the following form:

Em = (10.87)

This equation is called the Goldman-Hodgkin-Katz equation (G-H-K equation), which has been
widely and successfully used to explain observed biological membrane potentials. This membrane
potential arises from the movements of different ions (diffusion potential) across the membrane. It
is distinct from the equilibrium potential described earlier (Table 10.4).

TABLE 10.4
Ion Distributions, Relative Ionic Permeabilities, and Resting Potential of Various Cells

Specimen

Extracellular (Intracellular) Ion
Concentration (mM)

Relative
Permeability

Resting Potential
F = jjjji–jjjjo (mV)

at Normal
Physiological pHK+ (K+) Na+ (Na+) Cl– (Cl–)

Loligo nerve axon 10 (400) 440 (50) 560 (40–150) K+ > Cl– > Na+ -60
Frog sartorius muscle 2 (125) 110 (15) 77 (1.2) K+ > Cl– > Na+ -95
Dog skeletal muscle 4 (140) 150 (12) 120 (–) K+ > Cl– > Na+

Visceral smooth muscle –50 to 54
Red cells

Man
Rabbit
Dog

5.0 (.36)
5.5 (142)
4.8 (10)

155 (19)
150 (22)
153 (135)

112 (78)
110 (80)
112 (87)

Cl– > K+ > Na+

Cl– > K+ > Na+

Cl– > K+

-15
-15

L-cell 5.6 (171) 136 (8.6) 147 (70) Cl– > K+ > Na+

Mouse fibroblasts L-cell -10
Cortical cell (guinea pig fetus) 0 to 7.6
Fibroblast line (hamster kidney) 6.3 (–) 148.7 (–) K+ > Na+ -55
HeLa cell -17
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The G-H-K equation can be verified by inserting the experimental results of membrane potential
measurements, ionic concentrations, and their permeability constants (or relative permeability).
One method of obtaining the ionic permeability of membranes is to use the flux equation (Equation
10.86) based on the constant field assumption. The permeability constant Pj of the jth ionic species,
can be obtained by measuring its flux Jj, using a radioisotope tracer method, and by knowing the
transmembrane potential (ji – jo) and all ionic concentrations in both compartments. The latter
quantities are also measurable. Hodgkin and Katz and others have found that, for certain muscle
and nerve cells, the potential equation (Equation 10.87) holds quite well in explaining the measured
membrane potential (see Figure 10.9).

The net flux (Equation 10.86) can be rewritten in terms of unidirectional fluxes 

Jj = (10.88)

= (10.89)

FIGURE 10.9 Relation between potassium concentration in external solution and potential difference across
resting membrane. (A) Squid giant axon (data of Curtis and Cole). (B) Frog sartorius muscle (data of Ling and
Gerald). (C) Frog myelinated nerve (data of Huxley and Stumpfli). Abscissa: potassium concentration on
logarithmic scale, (B) and (C) in mM; (A) as multiple of concentration in standard solution (13 mM. Ordinate:
potential difference across resting membrane (outside potential minus inside potential). The curves in (A) give
the calculated changes in resting potential, drawn according to the G-H-K equation, with PK:PNa:PC1 = 1:0.04:0.45
(curve 1) and PK:PNa:PC1 = 1:0.025:0.3 (curve 2). (For details, see Hodgkin and Katz, 1949). The membrane
potentials in (A) and (B) are the observed values and have not been corrected for the junction potentials between
axoplasm and myoplasm and the electric field. In (C), the potentials are given with reference to a node that has
been depolarized with isotonic potassium chloride (117 mM). (From Hodgkin AL, Biol. Rev. 1951, 26:360.)
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where  are defined as ionic influx and efflux, respectively:

(10.90)

(10.91)

Therefore, the ratio of  is

(10.92)

where Ej is the equilibrium potential of the jth ion:

Ej = (10.93)

Keynes (1951) first measured the ionic fluxes across the squid axon by means of a radioisotope
method. See Table 10.5.

According to Equation 10.90 and Equation 10.91, and the experimental data of Table 10.5, the
flux ratio gives

= exp [ – (Em – Ek) zkF/RT] @ 0.34

 = exp [ – Em – ENa) zNaF/RT] @ 50 ~ 100

for K+ and Na+, respectively. The flux ratio for K+ calculated from theoretical estimates and
experimental values agrees well. Such is not the case with Na+. However, taking into account Na+

active transport (the Na+ efflux was reduced by a factor of 20 upon application of ouabain), both
theoretical and experimental values are comparable. For example, the experimental value of the
outward flux ratio of K+ to Na+ is

1.87

TABLE 10.5
Ionic Flux across Squid Axon Membrane

Ions

Concentration (mM) Flux in pmol/cm/s 

Inward/OutwardExtracellular Intracellular Inward Outward

K+ 97 246 (300) 17 (11) 58 (34) 0.3 (0.32)
Na+ 458 110 61 31 2

Adapted from Keynes, RD: J. Physiol. 1951, 114:119. 
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Because

[K+]i/[Na+]i @ 3 ~ 4

the permeability ratio under these conditions yields

1.6

However, using the value for Na efflux under the application of ouabain

38

Therefore, the permeability ratio of PK/PNa increases to 13, which is a reasonable value for the
ratio of passive K+ to Na+ permeability across squid membranes (see Figure 10.9).

10.1.2.2.1 Surface Charge Effect
The treatment presented thus far for ion transport across membranes does not include the effect of
any surface charge on the membrane. Because most biological membranes possess fixed charges
on their surface, its effect on ion transport will be discussed here (Jones, 1975). Although the
surface charges are distributed in a discrete manner on the membrane, for simplicity, the case of
uniform surface charge distribution will be described. A discussion of the discrete case can be
found in Ohki and Ohshima (1995). 

The assumption of uniform charge distribution does not give results much different from those
of the discrete charge approach, unless one is concerned with the behavior of ions quite near the
fixed charge sites or with nonuniform membrane systems, such as ionic channels or surface protein
aggregates. When a membrane having a uniform charge density s is in an electrolyte solution,
according to the treatment of Gouy-Chapman (Davies and Rideal, 1963), a diffuse ionic layer forms
near the surface, thus modifying the electrical potential it generates. The magnitude of this effect
depends on the surface charge density, the kinds of electrolytes, and their concentrations. The
surface potential y(0) at the membrane surface is given by

s = (10.94)

where s is the electronic charges per cm2, Cj is the molar concentration of the jth species in the
bulk solution, and e is the dielectric constant of the solution. 

For complex electrolyte systems including polyvalent ions, there is no explicit analytical form
for y(0), and only numerical methods can be used to estimate the surface potential. However, for
a simple uni-univalent electrolyte, e.g., NaCl solution (C:concentration), the Gouy-Chapman dif-
fused layer potential can be expressed (Rice and Nagasawa, 1961) as follows (see Figure 10.10):

y(x) = (10.95)
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a = 

k = (10.96)

and the surface potential y(0) is

y(0) = sinh–1 (10.97)

The parameter kappa in these equations is known as the Debye constant; it has the units of
reciprocal length. Expressions 10.95 and 10.97 can be derived by combining and solving the
following two equations with appropriate boundary conditions.

 (Poissen equation) (10.98)

 (Boltzmann equation) (10.99)

where r is the total charge per unit volume and Ci(•) is the molar concentration of the ith ionic
species in the bulk phase. The boundary conditions are

FIGURE 10.10 A schematic diagram of the Gouy-Chapman diffused electrical potential y(x). Membrane
surface set at x = 0.

Membrane

0
ψ(x)

σ (surface charge density)

x ∞

slipping
layer

adsorption layer

ζ potential

ψ(0)

Electrolyte Solution

exp ( ) /

exp ( ) /

F RT

F RT

y
y

0 2 1

0 2 1

( ) -
( ) +

8
1000

2 2 1 2
p

e
z F C

RT

Ê
ËÁ

ˆ
¯̃

/

2RT
F

s p
e
500 1 2

RTC
Ê
Ë

ˆ
¯

È

Î
Í

˘

˚
˙

/

∂
∂

= -
2

2

4y p
e

r
x

r r
y

= =
• -Ê

ËÁ
ˆ
¯̃ÂÂ 1

1
1000

Fz C Fz x

RT
i i i( )

exp
( )

y y( ) ( )x x= =0 0

∂
∂

= -
=

y ps
ex x 0

4

1403_C10.fm  Page 353  Wednesday, June 2, 2004  3:01 PM



354 The Structure of Biological Membranes, Second Edition

(10.100)

and

Here, the membrane surface is set at x = 0, and the x-coordinate, which is normal to the
membrane surface, extends in the electrolyte solution to •. In the case of a negative surface charged
membrane, the surface potential is negative and therefore, cation concentrations near the membrane
surface are greatly enhanced over those in the bulk by the surface potential.

(10.101)

A simple example is shown in Table 10.6.
The surface potential of charged membranes could be obtained by measuring the electrical

conductance of the membrane. In the presence of a neutral carrier, such as valinomycin or monactin
(polyene antibiotics), the conductance, G, of a charged lipid membrane has been shown to be equal
to the conductance of a neutral lipid membrane multiplied by an exponential function of the surface
potential y(0):

(G+)charged = (G+)uncharged · exp (10.102)

A similar expression is given for a negatively charged permeant species. Such an equation is valid
only if the product of the mobility and partition coefficient of the permanent species are the same
for the charged and neutral membranes. Applied to lipid bilayer membranes, at the limit of zero
applied voltage, the treatment is found to be valid. Therefore, by knowing the conductances for
the charged and uncharged membranes, one can estimate the surface potential of the membranes.
The experimental result to demonstrate this is shown in Figure 10.11.

When a membrane possesses a surface potential on each side of the membrane surface, the
unidirectional ionic fluxes (Equation 10.90 and 10.91) should be modified in the following manner:

(10.103)

(10.104)

(10.105)

Em is the transmembrane potential between the two bulk solutions,  is the membrane potential
difference across the membrane proper, and yi and yo are the surface potentials at the inner and
outer membrane surfaces, respectively.
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(10.106)

(10.107)

where

and

(10.108)

The surface potentials can be included in the expression for the membrane potential by the
following:

Em = (10.109)

where Em = yo – yi + . Here, when yo = yi = 0, the potential equation is reduced to the G-H-
K equation (Equation 10.87). However, frequently biological membranes possess surface charges

FIGURE 10.11 (a) The effect of the antibiotic nonactin on the conductance of a neutral (phosphatidyletha-
nolamine, PE) and two negatively charged (phosphatidylserine, PS and phosphatidylglycerol, PG) bilayer
membranes. The permeant species is the positively charged nonactin-K complex. (b) The effect of the neutral
iodine molecule on the conductance of a bilayer formed from the same lipids. The permeant species is the
negatively charged complex. The change of 2.7 log units in the conductance implies the surface potential at
the surface of the negatively charged membrane to be –158 mV. (From McLaughlin SGA et al.: J. Gen.
Physiol. 1971, 58:667. With permission.)
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of the asymmetric on the two sides of the membrane. Therefore, 

 

y

 

o

 

 = 

 

y

 

i

 

 = 0 is not expected. In
the case of the squid axon membrane, the internal surface potential is low because of low surface
charge density, whereas the external surface potential is also low because of adsorption of divalent
cations on the outer membrane. In this instance, the G-H-K equation generally holds well.

In an extreme experimental condition, on the other hand, as in solutions of nonphysiological
ionic strength or with a low divalent cation content, the G-H-K equation must be modified to include
the effect of surface charges and surface potential, accordingly (Ohki, 1985).

An alternative to the Nernst–Planck equation (Equation 10.48 or Equation 10.61), describing the
passive flux of an ion, uses finite differences of the electrochemical potentials across the membrane:
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(10.110)

The electrical current carried across the membrane by the j
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 ionic species may be expressed
as follows:
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where G
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 is the conductivity of the membrane for the j

 

th

 

 ion (G
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), E
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 is its equilibrium
potential (Equation 10.56), and E

 

m

 

 is the membrane potential.
Under the condition of zero total electrical current,

(10.112)

(assuming that ion fluxes due to active transport processes etc. are either absent or electrically
silent), the steady-state open circuit membrane potential can then be expressed as

E

 

m

 

 = (10.113)

where t

 

j

 

 is the transference number of the j

 

th

 

 ionic species:

t

 

j

 

 = 

Equation 10.113 is known as the 

 

Hodgkin–Horowitz equation

 

, and it appears to describe most cell
membrane potentials better than the corresponding Goldman equation. This indicates that the
approach of relating fluxes linearly to finite differences of electrochemical potentials across the
membrane is preferable to the integration of the differential electrodiffusion equation. The com-
plication of the membrane boundary effects can be avoided, because the conductivity of the
membrane is usually determined experimentally, and these boundary effects are included in the
empirical parameter.

In certain instances, the membrane conductance of specific ions may vary with the transmem-
brane potential difference, and exhibit complex time dependence with changing membrane potentials.
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Such behavior can generate non-linear effects which have vital biological functions, and underlie
the nerve impulse and action potentials in muscle, for example. In the case of the propagated nerve
impulse, Hodgkin and Huxley (1952) demonstrated quantitatively through voltage clamp studies of
the squid giant axon, that the time–voltage dependence of Na+ and K+ conductances can account for
the propagated nerve spike, or action potential. The total membrane current is expressed as

(10.114)

in which Cm is the membrance capacitance, V is the membrane potential, and Ej is the equilibrium
potential for the particular ion. The subscript L refers to a composite “leakage” conductance
comprising minor ionic currents other than that of sodium and potassium. GNa and GK are the time-
and voltage-dependent conductivities elucidated by the studies of Hodgkin and Huxley. Note that
the sign of this expression differs from that used above since the neurophysological convention is
to assign outward flowing currents as positive.

In the resting state, the membrane potential is about –60 mV (inside of the nerve axon relative
to external solution) which is close to the equilibrium potential for potassium. Na+, however, is far
from its equilibrium state, which corresponds to a membrane potential of about +40 mV. The resting
potential results from the relatively higher K+ conductivity than that for sodium ion, although both
conductances are low at the resting membrane potential. If the membrane potential is perturbed in
a more positive direction, however, both ionic conductances increase. Given a sufficiently large
perturbation, a self-regenerating effect occurs, leading to the nerve impulse. This effect occurs
because the response time of increased sodium conductivity to the more positive membrane potential
is more rapid than that of potassium, allowing sodium ions to enter the cell and drive the membrane
potential even more positive. Thus, the membrane potential rises rapidly (within a fraction of a
millisecond) toward the equilibrium potential for sodium. This process is eventually interrupted by
the slower turn-on of potassium, and a comparably slow turn-off mechanism in the sodium perme-
ation system. Thus, the membrane potential returns once again to its resting state. Propagation of
the action potential along the nerve axon occurs because the presence of an action potential at one
location of the nerve raises the membrane potential at an adjacent segment beyond its threshold value.

   Based upon their measurements of the voltage and time dependence of the Na+ and K+

conductivities, Hodgkin and Huxley calculated using Equation (10.114) the form of the nerve
impulse, as well as the velocity of propagation of the action potential. Both theoretical predictions
agreed quite well with experimental results. More recently (Patlak, 1991; Bezanilla and Stefani,
1994), the voltage-dependent sodium and potassium conductances observed by Hodgkin and Huxley
have been shown to correspond to the ensemble average over a population of stochastic individual
Na+ and K+ channels. It should be noted that the nerve impulse and other similar biological action
potentials arise from the purely passive movements of ions across the cell membrane, although an
independent active transport process is required to maintain the non-equilibrium distribution of
ionic species across the membrane.

10.1.2.2.2 Electrogenic Pump Potential 
Ions transported by the active transport process contribute an additional potential to those arising
from passive ion transport processes. According to the principles of thermodynamics of nonequi-
librium processes (see Section 10.1.3), the flux of a jth ion across a membrane is expressed as

(10.115)

where Ar is the affinity of the reaction driving the electrogenic ion pump. The corresponding current
will be

I C
dV
dt

G V E G V E G V Em Na Na k k L L= + - + - + -( ) ( ) ( )

J L L Aj j j jr r= - +( ˜ )Dm
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Ij = zjFJj = LjF2z2
j (Ej – Em) + Ljr F2zjAr/F

= Gj (Ej – Em) + GAct
jEAct

j (10.116)

where GAct
j stands for Ljr F2zj, and EAct

j stands for Ar/F. 
The steady-state open-circuit membrane potential will be

Em = (10.117)

where

D = 

represents the contribution of the electrogenic ion pump to the membrane potential. It has been
reported that not all actively transported ions contribute an electrogenic term to the membrane
potential. An active ion pump is often partially electrogenic, with a portion that is electrically silent.
In the silent transport process, the actively transported ionic species (e.g., Na+) travels together
with a counter ion (e.g., Cl–), or alternatively is coupled with the exchange transport of a co-ion
(e.g., K+) in the opposite direction. The active transport can be split into two parts, corresponding
to the portion of the process involving net charge transfer:

LjrAr = (10.118)

where a is the number of actively transported ion per co-ion transported in the opposite direction.
Then, the current carried by the jth species then will be

Ij = Gj(Ej – Em) + (10.119)

In this case, we define  = (1 – 1/a) LjrzjF2. Some electrogenic potentials measured in
various tissues are shown in Table 10.7. In the squid giant axon, for example, two potassium ions
are exchanged for every three Na+ extruded. Thus, a = 3/2 in this case.

10.1.2.2.3 Ion Selectivity 
Membranes generally have specific selectivities or relative permeabilities for various ions. There
are several factors responsible for these selectivities, including ionic size, the degree of hydration
of ions, electrostatic interactions (including polar interaction), image charge forces, ionic coordi-
nation number, entropic contributions, and membrane pore size. For ion transport across mem-
branes, a three-step process may be involved: first, ion adsorption or binding to the membrane
surface or sites; second, the entry of ions into the membrane phase; and third, ion diffusion across
membrane proper. The factors mentioned previously may contribute to these latter two processes.
Relative to the second process, the partition of an uncharged particle between aqueous and mem-
brane phases has been discussed earlier. In the case of ions, a dominant factor is the hydration shell
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around an ion due to the interaction between the charge (ion) and the electric dipole of water
molecules. Born proposed the solvation energy of ion entering into water from a vacuum as

(10.120)

where a is the radius of the ion, eo is the permittivity of vacuum, and ew and evac are the dielectric
constants of water and vacuum, respectively. This energy is considered as hydration energy. Thus,
when an ion enters from an aqueous phase into a membrane phase, the hydration energy becomes
an energy barrier for the ion. Such energy, DGwÆm, can be calculated as a difference between the
solvation energies (DE) of an ion in water and oil phases as computed according to Born:

(10.121)

The hydration energies calculated using Equation 10.120 for various monovalent ions are listed in
Table 10.8. Latimer et al. modified this approach, taking into account the effective dielectric constant
of the media around the ions, with results as shown in the table. In addition, the energy change,
DGwÆm as computed according to Equation 10.121, is listed in Table 10.8. The permeability of
monovalent ions through a homogeneous oil membrane generally follows the order of these
hydration energies; the greater the ion hydration energy, the less permeable the ion is to the
membrane. Most biological membranes, however, are charged membranes. Therefore, for the
biological membranes, the first factor mentioned above bearing upon membrane selectivity and ion
permeability also becomes important.

Eisenman (1961) examined ionic selectivities for various glass membranes and found that there
are restricted numbers of selectivity series for various ions. For five alkaline cations (Na+, Li+, K+,
Rb+, and Cs+), the sequences of selectivities observed comprise only 11 of the large number possible.
These are listed in Table 10.9. Sequence 1 is the lyotropic series, with ions arranged in order of
increasing hydrated ion size, whereas sequence 11 is arranged in order of increasing nonhydrated
ion size. The other sequences are seen in various types of glass membranes and various biological
membranes (Eisenman, 1965). 

Eisenman proposed a unified theory accounting for these observed selectivities in which
differences in anionic site strength in the membrane determine the sequences. According to his
theory, in order for a cation in solution I+ to bind to a membrane site X–, the ion must detach itself
from the associated water molecules W:

TABLE 10.7
Electrogenic Potentials of Various Cells at a 
Steady State

Cells Electrogenic Potential (mV)

Helix +2–3
Crayfish stretch receptor neurons +10
Barnacle muscle +6
Squid axon +1.4
Limulus photoreceptor +5
Aplysia neurons +22
Leech sensory neuron +5
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I+W + X–  I+X– + W (10.122)

The standard free energy change for this reaction is

DGo,wÆx = D  – D (10.123a)

It is assumed that the significant differences between  and  are due to the
differences in electrostatic energy, U, for ion-site and ion-water bindings:

DGo,wÆx @ DU =  – DUion-water (10.123b)

TABLE 10.8
Hydration Energy of Various Monovalent Ions

Ions
Ionic Radiusa

(Å) Born
Latimerb

(Kcal/mole)
Experimental

Data
Hydration
Numberc

DGwÆm d

(Kcal/mole)

Li+ 0.78 239 136 131 4 120 (68)
Na+ 0.98 166 114 116 3 83 (57)
K+ 1.33 123 94 92 2 62 (47)
Rb+ 1.49 109 87 87 1 55 (43)
Cs+ 1.65 99.5 80 79 — 50 (40)
F– 1.33 122 97 94 3 61 (58)
Cl– 1.81 90 65 67 2 45 (32.5)
Br– 1.96 57 63 — — (28)
I– 2.20 47 49 0.7 — (23)

a Goldschmit radii.
b Latimer et al. (1939) used the effective ionic radii in their calculation.
c Hydration numbers are according to Bocris.
d DGwÆm was calculated using the dielectric constant of membrane of 2.0, and the values in
parenthesis is using the solvation energy obtained by Latimer et al.

TABLE 10.9
Observed Sequences of Alkali-Cation Selectivities

1. Cs+ > Rb+ > K+ > Na+ > Li+

2. Rb+ > Cs+ > K+ > Na+ > Li+

3. Rb+ > K+ > Cs+ > Na+ > Li+

4. K+ > Rb+ > Cs+ > Na+ > Li+

5. K+ > Rb+ > Na+ > Cs+ > Li+

6. K+ > Na+ > Rb+ > Cs+ > Li+

7. Na+ > K+ > Rb+ > Cs+ > Li+

8. Na+ > K+ > Rb+ > Li+ > Cs+

9. Na+ > K+ > Li+ > Rb+ > Cs+

10. Na+ > Li+ > K+ > Rb+ > Cs+

11. Li+ > Na+ > > K+ > Rb+ > Cs+

From Eisenman G: Symposium on Membrane Transport and Metab-
olism. Eds. Kleinzeller A, Kotyk A, Academic Press, New York,
1961, 163–179. Copyright Czechoslovak Academy of Sciences. 

Gion site
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- Gion water
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- DGion water
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DUion site
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-

1403_C10.fm  Page 361  Wednesday, June 2, 2004  3:01 PM



362 The Structure of Biological Membranes, Second Edition

The first of these electrostatic contributions is

 = (10.124)

where

= ion-site binding energy.
q+ = charge of the site, electronic charge unit
q- = charge of the site, electronic charge unit
r+ = crystal radius of the cation, Å
r– = crystal radius of the anionic site, Å

In relation to the standard free energy of an ion in water, the hydration energy of an ion was
calculated from the electrostatic interaction between a cation and a multipolar water molecule (after
Rawlinson), making use of the crystal radius for various ions (Goldschmidt, 1926; Table 10.10).
Although the calculation is based upon a physical model different from that used by Born and
others mentioned earlier, the results obtained by the two different methods are qualitatively similar.
The difference in the standard free energy between ion-site and ion-water can be calculated with
the use of Equation 10.124 and the hydration energy of the ion as a function of r– and q–, again
making use of the crystal radius of each ion (Goldschmidt, 1926). The results are shown in Figure
10.12. It is understood that the lower DU is for an ion, the more readily it penetrates a membrane.
As seen in Figure 10.12, the order of ion selectivity depends on the anionic site radius r–. 

A similar analysis may also be carried out, but varying q– instead of r–. Membrane selectivity
studies for the halides F–, Cl–, I–, and Br–, and for the divalent cations have been calculated according
to Eisenman’s theory (Diamond and Wright, 1969). This approach to the analysis of ionic selectivity
and membrane permeability can be extended to include several other factors, such as pore size and
the degree of hydration. Some effort along these lines to explain the relative permeability across
membranes through ionic channels has been carried out (Hille, 1984; Miller, 1986). Experimental
results indicate that the permeability of ions through Na+ channels, depending upon species, falls
in either the ion selectivity series 11 or 10. K+ channels correspond to the series 5, while the end
plate channel (acetylcholine (ACh) receptor) belong to sequence 1 (Hille, 1984).

 In recent years, the structures and functional properties of various ionic channels have become
evident. There are at least three major excitable ionic channel families: (1) voltage gated channels
(Na+, K+, Ca2+); (2) ligand gated channels (ACh, Glycine, GABA, Glutamate, and possibly ATP,

TABLE 10.10
Hydration Energies and Goldschmidt 
Crystal Radii for the Alkali Cations

r+, Å DDDDUion-water , Kcal/mol

Li+ 0.78 –24.2
Na+ 0.98 –20.5
K+ 1.33 –15.8
Rb+ 1.49 –14.1
Cs+ 1.65 –12.7

Note: Hydration energies based on coulombic
forces between single Rawlinson-type molecules
and each cation (see Eisenman, 1961).

DUion site
elec

-
332q q
r r
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+ -+
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-
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among others); and (3) mechano-sensitive activated channels. Besides these, a number of non-
excitable ionic channels or large membrane pores have been found. Some of the ionic channels are
categorized in Table 10-11. The ionic channels are proteins, consist of either single polypeptides
or oligomeric assemblies, and contain transmembrane subunits. For example, the main component
of the Na+ channel is a single polypeptide consisting of four repeating subunits, each having six
transmembrane segments. The four subunits form an ionic channel across the membrane. A voltage
sensitive segment, S-4, contains many positively charged amino-acids, while an ion selective site
is at the loop between segments S5 and S6 (see Figure 10.13). The channel can be opened by
applying an electric field of proper orientation across the membrane. The gating of the channel is
thus dependent upon the membrane voltage (Hodgkin and Huxley, 1952).

 Although several kinds of K+ channels exist, the main morphology of the various channels is
similar, consisting of an oligomer of four independent a-subunits, which form a channel. The ion
selectivity site is also located at the loop segment between segments 5 and 6, which is located on
the extracellular side (as is the case with the Na+ channel). This channel also has voltage dependent
characteristics for ionic conductance gating as does the sodium channel.

 Ca2+ channels consist of an oligomer of several different subunits (a,b,g,d). The a1 subunit
forms a core of the ionic channel, similar to the Na+ channel, but possessing a more complex
structure with other subunit forms. Different types of Ca2+ channels exist which exhibit different
kinetics in ionic conductances upon excitation (L, P, and N). Ligand gated ionic channels are
activated by various ligands binding at regions on the extracellular side. The ion selective region
seems to be intracellular, in contrast to voltage gated channels. Upon binding of the ligand (e.g.,
acetylcholine) to two or more sites, a conformational change occurs and the channel opens for a
short period. It is thought that the pore opening depends upon the kinetics of at least two different
processes; ligand binding and the protein conformation change.

 Mechano-sensitive channels are the ion channels, the opening probability of which is altered
by mechanical stress applied to the cell membrane. The activity of sense organs such as Pacinian

FIGURE 10.12 Theoretical variation of alkaline-cation selectivity with membrane anionic site radius r-.
DUion-site - DUR = difference in energies of site binding and dehydration relative to that for cesium (Adapted
from Eisenman G: Symposium on Membrane Transport and Metabolism. Academic Press, New York, 1961,
pp. 163–179.)
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corpuscles and hair cells is related to these channel activities. Muscle stretch receptors have long
been studied. More recently, the patch clamp technique has demonstrated the presence of the
mechano-sensitive channels in a large number of non-sensory cells. 

 Many channels populating the biological membrane operate in a stochastic discrete fashion,
fluctuating between open and closed states. The activating agent then modifies the dwell time in
either or both states, or in other words, modulates the probability of being open at any particular
instant. The apparent ionic conductivity, however, averaged over a sufficiently long period in the
case of a single channel, or averaged over a population of channels, can appear as a continuous
graded response to the magnitude of the controlling factor, thus disguising the underlying stochastic
mechanisms. Nonetheless, despite the molecular and kinetic complexity, one would expect the

TABLE 10.11
Ion Channels

Channels Oligomers Subunits Ligands Ions Types Involved In:

Voltage-Gated Channels
Na+ ab (ab2) Li+ and Na+ Unique Action potential in 

nerves and muscles
K+ a4b K+ Variety Action potential
Ca2+ a2bgd Ca2+ L, P, N Cardiac AP

Calcium transport in 
cells

Ryanodine 
receptor

Tetramer a4 Ca2+ Calcium release from 
SR in muscles

Ligand-Gated Channels
Acetylcoline Pentamer a2bgd(a2b3) ACh M+ (cations) Synaptic transmission 

(EPP, EPSP)
GABA Pentamer a2bgd GABA Cl– (anions) Synaptic transmission 

(IPSP)
Glycine Pentamer a3b2 Glycine Cl– (anions) Synaptic transmission 

(IPSP)
Glutamate 
receptor

Tetramer Glutamate M+

Ca2+, M+

AMPA-kainate
NMDA

Synaptic EPSP and 
plasticity

Cyclic nucleotide-
gated channels

Tetramer cAMP, 
cGMP

Visual and olfactory 
transduction

Ca2+-activated K+ 
channels

Ca2+ K+

IP3 receptor Tetramer a4 ATP and IP3 Ca2+ Ca2+ release from SR 
in cells

P2X receptors Trimer ATP M+, Ca2+ Nociception (sensing 
of pain)

Mechano-Sensitive Channels
M+, M–, Ca2+ Muscle cells, auditory 

cells

Other Non-Excitable Channels
Chloride channels Tetramer? Cl–, M– 

(anions)
CT and anions 
transport in cells

Gap junction 
channels

Hexamer Ca2+, H+, 
voltage

Ions and small
molecules

Epithel and cardiac 
cells, synapses
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FIGURE 10.13 (a) Proposed transmembrane topology (left) and model top view (right) of voltage dependent
Na+ channels. It consists of one a-subunit and two b-subunits. The a-subunit contains four domains (I, II,
III, and IV) in series, each of which has six transmembrane segments (S1, S2, S3, S4, S5, and S6) shown in
the figure. These four repeating units form a core of the Na+ channel. The S4 segment contains basic amino
acid residues and would serve a voltage sensor; however, the ion selectivity filter is located at the loop segment
between S5 and S6. (b) A typical voltage dependent K+ channel is considered to consist of four separated
subunits forming an oligomer (right) and, in addition, four b-subunits (not shown in the figure) similar to
those of Na+ channels. Each subunit (left) spans six times through the membrane like in the Na+ channel. The
S4 is a voltage sensor and the loop between S5 and S6 seems to pertain to the selectivity of ions. The N-
terminus of the a subunit corresponds to the cytoplasmic inactivation gate (the ball), which interacts with the
S4-S5 loop and occludes the ionic pore. (c) Current view of the ligand-gated ion channel subunit topology
(left). Two transmitter-binding sites (TBS) per pentamer are formed in the extracellular N-terminal domain.
The channel pore is lined, for the most part, by the five M2 segments.
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membrane permeation processes in such channels to conform to the basic physico-chemical prin-
ciples illustrated in this chapter.

10.1.3 INTERACTION AMONG FLUXES (NONEQUILIBRIUM THERMODYNAMICS)

Thus far, molecular diffusion across membranes has been described under circumstances in which
no interaction between permeant species occurs, except for the solvent. In this formulation, the only
thermodynamic force affecting the molecular diffusion of a species arises from its own electro-
chemical potential gradient. From a general point of view, however, there is no justification for
excluding the possibility of kinetic interaction between different permeant species, such that the
flow of one is influenced by gradients of the electrochemical potentials of others. The principles
and formalism of nonequilibrium thermodynamics (NET) provide a convenient framework for the
treatment of interactions of this sort. Although devoid of mechanistic information (as is classical
thermodynamics), the developments of NET have been surprisingly utilitarian in defining constraints
on coupled processes and the relationships between kinetic parameters describing these processes.

Thermodynamics of irreversible processes is founded upon the axiom that any naturally occur-
ring process must be accompanied by a net production of entropy. The change of entropy of a
system in contact with its environment can be expressed by

dS = deS + diS (10.125)

in which deS represents the change resulting from the flow of entropy across the boundary of the
system, and diS is the entropy produced by the occurrence of a nonequilibrium process within the
system.

Thus, for the rate of entropy production, we have the requirement

diS/dt ≥ 0 (10.126)

with this rate vanishing only at equilibrium. 
Should the system under consideration be isolated or taken to be the entire universe, the entropy

exchange term vanishes, and dS = diS. For simplicity, the subscript i will be dropped in the following
discussion. If the entropy production of the system is now expanded in a series about a reference
equilibrium state, the first-order terms vanish because entropy is at an extremum at equilibrium.
The quadratic terms of the series take the form of a sum over products of flows (J) and forces (X)

dS/dt = (10.127)

in which the index j ranges over every independent degree of freedom in defining the state of the
system. The paired forces and fluxes in this summation are termed conjugate pairs. Both forces
and fluxes vanish at equilibrium. The set of forces Xj, moreover, in specifying the perturbations
away from equilibrium, is sufficient to define completely the state of the system, including the
magnitudes of the resultant fluxes. Thus, one can expand each flux as a series in the forces, yielding

Jk =  + higher order terms (10.128)

Retaining only the first order terms, and writing L for the partial derivatives, the linear phe-
nomenological law results:

X Jj j

j
Â

( / )∂ ∂Â J X Xk j

j

j
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Jk = (10.129)

Arising as it does as the leading term in an expansion about an equilibrium state, the validity
of the linear relation (Equation 10.129) is restricted to a “sufficiently small” region around equi-
librium. Just how large the region of linearity is depends on the specific processes involved; in
many instances, the extent of linear behavior proves to be surprisingly large.

The interesting feature of this phenomenological law is the introduction of coupling between
a particular flux and forces nonconjugate to it. Thus, the translational flux of one species can be
directly influenced by the electrochemical potential gradient of another, provided the corresponding
coefficient Lji is nonzero.

Important properties of the L matrix have been established, which are key to the utility of the
nonequilibrium thermodynamic formulation. Writing once again the entropy production

dS/dt = (10.130)

Onsager (1931) showed that with a complete set of force and fluxes satisfying the entropy
production equation, then

Lij = Lji any i, j (10.131)

Known as Onsager’s reciprocal relations, the equality asserted by Equation 10.131 is important in
reducing the number of independent kinetic parameters necessary to characterize the system fully.
Furthermore, the requirement that entropy production (Equation 10.130) be positive definite places
constraints on the value that the cross-coupling coefficient Lij can assume:

(Lij)2 < LiiLjj any i, j (10.132)

Derivations of this constraint, as well as Onsager’s relations, may be found in the monographs by
Denbigh (1958), Katchalsky and Curren (1965), and DeGroot (1963).

The treatment of transmembrane water and uncharged solute fluxes elaborated by Kedem and
Katchalski (1958) provides an illuminating example of the application of nonequilibrium thermo-
dynamics. Of particular interest are the transformations in the forces and fluxes possible within the
formalism. For the flux of water and solute i, in an isothermal system, we have

Jw = LwDmw + 

Ji = LiwDmw + (10.133)

in which Dm = m (side 1) – m (side 2), with the direction of positive flux being from side 1 to side
2. For clarity, water is denoted by the explicit subscript w. The index j, then, is taken over all
nonwater constituents of the solutions on either side of the membrane, even though the membrane
may be completely impermeable to certain of these species. The reason for their inclusion will
become apparent shortly. Now, for the entropy production function, we have

L Xkj j

j
Â

X J X L Xi i

i

i ij j
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Â Â=
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T dS/dt = JwDmw + (10.134)

Note that these expressions are valid only after a steady state has been achieved within the
membrane. One can expect the phenomenological coefficients of Equation 10.133 to satisfy
Onsager’s reciprocal relations.

Maintaining the invariance of the entropy production, Equation 10.134 offers a convenient
recipe for the transformation of the description of the system into an alternative, and perhaps more
convenient set of forces and fluxes. For example, expanding the force terms into pressure and purely
composition-dependent terms, as denoted by the superscripted c, yields

Dmi = DP + Dcmi (10.135)

The  are partial molar volumes. With these substitutions, the entropy production then becomes

T  = JvDP + JwDcmw + (10.136)

where Jv is defined to be the volume flow, given by

Jv = (10.137)

Expression 10.136 is flawed, however, in that it contains an additional force and flux; thus they
cannot all be independent. This problem is resolved by eliminating the explicit water force term
through the substitution

Dcmw = – (10.138)

This expression is obtained from the Gibbs–Duhem relation, written in the form

(10.139)  

Because Cw  +  = 1, for an isothermal (dT = 0) system we obtain

Cwdcmw = – (10.140)
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This expression can then be integrated through a continuum of states (which need not physically
exist within the membrane) from the composition on one side of the membrane to that on the other,
arriving at relation Equation 10.138 with the definition

(10.141)

and assuming the concentration of water, being the major constituent, to be essentially constant. 
If the composition dependence of the ith species chemical potential is assumed to be logarithmic

in its concentration, Equation 10.141 becomes

(10.142)

the average concentration term first introduced in the work of Kedem and Katchalsky (1958). In
any case,  represents some sort of averaged concentration. Making use of the approximation
Jw/Cw @ Jv, valid for dilute solutions, Equation 10.137 finally becomes

T dS/dt = JvDP + (10.143)

in which the entropy production is expressed in terms of the volume flow with the pressure difference
as its conjugate force, and the newly defined fluxes, . From the form of these fluxes, they may
be readily interpreted as the flow of species i relative to the flow of the solution as a whole. Hence,
they represent the purely diffusive flux, separated from the contribution of convection in the flow
of that species. 

Having retained a valid expression for the entropy production through the transformation in
forces and fluxes, we can confidently write a new set of phenomenological equations and expect
reciprocity to be retained:

Jv = LpDP + (10.144a)

(10.144b)

with Lpj = Ljp and Lij = Lji.
Lp is known as the hydraulic coefficient and, as the name implies, relates the bulk flow of

solution across the membrane to the difference in pressure in the absence of any solute concentration
differences. Considering the case of a single solute s, should the membrane structure be open and
exhibit no discrimination between water and solute, one would expect a concentration difference
in s across the membrane to have no influence on the hydrodynamic flow. Thus, under these
circumstances, Lps = 0. At the other extreme, should the membrane be completely impermeable to
s, one would expect the hydrostatic pressure difference and the osmotic pressure difference to be
equivalent in their effects on the flow of volume, now consisting entirely of the water flux. Under
these circumstances, from Equation 10.144, one must have a relation of the form
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LpsDcms = – LpDps (10.145)

in which Dps is the osmotic pressure of s, as developed earlier in this chapter. 
These ideas can be expressed more concretely through the use of the reflection coefficient s,

introduced by Staverman. For this purpose, we rearrange Equation 10.144b and eliminate DP from
the result using Equation 10.144a:

Ji = (10.146)

Upon introducing the definition of reflection coefficients as

(10.147)

Equation 10.144 and Equation 10.146 can be rewritten:

Jv = Lp

 Ji = 

(10.148)

Finally, making the approximation of Equation 10.142 for  leads to

Jv = Lp 

Ji = (10.149)

These are the well known “practical” equations of Kedem and Katchalsky, so called because
they express system dynamics in conveniently measured quantities. The nature of the reflection
coefficient s is evident from this equation. Should this parameter be zero, the solute flux (in the
absence of any concentration gradients) is simply that carried through by bulk flow of the solution.
That is, there is no discrimination (reflection) of the solute. On the other hand, should s be unity,
there is complete reflection of the solute from the bulk flow stream, corresponding to the circum-
stances identified in Equation 10.145. The primary contribution of NET to this analysis is that of
establishing the connection of the reflection coefficient, as a parameter in the flow of solute resulting
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from solvent drag, to its role as an effectiveness coefficient in the osmotic pressure difference of
that solute species.

10.1.3.1 Electro-Osmosis

Electro-osmosis and the related phenomenon of a streaming potential are examples of coupled
transport processes amenable to treatment by nonequilibrium thermodynamics. Electro-osmosis refers
to the flow of volume across a membrane, in the absence of a hydrostatic pressure difference, as the
result of electrical current flow through the membrane. Streaming potentials, on the other hand, are
electrical potential differences that develop across a membrane as fluid is forced through it by means
of a hydrostatic pressure difference. The appearance of these phenomena requires the presence of
ionic solutes in the bathing solutions and a differential permeability of the membrane to cations and
anions. Charged groups affixed to the membrane structure, at the surface, or lining pores through the
membrane provide a likely mechanism by which anion–cation differential permeability can arise.

The entropy production function, given in Equation 10.143, can be readily generalized to the
case of ionic solutes:

T (10.150)

in which Dj is the electrical potential difference across the membrane.
For the sake of simplicity, we can consider the case of a uni-univalent ionic solution on both

sides of the membrane, such that

, Dcms = Dcma + Dcmc and Dcma = Dcmc (10.151)

where the subscripts a, c, and s refer to anion, cation, and neutral salt, respectively. Making use of
the definitions Js = (Jc + Ja)/2 and I = F(Jc – Ja), where F is the Faraday, the entropy production can
be rearranged into

T dS/dt = JvDP + IDj + (Js – Jv) Dcms (10.152)

The newly defined fluxes I and Js represent the electrical current flow and the flow of neutral
salt, respectively. Phenomenological relations describing the system are then

Jv = LpDP + LpEDj + LpsDcms

 I = LEpDP + LEDj + LEsDcms

 Js = LspDP + LsEDj + LsDcms (10.153)

in which Lp is again the hydraulic conductivity and LE is the electrical conductivity of the membrane. 
Invoking Onsager’s reciprocity, we have

LpE = LEp, Lsp = Lps, and LEs = LsE (10.154)

These cross-coupling coefficients express the interactions between the three independent permeation
processes occurring within the system, interactions that underlie electro-osmosis and the streaming
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potential. In considering the electrokinetic properties of the membrane system, we will assume the
neutral salt driving force Dcms to be zero.

Electro-osmosis is measured as the ratio of volume flow, at zero transmembrane pressure
difference, to electric current through the membrane. From Equation 10.153 we obtain

Jv/I = LpE/LE (DP,Dcms = 0) (10.155)

The streaming potential, on the other hand, is the transmembrane potential difference developed,
with zero current flow, as the result of a pressure difference across the membrane:

Dj/DP = – (I, Dcms = 0) (10.156)

Thus, based on the principle of reciprocity, the coefficients of these two electrokinetic phenomena
are numerically equivalent, apart from their sign.

A rather simple mechanistic model can be proposed to illustrate the plausibility of these
relationships. Consider, for example, the membrane to be penetrated by a number of pores, each
lined by fixed anionic charges. As a result, the solution within the pore will contain an excess of
cations, to balance the fixed charge density. If now an electrical potential difference is impressed
across the membrane, the force exerted by this field on the ions within the pore is transmitted to
the fluid matrix by frictional interaction. Because these ions are predominantly positively charged,
there will be a net force exerted on the fluid, resulting in a flow of volume. On the other hand, in
the absence of an electric field, any flow of volume would sweep an excess of the predominant
free ion, the cations, through the membrane, resulting in a current flow. In order for the current
flow to vanish, a potential difference sufficient to counterbalance the current of convective origin
must appear. This compensating field is the streaming potential. Because both phenomena arise in
proportion to the net free charge density within the pore, the numeric equivalence of the magnitudes
of these effects is not surprising. Nonequilibrium thermodynamics places these qualitative relation-
ships on a firm theoretical foundation.

10.1.3.2 Active Transport

The transmembrane transport of many physiologically important ions and metabolytes proceeds
by means of a mechanism in which the translational flow is coupled with an exergonic process.
Because such transport can take place counter to the electrochemical potential gradient of the
transported species, drawing the required energy from the coupled process, it is known as active
transport. In most organisms, the transport of hydrogen ions, sodium, and calcium are coupled
with biochemical reactions such as the hydrolysis of ATP. Translocation processes of this sort are
denoted as primary active transport. A number of anions, on the other hand, as well as most
neutral metabolytes, are transported at the expense of a difference of the electrochemical potential
of either H or Na, by processes known as secondary active transport. Examples of transport of
this sort are the movements of monosaccharides and amino acids coupled with Na+ at intestinal
epithelium and kidney tubules, and H-driven citrate transport in mitochondria. Nonequilibrium
thermodynamics is particularly useful for delineating primary and secondary active transport, and
for quantitating the strength of the coupling between the source reaction and the driven flux. A
criterion of active transport, based on the phenomenological coefficients, has been offered by
Kedem (1958).

The usual phenomenological equations can be extended to include a scalar reaction process,
yielding

L

L
pE

E
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(10.157)

where Jr is the rate of the reaction, and Ar its affinity, the negative of the Gibb’s free energy change
for the reaction. In this expression, the reaction flux Jr is coupled to a translational motion of species
i, through the coefficient Lir. Since the flux of i is directional, whereas the reaction flux is not, the
directional property must be inherent in the L coefficient, reflecting the fundamental anisotropy of
the membrane in which the coupling occurs. The existence of active transport, in these terms,
hinges on a nonzero value of the Lir for a transported species i.

Kedem’s criterion, however, is based on a transformation of the relations of Equation 10.157
into a form involving resistive, rather than conductive, coefficients. In this form, readily measured
experimental variables are more conveniently interpreted within the theoretical framework. Per-
forming such a transformation yields

(10.158)

in which the Rs are algebraic functions of the L-coefficients.
The coefficients R have the character of a resistance. These relations can be further rearranged

into the form

(10.159)

expressing each individual flow as a function of its conjugate force, and all other fluxes within the
membrane. Clearly, the primary active transport of species i requires Rir to be nonzero. If such is
the case, Ji may proceed counter to its conjugate force, as a result of coupling to the reaction
process. At zero flow of species i, its conjugate force can be nonzero, again depending on the
reaction flux. This latter condition is denoted as a static head and is often chosen as an experimental
condition to test the existence of an active transport mechanism.

In secondary active transport, the translational flow of species i can be coupled to the trans-
membrane movement of another species j, which is in turn coupled to a scalar reaction process.
Secondary active transport thus requires a nonzero value for Rij. In secondary active transport, it
is generally assumed that the carrier can transiently bind both the transported solute (often a
nonelectrolyte) and the driving ion (either H+ or Na+). The energy used for the transport is available
from a gradient of the driving ion oriented oppositely to that formed by the solute during transport.
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Ultimately, the energy required for secondary active transport is derived from the reaction process
powering the primary active transport of the driving species.

10.1.4 FACILITATED DIFFUSION

The transport of most solutes across biological membranes involves a process other than simple
diffusion. Thus, many substances show a much higher rate of passage than would be predicted
from a consideration of their concentration gradient, oil-water partition coefficient, and electric
potential gradient. Furthermore, the activation energy is often found to be considerably lower than
that expected from simple diffusion through membranes.

In addition to membrane bulk transport (cytotic transport), transport across biological mem-
branes may be categorized into three groups according to the mechanisms involved: 

• Molecular diffusion across membranes, including diffusion through small membrane
pores 

• Facilitated (or carrier-mediated) diffusion 
• Active pump (carrier-mediated uphill) transport 

The first two groups are classes of passive transport. In this section, the second type of transport,
passive facilitated transport, will be considered briefly.

In an earlier view, a carrier molecule (often called a mobile carrier) is envisioned as a vehicle
translationally moving along and across the membrane while being able to bind and carry along
the solute from one side of the membrane to the other. A typical example for carrier substances is
represented by various cyclic polypeptide antibiotics (see Table 10.12). For example, valinomycin
can bind K+ much more readily than most other monovalent cations. It can then selectively carry
K+ through the membrane in a manner shown in Figure 10.15c. Experimental results demonstrating
such membrane transport are shown in Figure 10.14a. In biological membrane systems, however,
such mobile carriers are rarely found. Binding sites within integral membrane proteins that do not
migrate across the membrane have the property of being alternately accessible from both sides of
the membrane (Widdas, 1952), which is a more common mechanism for the facilitated transport.
There are two schemes for such transport: 

TABLE 10.12
Ionic Selectivity of Lipid Bilayers: Modified by Some 
Carrier Compounds

Charge
(pH 7) Ionic Selectivity

Valinomycin 0 H+ > Rb+ > K+ > Cs+ > > Na+ > Li+

Monactin 0  > K+ > Rb+ > Cs+ > Na+ >> Li+

Enniatin A 0 Rb+ > K+ > Cs+ > Na+ > Li+

Nigericin — K+ > Rb+ > Na+

2,4-Dinitrophenol H+

Dicoumarol H+

FCCP H+

Channel-forming compounds
Gramicidin A 0 H+ >  > Cs+ > Rb+ > K+ > Na+ > Li+

Alamethicin + Cation
Nystatin – Anion
Ampoterscin B – Anion

NH4
+

NH4
+
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1. Protein transconformational changes 
2. The successive sequence of binding through a protein channel formed across the membrane

The protein conformational change mechanism is modeled as follows: after binding with a
specific substrate (ion), the protein is susceptible to a change in its conformation. As it flips from
a left-facing orientation of the binding site to one facing to the right, the bound substrate can cross
the membrane (Lieb and Stein, 1970). A schematic diagram for such a transport system is given
in Figure 10.15. Examples of such biological carriers are ion transport protein (band 3 protein) and

FIGURE 10.14 (a) Resistance as a function of valinomycin concentration in 0.1 M NaCl (▫) and 0.1 KC1
(�) (Andreoli et al., 1967). (b) Substrate flux across a membrane in the presence (A) and absence (C) of a
carrier in the membrane with respect to the substrate concentration Cs. (B) Net substrate flux due to the carrier
transport.
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glucose carrier protein (e.g., band 4.5) in erythrocyte membranes. The former molecule facilitates
anion transport across the membrane, while the latter facilitates D-glucose transport across eryth-
rocyte membranes preferentially over L-glucose (LeFevre, 1948; Widdas, 1952) (see Figure 10.14b).

Another mechanism of nonmobile facilitation is the channel (pore) transporter. These pores are
protein lined and are permanent structures (see Figure 10.15b). Specificity for the channel transport
arises from pore diameter, charge distribution within the pore, and the presence of specific binding
sites at the pore entrance, core, and exit (Figure 10.15b) (Hille, 1984; Miller, 1986).

For both cases of carrier transport (mobile carrier and nonmobile transporter), kinetic descrip-
tion for carrier-mediated transported may be expressed in similar equations. One of the simplest
models of carrier transport can be formulated as follows: the substrate S has a certain binding
affinity with carrier X at side 1 of the membrane

(10.160)

and a substrate-carrier complex SX is formed. Upon rotation or conformational change, it can
dissociate, releasing the solute on the opposite side of the membrane. The carrier may show substrate
specificity through its affinity for the substrate (see Table 10.13), and may have a different affinity
for the substrate on the two surfaces of the membrane (see Figure 10.16).

(10.161)

For simplicity, it is assumed that the substrate is transported in only one direction. That is, the
substrate concentration on side 2 is assumed to be neglibible. The total number of carrier molecules
or binding sites is constant:

XT = X + XS = constant (10.162)

Because by assumption there is no reverse flux at the inner surface of the membrane, the flux J is

 = k2CXS (10.163)

FIGURE 10.15 Schematic models for different types of carriers in membranes.
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TABLE 10.13
Affinities of Different Sugars for the Carrier
Mechanism in the Human Erythrocyte

Sugar (Km, M)

2-deoxy-D-glucose 0.005
D-glucose 0.007
D-mannose 0.02
D-galactose 0.03
D-xylose 0.006
L-arabinose 0.01
D-ribose 0.2
D-lyxose 0.3
D-arabinose 1.5
L-fucose 2.0
L-rhamnose ca. 3.0
L-glucose 3.0
L-galactose 3.0
L-xylose 3.0

Adapted from LeFevre PG and Marshall JK: J. Biol. Chem.
1959, 234:3022.

FIGURE 10.16 Simplest scheme for either translocational carrier or channel carrier kinetics.
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The change of the XS complex with respect to time is

 = k1CSCX – (k–1 + k2) CXS (10.164)

where k1, k–1, and k2 are the rate constants of the forward and reverse reactions on side 1, and that
of the forward reaction on side 2. C refers to concentration. If the concentration of S is sufficiently
large, the rate of transport of S is constant, with the flux reaching a steady state. Therefore, dCXS/dt
= 0. Then, Equation 10.164 becomes

k1CSCX = (k–1 + k2) CXS (10.165)

Because the total number of carriers is constant (Equation 10.162), in terms of the concentrations

 = CX + CXS (10.166)

With Equation 10.165 and Equation 10.166, CXS is

(10.167)

where Km = (k-1 + k2)/k1. Km is called the steady state dissociation constant (or the Michaelis
constant, by analogy with enzyme kinetics). Therefore, the flux J can be expressed as

(10.168)

With Cs >> Km, J approaches the maximum achievable flux:

J @ k2  ∫ Jmax (10.169)

Equation 10.168 is rewritten as

when CS = Km (10.170)

A relationship of flux vs. substrate is shown in Figure 10.17.
From Equation 10.170, it can be seen that the substrate concentration at which J = Jmax/2 is the

steady-state dissociation constant Km. A characteristic feature of all carrier-mediated transport is a
saturation kinetics at high substrate concentration. At low substrate concentration, the flux is linearly
related to the substrate concentration Cs. Taking the inverse of Equation 10.170 yields

(10.171)

This relation between  1/J and 1/CS is linear and is shown in Figure 10.18.
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In Figure 10.18, the value of 1/J, at 1/CS = 0, is 1/Jmax. The intercept point at 1/CS axis satisfies
Km = –CS.

10.1.4.1 Competitive Inhibition

When substrate and competitive inhibitors coexist in the same kinetic system as developed previ-
ously, the kinetic equations are

(10.172)

yielding at the steady state the relations

FIGURE 10.17 Saturation kinetics due to carrier transport.

FIGURE 10.18 Flux J with respect to substrate concentration Cs for carrier-mediated transport in the absence
(I-0) and the presence of inhibitors.
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(10.173)

in which Km is the Michaelis constant for the substrate-carrier reaction, and  is the
dissociation constant for the inhibitor-carrier binding. Conservation requires that the total carrier
present in all forms be constant:

XT = X + SX + IX (10.174)

With use of Equation 10.172 and Equation 10.173, Equation 10.174 becomes

(10.175)

Then

(10.176)

The flux of the substrate crossing the membrane is expressed by using Equation 10.176 and
the rate of dissociation of the complex, k2.

(10.177)

The inverse of Equation 10.175 is

(10.178)

A plot of 1/J vs. 1/CS with the concentration CI as a parameter, is shown in Figure 10.18a. In
the presence of a competitive inhibitor, Jmax remains unchanged; the effective value of Km, however,
depends on the concentration of inhibitor.

On the other hand, if the inhibitor is noncompetitive with the substrate (the inhibitor binds the
carrier independently of the substrate), the kinetics display different features. The reaction equations
for this case are then
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(10.179)

When steady state is achieved, the reactant concentrations satisfy the relations

(10.180)

Again, the total carrier is a conserved quantity, such that

XT = X + SX + XI + SXI = constant (10.181)

which, with the use of Equation 10.180, becomes

(10.182)

With rearrangement

(10.183)

The transport flux then becomes

(10.184)

in which

(10.185)
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Inversion of Equation 10.184 gives

(10.186)

The plot of 1/J vs. 1/CS is linear (Figure 10.18b), as is the case with competitive inhibition. In
contrast to the case of competitive inhibition, however, the effective value of Km is unchanged while
Jmax is reduced by the presence of a non-competitive inhibitor.

These examples are for rather extreme cases. The actual experimental data often suggest a
mixture of these modes of inhibition, or an even more complicated mechanism. The kinetic analysis
for such experimental results can be pursued in a manner similar to those presented previously, but
in more complex forms (Kotyk et al., 1988).

The expressions for transmembrane substrate flux become somewhat more complex, and more
interesting, with the presence of a finite substrate concentration on both sides of the membrane. A
simple kinetic scheme, again applicable to both mobile and conformational carriers, is as follows
(Widdas, 1952): Assume that (1) only one substrate molecule is bound to each carrier molecule,
(2) the reaction between the carrier and its substrate proceeds at a much greater rate than the actual
movement of carrier and carrier-substrate complex, so that an equilibrium exists at both sides of
the membrane with respect to substrate binding to the carrier, and (3) the permeation kinetic
coefficient, D¢, of the free carrier and of the carrier-substrate complex are equal (Figure 10.19).

The rate constants of reaction at both membrane surfaces (1, 2) are designated k1, k–1, k2, and
k–2, respectively; hence, k–1/k1 = K1, and k–2/k2 = K2 are dissociation constants of the carrier-substrate
complex. We also assume that the system is symmetric, so that K1 = K2 = KSX. In the case of a
mobile carrier, the permeation coefficient incorporates both the diffusion constant and membrane
thickness d, such that D¢ = D/d. The total carrier in all forms located at side I is given by Xt

1 = X1

+ XS1 = X1 (1 + S1/Kxs). The net flux of S transported through the membrane is then

(10.187)

At a steady state in the carrier distribution in the membrane, there is no net flux of the carrier
(in all forms) across the membrane; consequently,

(10.188)

FIGURE 10.19 Simplest kinetics for mobile carriers.
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Then from Equation (10.187), the substrate flux becomes

(10.189)

(a) When the carrier is far from saturation, e.g., S << Ksx, Equation 10.189 becomes

(10.190)

in which the flux is first order in substrate concentration.
(b) In another extreme case, in which both substrate concentrations are much greater than KXS

(saturation),

 (S >> KXS) (10.191)

The rate is markedly affected by the concentration of substrate on side II (see Figure 10.20).
In the presence of two substrates R and S which compete for the single carrier binding site,

the permeation rates for the two become interdependent. In such circumstances, the total carrier is
given by

(10.192)

FIGURE 10.20 Schematic plot of E-kinetics of transport. The carrier movement is rate limiting; saturation
concentrations of substrate are used.
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The rate of transport R is then

(10.193)

The form of this equation is identical to that derived for competitive inhibition. By setting S'
= S/KXS  and R¢ = R/KXR, Equation 10.193 can be rewritten:

(10.194)

By using Equation 10.194, a countertransport phenomenon can be explained: suppose that the
cells are preincubated with labeled solute R, and then nonlabeled solute S (R and S are chemically
the same) is added. Between A and B, the labeled solute R moves out of the cell against its
concentration gradient (see Figure 10.21). When the system is initially equilibrated with labeled
solute R, the flux Equation 10.194 becomes 

(10.195)

After equilibration, the addition of nonlabeled solute S on side 1 (extracellular) generates a net
flux of R from side 2 to side 1:

(10.196)

Thus JR– < 0, indicating that R will move out of the cell against its concentration gradient. This
is called countertransport. This movement, however, is not independent but is rather closely

FIGURE 10.21 Countertransport of solute R. The cells are preincubated with labeled solute R (preincubated
states at t = 0), and the nonlabeled solute S (R and S are chemically the same) is added to the extracellular
compartment at time A. Between A and B, the labeled solute R moves out of the cells against its concentration
gradient.
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associated with the simultaneous movement of S, which, immediately after its addition to the
system, proceeds according to

(10.197)

The outward movement or R persists until the condition is reached when

(10.198)

From there on, substrate R begins to move back into the cell until equilibrium is attained with R1

= R2 and S1 = S2.

10.1.4.2 Kinetics of a Two-Site Carrier

Multisite carriers are known to exist, and it is generally observed that the binding sites exhibit
kinetic cooperativity. Using the simplest carrier equation for a single substrate, one can develop
carrier kinetic equations for two binding sites.

In an experimental procedure similar to that for countertransport described previously, the
kinetics of a two-site carrier predict a movement of a preequilibrated substrate R upon addition of
a second substrate S. Chemically, R and S are the same. The direction of this movement, however,
depends on the concentrations of the substrates:

• JR < 0 for relatively high concentrations of R and S.
• JR > 0 for very low concentrations of R and S.

The former case corresponds to countertransport, whereas the latter is an instance of co-
transport. However, this transport phenomenon is different from that of solute flow stoichiometri-
cally coupled with the transport of H+ or Na+, which in turn is driven by biochemical energy input
(active transport). This latter form of transport is called symport and is an example of secondary
active transport. The most well-known symport systems are monosaccharide transport coupled with
active sodium transport in the intestine, and amino acid transport in many cells.

Another secondary active transport mechanism is antiport, in which a solute flux is coupled
with active ion transport such that its flow is in the direction opposite to that of the primary actively
transported ion. Although the counter transport discussed earlier within the context of passive
transport may correspond to antiport, the thermodynamic basis is different in these two transport
processes (see Table 10.14).
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11.1 INTRODUCTION

 

Measurements of rotational and lateral diffusion of membrane proteins performed during the early
1970s were of considerable importance in both generating and establishing the familiar fluid-mosaic
model of membrane structure (Singer and Nicholson, 1972). Interest in investigating the extent to
which membrane proteins freely diffuse in the fluid lipid bilayer led to the development of a variety
of powerful techniques for measuring protein mobility. Application of these techniques has con-
tinued unabated long after the requirement to demonstrate protein diffusion in membranes 

 

per se

 

had been met. Two principal reasons can be identified for this continuing interest. First, there has
been a growing awareness that the ability of proteins to diffuse in the membrane and to form
dynamic associations through random collision is likely to be of functional significance in a number
of situations. Second, the motion of an individual protein may be considerably influenced by its
association with other proteins. Thus, mobility measurements provide a powerful approach to the
study of protein–protein interactions and hence to elucidation of a more detailed understanding of
membrane structure. This is particularly true of rotational diffusing particles.

 

1403_C11.fm  Page 389  Thursday, May 20, 2004  10:15 AM



 

390

 

The Structure of Biological Membranes, Second Edition

 

In this review, the theoretical framework of rotational diffusion of membrane proteins is outlined
and the principal methods of measurement are described. The considerable body of data obtained
from both model membrane systems and cell membranes is surveyed and evaluated. The potentially
important, though so far less well developed area of detecting segmental motion in membrane
proteins is also discussed. Previous reviews of rotational diffusion of membrane proteins have been
published by Thomas (1985, 1986), Jovin and Vaz (1989), and Cherry (1979).

 

11.2 THEORY

 

Molecules in fluid solution undergo a series of small amplitude transverse and angular random
displacements known as Brownian motion. On a macroscopic scale, the behavior of an ensemble
of molecules is described by a diffusion equation analogous to Fick’s second law for diffusion
down a concentration gradient, i.e., uniaxial rotation:

(11.1)

where C

 

Q

 

,t

 

 is the concentration of molecules at time t oriented at an angle to a defined axis, and D

 

R

 

is the rotational diffusion coefficient. Equation 11.1 describes the rate at which an initially oriented
population of molecules approaches equilibrium. Because current methods of measuring rotational
diffusion of membrane proteins require observation of a molecular ensemble, analysis of the data
is based on solution of diffusion equations with appropriate boundary conditions. However, con-
ceptually it is helpful to consider diffusion at a microscopic level, where Einstein showed that
individual molecules make a mean square rotation <

 

 DQ

 

2

 

> in time 

 

D

 

t given (for uniaxial rotation) by

<

 

DQ

 

2

 

> = 2D

 

R

 

D

 

t (11.2)

The diffusion coefficient D

 

R

 

 in Equation 11.1 and Equation 11.2 is the same, provided the
molecules are noninteracting. Einstein also showed that

(11.3)

where F is the friction coefficient describing the retardation of motion by the surrounding medium.
Although Stokes had earlier derived expressions for the friction coefficients of particles in solution,
the method of derivation breaks down for the two-dimensional case of membranes. Saffman and
Delbrück (1975) provided approximate solutions to this problem for a model in which the protein
is represented by a cylinder of radius a traversing the membrane of thickness h, which, in combi-
nation with Equation 11.3, yields

(11.4)

where the surrounding membrane is treated as a medium of viscosity (see also Saffman, 1975). In
a further theoretical treatment, Hughes et al. (1981) showed that Equation 11.4 is valid provided
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and 

 

h

 

1

 

, 

 

h

 

2

 

 are the viscosities of the solutions adjacent to the two sides of the membrane. Because
the viscosity of lipid bilayers is about 100 times that of water, the condition 

 

e

 

 < 0.1 is normally
fulfilled. Equation 11.4 also neglects the effects of any viscous drag by the aqueous medium on
portions of the protein protruding from the membrane. Again, this is justified in most situations
because of the relatively high viscosity of the lipid bilayer.

The importance of Equation 11.4 is that it relates diffusion measurements to molecular param-
eters. In particular, it shows that rotational diffusion is strongly dependent on the radius of the
rotating particle. This is the basis of one of the major applications of rotational diffusion measure-
ments, namely, the investigation of protein associations in membranes.

 

11.3 MEASUREMENT TECHNIQUES

 

A variety of experimental methods can, in principle, be used to measure molecular rotation. In
practice, however, only two types of method, based, respectively, on optical spectroscopy and
electron paramagnetic resonance (EPR), have been used to any appreciable extent in the study of
membrane proteins. Description of methodology will thus be confined to these two approaches.

 

11.3.1 O

 

PTICAL

 

 A

 

NISOTROPY

 

 D

 

ECAY

 

Optical spectroscopic methods of measuring rotational motion were first introduced by Perrin (1936)
and later developed by Weber (1953) for application to proteins in aqueous solution. These methods
depend on creating an anisotropic molecular orientation by the process of photoselection. When a
randomly oriented population of chromophores is excited by linearly polarized light, those chro-
mophores, whose transition dipole moment for the selected absorption lies in or near to the direction
of polarization, are selectively excited (see Figure 11.1). Thus, an anisotropic distribution of
molecules in the excited state is photoselected from the initial random distribution. If the excitation
is by a brief pulse of light, then the initial anisotropy created by the flash decays at a rate determined

 

FIGURE 11.1

 

Photoselection. An oriented population of molecules in the excited state (b) is obtained by
absorption of linearly polarized light by a randomly oriented population (a). The small arrows represent the
transition dipole moment of the electronic transition, and the large arrow indicates the direction of polarization
of the incident radiation.

(a)

(b)
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by the rotational diffusion coefficient D

 

R

 

. By continuously monitoring the anisotropy, the value of
D

 

R

 

 can, in principle, be determined.
Variations of the method arise through the detection of different signals in order to measure

the anisotropy. Most commonly, the anisotropy is measured by detecting polarization of fluorescent
emission from the molecules in the excited state. However, rotational diffusion can only be measured
if a significant rotation occurs during the lifetime of the detected signal. This restricts the classical
fluorescence method to studying rotations in the nanosecond time range (or faster), which is
appropriate for proteins in aqueous solution but not for proteins in membranes where rotations
occur in the microsecond or even millisecond time range.

Two related ways of extending the optical anisotropy decay method to longer time ranges were
developed in early 1970s. The first measurements of rotational diffusion of a membrane protein
were made by Cone (1972) with rhodopsin in rod outer segment disc membranes. The measurement
exploited the long-lived changes in the absorption spectrum, which occur when the retinal chro-
mophore of rhodopsin is excited. Anisotropy decay can thus be measured by following the dichroism
of the absorbance change at a given wavelength. A few other membrane proteins, notably bacteri-
orhodopsin and some cytochromes, also possess intrinsic chromophores that permit rotational
diffusion to be similarly measured.

The second method, put forward by Razi Naqvi

 

 

 

et al. (1973), was designed to be generally
applicable to any membrane protein. The idea was to utilize the triplet state of a suitable probe
molecule bound to the protein in order to monitor slow rotations. Triplet states can have millisecond
lifetimes at room temperature and hence provide suitably long-lived signals for measuring rotation
of membrane proteins. Since excitation to the triplet state changes the molecule’s absorption spec-
trum, anisotropy decay can be monitored by observing dichroism of the absorbance changes, just
as in the case of intrinsic chromophores. Following the development of a suitable triplet probe, the
method was first applied to band 3 proteins in the human erythrocyte membrane (Cherry et al., 1976).

The previously described methods, which involve absorption detection, are generally known
as 

 

transient dichroism.

 

 Suitable instrumentation for performing transient dichroism measurements
has been described in some detail (Cherry, 1978; Thomas, 1986; Kinosita, Jr., and Ikegami, 1988).
The technique works well for proteins that are relatively abundant in the membrane. However,
sensitivity is inherently limited because absorption methods require detection of a change in the
intensity of transmitted light. Emission methods, in which the signal is detected against a zero
background, offer the possibility of greater sensitivity. Emission methods of detecting the triplet
state include phosphorescence and delayed fluorescence. Methods based on the polarization of
phosphorescence have been developed and extensively used (Austin et al., 1979; Moore et al.,
1979; Garland and Moore, 1979; Restall et al., 1984; Thomas, 1986; Jovin and Vaz, 1989), whereas
the use of delayed fluorescence has only occasionally been reported (Razi Naqvi and Wild, 1975;
Greinert et al., 1979; Jovin and Vaz, 1989). Virtually all measurements with the previously described
methods employ pulse excitation, although the use of steady-state phosphorescence has also been
discussed (Strambini and Galley, 1976; Murray et al., 1983). Different methods of triplet state
detection are summarized in Figure 11.2.

A particularly promising variation, known as 

 

fluorescence depletion,

 

 was introduced by Johnson
and Garland (1981). When molecules are excited into the triplet state, there is a corresponding fall
in the concentration of molecules in the ground state. In the transient dichroism method, this is
detected by a decrease in the intensity of the lowest singlet–singlet absorption band. Johnson and
Garland showed that a corresponding decrease in fluorescence could be measured with a spectacular
increase in sensitivity. The gain in sensitivity is such that microscopic measurements on single cells
are feasible. Further developments of the fluorescence depletion technique have been reported
(Yoshida and Barisas, 1986; Corin et al., 1987), including the proposal that still higher sensitivities
may be obtained by employing phase modulation methods (Garland, 1986; Yoshida et al., 1988).
A variation of fluorescence depletion in which the probe is permanently photobleached by polarized
light may be employed for the measurement of very slow rotational motion (Smith et al., 1981;
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Velez and Axelrod, 1988). Descriptions of the instrumentation for the various emission techniques
can be found in the references cited previously.

The most commonly used triplet probes are halogenated derivatives of fluorescein. Eosin
(2,4,5,7-tetrabromofluorescein) has a quantum yield for triplet state formation of about 70% and
is particularly versatile. For phosphorescence, erythrosin (2,4,5,7-tetraiodofluorescein) is often
preferred because of its even higher triplet state quantum yield (98%) and low fluorescence. A
disadvantage of erythrosin is its relatively short triplet lifetime, about ten times less than that of
eosin. In the case of fluorescence depletion, probes with a high quantum efficiency for fluorescence
are required, such as fluorescein or rhodamine. A number of reactive derivatives to these probes
are available to enable them to be coupled covalently to proteins of interest (see Figure 11.3).
Isothiocyanate and maleimide derivatives are most commonly used, permitting coupling to amino
and thiol groups, respectively.

 

11.3.2 S

 

ATURATION

 

 T

 

RANSFER

 

–EPR

 

In an EPR spectrum of a spin label, the position of the EPR absorption line depends on the
orientation of the label relative to the applied magnetic field. For nitroxide spin labels, hyperfine

 

FIGURE 11.2

 

Electronic energy level diagram illustrating different methods of detecting molecules in the
triplet state T

 

1

 

. Phosphorescence (P) is emission accompanying a radiative transition back to the ground state
S

 

o

 

 via the excited singlet state S

 

1

 

. Population of T

 

1

 

 depletes the ground state, resulting in loss of intensity of
singlet–singlet absorption (GD = ground state depletion) and prompt fluorescence (FD = fluorescence deple-
tion) under continuous illumination. Finally, molecules in the triplet state undergo triplet–triplet absorption
(TT) when illuminated with light of appropriate wavelength. T

 

1

 

 is populated by intersystem crossing from S

 

1

 

after exciting the S

 

o

 

-S

 

1

 

 transition. For simplicity, vibrational levels are omitted.

 

FIGURE 11.3

 

Commonly used probes for rotational diffusion measurements: (a) eosin-5-maleimide and (b)
erythrosine-5-isothiocyanate are employed for optical methods, and the spin label (c) 6-MSL (N-[1-oxyl-
2,2,6,6-tetramethyl-4-piperidinyl]maleimide) is employed for ST-EPR.
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interaction of the unpaired electron with the nitrogen nucleus results in three lines in the EPR
spectrum. The g-value (position) and A-value (hyperfine splitting) both depend on the orientation
of the principal axis of the nitroxide with respect to the field. The “powder” spectrum obtained for
an immobile, randomly oriented population of spin labels corresponds to the sum of the spectra
over all possible orientations. If the spin labels in a randomly oriented sample undergo rotational
motion such that 

 

t

 

T

 

 < T

 

2

 

, where the rotational transfer time 

 

t

 

T

 

 is the average time for rotation
through about 4º and T

 

2

 

 is the transverse relaxation time (typically 24 nsec for nitroxides), the
spectrum is narrowed by motional averaging. Thus, lineshape analysis of conventional EPR spectra
provides information on submicrosecond rotational motions.

The introduction of saturation transfer–EPR (ST-EPR) permitted extension of rotational diffu-
sion measurements to the microsecond time domain, which is applicable for many membrane
proteins (Thomas et al., 1976). In conventional EPR, the exciting microwave radiation is of
sufficiently low intensity not to significantly perturb the spin system from equilibrium. In ST-EPR,
equilibrium is perturbed by application of an intense microwave field. The amount of saturation
depends on competition between the rates of excitation and relaxation back to the ground state
(determined by T

 

1

 

, the longitudinal relaxation time) and on rotational motion. T

 

1

 

 is about 7 µsec
for slowly rotating nitroxides. If 

 

t

 

T 

 

< T

 

1

 

, rotational diffusion transfers probes into and out of the
saturated angular range during the excited state lifetime and thus decreases the saturation at
resonance. This, in turn, affects the net steady-state absorption and hence the lineshapes. For
nitroxides, saturation transfer is detectable for correlation times less than about 1 msec with optimal
sensitivity in the range of 10 to 100 

 

m

 

sec.
The spin labels used for ST-EPR experiments and their covalent attachment to proteins are the

same as those that have been used for conventional EPR and extensively described (Gaffney, 1976;
Morrisett, 1976; Keana, 1979). The maleimide derivative MSL (

 

N

 

-[1-oxyl-2,2,6,6-tetramethyl-r-
piperidinyl]maleimide) has proved particularly popular as a protein thiol reagent (Figure 11.3).
This probe may be immobilized in its binding site by hydrogen bonding to its nitroxide group,
which is helpful in eliminating independent probe motion that complicates the spectra.

The conventional (V

 

1

 

) EPR spectrum shows only small changes in intensity and lineshape in
response to saturation and is thus not used in ST-EPR experiments. Sensitivity is greatly increased
by rapid field modulation and out-of-phase detection. The optimal signal for many applications is
the V

 

2

 

’

 

 

 

spectrum, i.e., out-of-phase second harmonic detection of absorption. This signal is found
to have good sensitivity to saturation in terms of both intensity and lineshape, as illustrated in
Figure 11.4.

Steady-state ST-EPR has been used for virtually all applications to membrane proteins to date.
Instrumentation for time-resolved EPR has also been developed, which potentially can give more
direct information about rates and amplitudes of rotational motion (Hyde, 1979; Forrer et al., 1980;
Kusumi et al., 1982; Fajer et al., 1986). In saturation recovery experiments, the instrument measures
the transient EPR absorption following a saturating pulse of radiation. Spin-echo techniques can
also be used to detect time-resolved transfer of spins due to rotational motion. ELDOR (elec-
tron–electron double resonance), in which the relative positions of excitation and detection are
varied, maximizes the information that can be obtained from spin-echo experiments. Pulsed EPR
is technically demanding, and applications to biological problems have so far been limited. Further
details of these techniques and discussion of instrumental aspects of ST-EPR can be found in an
excellent review by Thomas (1986).

 

11.4 DATA ANALYSIS

11.4.1 O

 

PTICAL
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The time-dependent anisotropy r(t) is defined by
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(11.6)

where t is the time after excitation. For transient dichroism, A

 

II

 

(t), A

 

^

 

(t) are the absorbance changes
for light polarized parallel and perpendicular, respectively, to the polarization of the exciting pulse.
The same equation, with absorbances replaced by intensities, applies to phosphorescence and
delayed fluorescence measurements. The anisotropy decay is normally determined only by rota-
tional motion, for complications can occur when the excited state decay is multiexponential.

Analysis of the anisotropy decay usually involves fitting r(t) to a sum of exponential terms by
a nonlinear least squares procedure, i.e.,

(11.7)

where 

 

f

 

i are the rotational correlation times and r

 

•

 

 is the residual anisotropy. The initial anisotropy
at t = o is given by

(11.8)

In most cases, the fit of Equation 11.7 to the experimental data is not improved by including
terms beyond n = 2.

 

FIGURE 11.4

 

(a) ST-EPR spectrum of MSL-hemoglobin in 50% glycerol at –12˚C showing the parameters
used to quantify rotational diffusion. (b) Plot of L"/L as defined in (a) and obtained from ST-EPR spectra of
MSL-hemoglobin in aqueous glycerol solutions of varying viscosity. The correlation times 

 

t

 

r

 

 were calculated
according to Equation 11.11. (c) Dependence of the normalized integral of the V

 

2

 

' spectrum on the correlation
time. Other details as in (b). (From Thomas DD: in 

 

Techniques for the Analysis of Membrane Proteins.

 

 Eds.
Ragan CI and Cherry RJ, Chapman and Hall, London, 1986. pp. 337–431. With permission.)
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The relationship between correlation times and rotational diffusion coefficients (and hence
molecular parameters) depends on an assumed model for molecular rotation (Cherry, 1979; Lipari
and Szabo, 1980; Kawato and Kinosita, 1981). For membrane proteins, the simplest model is that
of uniaxial rotation, in which the protein can rotate only about an axis normal to the plane of the
membrane with rotational diffusion coefficient D

 

11

 

 (Figure 11.5). In this case

r(t)/r

 

o

 

 = A

 

1

 

 exp(-t/

 

f

 

1

 

) + A

 

2

 

 exp(-t/

 

f

 

2

 

) + A

 

3

 

(11.9)

where

 

f

 

1

 

 = 1/D

 

11

 

,

 

f

 

2

 

 = 1/4D

 

11

 

The coefficients A

 

1

 

, A

 

2

 

, and A

 

3

 

 are functions of the angle 

 

f

 

 between the probe’s transition dipole
moment and the membrane normal. This model has been shown to be in good accord with
experimental data in the case of bacteriorhodopsin reconstituted into lipid vesicles (Cherry and
Godfrey, 1981).

The existence of two correlation times in even the simple uniaxial rotation model causes
considerable difficulty in quantitative analysis. If more than one rotating species is present, it is
not usually possible to resolve their individual contributions to r(t). Where analysis by Equation
11.9 is possible, it is helpful to define a rotational relaxation time 

 

f

 

11

 

 = 1/D

 

11

 

 to facilitate comparison
with other measurements. The previous equations and discussion apply to a random membrane
suspension; considerable simplification occurs for oriented membranes (Cone, 1972; Johnson and
Garland, 1981), although this fact has been rather little exploited.

An alternative model is that of restricted rotation, or “wobbling in a cone.” Such a model would
apply to a rigid protein wobbling about the membrane normal or the segmental motion within a
protein that results in a similar motion. For the case in which wobbling occurs freely within a cone
of half-angle 

 

q

 

c

 

, it has been shown that (Kinosita et al., 1977; Kawato and Kinosita, 1981)

r(t)/r

 

o

 

 = A exp(-t/

 

f

 

w

 

) + r

 

•

 

/r

 

o

 

(11.10)

where

 

FIGURE 11.5

 

Uniaxial rotation model used to analyze anisotropy decays for bacteriorhodopsin (BR) in model
membranes. (From Cherry RJ and Godfrey RE: 

 

Biophys. J. 

 

1981, 36:257. With permission.)
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r

 

•

 

/r

 

o

 

 = [(1/2) cos

 

q

 

c

 

(1 + cos

 

q

 

c

 

)]

 

2

 

The expression  is equal to the familiar order parameter S. The rather limited evidence
obtained so far indicates that the uniaxial rotation model is the more appropriate for whole-body
rotation of proteins with a substantial membrane-embedded domain. However, for most cases, the
experimental data are not of sufficient precision to distinguish between the two models.

 

11.4.2 ST-EPR

 

Steady-state ST-EPR data are analyzed by comparison with reference spectra obtained by either
computer simulation or experiments with model systems. Hemoglobin labeled with MSL is most
commonly employed as a model system (Thomas et al., 1976; Squier and Thomas, 1986). ST-EPR
spectra of MSL-hemoglobin are obtained as a function of viscosity in glycerol–water solutions.
Because hemoglobin behaves like a rigid sphere, rotational correlation times can be calculated from
the Stokes–Einstein equation

(11.11)

where V is the molecular volume of the hemoglobin and 

 

h

 

w

 

 is the viscosity of the solution.
Comparison of spectra is most simply achieved by defining spectral parameters that are par-

ticularly sensitive to rotational motion. For this purpose, it is usual to calculate the line height ratios
L”/L, C”/C, and H”/H from the low, center, and high field regions of the spectrum, respectively.
Figure 11.4 defines these parameters and shows a plot of the most commonly used parameter L”/L
against correlation time. Absolute intensities of the  spectrum are also sensitive to rotational
motion (Squier and Thomas, 1986), and the normalized integral of the spectrum has been used to
characterize rotational motion (Evans et al., 1981; Horváth and Marsh, 1983).

Theoretical simulations of the reference spectra have been reasonably successful for model
systems, such as MSL-hemoglobin, in which rotational motion is isotropic (Thomas et al., 1976).
However, the rotation of membrane proteins is highly anisotropic; thus it is not surprising that the
lineshapes for ST-EPR spectra measured for proteins in membranes do not match spectra corre-
sponding to isotropic motion. Because a simple model system analogous to hemoglobin is not
available for anisotropic rotation, the interpretation of these spectra must rely on computer simu-
lation. Theoretical simulations of uniaxial rotation have been achieved (Robinson and Dalton, 1980,
1981; Marsh, 1980) and compared with experimental ST-EPR spectra for a number of membrane
proteins (Thomas, 1986; Esmann et al., 1987; Fajer et al., 1989; Horváth et al., 1989). It is found
that uniaxial rotation tends to affect the center of the spectrum more than it affects the wings,
particularly if the axis of rotation coincides with the nitroxide’s z-axis (Marsh, 1980). In general,
simulations indicate that the effective correlation times deduced from isotropic reference spectra
are most likely to be greater than or equal to the actual correlation times for an anisotropically
rotating protein. This is also true if the amplitude of the angular motion is restricted, as in the
“wobbling in a cone” model (Lindahl and Thomas, 1982; Thomas, 1985).

 

11.5 SURVEY OF MEASURED CORRELATION TIMES

11.5.1 P
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Numerous measurements of rotational diffusion have been performed with membrane proteins that
have been purified and reconstituted into lipid bilayer vesicles. Such vesicles provide a relatively
simple system for evaluating methodology and investigating effects of lipid composition, lipid
phase transitions, and lipid:protein mole ratios (L:P).
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Correlation times of membrane proteins measured in reconstituted vesicles are collected in
Table 11.1. Data are included only for temperatures at which the lipids are in a liquid–crystalline
phase. In the gel phase, proteins become immobile, as might be expected, although the temperatures
at which all measurable mobility is lost may be several degrees below the phase transition temper-
ature of the pure lipid. ST-EPR measurements normally yield only a single correlation time. For
optical measurements, the situation is more complicated. Data may be fitted to Equation 11.7 to
yield up to three correlation times. Occasionally, it has proved possible to fit the data by Equation
11.9 to obtain D

 

11

 

. For simplicity, where more than one correlation time is obtained, only the fastest
is listed in Table 11.1. Where D

 

11

 

 has been determined, then the value is again the faster correlation
time, i.e., 1/4D

 

11

 

.
Clearly, any comparison of the correlation times listed in Table 11.1 must be made with caution.

The number obtained is dependent on the measurement technique and the way the data are analyzed.
Nevertheless, it appears that correlation times for medium-sized membrane proteins rotating freely
in fluid lipid bilayers are typically in the order of 5 to 100 

 

m

 

sec. As would be expected from
Equation 11.4, faster correlation times are detected for glycophorin and cytochrome b

 

5

 

 (Vaz et al.,
1979), which are anchored in the membrane by relatively small hydrophobic segments (also for
the polypeptide gramicidin A, where the correlation time was determined by NMR [Macdonald
and Seelig, 1988]).

The most detailed quantitative analysis of rotational diffusion of a membrane protein has been
performed with bacteriorhodopsin, in part because measurements employing its intrinsic retinal
chromophore obviate some of the problems encountered with probes. Optical anisotropy decays

 

TABLE 11.1
Correlation Times of Proteins in Reconstituted Lipid Vesicles

 

Protein Lipid ºC
Correlation
Time (

    

mmmm

 

sec) Method Reference

 

Band 3 Egg-PC 20 8* TD Morrison et al. (1986); Mühlebach 
and Cherry (1985)

Band 3 DMPC 37 73 ST Sakaki et al. (1982)
Bacteriorhodopsin DMPC 30 4* TD Godfrey and Cherry (1981)
Cytochrome P-450 PC:PE:PS 20 24 TD Kawato et al. (1982)
ADP/ATP translocator PC:PE:CL 20 60 TD Müller et al. (1984)
ADP/ATP translocator PC:PE:CL 30 1–5 ST Horváth et al. (1989)
Cytochrome b

 

5

 

DMPC 35 0.4 TD Vaz et al. (1979)
Rhodopsin DPPC 44 10 ST Kusumi and Hyde (1982)
Lactose permease DMPC 28 6* P Dornmair et al. (1985)
Glycophorin DMPC 30 <2 P Van Hoogevest et al. (1985)
Ca

 

2+

 

-ATPase DPPC 45 ~30 TD Hoffman et al. (1980)
Ca

 

2+

 

-ATPase DOPC 37 25 ST Napier et al. (1987)
Cytochrome reductase Asolectin 4 70 ST Quintanilha et al. (1982)
Cytochrome oxidase PC:PE:CL 22 130 TD Kawato et al. (1981)
Cytochrome oxidase Asolectin 4 40 ST Swanson et al. (1980)
Cytochrome oxidase Asolectin 4 34 ST Ariano and Azzi (1980)
Cytochrome oxidase DMPC 30 25 ST Fajer et al. (1989)
H

 

+

 

-ATPase Asolectin 4 100–180 P Musser-Forsyth and Hammes (1990)

 

Note:

 

PC = phosphatidylcholine,

 

 

 

PE = phosphatidylethanolamine, PS = phophatidylserine, CL = cardiolipin,
DMPC = dimyristoylphosphatidylcholine, DOPC = dioleylphosphatidylcholine, TD = transient dichroism, ST =
saturation transfer–EPR, P = phosphorescence anisotropy. Where multiple correlation times are detected, only the
fastest is given in the table. Data marked by * were fitted to Equation 11.9, i.e., fastest correlation time is 1/4D

 

11

 

.
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measured for bacteriorhodopsin in fluid DMPC bilayer have been successfully fitted by Equation
11.9 with only r

 

o

 

, D

 

11

 

, and 

 

q

 

 as adjustable parameters, as illustrated in Figure 11.6 (Cherry and
Godfrey, 1981). The value of 

 

q

 

 obtained is in good agreement with independent determinations.
Moreover, combination of D

 

11

 

 with measurements of the lateral diffusion coefficient permitted a
determination of the diameter of bacteriorhodopsin that was in good accord with structural studies
(Peters and Cherry, 1982). There are thus grounds for confidence in both the uniaxial rotation model
and the Saffmann–Delbrück equations for membrane diffusion.

The rotational diffusion coefficient D

 

11

 

 for bacteriorhodopsin in fluid DMPC bilayers obtained
in the previous studies is 5 

 

¥

 

 10

 

4

 

 s

 

-1

 

(

 

f

 

11

 

 = 20 

 

m

 

sec). This value may be used as a benchmark for
other membrane proteins, especially as bacteriorhodopsin is well characterized. Thus, Dornmair et
al. (1985) determined D

 

11

 

 = 4 

 

¥

 

 10

 

4

 

 s

 

-1

 

 for eosin-labeled lactose permease in the same lipid system.
By comparison with bacteriorhodopsin, they calculated the protein radius in the plane of the
membrane to be 2 ± 0.2 nm and hence deduced the protein to be monomeric, both in the absence
and the presence of a membrane potential.

Evaluation of molecular size from rotational diffusion data, as described earlier, requires the
protein to be present in the membrane as a single rotating species (monomer, dimer, etc.). When
multiple species are present, it is very difficult to separate individual contributions with any
confidence. In ST-ESR, where correlation times are determined from lineshapes, it is normally
impossible to tell whether the correlation time can be attributed to a single species or is the average
of multiple species. This problem may eventually be overcome by pulsed ESR methods. For optical
anisotropy decays, even a single rotating species gives two correlation times, differing by a factor
of 4 (Equation 11.9). The detection of fast correlation times differing by much more than a factor
of 4 is indicative of heterogeneity arising from protein association. Because correlation times depend
on the square of the particle radius in the plane of the membrane, anisotropy decays are particularly
sensitive to such association. Aggregates of sufficient size may not have any significant rotation on
the time scale of the experiment, in which case they cause an increase in the residual anisotropy r

 

•

 

.
Protein association is usually detected at sufficiently high protein concentration in the mem-

brane. Thus, in the bacteriorhodopsin measurements described previously, it was necessary that
L:P > 100 for the protein to be in a fully monomeric state (Cherry et al., 1978; Cherry and Godfrey,
1981). The monomeric state of the protein could be confirmed in this case by circular dichroism
measurements, as well as by analysis of the anisotropy decays. In the case of another membrane
protein, band 3, it was found that a small amount of irreversible self-aggregation occurred during
the reconstitution procedure (Mühlebach and Cherry, 1985). Thus, even at very high L:P it was not
possible to obtain a single rotating species and hence make a precise analysis of individual

 

FIGURE 11.6

 

Anisotropy decay curve for bacteriorhodopsin in dimyristoylphosphatidylcholine vesicle (L/P
= 220) at 28˚C. The solid line is the best fit of Equation 11.9 to the experimental points with the parameters
r

 

o

 

 = 0.28, 

 

f

 

 = 12.6 

 

m

 

sec, and 

 

Q

 

 = 77˚C.
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anisotropy decays. A solution to this difficulty was found by making the reasonable assumption
that in each reconstituted sample, the major component was the lowest oligomeric form of band 3
but each sample additionally contained a variable aggregated component (Morrison et al., 1986).
By applying the technique of global analysis (Knutson et al., 1983) to data sets obtained from
different reconstitutions, it was possible to deduce a value of D

 

11

 

 = 3 

 

¥

 

 10

 

4

 

 s

 

-1

 

 (

 

f

 

11

 

 = 33 ± 3 

 

m

 

sec).
This number indicates a protein radius in the plane of the membrane of about 3.8 nm, which is
compatible with either dimers or tetramers of band 3.

A further useful feature of analysis of anisotropy decays by Equation 11.9 is that it yields
information on chromophore orientation. 

 

q

 

 may be obtained from the best fit of the coefficients
A

 

1

 

, A

 

2

 

, and A

 

3

 

 or calculated from A

 

3

 

 (

 

∫

 

 r

 

•

 

/r

 

o

 

), provided there are no immobile species present. Of
course, the analysis is only valid if there is a single binding site for the chromophore on the protein.
For this reason, most determinations of chromophore orientation have been performed with intrinsic
retinal (Heyn et al., 1977) or heme chromophores (Kawato et al., 1981, 1982), although 

 

q

 

 has also
been determined for eosin probes attached to lactose permease (Dornmair et al., 1985) and to band
3 (Morrison et al., 1986), where the criterion of a single binding site appears to be fulfilled.
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In order to study rotational motion of proteins in complex cell membranes, it is necessary to detect
signals selectively from the proteins of interest. This may be achieved by several different means.
The simplest is to utilize intrinsic probes, such as retinal of rhodopsin and bacteriorhodopsin and
the heme-CO complex of cytochrome oxidase and cytochrome P-450. In these cases, there is no
problem with unwanted signals from other membrane components. Unfortunately, such intrinsic
chromophores are not widespread and are not applicable to ST-EPR measurements. If intrinsic
triplet probes or spin labels are employed, then the question of selective labeling must be considered.
In some instances, the problem can be sidestepped by studying membranes in which most of the
protein is a single species, e.g., sarcoplasmic reticulum. In more complex membranes, selective
labeling of a major component can sometimes be achieved with a probe of apparent low selectivity.
Thus, reaction of eosin-5-maleimide with intact red blood cells results in highly selective labeling
of band 3, even though this constitutes only 25% of the membrane protein (Nigg and Cherry, 1979).
This is because the probe is membrane impermeable and only a limited number of proteins are
exposed on the outer surface of the cell. Eosin also probably has an affinity for the anion binding
site on band 3, because it is an inhibitor of anion transport (Nigg et al., 1979). Similar selective
labeling using eosin-5-maleimide has been achieved for the ADP/ATP transporter of the mitochon-
drial inner membrane (Mueller et al., 1982, 1984). Finally, membrane proteins may be labeled
using molecules with specific binding affinity. Examples include growth factor receptors (Zidovetzki
et al., 1986a), F

 

c

 

 receptors, (Zidovetzki et al., 1986b), and proteins labeled with specific antibodies
(Damjanovich et al., 1983).

Using the previously described methods, it has proved possible to measure correlation times
for a wide range of membrane proteins (Table 11.2). As with reconstituted systems, where more
than one correlation time is detected, only the fastest is given in the table. By and large, these
correlation times are comparable to those obtained in simple reconstituted systems. Probably they
correspond to proteins freely rotating in the membrane. However, additional slower or immobile
components are frequently observed in cell membranes. In part, this may reflect the relatively high
protein concentration in most cell membranes. Direct evidence that this is the case has been obtained
for cytochrome oxidase in mitochondrial membranes by manipulating the lipid:protein ratio
(Kawato et al., 1982b). In reconstituted systems, similar slow or immobile components are also
detected at sufficiently high protein concentration due to protein association. Such associations
could be quite short-lived; their lifetimes only need to be in the order of a few milliseconds to
produce the observed effects on the anisotropy decays or ST-EPR spectra (Napier et al., 1987).
Additional restraints may be imposed by interactions with peripheral proteins or cytoskeletal
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structures. Elucidation of such constraints is of considerable interest and is considered more fully
in a subsequent section.

 

11.6 SEGMENTAL MOTIONS OF PROTEINS

 

So far, this review has been concerned with global motion of proteins in membranes. Using
bacteriorhodopsin as a benchmark, it can reasonably be deduced that submicrosecond correlation
times are unlikely to reflect global motion, at least for proteins with comparable or larger membrane
domains. The presence of submicrosecond motion has, in some cases, been deduced from unusually
low values of the initial anisotropy in optical measurements. Low anisotropies can, in principle,

 

TABLE 11.2
Correlation Times of Proteins in Cell Membranes

 

Protein Membrane ºC
Correlation
Time (

    

mmmm

 

sec) Method Reference

 

Rhodopsin Rod outer segment 20 5* TD Cone (1972)
Rhodopsin Rod outer segment 20 20 ST Kusumi et al. (1978); Baroin et 

al. (1977)
Rhodopsin Rod outer segment 25 28 P Coke et al. (1986)
Rhodopsin Anthropod microvilli 22 Immobile TD Goldsmith and Wehner (1977)
Ca

 

2+

 

-ATPase SR 37 40 TD Bürkli and Cherry (1981)
Ca

 

2+

 

-ATPase SR 4 30–60 ST Thomas and Hidalgo (1978); 
Squier and Thomas (1985)

Ca

 

2+

 

-ATPase SR 25 100 P Restall et al. (1979)
Ca

 

2+

 

-ATPase SR 20 5 P Birmachu and Thomas (1990)
Band 3 Human erythrocyte ghosts 37 150 TD Nigg and Cherry (1979)
Band 3 Human erythrocyte ghosts 38 40 P Austin et al. (1979)
Band 3 Human erythrocyte ghosts 40 8–80 ST Beth et al. (1986)
Bacteriorhodopsin Purple membrane 20 Immobile TD Razi Naqvi et al. (1973)
Cytochrome oxidase Bovine heart mitochondria 22 90 TD Kawato et al. (1980)
Cytochrome P-450 Rat liver microsomes 37 15 TD Kawato et al. (1982)
Cytochrome P-450 Rat liver microsomes 20 480 ST Schwarz et al. (1982)
Cytochrome P-450 Adrenocortical mitochondria 20 80 TD Kawato et al. (1988)
ADP/ATP 
translocator

Bovine heart mitochondria 37 60 TD Müeller et al. (1984)

ADP/ATP 
translocator

Bovine heart mitochondria 0 2–20 ST Horváth et al. (1989)

Spike glycoproteins Sendai virus 37 100–200 TD Lee et al. (1983)
Hemagglutinin Influenza virus 36 30 TD Junankar et al. (1986)
Con A receptors Friend erythroleukemia cells 37 Immobile P Austin et al. (1979)
CFI Thylakoid 6 1700 TD Wagner and Junge (1980)
Acetylcholine 
receptor

Torpedo electric organ 20 Immobile P, ST Lo et al. (1980); Bartholdi et 
al. (1981); Rousselet et al. 
(1981)

Na

 

+

 

/K

 

+-ATPase Squalus acanthias rectal gland 20 50 ST Esmann et al. (1987)
EGF-receptors A431 cells 4 16–20 P Zidovetzki et al. (1986a)
IgE-receptors Rat basophilic leukemia cells 38 23 P Zidovetzki et al. (1986b)
H-2K antigens T41 cells 25 10–20 P Damjanoviatch et al. (1983)

Note: SR = sarcoplasmic reticulum, other abbreviations as in Table 11.1. Where multiple correlation times are detected,
only the fastest is given in the table. Correlation time marked by * corresponds to 1/4D11.

1403_C11.fm  Page 401  Thursday, May 20, 2004  10:15 AM



402 The Structure of Biological Membranes, Second Edition

result from either independent probe motion or segmental motion (flexibility) of the protein. These
may be distinguished by crosslinking agents, such as glutaraldehyde, which are expected to have
a much greater effect on segmental motion than on independent probe motion. A better method is
to perform time-resolved fluorescence polarization measurements, which permit direct detection
of subnanosecond motion.

Perhaps the best studied example of segmental motion is that of Ca2+-ATPase of sarcoplasmic
reticulum. Bürkli and Cherry (1981) originally deduced the existence of segmental motion from
transient dichroism studies of eosin-labeled membranes. Further investigations by phosphorescence
depolarization (Speirs et al., 1983; Restall et al., 1985) were in agreement with this conclusion.
More recently, Suzuki et al. (1989) have observed segmental motion directly by time-resolved
fluorescence polarization of site-specific probes. Correlation times of 69 nsec and 190 nsec were
measured for two different sites on the ATPase. Interestingly, the 69 nsec correlation time was
selectively changed by Ca2+ binding and solubilization in deoxycholate. Other examples of implied
segmental motion have been reported for the spike proteins of influenza virus (Junankar et al.,
1986) and Sendai virus (Lee et al., 1983) and for the oligosaccaride chains of glycophorin (Cherry
et al., 1980b). Using ST-EPR, Esmann et al. (1987) deduced the presence of segmental motion in
Na+/K+-ATPase from discrepancies between rotational correlation times obtained from line-height
ratios and those obtained from spectral integrals.

11.7 APPLICATIONS OF ROTATIONAL DIFFUSION 
MEASUREMENTS TO UNDERSTANDING MEMBRANE 
STRUCTURE AND FUNCTION

Tables 11.1 and 11.2 demonstrate that protein rotational diffusion has been investigated for a
substantial number of different systems; hence, it is not feasible to discuss each of these in detail.
In this section, selected examples are used to illustrate the principal applications of rotation
measurements. The power of the approach arises largely from the sensitivity of the rotational
diffusion coefficient to the size of the rotating particle (Equation 11.4). Thus, measurement of
correlation times can readily detect protein association phenomena, such as self-association and
complex formation between different proteins.

11.7.1 ASSOCIATIONS OF INTEGRAL MEMBRANE PROTEINS

Many integral membrane proteins are believed to exist in an oligomeric state in cell membranes.
In principle, an accurate measurement of rotational diffusion coefficient permits calculation of the
diameter of the rotating particle, as discussed in an earlier section. Knowledge of the diameter
should readily distinguish monomers from oligomeric forms but may fail to resolve dimers, trimers,
and tetramers. One of the most extensively investigated proteins is the Ca-ATPase of sarcoplasmic
reticulum, whose rotational diffusion has been measured by transient dichroism (Bürkli and Cherry,
1981; Hoffman et al., 1979, 1980), phosphoresence anisotropy (Restall et al., 1984; Birmachu and
Thomas, 1990), and ST-EPR (Thomas and Hidalgo, 1978; Kirino et al., 1978; Bigelow et al., 1986;
Bigelow and Thomas, 1987; Napier et al., 1987; Squier and Thomas, 1988; Squier et al., 1988a,b).
There is general agreement that Ca-ATPase exists in different aggregation states in the SR mem-
brane. The sensitivity of rotational diffusion of the Ca-ATPase to protein–protein interactions was
tested by Squier et al. by measuring ST-EPR spectra as a function of chemical crosslinking. They
found that the effective correlation time was proportional to the mean molecular weight of the
crosslinked aggregate (see Figure 11.7). The most detailed attempt to distinguish different oligo-
meric species of Ca-ATPase in SR was reported by Birmachu and Thomas (1990) using phospho-
rescence anisotropy. They analyzed their anisotropy decay curves to give three correlation times,
of which the lowest component dominated at 4ºC. Upon increasing the temperature, the faster

1403_C11.fm  Page 402  Thursday, May 20, 2004  10:15 AM



Membrane Protein Dynamics: Rotational Dynamics 403

components increased in intensity, which was interpreted as reflecting disaggregation of the protein.
This agrees with the transient dichroism results of Bürkli and Cherry (1981) but not those of
Hoffmann et al. (1979), who claimed that the Ca-ATPase becomes more associated at higher
temperature. Above 20ºC, Birmachu and Thomas found that the fastest component became increas-
ingly intense. The correlation time of this component (5 msec at 20ºC) is most consistent with the
monomeric form of the protein. On the basis of this and previous ST-EPR studies (Bigelow and
Thomas, 1987; Squier and Thomas, 1988; Squier et al., 1988a), it is suggested that decreased
protein–protein interaction is associated with an increase in enzyme activity.

An alternative method for investigating the oligomeric state of membrane proteins is to combine
rotational diffusion measurements with specific crosslinking reactions. Thus, band 3 in human
erythrocyte membranes can be crosslinked into covalent dimers by Cu-phenanthroline catalyzed
disulfide bridge formation. This crosslinking has no effect on rotational mobility of band 3,
indicating that the dimers are present prior to the crosslinking reaction (Nigg and Cherry, 1980).

Protein association is of particular interest in relation to receptor biochemistry. In many
instances, ligand binding may promote clustering of receptors from a randomly dispersed state.

FIGURE 11.7 (a) ST-EPR spectra of crosslinked Ca-ATPase. Spectra were obtained at 4˚C for the control
(solid line) and a crosslinked sample (dashed line; 5 mM dithiobissuccinimidyl propionate, 5 min). The effective
correlation times (tro and tt) for the control and crosslinked sample are 44 and 166 msec, respectively. The
baseline is 100 G wide. (b) Dependence of rotational mobility of crosslinked Ca-ATPase on <Mw>-1. Protein
mobility is measured by ST-EPR as in (a) and plotted as (tro/ tt), i.e., relative to control. <Mw> is the mean
molecular weight relative to the monomer. (From Squier TC, Hughest SE, and Thomas DD: J. Biol. Chem.
1988, 263:9162–9170. With permission.)
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Rotational diffusion measurements have been used to investigate clustering of epidermal growth
factor (EGF) receptors on human epidermal carcinoma A431 cells and on membrane vesicles
prepared from these cells (Zidovetzki et al., 1981, 1986a). Time-resolved phosphorescence polar-
ization measurements of erythrosin-labeled DGF bound to receptors were performed as a function
of temperature. At 4ºC, the correlation times were consistent with rotation of single hormone-
receptor complexes or small microclusters (two to three receptors). Incubation at 37ºC resulted in
significantly longer correlation times, indicating microaggregation of the receptors. The same group
has also investigated rotational diffusion of Fc receptors in rat basophilic leukemia cells by mea-
suring phosphorescence depolarization of erythrosin-labeled immunoglobin E bound to the receptor
(Zidovetzki et al., 1986b). Rotational correlation times varied from 65 to 23 msec over the temper-
ature range 5.5 to 38ºC and were consistent with dispersed receptors freely rotating in the membrane.
Thus receptor aggregation does not occur prior to crosslinking with multivalent antigens or anti-
IgE antibodies. Tilley et al. (1988) have labeled low-density lipoproteins with an eosinyl fatty acid
probe. From phosphorescence depolarization measurements, they find that global rotation of the
particle is abolished upon binding to membranes isolated from adrenal cortex.

The ability of rotational diffusion measurements to detect protein associations has been further
exploited to study protein aggregation phenomena. For instance, a variety of agents, including
melittin, divalent cations, polylysine, and other cationic polypeptides, have been shown to aggregate
band 3 proteins in erythrocyte membranes (Dufton et al., 1984a,b; Clague and Cherry, 1986, 1988,
1989; Hui et al., 1990). The effect of melittin on the anisotropy decay of eosin-labeled band 3 is
illustrated in Figure 11.8. Hydrophilic agents such as polylysine appear to aggregate band 3 by
electrostatic interactions, which can be reversed at high ionic strength. For amphiphilic agents such
as melittin, the situation is more complex. The positively charged residues of melittin are involved
in protein aggregation, because their modification reduces or eliminates the effect. However, protein
aggregation occurs at both high and low ionic strength. Melittin and related peptides are anchored
in the membrane by a hydrophobic moiety. As well as facilitating hydrophobic interactions with
membrane proteins, this could restrict electrostatic interactions to ionic groups close to the lipid
bilayer surface (Clague and Cherry, 1989). Rotational diffusion measurements have also been used
to demonstrate that lipid peroxidation promotes aggregation of cytochrome P-450 in rat liver
microsomes (Gut et al., 1985) and that the presence of cholesterol causes aggregation of bacteri-
orhodopsin in lipid vesicles (Cherry et al., 1980). In erythrocyte membranes, band 3 microaggre-
gation also appears to be sensitive to cholesterol content of the membrane (Mühlebach and Cherry,

FIGURE 11.8 Anisotropy decay curves for eosin-labeled band 3 in erythrocyte membranes at different
concentrations of native melittin; r(t) was measured by transient dichroism at 37˚C with membranes suspended
in 5 mM sodium phosphate buffer, pH 7.4. Concentrations of melittin are expressed as moles per milligram
of ghost protein. (i) Without melittin. (ii) 1.8 ¥ 10-8 mol/mg. (iii) 3.5 ¥ 10-8 mol/mg. (iv) 4.9 ¥ 10-8 mol.mg.
(v) 1.1 ¥ 10-7 mol/mg. (From Dufton MJ, Hider RC, and Cherry RJ: Eur. Biophys. J. 1984(a), 11:17. With
permission.)
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1982). Ohta et al. (1990) showed that conversion of cholesterol to pregnenolone in adrenocortical
mitochondria increased the fraction of mobile cytochrome P-450 molecules in the membrane.
Rhodopsin in rod outer segment disc membranes has been shown by ST-EPR to become aggregated
upon delipidation or prolonged illumination (Baroin et al., 1979).

The formation of complexes between two different membrane proteins can also be investigated
by measuring rotational diffusion. One technique is to crosslink specific proteins in the membrane
with antibodies and test for the effect on rotational mobility of a second protein. If the two proteins
exist as a complex in the membrane, the second protein should be immobilized, whereas there
should be no effect if the two proteins are independent. This method has been used to demonstrate
complex formation between glycophorin A and band 3 in the human erythrocyte membrane (Nigg
et al., 1980) and between cytochrome P-450 and NADPH-cytochrome P-450 reductase in recon-
stituted vesicles (Gut et al., 1983). Virus particles have also been used to crosslink glycophorin
and have similar effects to antibodies on band 3 mobility (Nigg et al., 1980b). In a somewhat
different experiment, it was found that the rotational mobility of cytochrome oxidase reconstituted
into lipid vesicles was unaffected by the coreconstitution of cytochrome bc1 complex, suggesting
an absence of a specific association (Kawato et al., 1981). ST-EPR has also been used to study
interactions between components of the mitochondrial electron transport chain (Poore et al., 1982).
The existence or otherwise of complexes in these systems is, of course, of considerable interest in
relation to the mechanisms of electron transport.

11.7.2 INTERACTIONS OF INTEGRAL MEMBRANE PROTEINS WITH CYTOSKELETAL 
STRUCTURES AND PERIPHERAL PROTEINS

Integral membrane proteins that provide attachment sites for cytoskeletal structures are expected
to have restricted mobility. Disruption of these attachments should, in turn, lead to increased
mobility. Thus mobility measurements, in principle, offer a powerful method of investigating
membrane–cytoskeletal interactions. The most detailed application of this approach has been to
the human erythrocyte membrane. The erythrocyte cytoskeleton consists of a network of peripheral
proteins that control cell shape and provide mechanical strength (Bennett, 1989). Band 3 proteins
are believed to provide major points of attachment of this cytoskeleton to the membrane.

Early studies of the rotational mobility of band 3 by transient dichroism revealed at least two
components of the anisotropy decay measured at 37ºC (Nigg and Cherry, 1979). The faster com-
ponent is thought to correspond to freely mobile band 3, with the slower component corresponding
to a population of band 3 with restricted motion. It has been shown that this restriction is in part
removed by release of spectrin, actin, ankyrin, and band 4.1 from the membrane. Furthermore,
tryptic cleavage of a 43 kDa cytoplasmic fragment of band 3 produces a similar, though larger,
effect, as illustrated in Figure 11.9 (Nigg and Cherry, 1980). These results were interpreted as
indicating restricted motion of a population of band 3, resulting from a linkage via ankyrin or band
4.1 of the cytoplasmic domain of band 3 to the spectrin-actin network. This conclusion was in
accord with studies of the binding properties of isolated proteins.

More recent work suggests, however, that the situation is more complex than previously
envisaged (Clague et al., 1989). It was found that in situ proteolytic cleavage of ankyrin had no
effect on band 3 rotational mobility. There was also no effect of heating membranes to a temperature
at which ankyrin is expected to be denatured. Finally, in confirmation of earlier work (Cherry et
al., 1976), removal of most spectrin and actin from the membrane failed to significantly alter band
3 rotation. More recent work on the flexibility of spectrin helps to explain these observations
(Learmonth et al., 1989; Clague et al., 1990). Spectrin is found to undergo rapid flexing motions,
even when forming part of the erythrocyte cytoskeleton. Thus, the cytoskeleton is probably too
flexible to restrict angular displacement of band 3 over ±p/2, which is what determines the
anisotropy decay. On this interpretation, the observed restriction to band 3 mobility is likely to
result from further interactions involving peripheral proteins other than spectrin.
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The rotational mobility of acetylcholine receptors in Torpedo electric organ has been studied by
both phosphorescence depolarization (Lo et al., 1980; Bartholdi et al., 1981) and ST-EPR (Rousselet
et al., 1981). For these measurements, the probe was either eosin- or erythrosin-labeled a-bungaro-
toxin or MSL. The receptor was found to be immobile but could be mobilized by alkali removal of
a 43 kDa peripheral protein or by reduction with dithiothreitol. It thus appears likely that the 43
kDa protein is involved in stabilizing aggregation or oligomeric association of the receptor.

Wagner et al. (1982) investigated the rotational diffusion of ferredoxin-NADP+ reductase
rebound to thylakoid membranes. Using transient dichroism, they found the correlation time was
considerably increased by the presence of ferredoxin, suggesting that ferredoxin mediates the
formation of a ternary complex with photosystem I. Proteins present in the aqueous phase show a
large increase in correlation time on binding to membranes. Thus, ST-EPR was employed by Cassoly
(1982) to study hemoglobin binding to erythrocyte membranes.

11.8 SUMMARY

A range of measurement techniques employing either optical anisotropy decay or ST-EPR is
available for measuring rotational diffusion of proteins in membranes. Because anisotropy decays
are analyzed by fitting the data to between one and three correlation times and ST-EPR spectra are
generally analyzed by comparison of lineshapes with reference spectra for isotropic rotation, a
strict comparison between different measurements is not possible. Nevertheless, within this limi-
tation there appears to be reasonable agreement between the different methods in most cases. Only
in a few instances in reconstituted systems has it proved possible to obtain a value for the rotational
diffusion coefficient DII and hence to determine the radius of the rotating particle. From the available
data, it appears likely that most polytopic transmembrane proteins freely diffusing in a fluid lipid
bilayer have values of DII between 103 and 104 s-1, with the precise value depending on the size of
the protein and the viscosity of the lipid bilayer according to Equation 11.4.

Rotational diffusion is particularly sensitive to size, and hence its measurement provides a
powerful way of studying protein associations in membranes. The oligomeric state of membrane
proteins, reversible and irreversible clustering of proteins, and complex formation between different
proteins have all been investigated by measuring rotational diffusion. In cell membranes, many
proteins appear to be rotating freely but additional, more slowly rotating components are frequently
observed. Elucidation of the associations responsible for slow rotation can provide considerable
information on membrane structure. Of particular interest are restrictions on free rotation imposed
by interactions of integral proteins with cytoskeletal structures or peripheral proteins. Such inter-

FIGURE 11.9 Effect of trypsin treatment on anisotropy decay of eosin-labeled band 3 in human erythrocyte
membranes, measured by transient dichroism at 37˚C. Ghosts were treated with trypsin at concentration of I,
0; II, 0.125; III, 10.25; IV, 0.5 mg/ml. For clarity, experimental points are omitted from curves II and III.
(From Nigg EA and Cherry RJ: Proc. Natl. Acad. Sci. U.S.A. 1980, 77:4702. With permission.)
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actions also restrict lateral diffusion, and the combination of rotational and lateral diffusion mea-
surements constitute a valuable approach to their study.

Biological membranes are complex structures, and unraveling the details of their molecular
organization is a slow and difficult task. Diffusion measurements have already contributed much
to our understanding of membrane structure and dynamics and are likely to continue to play an
important role in the years to come.
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12.1 INTRODUCTION

 

The translational diffusion of membrane proteins was one of the key observations used to establish
the current fluid-mosaic model of cell membranes (Singer and Nicolson, 1972). Measurements of
translational diffusion of membrane proteins are interesting in two respects. First, such measure-
ments address some physical problems about diffusion in the protein-rich, two-dimensional fluids
that constitute cell membranes, in particular, problems about the forces retarding diffusion. Second,
studies of translational dynamics of membrane proteins address questions of membrane organization
and function. Measurements of translational diffusion are used to analyze the fine structure of cell
membrane organization and to detect associations among membrane proteins and between these
proteins and the cell cytoplasm. Such associations are biologically important in forming functioning
receptors and in signaling by such receptors.
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This review covers fluorescence and other optical methods for measuring translational diffusion
of membrane proteins. This restriction is not as stringent as it might first seem. Though translational
diffusion of membrane proteins has been measured using magnetic resonance techniques, the
relatively low sensitivity of these methods compared to fluorescence has limited their application
to biological membranes (see Edidin, 1987).

 

12.2 EARLY MEASUREMENTS OF THE LATERAL MOBILITY OF 
MEMBRANE PROTEINS

 

Diffusion of proteins in the plane of a cell surface membrane was first demonstrated qualitatively
in heterokaryons, cells formed by fusing cultured fibroblasts of two different species (Frye and
Edidin, 1970). At first, fluorescent labels for mouse or human antigens were segregated in separate
regions of the heterokaryon surface, but within 5 min of fusion the membranes of some cells
contained large regions that were doubly labeled, indicating that the surface antigens of mouse and
human membranes had intermixed in this short time. Controls and later experiments on intermixing
of surface antigens in fixed cells (Edidin and Wei, 1982) showed that this intermixing was not
metabolically driven but was due to diffusion in the plane of the heterokaryon membrane.

The experiment described provides a vivid qualitative picture of lateral diffusion and has been
used to show lateral diffusion in erythrocyte (Fowler and Branton, 1977; Koppel and Sheetz, 1981)
and plant protoplast membranes (Mastrangelo and Mitra, 1981). It allows a rough estimate of D,
the translational diffusion coefficient, in the population of fused cells. This estimate proves to be
in good agreement with D measured using other techniques (Edidin and Wei, 1982). However, the
method is cumbersome and slow. It also describes cell populations, not single cells.

The first measurements of D of a single species of protein were made by two groups (Poo and
Cone, 1974; Liebman and Entine, 1974). Each group used a microspectrophotometer to quantitate
the visual pigment rhodopsin in the disk membranes of rod outer segments in vertebrate retinas.
Changes in light absorption at a wavelength characteristic of unbleached rhodopsin monitored the
return of unbleached molecules to an area that had been bleached by a brief, intense light pulse.
This return was rapid, requiring only tens of seconds, and there was a corresponding loss of
unbleached rhodopsin molecules from the area of the disks that had not been exposed to the intense
light pulse. Diffusion coefficients for rhodopsin calculated from these data are 3.5 to 5 

 

¥

 

 10

 

-9

 

 cm

 

2

 

 s

 

-1

 

.
This is about D expected for a protein of about 50 kDa diffusing an oil of viscosity ~1 to 6 pose
(100 to 600 

 

¥

 

 the viscosity of water). This viscosity had previously been estimated for disc
membranes from measurements of rotational diffusion (Cone, 1972).

Both the results and the technique of these experiments are extremely important for all subse-
quent work in translational diffusion of membrane proteins and lipids. The result, that the measured
D is close to that calculated for unrestricted diffusion in an oil, is the benchmark for all other
measurements of D, many of which, as we will see, are orders of magnitude smaller.

The technique of using light to create an inhomogeneity in a uniformly labeled membrane and
to follow the diffusion of particles into a marked region is the basis for the most commonly used
present-day method for measuring D, fluorescence photobleaching and recovery (FPR, also known
as fluorescence recovery after photobleaching [FRAP]). Here, a gradient of fluorescence is created
by bleaching; dissipation of the gradient is measured in terms of recovery of fluorescence in the
bleached spot. This greatly increases the sensitivity of the method and also allows the tracking of
as many different membrane proteins as can be labeled by fluorophores.

The fluorescence photobleaching method was first attempted by Peters and coworkers (Peters
et al., 1974) in an experiment to measure D of fluorescein-labeled erythrocyte membrane proteins.
No recovery of fluorescence was detected after bleaching half of a fluorescent erythrocyte ghost
using a mercury arc lamp, but the approach pointed the way to a powerful and general method for
measuring translational diffusion. We will discuss this method in more detail in later sections.
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12.3 CURRENT METHODS FOR MEASURING TRANSLATIONAL 
DIFFUSION IN MEMBRANES

12.3.1 R

 

ELAXATION

 

 

 

AFTER

 

 E

 

LECTROPHORESIS

 

The surface distribution of membrane proteins is perturbed when cells are held in an electric field
with a potential drop of 1 to 10 V/cm (Jaffe, 1977; Poo and Robinson, 1977). The 2 to 3 mV
potential across a cell of 20 

 

m

 

m diameter is sufficient to cause redistribution of membrane proteins
toward one or the other electrodes in the system. This redistribution is due mainly to electro-
phoresis of charged species, balanced by diffusion and in some cases by electro-osmotic water
flow (review, Poo, 1981). In principle, the diffusion coefficient of the redistributing species can
be inferred from its equilibrium distribution. In practice, D is most reliably estimated from the
relaxation time of the field-induced asymmetric distribution of membrane proteins. This postelec-
trophoresis relaxation time (PER time) may be roughly quantitated by measuring the fraction of
a cell population maintaining an asymmetry at particular times after the electric field is removed
(Poo et al., 1978). A more accurate estimate of relaxation time is made by measuring the
fluorescence on opposite (cathodal and anodal) sides of the cell surface and calculating an
asymmetry index (Poo et al., 1979). The method is only applicable if proteins are not irreversibly
aggregated by the electrophoresis step. Higher voltages or prolonged exposure to the field result
inhibit the back-diffusion of concanavalin A binding sites (Poo, 1981) and another protein, the
acetylcholine receptor of 

 

Xenopus

 

 myocytes, is irreversibly aggregated by the field; its diffusion
is undetectable.

The proteins whose diffusion is estimated by PER need not be labeled until they must be
visualized in samples of the cell population taken during the relaxation phase of the PER experiment.
PER then is the only quantitative method available that estimates D of unlabeled, native, membrane
proteins. All other methods for measuring translational diffusion require labeling of the molecules
of interest that could affect D. On these grounds alone, it is expected that D from PER measurements
will be larger than D from other sorts of measurements, such as FPR, that require large fluorescent
or particle labels. This expectation is also raised by theoretical work comparing self-diffusion, the
random walks of single labeled molecules measured by FPR, with mutual diffusion, the process
involved in the relaxation of a protein concentration gradient and measured by PER. This work
predicts that, even for equally labeled proteins, D

 

PER

 

 > D

 

FPR

 

. This is because protein–protein
interactions increase D in the case of mutual diffusion, whereas they tend to reduce D in the case
of self-diffusion (Scalettar et al., 1988; Abney et al., 1989a,b; Ryan et al., 1988). Some calculations
suggest that D

 

PER

 

/D

 

FPR

 

 could be as large as ~50 (Scalettar et al., 1988).
Table 12.1 summarizes D estimated from PER results and gives some indications of the

magnitude of these relative to estimates from FPR or other methods. The PER results for ConA
receptors are not strictly comparable with other D for ConA, since the latter were not measured
on amphibian myocytes. The great difference between D by PER and D by FPR also strikingly
illustrates perturbation by the large, multivalent ConA label. The other PER results are compared
with FPR results on the same types of cells or membranes. There is no consistent relationship
between D

 

PER

 

 and D

 

FPR

 

, suggesting that postfield relaxation involves interactions of the diffusing
species with other molecules.

 

12.3.2 R
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ARTICLES

 

Recent advances in microscopy and in computer-based image processing have allowed the ultimate
measurement of self-diffusion: description of the random walk of a single particle on a cell surface,
with a resolution of nanometers. This method is still in its infancy, but it promises to teach us a
good deal about cell surface dynamics. The experimental data are images of the cell surface showing
particle position with time. Such images contain information about the following:
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• D
• Anisotropy of D
• Membrane flow
• Internalization of particles
• Molecular clustering
• Membrane compartmentation

This information is available on both nanometer and micrometer scales, and hence resolves
some interactions that are averaged into D measured by FPR, a micrometer-scale method, and some
that are missed by FCS, a nanometer-scale method.

To date, only two laboratories have reported on this method. One uses an intensely fluorescent
derivative of a large ligand, low-density lipoprotein (LDL) (Barak et al., 1981) as a label for specific
receptors of human fibroblasts. A preliminary report indicates that D calculated from particle
tracking (Gross and Webb, 1986) is ~4 

 

¥
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-11

 

 cm

 

2

 

 s

 

-1

 

 (Gross and Webb, 1988), about the same as
that measured by FPR (Barak and Webb, 1982). Note that this is still much smaller than D estimated
from PER experiments on the free receptor (Table 12.1).

Another approach to particle tracking uses nanometer-sized colloidal gold beads, coated with
lectin, to mark cell surface proteins (Sheetz et al., 1989). The position of the particles can be
determined to within a few nanometers using video-enhanced differential interference contrast
microscopy (Gelles et al., 1988). D for concanavalin A–coated beads adhering to mouse macrophage
membranes is estimated as ~4 

 

¥

 

 10
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 cm

 

2

 

 s

 

-1

 

, at the low end of a range of D for fluorescent
concanavalin A estimated by FPR (Table 12.2). This is not surprising because the coated beads are
probably multivalent, so their random walk is that of a small aggregate of glycoproteins, rather
than that of a single membrane protein. Some preliminary experiments with antibody-coated beads
give D closer to that measured by FPR (M.P. Sheetz and M. Edidin, unpublished).

The great potential of both single-particle methods lies in their ability to record combinations
of directed particle movement (due to membrane flow or to anchorage to contractile cytoskeleton)
and free diffusion, and to resolve and differentiate diffusion within a bounded region, a membrane

 

TABLE 12.1
Translational Diffusion of Membrane Proteins Estimated for Postelectrophoresis 
Relaxation (PER)

 

Cells Protein DPER*
DPER Relative

to DFPR References

 

Spindle-shaped 

 

Xenopus

 

 
myocytes

Unlabeled concanavalin
A “receptors”

4–7 > Poo et al., 1978

Round 

 

Xenopus 

 

myocytes Unlabeled concanavalin 
A “receptors”

34–85 (22ºC)
~8 (10ºC)
~1 (0ºC)
25

>>
>>

Poo et al., 1979
Stollberg and Fraser, 1988

NS-20 mammalian cells Unlabeled concanavalin 
A “receptors”

1–3 (19ºC)

 

ª

 

Zagyansky and Jard, 1979

Human fibroblasts LDL receptor 20 (37ºC)
11 (22ºC)
3.5 (8–10ºC)

>>
>>

Tank et al., 1985

Rat basophilic leukemia Fc epsilon receptor 2–4 = McCloskey et al., 1984
Rat liver mitochondria 
inner membrane

Intramembrane particles 8

 

ª

 

Sowers and Hackenbrock, 
1981

* D is in units of 10

 

–10

 

 cm

 

2

 

 sec

 

–1

 

. All D are for receptors labeled after relaxation.
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domain, from unbounded diffusion. The shapes of the curves for mean square displacement vs.
time differ for these three cases and are readily distinguished in analyses of high-quality video
records (Sheetz et al., 1989; Haft and Edidin, 1989).

 

12.3.3 F

 

LUORESCENCE

 

 C

 

ORRELATION

 

 S

 

PECTROSCOPY

 

 (FCS)

 

The time-dependent fluctuation of fluorescence intensity within a small spot on a membrane
measures the random walk of fluorophores into and out of the region of interest (reviews, Elson
and Webb, 1975; Elson and Qian, 1989). FCS has two unique positive features. First, it probes the
Å-nanometer scale, rather than a micrometer scale, and second, it observes a system in thermody-
namic equilibrium throughout the measurement. No concentration gradient need be created initially.
Rather, the fluorescence autocorrelation function gives information about the transport coefficients
(and any interactions) of the labeled molecules. Unfortunately, these two advantages are more than
offset by the need to collect data over long time periods: tens of minutes or more. This is both
because individual fluctuations in fluorescence intensity are so small that they cannot be measured
with high precision, and because the time course of any given fluctuation is only stoichiastically
determined by diffusion coefficients, reaction rate constants, and so forth. The data are compromised
by cell movement or mechanical drift of instruments, which are likely over the times needed for
measurement, and hence FCS is limited to measurement of D > 1 

 

¥

 

 10

 

-9

 

 cm

 

2

 

 s

 

-1

 

, a value only
occasionally measured for cell membrane proteins. There is one published report using FCS to
measure D for a lipid probe in a cell membrane (Elson et al., 1976) and another on the diffusion
of lipid probe in artificial bilayers (Fahey et al., 1977).

If a constant translational diffusion is imposed on the system, a scanning FCS technique may
be used to study the spatial, rather than the time-dependent, fluctuations of concentration, a
measurement that detects molecular aggregates in membranes (Petersen, 1986). Results by this
method on viral glycoproteins agreed with measurements by FPR but gave greater insight than
FPR into the extent of aggregation of different glycoproteins (Petersen et al., 1986). We conclude
this section by quoting a comment on the FCS technique from a review by two talented experi-
mentalists: “FCS is an experimentally difficult method” (Jovin and Vaz, 1988).

 

12.3.4 C

 

ONTINUOUS

 

 F

 

LUORESCENCE

 

 M

 

ICROPHOTOLYSIS

 

 (CFM)

 

Fading of fluorescence under observation, a problem in most schemes for measuring translational
diffusion in proteins, is here made an essential part of the measurement. A spot is irradiated at
constant laser power, and the fading of fluorescence in the spot is followed with time. The fading
rate is determined by the photochemical reactions leading to bleaching of fluorophores and by
diffusion of unbleached fluorophores. The early, steep part of the fluorescence decay curve is
dominated by the reaction rate for bleaching, whereas the later, shallow part is dominated by
diffusion. Fluorescence decay curves can be fit to yield D and reaction rate constants for both first-
and second-order reactions (Peters et al., 1981; Ferrieres et al., 1989). The method has a higher
signal-to-noise ratio

 

 

 

than most others used to measure D. The beam intensity for CFM is ~100
times greater than the intensity used for measuring fluorescence recovery in FPR. For best results,
tau

 

photolysis

 

 ~tau

 

d

 

 = a

 

2

 

/D. This relationship can be adjusted by varying intensity and/or a

 

2

 

, the area
bleached. The computations required for fitting the bleaching curve are cumbersome, but new
approaches may popularize this method (Ferrieres et al., 1989).

 

12.3.5 F

 

LUORESCENCE

 

 P

 

HOTOBLEACHING

 

 

 

AND

 

 R

 

ECOVERY

 

 (FPR/FRAP)

 

The background to the FPR method was given in the historical section of this review. The method
has proved to be a versatile and sensitive technique for measuring translational diffusion on the
micrometer scale in a wide range of native and artificial bilayer membranes. Its essence is the use
of a focused laser beam to define a region in a fluorescently labeled membrane. The attenuated
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beam is used to monitor fluorescence in the region before and after a fraction of the fluorophores
is bleached by a millisecond pulse of laser light at full intensity. The (asymptotic) extent of recovery
of fluorescence after bleaching, F

 

infinity

 

, is a measure of the mobile fraction of labeled molecules
diffusing in the time of an FPR measurement (tens of seconds to a few minutes). The half-time to
reach the maximum recovery is proportional to the area bleached and to the diffusion coefficient
of the labeled species. D is calculated from

where 

 

w

 

2

 

 is the 1/e

 

2

 

 radius of the focused laser spot and 

 

g

 

 is a function of the fraction of unbleached
molecules. For bleaches between 5 and 95% of total fluorescence, 1 < 

 

g

 

 < 2.
The method is useful for diffusion coefficients in the range 10

 

-8

 

 cm

 

2

 

 s

 

-1

 

 to ~10

 

-12

 

 cm

 

2

 

 s

 

-1

 

. FPR’s
origins, methodology, and results have been usefully summarized in sections of two reviews (Jovin
and Vaz, 1988; Matko et al., 1988).

The FPR instrument couples a laser light source and a photomultiplier detector to a standard
microscope. Most FPR machines use 1 W and larger water-cooled argon lasers, but useful FPR
work has been done with low-power, air-cooled HeCd lasers (Woda et al., 1979; Zagyansky and
Edidin, 1976). A simple beam-splitting device is used to produce coaxial measuring and bleaching
beams. An auxiliary lens is positioned to focus the laser in a secondary image plane, so that the
objective brings it to a sharp focus at the object plane. An aperture, limiting depth of field of
collected light, is placed between the objective and the photomultiplier. This reduces the amount
of fluorescence collected from the cell’s interior. In fact, the FPR microscope is operated in a
confocal mode. The photomultiplier tube (PMT) detector may vary greatly in quality, sensitivity,
and noise level. Many FPR microscopes use cooled, gated, end-window tubes. We find that quite
good measurements can be made with a simple and rugged (but selected) side-window PMT. PMT
output is usually collected at a computer/controller, but in many early experiments data were taken
as chart recorder tracings. A user-friendly and thorough discussion of the design and construction
of an FPR instrument has been published (Wolf, 1989).

Analysis of FPR recovery curves is complicated by the Gaussian intensity profile of the laser
beam, which bleaches a corresponding profile in the fluorescence in the spot of interest. The series
solution to the diffusion equation for this boundary condition converges very slowly (Axelrod et
al., 1976b). In practice, recovery curves have been fit by various approximations (Axelrod et al.,
1976) particularly nonlinear least squares methods (Barisas and Leuther, 1977; Wolf, 1989).
Though, in principle, they could be made for more than 1 D per curve, the fits all assume a single
recovery. Some linear transformations are good approximations that allow ready dissection of
recovery curves into two components (Yguerabide et al., 1982; Van Zoelen et al., 1983).

The shape of the recovery curve in a spot FPR measurement and the calculation of D from the
curve depend critically on the membrane area defined by the focused laser beam. Measurement of
the laser spot’s size is critical to the evaluation of D. One convenient way to do this is to translate
a small (submicron-size) fluorescent bead through the laser beam while recording the fluorescence
at the pmt. The intensity profile should be Gaussian and the 1/e

 

2

 

 radius of the beam is measured
directly from the scan. Unfortunately, the precision micrometer stage required, translating in 0.4

 

m

 

m steps, is expensive. It is cheaper and easier to measure the beam radius reflected off a first-
surface mirror into a conventional video camera, using some sort of commonly available image
analyzer to quantitate the intensity profile. The image of the fluorescence excited from a layer of
fluorescent dye may also be used for quantitation with a more sensitive video camera (for example,
Johansson et al., 1987; Dubinsky et al., 1989). The spot size probably cannot be determined to
better than 20%, implying about a 40% uncertainty in D. Hence, most measurements of D are
better made as comparisons within an experiment, rather than as absolute values. Having said this,

t
D1 2

2

4/ = w g
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I must also state that we have obtained measurements of D for a given cell type and label, made
a year apart, that are within 10% of one another; we have also quantitatively reproduced literature
values for D of particular membrane proteins.

 

12.3.6 O

 

THER

 

 F

 

ORMS

 

 

 

OF

 

 

 

THE

 

 FPR E

 

XPERIMENT

 

The spot FPR experiment provides information from a limited sample of a single cell surface, and
the sample area in turn is largely defined by the intensity profile and focus of the laser beam. There
are three drawbacks to this arrangement: 

• Only a limited sample is taken of the surface of any given cell. 
• The geometry of the experiment makes fitting of recovery curves somewhat clumsy. 
• By integrating over the entire spot, a few square micrometers, the method loses informa-

tion about the spatial distribution of fluorescence (note that such information was obtained
in the pre-FPR experiments of Poo and Cone, 1974 and Liebman and Entine, 1974).

Several methods have been developed that overcome one or more of the drawbacks mentioned.

 

12.3.7 P

 

ATTERN

 

 P

 

HOTOBLEACHING

 

In pattern photobleaching, a pattern of bright and dark stripes is imposed on the labeled surface,
either by illuminating through a mask (Smith and McConnell, 1978) or by creating a pattern of
interference fringes on the surface (Davoust et al., 1982). Recovery of fluorescence intensity 

 

I

 

, after
bleaching the bright regions of the pattern, is due to diffusion from the dark regions and is described
by a simpler function than that required for spot bleaching:

 …

where coefficients 

 

A

 

 and 

 

B

 

 are determined by the contrast of the projected pattern and the extent
of bleaching 

 

a

 

 is the spatial frequency of the stripe pattern. The third term of the equation can be
neglected by arranging t > 0.1/Da

 

2

 

, so the recovery curve is fit by a single exponential.
The method of making a pattern with a mask can easily be used for large synthetic bilayers;

a commercially available Ronchi ruling is used to make the pattern (Smith and McConnell, 1978).
Creating a pattern on cells requires “contact printing” through masks with submicron rulings that
may be hard to obtain. A greater problem is that due to the finite thickness of the mask, the stripe
width is expanded at the cell surface from its width in the mask, so the correct value of 

 

a

 

 is hard
to determine. The method also requires more intense laser light sources than spot photobleaching
because the illuminating beam is expanded over many micrometers.

Stripe patterns made by interference fringes overcome the drawbacks of mask-determined
patterns. The pattern is oscillated on the cell surface by mechanical vibration of a mirror. Therefore,
the recovering fluorescence signal, seen as a decay of contrast, can be picked out of the noise using
a lock-in amplifier set to the oscillation frequency.

The stripe patterns produced by either the mask or the fringe method also contain information
about the spatial distribution of fluorophores, but this is neglected for the sake of a simple analysis
of fluorescence recovery. FPR with significant spatial information can indicate whether recoveries
are isotropic and whether the recoveries are in fact due to flow as well as Brownian motion. Isotropy
of recovery cannot be estimated from spot photobleaching. Though, in principle, the shape of the
recovery curve indicates flow, in practice a significant flow component cannot be separated from
the diffusional recovery in spot FPR data.

I A B Bct c
Da t Da t= - -- -p 2 2 9

2 29/
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12.3.8 S

 

CANNING

 

 S

 

POT

 

 P

 

HOTOBLEACHING

 

Both the problems raised in the preceding paragraph are addressed by a method of multipoint
scanning, in which the cell surface is interrogated with a spot or a line at points to either side of
the bleached region (Koppel, 1979; Koppel et al., 1980; Koppel, 1985). Systematic drift produces
a phase shift in the pattern that is readily detectable. The size of the measuring and bleaching
spot is defined by the scans, and so spot size does not have to be determined separately as in
FPR. The multipoint scanning method has been used in several biological systems with notable
results. The method is also the one used in the only commercially available FPR microscopy
(ACAS, Meridien Instruments).

 

12.3.9 I

 

NTENSIFIED

 

 V

 

IDEO

 

 I

 

MAGING

 

 FPR

 

Some spatial information is lost even in multipoint scanning, because the beam only samples a
small fixed number of points on the surface. A much higher spatial resolution can be obtained from
video images of the labeled surface (Kapitza et al., 1985).

The richness of the images raises a problem in sampling cells of a population. Spot FPR allows
measurements on hundreds of cells a day. Small changes in D and R, correlated with changes in
cell physiology, can easily be detected in such large data sets. Video-imaging FPR will show up
anisotropic recovery and other features of the surface of a single cell, but it has limited application
in determining D and R when these vary over a wide range. A combination of conventional video
and FPR may be useful in such cases (Duband et al., 1988).

 

12.4 FLUORESCENT LABELS FOR FPR

 

The range of practical fluorescent labels for FPR is enormous. It extends from small covalent labels
(for example, fluorescein directly coupled to cell surfaces [Edidin et al., 1976] through antibodies
and antibody fragments) to large markers, such as the fluorescent LDL cited earlier in this chapter
(Barak and Webb, 1981, 1982). There are trade-offs to be made in preparing such labels for proteins,
among parameters of small size, high signal, affinity, and specificity.

Direct coupling of fluorescein isothiocyanate and the relaxed (4,6-dichlorotriazinyl) amino
fluorescein (DTAF) have been especially useful for work on erythrocytes where these derivatives,
as well as other fluorescein derivatives (for example, erythrosin isothiocyanate), selectively label
band 3 (Peters et al., 1974; Fowler and Branton, 1977; Golan and Veatch, 1980; Schindler et al.,
1980). A sulfhydryl-reactive iodoacetamido derivative of tetramethylrhodamine labeled rhodopsin
in disc membranes of vertebrate rod outer segments (Wey et al., 1981). The more polar iodoace-
tamido fluorescein labeled the disc membranes, but the label was not coupled to rhodopsin (Philips
and Cone, 1986; R.A. Cone, personal communication). This indicates that not only the chemistry
of covalent coupling, but also the charge and hydrophobicity of the dye used, will determine the
proteins labeled. Of course, extremely hydrophobic dyes (for example, pyrene isothiocyanate) will
permeate the surface and label proteins in the cell interior, as well as those on the surface.

Lectins and antibodies are readily available noncovalent labels for cell surfaces. The broad
specificity of lectins makes them particularly tempting labels, but this temptation should, in most
cases, be resisted. Lectins are difficult labels for FPR on two counts. First, most are multivalent
and cannot readily be cleaved to monovalent forms. This means that they crosslink membrane
proteins as they label, and aggregates of such crosslinked proteins are certainly liable to diffuse
differently than the monomeric proteins. A second count against lectins is their broad specificity.
FPR results using these labels are averages of the diffusion of a collection of membrane glycopro-
teins and glycolipids. Although D

 

lat

 

 is relatively insensitive to the size of the diffusing species, it
is not reasonable to calculate D for an ensemble ranging over three orders of magnitude in MW.

 

1403_C12.fm  Page 421  Thursday, May 20, 2004  2:05 PM



 

422

 

The Structure of Biological Membranes, Second Edition

 

Antibodies and antibody fragments, Fab, offer much greater scope for controlled and specific
labeling than lectins. Our preferred label for most experiments is the monovalent Fab fragment of
either a monoclonal antibody or a high-titered polyclonal antibody (IgG) mixture. Either Fab
fragment may be labeled with three or four fluoresceins without affecting its specificity. If intact
monoclonal IgG can be shown to bind monovalently, this can be used instead of Fab (Dower et
al., 1984). Many mAb are IgM. These are too large and multivalent to be useful labels. Unfortu-
nately, there is no consistent procedure for cleaving IgM to monovalent fragments, and, even if
produced, the affinity of these fragments may be too low to be useful for cell labeling.

Fluorescent ligands for specific cell surface receptors have been prepared. Fluorescent epidermal
growth factor (EGF), fluorescent toxins (labeling ion channels), and the light chain of class I MHC
antigens (beta-2-microglobulin) have all been used for FPR studies of their receptors (Schlessinger
et al., 1978; Angelides, 1989; Angelides et al., 1988; Salas et al., 1988). Fluorescent cytochrome
c derivatives have also been used to investigate the dynamics of mitochondrial inner membranes
by FPR (Hochman et al., 1982). Other ligands used for studies of receptor dynamics, for example,
fluorescent insulin, show little specificity of binding (Shechter et al., 1978).

All labels should be regarded with suspicion until they have been thoroughly checked for
specificity and affinity of binding. Binding of fluorescent derivatives should be blocked to a large
extent by the unlabeled molecules from which they are made. Fluorescent agonists, such as EGF,
should also be checked for biological potency. After showing that a fluorescent derivative binds
specifically, its apparent affinity of binding should be considered. If this is sufficiently low, recovery
of fluorescence after bleaching may be due to rebinding of fluorescent labels that have previously
dissociated and diffused through the medium in the vicinity of the membrane before rebinding. A
practical check for this possibility is to measure the average fluorescence intensity per cell before
and after the FPR experiment. This will decline significantly with time if the label is dissociating
from the cell surface. A recent theoretical and experimental treatment of this problem is a helpful
guide (Goldstein et al., 1989).

Extended discussions of these points have been published elsewhere. (Angelides, 1989; Edidin,
1989; Maxfield, 1989).

 

12.4.1 P

 

ROBLEMS

 

 

 

AND

 

 P

 

ITFALLS

 

 

 

IN

 

 FPR M

 

EASUREMENTS

 

In an FPR experiment, high-intensity light is focused into a small area that has been sensitized (by
dye labeling) to capture much of this light. Power densities during the bleaching phase of the
experiment (tens of msec) may reach 1 MW/cm

 

2

 

. This raises the possibility of local heating, and
perhaps the more serious possibility of photoinduced crosslinking or other damage to the labeled
proteins. Local heating is a problem in pigmented cells. Intact erythrocytes cannot be probed with
the usual labels, such as fluorescein, because the cell hemoglobin absorbs so much energy that the
cells burst (Bloom and Webb, 1984; Edidin, unpublished observation). However, if no pigment is
present in or beneath the membrane, it can be shown that local heating due to the laser flash is
well under 1ºC (Axelrod, 1976). This is largely because of the high thermal diffusivity of water.

Photolysis of the label during bleaching could produce excited-state species of molecules with
high probability of reaction with other excited-state molecules or with other proteins in the spot.
Such crosslinked species would likely diffuse more slowly than the native proteins, so that FPR
would report erroneously low D. We will discuss this issue at greater length in a later section. Here,
we can only raise the question whether or not crosslinking occurs in an FPR experiment. Formerly,
the analysis of the proteins in a single bleached spot — or even in 1000 such spots — was out of
reach. Therefore, all of the experiments bearing on crosslinking were of two sorts. One sort of
experiment, which showed that irradiation of labeled proteins produced crosslinked products, used
suspensions of labeled cells or membranes irradiated for long times (seconds) at power densities
much lower than obtained in an FPR experiment. The most careful of these experiments concluded
that, for a constant total light flux, production of crosslinked proteins was inversely proportional
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to the intensity of irradiation (Sheetz and Koppel, 1979). Extrapolating the data of this experiment
suggests that no significant crosslinking occurs under the conditions of an actual FPR experiment.

The second sort of experiment to control for photobleaching damage is one in which conditions
of an FPR experiment are varied in ways that ought to enhance or reduce photodamage. Variation
in D and R for different conditions of the experiment would be strong evidence for photodamage.
In one such set of experiments, multiple bleaches of the same spot did not affect the measured D;
R, the mobile fraction, systematically increased with successive bleaches, as expected if incomplete
recovery is due to immobilization of a fraction of the labeled molecules (Jacobson et al., 1978).
Other experiments in the same series found no effect of quenchers or traps for singlet oxygen or
free radicals (suspected mediators of photodamage) on measured D and R. In another experiment,
a surface protein, the high-affinity receptor for IgE, was labeled with a mixture of rhodamine and
fluorescein on each receptor (Wolf et al., 1980). This was done by labeling the receptor with either
R-IgE or F1-IgE, and then labeling with either F1-Fab anti-IgE or R-Fab anti-IgE. FPR measure-
ments were then made on cells in which one label had been bleached by exposure to light from a
mercury arc lamp or from an expanded laser beam before the FPR measurements. For example, all
the fluorescein label on a cell was bleached to 50% of its initial intensity, and this was followed by
an FPR measurement using laser excitation of the rhodamine label. It would be expected that any
crosslinking or other photodamage from the first bleach of the fluorescein label would be reflected
in the FPR measurement using the second label, rhodamine in our example. This was not seen,
even though the first bleach required between 10 s (if the expanded laser beam was used) and 5
min (if the arc lamp was used). No evidence for photodamage or other artifacts was found, even in
conditions that approached those used in the experiments on photodamage to cell suspensions.

The only experiments in which there is evidence for photodamage or photoinduced crosslinking
are those on FPR of labeled microtubules or microfilaments in which high concentrations of labeled
proteins are irradiated in solution for times ranging from milliseconds to minutes (Leslie et al.,
1984; Simon et al., 1988). Here, irradiation results in crosslinking (tubulin) or breakage (actin).
However, acceptable measurement of D can even be made in these systems if conditions are
carefully controlled (see the treatment in McIntosh and Koonce, 1989, and in Simon et al., 1988).

Other, indirect evidence that D and R are not artifacts of the FPR experiment will be discussed
when we compare data obtained from FPR with those obtained using other methods for measuring
translational mobility. The issue is important not only for understanding the FPR experiment, but
also because the data of FPR have, on occasion, been vigorously attacked by articulate but mistaken
proponents of theories of cell locomotion and membrane flow, because the theories (Bretscher,
1976) will not accommodate diffusion coefficients as small as 10
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 cm

 

2

 

 s
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, values often measured
for membrane proteins.

 

12.5 TRANSLATIONAL DIFFUSION OF MEMBRANE PROTEINS 
MEASURED BY FPR

 

Over 70 diffusion coefficients for different membrane proteins are tabulated in Table 12.2 and Table
12.3; these are only a sample of all values in the literature. There are data for three different types
of membrane proteins:

• Proteins with a large part of their bulk lying in the bilayer, for example, rhodopsin and
the acetylcholine receptor 

• Proteins with large endo- and ectodomains, linked to the lipid bilayer by a single
transmembrane sequence of 20 to 23 mainly hydrophobic amino acids

• Proteins linked to the bilayer through glycosylphosphatidyl inositol (GPI) links 

For each group of proteins, we will consider first the range of diffusion coefficients measured
and their reproducibility among

 

 

 

laboratories. Next, we will comment on factors, such as cytosk-
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eleton or protein–protein interactions, that affect the observed mobilities. Finally, we will consider
the correlations between changes in cell biology and changes in translational mobility of mem-
brane proteins.
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We commented early in this review that the lateral diffusion of rhodopsin measured by a microspec-
trophotometric technique was about that calculated for a sphere freely diffusing in three dimensions
in an oil of ~1 P, D = 3 to 5 

 

¥

 

 10
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 cm

 

2

 

 s

 

-1

 

, 100% mobile. These values were also obtained when
rhodopsin was labeled on –SH groups with tetramethylrhodamine and its diffusion measured by
spot FPR.

D of Na

 

+

 

/K

 

+

 

-ATPase in chicken photoreceptors approaches that of rhodopsin, though the highest
mobile fraction measured is significantly less than 100%. In contrast, D for the same type of protein
in MDCK cells is about one-tenth that of rhodopsin, and again, only 50% of labeled molecules are
mobile. D for the voltage-dependent Na

 

+

 

 channel, labeled by a fluorescent toxin, also approaches
that of the freely diffusing rhodopsin and ~100% of molecules are mobile, but this is only when
diffusion of the channel is measured in the cell body of a cultured neuron. D is an order of magnitude
smaller if channel mobility is measured at the axon hillock and R is also reduced.

Four other surface membrane channels are significantly less mobile under physiological con-
ditions than the three discussed so far. Only 25% of K

 

+

 

 channels and none of the Na

 

+ 

 

channels are
mobile in frog skeletal muscle when these are probed by a variant of photobleaching in which
native channels are destroyed by local UV irradiation (Roberts et al., 1986). Mobility of erythrocyte
ghost band 3, the anion channel, is highly restricted; D is 100-fold smaller than that of rhodopsin

 

TABLE 12.3
Lateral Diffusion of GPI-Linked Proteins

 

Molecule Labeled Cell/Membrane
D

(10 e-10 cm

 

2

 

/sec) Mobile References

 

Tryopanosomal
VSG in trypanosomes

1
0.2

80 (Fab label)
33 (IgG label)

Bulow et al., 1988

Trypanosomal VSG in 
BHK (added from 
detergent soln)

0.7 56

Thy-1 Mouse lymphocytes 
and fibroblasts

20–40 40–60 Ishihara et al., 1987

VSVG-Thy-1 COS cells 4 Zhang et al., 1989
PH-20 Guinea pig cauda 

sperm
2 (before acrosome 
reaction)

50 (after acrosome 
reaction)

73 Cowan et al., 1987

PH-20 Guinea pig testicular 
sperm

0.003–3 Phelps et al., 1988

Alkaline phosphate Rat osteosarcomas
RO 17/2.8
UMR106
Rat transfected 
fibroblasts

6
20
10

~70
~80
~90

Noda et al., 1987

Decay accelerating 
factor (DAF)

HELA cells 16 <<100 Thomas and Webb, 1987
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and R may be as low as 10%. The widest range of mobilities of any of the proteins in this group
is measured for acetylcholine receptors (AChR). All measurements were made on diffusely dis-
tributed receptors in cultured cells. D ranges from 1 to ~10 

 

¥

 

 10

 

-10

 

 cm

 

2

 

 s
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 and depends on the size
of the area measured.

Our list also includes the cytochrome b-c

 

1

 

 complex of the mitochondrial inner membrane.
Almost all the complex is mobile, but D is about one-tenth that of rhodopsin.

With a few exceptions, the mobilities of this entire group of proteins are smaller than those
predicted for free diffusion in a lipid bilayer. The constraints to translational diffusion of these
molecules varies from cell type to cell type. Diffusion of the Na

 

+

 

/K

 

+

 

 ATPase appears to be restricted
by association with elements of a spectrin-rich cytoskeleton (Rodriguez-Boulan and Nelson, 1989).
A spectrin cytoskeleton is certainly important in the constraint of band 3, because the protein’s
diffusion increases by orders of magnitude in spectrin-deficient erythrocytes (Sheetz et al., 1980)
or in ghosts that have been stripped of cytoskeleton (Golan and Veatch, 1980). Mobility of the Na

 

+

 

channel is also constrained by interaction with the spectrin cytoskeleton (Srinivasan et al., 1988;
Wood and Angelides, 1988).

The theme of spectrin-dominated constraints to lateral diffusion is broken by observations on
the cytochrome b-c

 

1

 

 complex and by AChR. Mobility of both of these proteins is greatly affected
by protein–protein interactions. AChR aggregate when they are concentrated, for example, by
electrophoresis 

 

in situ,

 

 and this may be a major factor in maintaining patches of receptor. D of the
b-c

 

1

 

 complex increases 20-fold to D > 10

 

-8

 

 cm

 

2

 

 s

 

-1

 

, when the proteins of inner mitochondrial
membrane are diluted by lipid (Chazotte and Hackenbrock, 1988) indicating that crowding, if not
specific protein–protein interactions, largely determines D and R measured for native membranes.

AChR, the Na

 

+

 

/K

 

+

 

-ATPase and the voltage-dependent Na

 

+

 

 channel are all immobilized when
they are localized to particular regions of a cell surface. Diffuse AChR is mobile but immobilizes
when patches form. Sixty-five percent of the Na

 

+

 

/K

 

+

 

-ATPase is mobile in the round chicken
photoreceptor cells, but the mobile fraction is reduced by 50% in morphologically polarized cells.
Voltage-dependent Na

 

+

 

 channels are mobile when they are diffusely distributed but are largely
immobilized when concentrated at the junction of cell body and axonal process. Though immobi-
lization is not complete in any of these cases, it does appear that significant changes in mobility
are associated with functional differentiation of cell surfaces. It has been shown that a voltage-
dependent Ca

 

++

 

 channel also is immobilized as cells mature functionally and morphologically (Jones
et al., 1989).
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Most FPR measurements have been made on proteins whose bulk lies outside the membrane bilayer.
Some proteins of this group, for example, EGF receptors, have nearly equal extracellular (exo-)
and cytoplasmic (endo-) domains. The bulk of others, for example, class I and class II MHC
antigens, is mainly external to the bilayer. There is an additional group of lectin (concanavalin A
and wheat germ agglutinin) “receptors” that is heterogeneous and may even include glycolipids.

The results on lectin “receptors” are included here mainly to show that D for these collections
of molecules varies only about tenfold over a range of laboratories and experiments. There are only
two measurements that lie outside this range: one in cleaving frog eggs where the label may be
largely in extracellular coats, and another in mutant 3T3 cells, selected for a high D for WGA
“receptors.” The mobility measured for lectin labels, particularly of concanavalin A and its putatively
monovalent derivative, sCon A, depends critically on the density of surface glycoproteins and
glycolipids and on the concentration of ConA or sCon A used for labeling. In general, high
concentrations (> 20 mg/ml) of lectin immobilize the “receptors.” This may be due to crosslinking
or to a general “anchorage modulation” of the translational diffusion of all membrane proteins
(Edelman, 1976). This second possibility is raised in experiments in which binding conA platelets
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to a small fraction of cell surface immobilizes all molecules on that cell surface (Schlessinger et
al., 1977).

Class I MHC antigens are expressed on the surfaces of almost all adult cells, with the exceptions
of cells in the nervous system and cells of some tumors. The structure of one of these polymorphic
molecules, HLA A2, has been determined to atomic resolution. The importance of MHC antigens
in immune responses has resulted in the creation and characterization of many mAb to them, and
of many mutant antigen molecules. This rich material has been the subject of numerous studies of
lateral diffusion. The data shown in Table 12.2 summarize results from different laboratories, using
different cells, that vary over an order of magnitude, but not much more. These data, presented
without error estimates, mask the observation made in many of the papers that the variation in D
and R within a cell population measured in a single laboratory may be as great as the variation in
D and R between cell types and between laboratories. This is vexing if we consider the accurate
determination of D and R as the main aim of FPR measurements. However, from a biologist’s point
of view, these wide ranges imply some interesting cell-to-cell biological variation that is reflected
in D and R.

There are multiple constraints to diffusion in class I MHC antigens and other proteins, such as
EGFR. Diffusion of mutants of either of these molecules, lacking almost all of the cytoplasmic
domain, is no different from that of wild-type molecules (Edidin and Zuniga, 1984; Livneh et al.,
1986; Scullion et al., 1987) and D is much less than that for rhodopsin. D for mutants lacking
glycosylation sites is ~2 ¥ 10-9 cm2 s-1, almost at the limit set by lipid viscosity, compared to 5 to
7 ¥ 10-10 cm2 s-1 of wild-type class I antigen (Wier and Edidin, 1988). This, like the results on
tailless mutants, implies that diffusion is largely constrained by interactions between exodomains
of class I antigens and other proteins on the cell surface. However, other data on mobility of human
class I antigens in isolated membranes (Su et al., 1984) suggest that the cytoskeleton is an important
constraint to translational diffusion of class I antigens. This suggestion is reinforced by observations
that class I antigens are immobile in about half of all mouse and human lymphocytes (Petty et al.,
1980; Henis and Gutman, 1983) and that their mobility changes when cells contact extracellular
matrix (Wier and Edidin, 1986). Other evidence for cytoskeletal constraints to the diffusion of class
I antigens is the observation that these molecules are largely immobilized when MDCK cells
polarize and differentiate a spectrin cytoskeleton (Salas et al., 1988) and the observation that tumor
necrosis factor (TNF) modulates D of HLA antigens on endothelial cells (Stolpen et al., 1988b).

These results do not need to be reconciled so much as synthesized. It is likely that both
cytoplasmic elements and protein–protein interactions in the plane of the bilayer constrain lateral
diffusion of membrane proteins of this type. In this regard, it is interesting to note that the basal
rate of endocytosis of class I antigens in L-cells, the cells used to express the class I MHC antigen
tailless mutants and the underglycosylated mutants mentioned earlier, is very much smaller than
the rate of endocytosis of the same antigens in T-lymphoblasts (Capps et al., 1989). Thus, there is
reduced functional coupling between surface and cytoplasm. This reduced functional coupling is
reflected in the amount of class I MHC antigens that remains associated with cytoskeleton after
detergent extraction. We predict that truncation of cytoplasmic tail will affect D of class I antigens
if these are expressed in T-lymphoblasts.

The prediction just made is supported by observations on class II MHC antigens, homologus
molecules, truncated in the cytoplasmic domain and expressed in cells in which the class II antigens
function as signaling elements. In this instance, D increases and signaling efficiency falls as the
cytoplasmic domain is truncated. D for the wild-type class II antigen is ~1 ¥ 10-10 cm2 s-1, and that
for tailless class I molecules is an order of magnitude higher but still about one-fifth of that for a
molecule of this size in a pure lipid bilayer (Wade et al., 1989). It appears that, although cytoplasmic
constraints dominate lateral mobility of wild-type antigens, lateral mobility of the tailless mutants
is constrained by protein–protein interactions in the plane of the surface membrane.

The last few paragraphs have suggested something about the biological variation in translational
diffusion of class I MHC antigens and similar transmembrane molecules. We also note the obser-
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vation that the high-affinity EGF receptors are immobile (Rees et al., 1984) and that IgE receptors
are immobilized soon after crosslinking by IgE and antigen (Menon et al., 1985).

12.5.3 LATERAL DIFFUSION OF GPI-LINKED PROTEINS

The range of D and R in this group of “lipid-linked” proteins is greater than that in any of the
others that we have discussed. The first two measurements of GPI-linked proteins were made on
a small antigen common to mouse T-cells and fibroblasts, Thy-1, and on decay-accelerating factor
(DAF) (Ishihara et al., 1987; Thomas and Webb, 1987). D of each of these proteins was similar to
that of a lipid probe measured in the same cells, 2 to 4 ¥ 10-9 cm2 s-1. Surprisingly, only about half
of labeled molecules were free to diffuse at all, implying that they were anchored in some way. D
of a third GPI-linked protein, alkaline phosphatase, is somewhat smaller than for Thy-1 and DAF,
and varies with cell type. Mobile fractions of alkaline phosphatase are higher than those for Thy-
1 and DAF but are still less than 100%. Together, these results imply that D for conventional
membrane glycoproteins is largely constrained by associations with the cytoplasm, because GPI-
linked proteins do not have cytoplasmic domains. On the other hand, the low mobile fraction of
these proteins suggest that somehow, perhaps through lateral associations with anchored glycopro-
teins, a fraction of the GPI-linked molecules are themselves anchored.

Results on two other proteins, the variable surface glycoprotein of trypanosomes and a sperm
antigen, PH-20, suggest that even in GPI-linked proteins, D and R are constrained by interactions
of the extracellular domains of proteins. The most striking result is that for PH-20. The translational
mobility of this GPI-linked protein varies over four orders of magnitude, depending upon the stage
of maturity of the sperm. D is ~10-13 cm2 s-1 in one stage of testicular sperm at any early stage of
maturation, and reaches 5 ¥ 10-9 cm2 s-1 in mature sperm that have undergone the acrosome reaction.
These results, like the results with VSG, imply that mobility of GPI-linked proteins can be con-
strained by interactions of protein exodomains with other molecules in the plane of the membrane.
Such an interpretation is reinforced by the data, quoted earlier, on diffusion of mutant class I MHC
antigens and by a finding that the translational mobility of hybrid proteins expressing the exodomain
of VSV G protein (D ~3 ¥ 10-10 cm2 s-1) and the GPI-membrane anchor of Thy-1 (D ~3 ¥ 10-9 cm2

s-1) is like that of the complete VSV G protein, and not like that of Thy-1. Exodomain interactions,
not lipid viscosity, dominate diffusion in this case (Zhang et al., 1989).

12.6 TRANSLATIONAL MOBILITY OF MEMBRANE 
PROTEINS BY FPR COMPARED TO THAT DETERMINED 
BY OTHER METHODS

We have anticipated this discussion in the sections on PER and in our discussion of possible artifacts
of FPR. Here, we reiterate the point that discrepancies between D, determined by different methods,
particularly PER vs. FPR, seem mainly to turn on the comparison of diffusion of receptors bound
with ligand bound with diffusion of free receptors, and the comparison of self-diffusion, in which
marked particles are followed in an otherwise unperturbed surface, and mutual diffusion in which
all proteins are nonuniformly distributed in a surface. Considering this, there is fairly good agree-
ment between PER AND FPR results. There is certainly good agreement between measurements
of random walks of single particles and FPR, that is, in a comparison of self-diffusion of parti-
cle/ligand complexes.

The single greatest discrepancy between FPR results and other measurements of translational
diffusion is for D of diffusely distributed AChR measured by FPR vs. D measured by a chemical
analog of the method in which a patch of receptors is inactivated by toxin, and then the patch is
monitored for return of free AChR, detected as recovery of an electrical response to ACh (Poo,
1982; Young and Poo, 1983). By this method, D is ~2.5 ¥ 10-9 cm2 s-1, whereas the FPR measure-
ments on rat myocytes, estimated D at least an order of magnitude smaller (Axelrod et al., 1976;
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Stya and Axelrod, 1984). Dubinsky and coworkers (1989) have measured D of AChR in chicken
myotubes. They found that D is a function of the size of the area measured with larger areas
estimating larger D (see Table 12.2). They estimate D ~6 to 8 ¥ 10-10 cm2 s-1, still about three times
smaller than the estimates by Poo, but much more nearly in line with his measurements, which
themselves are based on some assumptions about the relationship between ACh sensitivity and
AChR concentration.

The resolution of this single numerical discrepancy between D estimated by different methods
removes the last rational basis for claiming that FPR gives fundamentally flawed results (Bretscher,
1980, 1984). The persistence of this claim in the face of the evidence has been due only to the
influence of some theories of membrane lipid flow that cannot accommodate D < 10-9 cm2 s-1 for
membrane proteins. The FPR results, and data on random walks of particles, should have laid some
theories to rest, though it seems that the ghosts will be with us for a while longer (Bretscher, 1989).

12.7 CONCLUDING REMARKS

The measurement of translational diffusion of membrane proteins has progressed from the crude
demonstration of translational mobility, through reliable quantitation of this mobility, to the use of
such measurements to investigate issues in cell biology. However, the field is still young and
underdeveloped, and we are left with unanswered questions about all levels of the problem of
translational diffusion.

Theories on translational diffusion, particularly on the interaction between molecules in the
plane of the membrane, have begun to evolve (Saxton, 1982, 1987; Eisinger et al., 1986; Abney et
al., 1989a,b). However, much more work is needed here, particularly comparing theory with results
on model proteins in reconstituted bilayers that are less complex than a native cell surface or an
organelle membrane.

The coupling between cell surface and cytoplasm detected by translational diffusion measure-
ments is poorly understood, and we need to know much more about the importance of particular
molecules of the cytoskeleton in anchoring membrane proteins in impeding their diffusion. The
role, if any, of translational mobility in signaling, for example, through G-proteins, is still not
understood (see Peters, 1988). Indeed, for most cells it is not clear whether translational diffusion
on a small, nanometer scale involves the same processes and interactions as translational diffusion
on the micrometer scale that is measured by FPR, PER, and the other techniques discussed here
(see Yechiel and Edidin, 1987, for one aspect of this problem).

Recent results have emphasized striking changes in translational mobility of membrane proteins
with changes in cell biology. Those results, discussed previously, as well as others on developmental
changes in mobility (for example, Pollerberg et al., 1986) hold great promise for our understanding
of how cell surface and endomembranes are organized functionally and how the organization of
membranes changes with changing function.
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13.1 INTRODUCTION

 

In the first edition of this volume, the chapter on inorganic anion transport was focused on general
principles of coupled anion exchange and cotransport. At that time, the red blood cell band 3 protein
(AE1) and the related proteins AE2 and AE3 were the only coupled inorganic anion transporters
whose sequences were known. In the past ten years, the sequences of entire new families of coupled
anion exchangers and cotransporters have been determined, including Na

 

+

 

-HCO

 

3
-

 

 cotransporters
[1, 2], Cl

 

-

 

-coupled alkali cation cotransporters [3–6], the SO

 

4
=

 

 transporter superfamily [7, 8], and
Na

 

+

 

/Cl

 

-

 

-coupled organic amine transporters [9]. In addition, the sequences of many Cl

 

-

 

 channels
are now known [10], and high resolution structures of Cl

 

-

 

 channels have been determined [11, 12].
It is impossible in a single chapter to cover all these classes of anion transporter. Instead, this
chapter will focus on a single transporter, the Cl

 

-

 

/HCO

 

3
-

 

 exchanger AE1, which continues to be an
important model system for mechanistic studies of coupled transport. Native erythrocyte AE1 (band
3 protein), because of its abundance, is well suited for biochemical, biophysical, and kinetic studies.
Another reason that AE1/band 3 is an instructive system is that there are many known human
mutations in the AE1 gene. Several of these mutations have provided valuable information on the
molecular basis of both renal and erythrocyte disorders.

The goal of this chapter is to summarize the current state of understanding of the structure and
function of AE1, derived from a wide variety of experimental approaches, including molecular
biology, biochemistry, biophysics, immunology, cell biology, and physiology. An attempt is made
to compare conclusions from heterologous expression/mutagenesis experiments with those obtained
from biochemical or biophysical studies of the native protein. Emphasis is on advances made in
the past ten years. Readers interested in more detailed discussion of previous work are referred to
earlier reviews [13–17].

 

13.2 BICARBONATE TRANSPORTER FAMILY

 

AE1 is a member of the bicarbonate transporter family, also known as 

 

solute carrier family 4

 

(SLC4). This family includes Na

 

+

 

-independent anion exchangers AE1, AE2, AE3, and AE4 [18,
19]; Na

 

+

 

-dependent anion exchangers [20, 21]; and electrogenic and electroneutral Na

 

+

 

-HCO

 

3
-

 

cotransporters [22, 23]. Figure 13.1 shows a radial tree dendrogram of the membrane domains of
selected members of SLC4. The known transport functions of members of SLC4 do not assort
strictly according to sequence relatedness. For example, two laboratories have found that AE4 is
a Na

 

+

 

-independent Cl

 

-

 

/HCO

 

3
-

 

 exchanger [19, 24], even though the sequence of AE4 is more closely
related to Na

 

+

 

-HCO

 

3
-

 

 cotransporters than to AE1, AE2, and AE3.
There are no ORFs

 

 

 

with significant homology to the bicarbonate transporter family in any of
the known prokaryote genomes. There are, however, ORFs in many eukaryotic genomes (e.g., 

 

C.
elegans

 

, 

 

A. thaliana, 

 

and

 

 S. cerevisiae

 

)

 

 

 

that are clearly members of SLC4; the functions of most
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of these gene products are unknown, with the following exception. A member of SLC4 from 

 

A.
thaliana 

 

known as BOR1 was recently shown to have a role in boron metabolism in plants [25].

 

A. thaliana

 

 BOR1 protein is believed to act as a boric acid efflux transporter that facilitates xylem
loading [25]. It is worth noting that boric acid (H

 

3

 

BO

 

3

 

) is known to diffuse relatively rapidly through
unmodified lipid bilayers and biological membranes [26, 27]. Despite this rapid, unmediated
diffusion, however, plants apparently use BOR1 as a facilitated transport system for boric acid.

The 

 

Saccharomyces cerevisiae

 

 homolog YNL275w (the sole SLC4 ORF in 

 

S. cerevisiae

 

)

 

 

 

appears
also to act as a boron efflux transporter, because strains lacking this gene have a much higher boron
content when preincubated in media containing 0.5 mM H

 

3

 

BO

 

3

 

 than do wild-type strains [25].
Although the evidence for boric acid transport by 

 

A. thaliana 

 

BOR1 is convincing [25], it would
be premature to conclude that yeast YNL275wp functions solely or even primarily as a boric acid
transporter. Zhao and Reithmeier [28] had previously shown that YNL275wp is a plasma membrane
protein that exhibits stilbenedisulfonate binding that is inhibited by various anions, and it is possible
that the protein functions as an anion transporter or sensor. The discovery of boric acid transport

 

FIGURE 13.1

 

Radial tree dendrogram (Treeview, Glasgow, U.K.) of the membrane domains of selected
members of SLC4. Sequences starting at the residue corresponding to human 381 (i.e., in the hydrophilic
tether between cytoplasmic and membrane domains) were aligned using ClustalW (www.ebi.ac.uk/clustalw)
using the default parameters. The Na

 

+

 

-independent anion exchangers AE1, AE2, and AE3 form one group of
closely related sequences. The ORF designated NBC3 is now known to be a Na

 

+

 

-dependent Cl

 

-

 

/HCO

 

3
-

 

exchanger (NCBE), and the sequence of the NBC3 membrane domain is closely related to another NCBE
(see [33]). 

 

Drosophila 

 

NDAE is a Na

 

+

 

-dependent anion exchanger that does not require HCO

 

3
-

 

 [20]. The
recently described human bicarbonate transporter related protein BTR1 [307] is not included in either of the
major groups (Na

 

+

 

-dependent vs. Na

 

+

 

-independent). The anion exchanger AE4 is grouped with the Na

 

+

 

-HCO

 

3
-

 

cotransporters NBC1 and NBC4; this is also true if the entire sequences, rather than the membrane domains,
are compared. The plant and yeast homologs are in a distinct group, along with several other ORFs (not
shown) of unknown function from 

 

C. elegans

 

 and 

 

A. thaliana

 

.
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by 

 

A. thaliana

 

 BOR1p and 

 

S. cerevisiae 

 

YNL275wp adds to the considerable functional diversity
of the bicarbonate transporter family. The study of structure and function of AE1 should eventually
provide insights into the other members of SLC4, but, at present, relatively little is known about
the molecular basis of the functional diversity of this family of proteins. Readers interested in more
detailed discussion of other SLC4 family members are referred to recent reviews [29–33].

 

13.3 GENERAL PROPERTIES OF THE AE1 PROTEIN AND GENE

 

Band 3 protein (erythroid AE1) represents about 25% of the protein of the mature human erythrocyte
membrane [34]. The polypeptide consists of 911 amino acid residues, a single N-linked carbohy-
drate chain at N642 [35], fatty acylation of cysteine at C843 [36], and several sites of phosphory-
lation [37–42]. The carbohydrate chain in erythroid AE1 is of variable length and results in a band
that appears as a broad band of ~95 to >110 kDa on SDS polyacrylamide gels [13, 34].

Human erythroid AE1 protein consists of a large N-terminal hydrophilic cytoplasmic domain
(cdb3, residues 1–360), a hydrophobic membrane domain (mdb3, residues 361–878), and a short
hydrophilic C-terminal cytoplasmic domain (residues 879–911). (K360 is conveniently defined as
the boundary between cdb3 and mdb3 because it is the site of trypsin cleavage of band 3 in unsealed
membranes [43]; the sequence from G361 to D399 is a hydrophilic tether that connects the two
domains but will be considered here as part of the membrane domain.) The three-domain arrange-
ment of the AE1 polypeptide is observed in mammals [44–46], chicken [47], and trout [48]. The
sequence of the membrane domain is somewhat better conserved among species than are either
the N- or the C-terminal hydrophilic domains. Within the membrane domain, there are two sub-
domains (G361–Y553 and M559–F878), separated by an extracellular loop of variable sequence.

The human AE1 gene spans about 20 kb, and the erythroid transcript contains 20 exons [49,
50]. The gene is located on chromosome 17q21-q22 and is expressed mainly in erythrocytes and
the 

 

a

 

-intercalated cells of the renal collecting tubule (see later section). The renal form is expressed
with an alternate promoter located in the third erythroid intron and therefore lacks the first three
exons of the erythroid transcript. The erythroid promoter region, which is well conserved between
human and mouse, contains no TATA or CAAT elements but has potential binding sites for several
transcription factors associated with other erythroid genes [49–51].

 

13.4 PHYSIOLOGICAL FUNCTIONS OF ERYTHROCYTE BAND 3

13.4.1 R

 

OLE

 

 

 

OF

 

 A

 

NION

 

 E

 

XCHANGE

 

 

 

IN

 

 CO

 

2

 

 T

 

RANSPORT

 

Erythrocyte AE1 (band 3) was shown to be responsible for inorganic anion transport on the basis
of covalent labeling with H

 

2

 

DIDS (4,4'-diisothiocyanatodihydrostilbene-2,2'-disulfonate) [52] and
other transport inhibitors [16, 53]. The most important mode of transport physiologically is a tightly
coupled 1:1 exchange of Cl

 

-

 

 for HCO

 

3
-

 

, which increases the CO

 

2

 

 carrying capacity of blood [54].
In tissue capillaries, CO

 

2

 

 enters the red cell by diffusion through the lipid bilayer, through aquaporin
[55], and possibly through proteins of the Rh complex [56]. After entering the cell, CO

 

2

 

 is hydrated
to HCO

 

3
-

 

 + H

 

+

 

 by carbonic anhydrase, which is present in high concentrations in red cell cytoplasm
and is also bound to the cytoplasmic face of band 3, as discussed later. The formation of HCO

 

3
-

 

creates a driving force for outward transport of HCO

 

3
-

 

 in exchange for extracellular Cl

 

-

 

. The anion
exchange does not require ATP and is driven by the anion gradients until Donnan equilibrium is
reached: [Cl

 

-

 

]

 

in

 

/[Cl

 

-

 

]

 

out

 

 = [HCO

 

3
-

 

]

 

in

 

/[HCO

 

3
-

 

]

 

out

 

. In pulmonary capillaries, the entire process takes
place in reverse (Figure 13.2).

 

13.4.2 O

 

THER

 

 F

 

UNCTIONS

 

Many anions, both inorganic and organic, are transported by band 3 (see [17, 57]). Even though
most of these are transported relatively slowly, band 3-mediated transport of ions other than Cl

 

-
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FIGURE 13.2

 

(A) Function of erythrocyte Cl

 

-

 

/HCO

 

3
-

 

 exchange in CO

 

2

 

 transport. In systemic capillaries, CO

 

2

 

diffuses into the capillary luman and then into the red blood cell, where it is hydrated by carbonic anhydrase
to HCO

 

3
-

 

 + H

 

+

 

. The incoming CO

 

2

 

 causes an increase in the intracellular HCO

 

3
-

 

 concentration, which drives
a net HCO

 

3
-

 

 efflux in exchange for extracellular Cl

 

-

 

 through the band 3 (AE1) protein. The sames steps happen
in reverse in pulmonary capillaries. (B) Simplified diagram of a renal collecting duct 

 

a

 

-intercalated cell,
showing apical H

 

+

 

 pumps (H

 

+

 

-ATPase and K

 

+

 

,H

 

+

 

-ATPase) and basolateral Cl

 

-

 

/HCO

 

3
-

 

 exchanger (kAE1), which
mediates net HCO

 

3
-

 

 efflux to balance the H

 

+

 

 pumped into the lumen. Much of the Cl

 

-

 

 that enters the cell in
exchange for HCO

 

3
-

 

 is recycled across the basolateral membrane by a conductive channel not shown in the
figure (see [308]).
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and HCO

 

3
- 

 

(e.g., superoxide [58] or peroxynitrite [59]) could be of physiological or pathophysio-
logical significance. An example of AE1-mediated anion transport in a pathophysiological context
is the antidote for cyanide poisoning (nitrite and thiosulfate to generate cyanomethemoglobin and
subsequently S=C=N

 

-

 

, thereby allowing hemoglobin to be a sink for CN

 

-

 

). This antidote is effective
only because all these anions (nitrite, thiosulfate, and S=C=N

 

-

 

)

 

 

 

can enter and leave the erythrocyte
rapidly via band 3. Band 3 also catalyzes the slow transport phosphoenolpyruvate (PEP), which
makes it possible to use PEP as a metabolic supplement in stored blood [60, 61].

In addition to the transport of soluble anions, band 3 can act as a “flippase” for amphipathic
molecules [62, 63]. There is also good evidence that trout [64] and skate [65] erythrocyte band 3
act as a swelling-activated osmolyte channel. The focus of this chapter is mammalian AE1, and
the osmoregulatory function of other vertebrate AE1s will not be discussed further in this chapter.

Erythrocyte AE1 has important functions other than transport. As discussed later, the cytoplas-
mic domain is a major attachment site for the membrane skeleton via ankyrin [66] and also binds
hemoglobin and glycolytic enzymes, and may be involved in the regulation of red cell metabolism
[67]. Band 3 also has a role as a signal for the removal of senescent red cells (see [67, 68]) and
in the alterations of the red cell surface associated with invasion by 

 

Plasmodium falciparum

 

 [69, 70].

 

13.5 FUNCTION OF RENAL AE1

 

Renal AE1 is expressed under the control of a promoter that is downstream from the erythroid
promoter, and the renal AE1 polypeptide lacks N-terminal residues 1–65 (human) or 1–79 (mouse)
of erythroid AE1 [71–73]. Kidney AE1 (kAE1) is expressed in the basolateral membrane of acid-
secreting 

 

a

 

-intercalated cells in the renal collecting duct [74, 75]. The function of kAE1 is as a
Cl

 

-

 

/HCO

 

3
-

 

 exchanger, which provides a HCO

 

3
-

 

 exit pathway across the basolateral membrane
(Figure 13.2B) to balance the acid secreted across the apical membrane. Acid conditions cause up-
regulation of basolateral AE1 in 

 

a

 

-intercalated cells by increasing mRNA expression and trafficking
of kAE1 protein from intracellular vesicles to the basolateral membrane [76–79].

A separate cell type in the renal cortical collecting tubule is the 

 

b

 

-intercalated cell, which
alkalinizes urine by secreting HCO

 

3
-

 

 via an apical Cl

 

-

 

/HCO

 

3
-

 

 exchanger [80, 81]. It was proposed
several years ago that, depending on the acid/base status of the animal, the 

 

a

 

- and 

 

b

 

-intercalated
cells of the cortical collecting duct can change polarity [82]. Considerable evidence exists for this
polarity switching, and an extracellular matrix protein known has hensin has been implicated as
necessary for the process (see [83]). However, there are several lines of evidence against the idea
that AE1 is the apical exchanger in 

 

b

 

-intercalated cells. First, antibodies against AE1 consistently
stain the basolateral membranes of 

 

a

 

-intercalated cells but do not stain the apical membranes of

 

b

 

-intercalated cells [74, 75, 84]. In addition, the expression of AE1 mRNA is far higher in 

 

a

 

-
intercalated than in 

 

b

 

-intercalated cells [77]. Finally, the functional properties of the apical anion
exchanger in 

 

b

 

-intercalated cells are different in many respects from those of the basolateral
exchanger in 

 

a

 

-intercalated cells [85]. Some of these differences could be caused by different lipid
composition of the apical vs. basolateral membrane [86]. However, given the functional differences
and the apparent lack of expression of either AE1 mRNA or protein in normal 

 

b

 

-intercalated cells,
it seems unlikely that AE1 is the apical anion exchanger in these cells.

The identity of the apical anion exchanger of 

 

b

 

-intercalated cells has been difficult to define.
In mouse, rat, and human kidneys, the SLC26 transporter Pendrin is localized to the apical
membrane of a population of intercalated cells that is distinct from those staining for AE1 [87].
AE4, a member of the bicarbonate transporter family, carries out DIDS-insensitive Cl

 

-

 

/HCO

 

3
-

 

exchange and is the apical anion exchanger of rabbit 

 

b

 

-intercalated cells [24]. However, Ko et al.
[19] have shown that, in rat and mouse, AE4 is in the basolateral membrane of 

 

a

 

-intercalated cells
and carries out DIDS-sensitive anion exchange. In rabbit, AE4 may indeed be the apical exchanger
in base-secreting cells, but in other species this function is probably carried out by Pendrin. The
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presence of a second anion exchanger, AE4, in the basolateral membrane of 

 

a

 

-intercalated cells in
some species raises the question of whether AE1 or AE4 is the more important protein functionally.
The main information on this point at present is that, in humans with certain mutations in the AE1
gene (see later discussion), urinary acidification is compromised, indicating that, at least in humans,
no other anion exchanger is able to compensate for deficient anion exchange by kAE1.

 

13.6 N-TERMINAL CYTOPLASMIC DOMAIN OF ERYTHROCYTE AE1

13.6.1 I

 

NTERACTION

 

 

 

WITH

 

 O

 

THER

 

 P

 

ROTEINS

 

The 43 kDa N-terminal cytoplasmic domain of erythrocyte AE1 (cdb3) has no known enzymatic
or transporter activity. Its function is to bind other proteins on the cytoplasmic surface of the cell,
including ankyrin [88], protein 4.1 [89], protein 4.2 [90], several glycolytic enzymes [13], deoxy-
hemoglobin [91], tyrosine kinase p72

 

syk

 

 [92], and tyrosine phosphatase SHP-2 [93]. Low and
coworkers [94] have determined the crystal structure of cdb3 at 2.6 Å resolution. Cdb3 is a tightly
associated dimer, each subunit of which consists of 11 

 

b

 

 strands and 10 

 

a

 

-helical segments. The
dimer is stabilized by eight backbone-to-backbone H-bonds, several of which are in an intersubunit
antiparallel 

 

b

 

 sheet. The N-terminal ~54 residues are disordered in the crystal; this part of the
protein binds hemoglobin as well as glycolytic enzymes and probably adopts different conforma-
tions when bound to different cytoplasmic proteins. The tether linking cdb3 with the membrane
domain is also disordered in the crystal and is likely to be flexible in the intact protein, because it
is very susceptible to proteolysis under mild conditions [95].

The crystal structure of cdb3 provides many other insights into the role of this part of band 3
as an organizational center for membrane proteins (see [94]). Chang and Low [96] have recently
used the structure of cdb3 as a guide for mutagenesis studies that demonstrate that a 

 

b

 

-hairpin loop
(residues 175–185) constitutes a major ankyrin-binding region of band 3. Removal of the N-terminal
50 residues does not prevent ankyrin binding, but removal of the N-terminal 65 residues (i.e., the
truncation in normal human renal AE1) prevents ankyrin binding, as was previously known [97].
The reason for the major difference in the effects of truncation of 50 vs. 65 residues is that the
latter disrupts a 

 

b

 

-sheet and changes the structure substantially. Although the N-terminal 50 residues
do not physically bind ankyrin, they are close enough to the ankyrin binding site for antibodies
bound to the N-terminus to block ankyrin binding to residues 175–185 (see [96].)

 

13.6.2 T

 

ARGETING

 

 S

 

IGNALS

 

 

 

IN

 

 

 

THE

 

 N-T

 

ERMINAL

 

 C

 

YTOPLASMIC

 

 D

 

OMAIN

 

Cox and coworkers have shown that there are three splice variants of chicken kidney AE1 that
differ in the N-terminal sequence [98] and that these differences affect the targeting of the protein
[99]. When expressed in MDCK cells, the chicken AE1 variant that is missing the N-terminal 63
residues is targeted primarily to the apical membrane, whereas the variant that retains these residues
is directed to the basolateral membrane [100]. In both MDCK cells and in embryonic chick erythroid
cells, AE1 reaches its final form in the plasma membrane by a novel pathway, in which newly
synthesized AE1 protein with core glycosylation traffics through the Golgi apparatus to the plasma
membrane and is then recycled back to the Golgi, where the carbohydrate is processed into the
mature form before final trafficking to the plasma membrane [100, 101]. Recycling of band 3 is
not unique to avian cells; Hanspal et al. [102] have shown that in late erythroblasts of mouse, band
3 moves rapidly to the plasma membrane and then is recycled through a subcellular compartment
before stable incorporation into the plasma membrane.

Mutagenesis studies using fusion proteins between N-terminal residues of chicken AE1 and
mouse F

 

c

 

 receptor lacking its normal cytoplasmic tail indicate that a tyrosine residue in the conserved
sequence YVEL (corresponding to Y58 of human AE1) has a critical role as a sorting signal [103].
The homologous tyrosine residue in skate AE1 is phosphorylated in response to osmotic stress
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[104]; it is not clear whether this phosphorylation is related to a targeting role for this residue.
Although the YVEL sequence in the chicken renal AE1 variant AE1-4 is clearly important in
directing this protein to the basolateral membrane, it is not known whether there are N-terminal
targeting signals in mammalian renal AE1, because the main renal transcript in mammals lacks the
YVEL sequence. As discussed later in connection with renal tubular acidosis, a C-terminal targeting
signal is believed to be of critical importance in mammalian AE1.

 

13.7 C-TERMINAL HYDROPHILIC DOMAIN — CARBONIC 
ANHYDRASE BINDING

 

The cytoplasmic C-terminal 30 residues of human AE1 are highly acidic and contain a binding
site for carbonic anhydrase II (CAII) [105]. The CAII binding site has been localized to the
sequence LDADD (residues 886–890) [106]. CAII bound to the cytoplasmic surface of AE1
facilitates the changes in cytoplasmic pH (detected by BCECF fluorescence) associated with
Cl

 

-

 

/HCO

 

3
-

 

 exchange mediated by AE1 expressed in HEK 293 cells [107]. Mutations that prevent
CAII binding, or the coexpression of a catalytically inactive form of CAII, inhibit these pH changes.
These data indicate that the complex of CAII and AE1 constitutes a transport metabolon, in which
HCO

 

3
-

 

 entering the cells through AE1 is dehydrated preferentially by bound CAII. The process
works in the efflux direction as well; HCO

 

3
-

 

 formed by bound CAII is preferentially used as a
substrate for efflux through AE1. Thus, although CAII is not necessary for anion transport itself,
the binding of CAII facilitates the overall process of anion exchange in series with CO

 

2

 

 hydration
or HCO

 

3
-

 

 dehydration. The presence of sequences similar to the LDADD CAII binding sequence
of human AE1 in other HCO

 

3
-

 

 transport proteins (AE2, AE3, NBCs, Pendrin, DRA) raises the
possibility that substrate channeling of HCO

 

3
-

 

 between carbonic anhydrase and transporters is a
general phenomenon [107].

 

13.8 INTERACTION BETWEEN AE1 AND GLYCOPHORIN A

 

Functional expression of AE1 does not require any other heterologous gene expression in either

 

Xenopus

 

 oocytes or mammalian cells [108–111]. However, the cell surface expression of AE1 is
enhanced by coexpression of glycophorin A (GPA) in 

 

Xenopus

 

 oocytes, as well as in other
heterologous systems, including yeast [112–115]. Mutations in glycophorin A that prevent GPA
dimerization do not prevent GPA from facilitating surface expression of AE1 in 

 

Xenopus

 

 oocytes
[116]. Mice with targeted deletion of AE1 have erythrocytes lacking glycophorin A [117], indicating
that there is a mutual dependency between AE1 and GPA for erythroid expression. In mice with
no expression of erythroid AE1, GPA mRNA is made, but the protein is rapidly degraded in the
absence of AE1 expression. In transgenic mice expressing human GPA, the amount of erythrocyte
AE1 is unchanged, but the amount of mouse GPA is decreased, indicating a tight coupling between
the total amount of GPA and AE1 in the mature membrane [118].

The mutual interactions between GPA and AE1 during erythroid expression of these proteins
appear to enhance the rate of folding and maturation of AE1 and stabilize both polypeptides,
which makes it possible to express a large amount of protein in the membrane in a relatively
limited time during erythroid maturation. The Wright b blood group antigen depends on sequences
from both AE1 (E658) and GPA (R61) [119, 120], indicating that, at least in the presence of
antibodies directed agains this antigen, the two proteins are in close contact. However, it is not
clear how stable the AE1-GPA complex is in normal erythrocytes [120], and it would not be
correct to consider GPA as a 

 

b

 

 subunit of band 3, because band 3 alone, without GPA, can
transport anions, and because band 3 can be separated from glycophorin under relatively mild
conditions [121]. Nonetheless, it is clear that the two proteins interact closely during biosynthesis
and targeting.
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13.9 OLIGOMERIC STRUCTURE

 

It is very clear that the band 3 polypeptide is a tightly associated dimer [122] with strong subunit
interactions in both the membrane domain [123, 124] and the cytoplasmic domain [94, 125].
Adjacent cytoplasmic domains can be -SS- crosslinked with o-phenanthroline [126], and membrane
domains can be crosslinked by treatment of intact cells with the homobifunctional reagent bis(sul-
fosuccinimidyl) suberate (BS

 

3) [127]. Double crosslinking by both methods produces only a small
amount of covalent tetramer [128, 129], indicating that each dimer is tightly associated in both the
membrane domains and the cytoplasmic domains and that the main covalent crosslinks are within
a given dimer and not between two dimers.

Although it has been reported that monomeric band 3 can transport anions [130], there is
abundant evidence that the band 3 dimer is very stable and that dissociation of the dimer requires
unfolding of the protein [131, 132]. Numerous gel filtration studies have shown that dimeric band
3 is stable for the times necessary for chromatography, i.e., there is no detectable dissociation into
monomers under nondenaturing conditions [129, 133, 134]. Additional evidence for the stability
of the dimer is that the distribution of long polylactosaminyl and short complex carbohydrate chains
in band 3 dimers is not random. Instead, one population of dimers appears to be processed to
contain long polylactosaminyl chains, and another population of dimers is not processed in this
way; the subunits of the two populations do not appear to interchange during the long life of the
red cell [135]. After very long incubations in vitro (days at 37∞C), the dimer dissociates into
monomers [136], but only after unfolding of at least one of the subunits [134].

Many lines of evidence, including chemical crosslinking [126] and spectroscopic measurements
of rotational mobility [137, 138], indicate that, in addition to dimers, band 3 can form tetramers.
The isolated membrane domain does not form tetramers [133, 139], indicating that associations
between adjacent dimers to form tetramers requires the cytoplasmic domain. The oligomeric form
of band 3 that is associated with the membrane skeleton (via ankyrin) is a tetramer or higher
oligomer, as indicated by the fact that the subset of the band 3 population that is extractable by
nondenaturing detergents is dimeric [133]. The maximum stoichiometry of ankyrin binding to band
3 in intact membranes is 1:4, suggesting that the ankyrin-binding complex is the band 3 tetramer
[140]. There are two different band 3 binding sites on each ankyrin molecule [141], and the most
likely configuration of the complex is a pseudotetramer, in which a subunit of two different band
3 dimers binds to each of the two binding sites on a single ankyrin molecule, giving a 1:4 complex
(see [142]). This idea is supported by the fact that membranes of ankyrin-deficient mice have very
little, if any, tetrameric band 3 [143]. Further evidence of a 1:4 ankyrin:band 3 association is that
a complex of one ankyrin and four band-3 polypeptides has been observed in analytical ultracen-
trifugation experiments [144].

In native membranes, the number of ankyrin molecules is only about 10 to 15% of the number
of copies of band 3 [88]. If all copies of ankyrin are complexed with band 3 pseudotetramers, then
about half the copies of band 3 should exist as dimers not associated with ankyrin. Lateral mobility
measurements by fluorescence recovery after photobleaching are consistent with this idea: at near-
physiological ionic strength and 37∞C, about half the copies of band 3 have lateral mobility
sufficiently high to measure by fluorescence recovery [145], consistent with the idea that these
copies of band 3 are in tetramers associated with ankyrin.

It is not known to what extent, in the normal human erythrocyte membrane, authentic tetramers
of band 3 exist (other than the pseudotetramers held together by ankyrin). Certainly there are many
examples of preparations containing tetrameric band 3 observed experimentally in the absence of
ankyrin. Salhany and coworkers [146] have found that crosslinking with BS3 produces covalent
dimers that can associate into noncovalent tetramers sufficiently stable to be observable on SDS
gels of samples that are not heated in boiling water. Purified band 3 can form tetramers under
conditions of analytical ultracentrifugation in nonionic detergent [147–149]. These preparations
with detectable band 3 tetramers do not appear to require ankyrin, and it is not yet clear what
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relationship these tetramers have to the complex formed among ankyrin and two band-3 dimers.
Under some conditions, tetramers of isolated band 3 may form as an artifact during chromatography
in detergent solutions [129], and there is good evidence that oxidants in nonionic detergents can
alter the oligomeric state of the protein, in this case by stabilizing band 3 dimers [147, 150].

In summary, a complete understanding of the oligomeric state of band 3 has been elusive, most
likely because variations in experimental conditions (e.g., pH of extraction, detergent used, tem-
perature, etc.) can strongly affect the behavior of isolated band 3 and because the protein has a
strong tendency to form aggregates in isolation, even in the presence of detergent. It is clear that
the band 3 dimer is the main oligomeric state of the protein and that two dimers can be held together
by a single ankyrin molecule to form a 1:4 complex. Authentic tetramers of band 3 in the membrane,
formed solely through interactions among band 3 subunits and not requiring ankyrin, may not exist
in significant amounts.

13.10 ANION TRANSPORT MECHANISM OF THE AE1 MEMBRANE 
DOMAIN

13.10.1 TRANSPORT CATALYTIC CYCLE

Inorganic anion transport in erythrocytes has been reviewed in detail previously [14–17], and only
a few aspects of the transport mechanism will be discussed further here. The most striking char-
acteristic of red cell Cl- transport is that it consists almost entirely of an obligatory 1:1 exchange
[15]. For the monovalent anions Cl- and HCO3

-, the turnover number for the catalysis of anion
exchange is quite high: ~50,000/s at 37∞C [151]. The mechanism of obligatory exchange is believed
to be of the ping-pong class [14, 15, 17, 152], in which there are distinct inward-facing and outward-
facing forms of the transporter (Figure 13.3), and the translocation event is a conformational change
between the inward-facing and outward-facing states of the protein with a bound substrate anion.
There is a small conductive Cl- flux mediated by band 3, but the conductive flux is roughly 10,000-
fold smaller than the exchange flux [153]. The mechanism of the conductive flux relative to the
catalytic cycle for exchange is not well understood but does not appear to be “slippage,” i.e., the
binding, outward translocation, and release of a Cl- ion followed by the return of the empty site to
the inward-facing state [154, 155].

13.10.2 TRANSPORT ASYMMETRY

The process of net Cl-/HCO3
- exchange in red cells operates nearly equally well under physiological

conditions in each direction, i.e., the small outward HCO3
- gradient in the systemic capillaries and

the small inward HCO3
- gradient in the pulmonary capillaries are dissipated at similar rates. This

superficial appearance of transport symmetry does not imply that the actual, individual kinetic
events in the catalytic cycle are symmetric. In fact, there are major mechanistic asymmetries in the
binding and translocation of anions through AE1. The inward-facing empty transporter (Ein) and
the inward-facing transporter with bound Cl- (EClin) are each energetically more stable than,
respectively, the outward-facing empty transporter (Eo) and the outward-facing Cl- complex (EClo)
[156, 157]. Because of this asymmetry, the inward translocation rate constant for Cl- is much higher
than the outward translocation rate constant (Figure 13.3).

Surprisingly, the translocation rate constants of the other main physiological substrate, HCO3
-,

have a completely different asymmetry from those of Cl- [158]. The outward-facing HCO3
- complex

is considerably more stable than the inward-facing complex (Figure 13.3), and, therefore, the inward
translocation rate constant for HCO3

- is slower than the outward translocation rate for HCO3
-.

Despite the underlying major asymmetries in the mechanisms of Cl- and HCO3
- binding and/or

translocation events, the net exchange of these two anions under physiological conditions is nearly
the same in each direction, because the rate of net exchange is, in general, a function of the affinities
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and translocation rate constants for influx and efflux of both exchange partners (see [158]). Under-
lying asymmetries in the mechanism can be observed only when transport is measured in the
presence of very asymmetric ion gradients.

13.10.3 INHIBITOR BINDING SITES

Although the basic features of the ping-pong mechanism are reasonably well established, it is clear
that there are sites for transportable anions and transport inhibitors other than the translocation site.
For example, it is well established that very high Cl- concentrations inhibit Cl-/Cl- exchange [159].
The most plausible explanation of this inhibition is that there is an additional site, known as the
modifier site, that causes transport inhibition when occupied by Cl- or other anions [15, 16]. The
self-inhibitory site is accessible from the extracellular medium [160].

Many arylsulfonates and other organic acids are inhibitors of band 3-mediated anion transport
(see [57]). The kinetic patterns of inhibition are variable, with some compounds acting as compet-
itive inhibitors and others noncompetitive. Some noncompetitive inhibitors bind to a site that is
sensitive to the proportions of inward-facing and outward-facing states; therefore, the conforma-
tional transition between inward-facing and outward-facing sites affects the accessibility not only
of the transport site itself but also of the site occupied by noncompetitive inhibitors such as
flufenamic acid [161], eosin-5-maleimide [162], and WW781 [156].

The stilbenedisulfonate derivative H2DIDS binds reversibly to AE1 before forming a covalent
bond with a lysine residue [16]. The covalent reaction is sufficiently slow that the action of H2DIDS

FIGURE 13.3 Left: Ping-pong catalytic mechanism of anion exchange. The transporter is depicted as having
two possible conformations: inward-facing and outward-facing. The transition between these conformations is
very slow in the absence of a bound transportable anion at the translocation site. The nature of the conformational
transition is unknown but is the equivalent of a gate opening in front of the transported anion and another gate
closing behind it, resulting in diffusional access to the opposite solution from where the anion originated. The
rates of the translocation events depend on the particular substrate anion bound at the translocation site. Right:
Asymmetry in the translocation events for Cl- (above, filled circle) and HCO3

- (below, open circle), as recently
demonstrated by Knauf et al. [158]. The inward translocation rate for Cl- is more rapid than the outward
translocation rate; the opposite is true of HCO3

-. This difference in translocation rates is a consequence of the
fact that HCO3

- has a higher true affinity for the outward-facing state than the inward-facing state; that is, the
outward-facing protein with bound HCO3

- (EBo) is energetically more stable than the inward-facing state (EBi).
For Cl-, the inward-facing state (ECli) is more stable than the outward-facing state (EClo).

X

ECli >> EClo

EBi << EBo

 

Inward-
Facing

Outward-
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Inward-
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as a reversible inhibitor can be studied at low temperature. As an inhibitor of Cl-/Cl- exchange at
0∞C, H2DIDS behaves as a competitive inhibitor [163]. The reversibly acting stilbenedisulfonate
DNDS is also a competitive inhibitor [164]. However, the fact that stilbenedisulfonates appear to
be competitive inhibitors of Cl- transport in a steady-state transport experiment does not imply that
Cl- binding completely prevents stilbenedisulfonate binding. Salhany and coworkers have shown
that Cl- lowers stilbenedisulfonate (DBDS) affinity by increasing the rate constant for release of
the inhibitor, without causing a major change in the forward rate constant for binding [165]. This
indicates that Cl-, DBDS, and band 3 can form a ternary complex [166] in which DBDS is released
more rapidly than it is in the absence of Cl-. The relationship between the Cl- binding site in the
DBDS complex and the Cl- transport site in normal band 3 is not yet known, but the relative
apparent affinities for most inorganic anions for the two sites are similar [167]. Iodide, however,
has a much lower than expected affinity for the band 3-DBDS complex, suggesting that DBDS
binds to a site that is in an access channel leading to the transport site, which can be reached by
many monovalent anions but not by iodide [167].

The high number of copies of erythrocyte band 3 per cell makes it possible to study Cl- binding
to the protein by nuclear magnetic resonance (NMR). Early studies by Chan and coworkers
[168–170] showed that 35Cl NMR line broadening by erythrocyte membranes is blocked by DNDS
in a manner consistent with the idea that the line broadening is a consequence of Cl- binding to
the transport site. Falke et al. [171] also used 35Cl- NMR to estimate the rate of binding and release
of Cl- from the presumed substrate site; at 0∞C, binding and release are considerably faster than
translocation. More recently, Knauf and coworkers have used 35Cl NMR to investigate the transport
asymmetry discussed earlier [157], as well as the nature of inhibitor binding sites. Eosin-5-
maleimide, which inhibits anion transport at a site that overlaps with but is not identical to the
stilbenedisulfonate site, does not block rapid Cl- binding and release from band 3, as detected by
35Cl line broadening, indicating that this agent does not inhibit transport by blocking an access
channel to the transport site [172].

In summary, the previous spectroscopic and kinetic measurements of inhibitor binding all
indicate that there are complex interactions among transport sites and inhibitor sites that can be
reached from the extracellular surface of band 3. Eosin 5-maleimide interferes with stilbenedisul-
fonate binding, even though the two compounds bind to different sites (see later discussion). Cl-

lowers DBDS affinity not by binding to the same site but by binding to a separate site and increasing
the DBDS dissociation rate. The transport site conformation (inward vs. outward) affects the binding
of several inhibitors to noncompetitive sites. A detailed understanding of these effects will require
further structural information about the protein and its complexes with various inhibitors.

13.10.4 STOICHIOMETRY OF THE CATALYTIC CYCLE

The fact that band 3 is a tightly associated dimer raises the question of whether the catalysis of
transport requires the concerted actions of both subunits. There is one H2DIDS binding site per
band 3 polypeptide [173], and there is a very good linear relationship between stilbenedisulfonate
binding and transport inhibition [174–176]. These findings are consistent with the idea that each
subunit of the dimer is capable of carrying out anion exchange, even if the opposite subunit is
inhibited by H2DIDS or DIDS.

The linear relationship between stilbenedisulfonate binding and transport inhibition does not rule
out the possibility that the dimer is the functional unit of transport [177]. For example, transport
catalysis could require both subunits of the dimer, but binding of stilbenedisulfonate to one subunit
could lower the transport rate through the dimer by exactly 50% [165]. Another possibility is that
the mechanism normally involves concerted interactions between subunits, but binding of stilbene-
disulfonate disrupts these interactions. There are many kinetic features of anion transport and stil-
benedisulfonate binding and release that indicate the presence of site/site interactions, some of which
involve two different subunits. For example, the binding of DIDS to one subunit affects the thermal
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unfolding of the opposite subunit of the dimer [178]. As discussed earlier, DBDS release is accelerated
by Cl-, and this acceleration could be mediated by interactions between subunits of the dimer [179].

Red cell anion transport kinetics themselves are complicated by self-inhibition, but there is
little evidence of major positive or negative cooperativity in most of the data (e.g., [151, 180,
181]). The transport of some anions does exhibit negative cooperativity, which is relieved by
binding of stilbenedisulfonate to one subunit of the dimer [182, 183]. This cooperativity may
indicate the presence of subunit interactions in the catalytic cycle. It is not known with certainty,
however, whether, in a complete catalytic cycle, the two exchanging anions cross the membrane
by interacting solely with a single subunit, or whether the mechanism requires communication
between the two subunits.

13.10.5 SINGLE TURNOVER MEASUREMENTS

Because of the abundance of erythrocyte band 3 (~15 nmol/ml cells), it is possible to measure the
Cl- flux associated with a single turnover of the transporter [184]. The stoichiometry of a single
turnover is consistent with a catalytic cycle of one ion moving outward and one moving inward
per band 3 subunit. It is also possible to detect a transient uphill efflux of Cl- following addition
of H2DIDS, which binds preferentially to the outward-facing conformation [185]. In this experiment
(Figure 13.4), intact red cells are initially at Donnan equilibrium in a CO2-free Na-phosphate
medium containing about 80 mM Cl-. Inorganic phosphate is transported about 10,000 times more
slowly than Cl- [16]. Therefore, even though phosphate is much more abundant than Cl-, the
unidirectional flux of Cl- is higher than that of phosphate. At the indicated time, Cl--free H2DIDS
is added. The binding of H2DIDS to outward-facing states upsets the equilibrium between inward-
facing and outward-facing states, and the most rapid way for inward-facing states to become
outward-facing is as the Cl- complex. Therefore, addition of impermeant H2DIDS causes a rapid
transient uphill efflux of Cl-. The stoichiometry of the transient uphill efflux is indistinguishable
from that predicted if each band 3 subunit in the dimer is a functional unit of transport [185]. This
does not imply that the subunits can act completely independently, but it does argue that each
subunit is capable of carrying out transport. The issue of subunit interactions in transport will be
discussed further later in connection with genetic variants of AE1.

13.10.6 LACK OF MAJOR REGULATION OF AE1-MEDIATED ANION TRANSPORT

Red cell band 3 is constitutively active (i.e., functional, not active in the sense of an ATP-driven
pump) as a transporter, as would be expected from its physiological function. In both the pulmonary
and the systemic capillaries, net Cl-/HCO3

- exchange mediated by band 3 is driven by the small
HCO3

- gradients that are generated by incoming or outgoing CO2 and intracellular carbonic anhy-
drase. In order to react to these gradients during the short (1 sec or less) capillary transit time, the
protein needs to be transport competent before the blood arrives at the capillary. During most of
the time in the circulation, Cl- and HCO3

- are at Donnan equilibrium, and band 3 is carrying out
the self-exchange of each of these anions with no net flux; this process has no energy cost and has
no adverse consequences for the cell. There is little reason, then, to suspect that the anion transport
function of erythrocyte AE1 is regulated.

Although band 3 is constitutively activated as a transporter, ATP depletion causes a moderate
(~35 to 50%) decrement in anion transport [186–188]. The mechanism of this decrease is not clear.
It has been reported that okadaic acid, which inhibits serine/threonine protein phosphatases types
1 and 2a [189], causes a significant increase in the rate constant for red cell oxalate transport [190],
suggesting that a phosphorylation event activates band 3-mediated transport. However, Jennings
and Adame [188] found no effect of okadaic acid on red cell oxalate transport. In the same cell
preparation, okadaic acid inhibited K+/Cl- cotransport, as expected from work with rabbit red cells
[191]. Accordingly, although ATP depletion does have an effect on anion transport, there does not
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appear to be major modulation of band 3-mediated transport by a phosphorylation/dephosphory-
lation cycle.

There are several sites of tyrosine and serine/threonine phosphorylation on band 3, mainly on
the cytoplasmic domain [37–42]. These sites, and the kinases and phosphatases that act on them,
represent a continuing area of investigation, and the functions of these phosphorylation events are
not yet clear. The other major posttranslational modifications of AE1 are palmitoylation of C843
and glycosylation of N642. Neither palmitoylation [192] nor glycosylation [193, 194] is necessary
for anion transport through AE1.

13.11 AE1 MEMBRANE DOMAIN TOPOLOGY AND STRUCTURE

The membrane domain of AE1 (mdb3), which has identical amino acid sequence in erythroid and
renal tissue, consists of 12 to 14 transmembrane helices and is responsible for anion transport.
Complete removal of cdb3 by trypsin does not have a major effect on SO4

= transport [195, 196],
and heterologous expression of the membrane domain without the cytoplasmic domain results in
anion transport at rates comparable to those of full-length AE1 [113].

FIGURE 13.4 Uphill efflux of 36Cl- induced by addition of the impermeant transport inhibitor H2DIDS.
Initially, intact human erythrocytes are at Donnan equilibrium in a medium consisting of 150 mM Na-
phosphate, pH 6.2, and 0.17 mM Na36Cl, 23∞C. The acid pH is needed to facilitate the complete removal of
HCO3

- by flushing the medium with N2. Under these conditions, about 90% of the transporters face inward
[185]. After cells and medium reach a stable Donnan equilibrium, H2DIDS is added to a final concentration
of 200 mM. H2DIDS binds to outward-facing states, and, by mass action, causes initially inward-facing states
to be recruited outward (mainly as the Cl- complex). The final state (upper right) consists of nearly all the
band 3 in the outward-facing state, bound with H2DIDS. The H2DIDS-induced outward recruitment of
transporters is associated with a net, uphill loss of 36Cl- from the cells, as shown in the lower part of the figure
(data from one of the experiments summarized in Table 1 of [185]).
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The membrane and cytoplasmic domains of human band 3 unfold independently of each other
[197]. Moreover, proteolysis of unsealed membranes causes release of cdb3 without the need for
extremes of temperature, salt, pH, divalent cations, or detergent, indicating that, in the absence of
the covalent link between the two domains, cdb3 does not bind strongly to mdb3. In situ, however,
the local cdb3 concentration is necessarily high, and the two domains may form a low-affinity,
noncovalent association that is difficult to detect in an experiment using the separated domains. If
such an association exists, it must be readily reversible.

13.11.1 2-D CRYSTALS OF AE1 MEMBRANE DOMAIN

The recent successes in determining high-resolution structure of several multispanning membrane
proteins [11, 198, 199] provides encouragement for ongoing efforts to crystallize band 3 membrane
domain. The crystals of mdb3 that have been prepared thus far, however, are not suitable for high-
resolution X-ray diffraction [200]. Wang et al. [123, 124] have determined the structure of the
membrane domain dimer (residues 361–911) at a resolution of 20 Å, using cryoelectron microscopy
of two-dimensional crystals (sheets and tubes) (see also [201]). The dimer is tightly associated,
and the electron density map shows a stain-filled canyon between the two subunits. Each subunit
of the dimer consists of three apparent subdomains, two of which are in the plane of the membrane
and may represent two different helical bundles. The third domain extends into the cytoplasm; this
domain was in a different position relative to the other two domains in the sheet vs. tube preparations,
indicating that its connection to the rest of mdb3 is flexible. It is not yet possible to make definitive
assignments of electron densities to the specific parts of the sequence.

13.11.2 TOPOLOGY OF THE AE1 MEMBRANE DOMAIN

13.11.2.1 Biochemical Studies of the Native Erythrocyte Protein

The abundance of red cell band 3 has made it an attractive system for biochemical studies of the
topology of the membrane domain [202–204]. Circular dichroism of the isolated membrane domain
[205] showed that the membrane domain has a high a-helix content. NMR studies on the first and
second TM segments also indicate a high a-helix content [206, 207]. Accordingly, the conceptual
framework for building a model of the structure of mdb3 is based on transmembrane a-helices
connected by hydrophilic loops.

From the known structures of multispanning membrane proteins (e.g., [11]), it is clear that
intramembrane a-helices can be oriented at angles that are far from perpendicular to the plane of
the membrane and that significant nonhelical structures are often found within the boundaries of
the hydrophobic part of the bilayer. Therefore, working models consisting of TM helices and
surface hydrophilic connector loops are almost certainly oversimplifications. Nonetheless, in the
absence of information on tilt angles of individual a-helices in AE1, the following discussion will
be framed in terms of TM helices and hydrophilic surface connector loops (denoted EC or IC,
depending on sidedness).

On the basis of the polypeptide sequence [44], chemical labeling [16, 17], in situ proteolysis
[202, 208, 209], and antibody binding [210, 211], a model of the membrane domain was developed
in which there are 14 transmembrane helices (Figure 13.5). Some aspects of the topological model
in Figure 13.5 are established very firmly. For example, both the N- and C-termini are definitely
cytoplasmic [13, 210, 211]. It is also clear that certain residues, e.g., the site of N-glycosylation
(N642 [35]), the reaction sites for impermeant chemical probes such as eosin 5-maleimide [212]
and H2DIDS [213], or sites of proteolytic cleavage of intact cells [202, 208] are accessible from
the extracellular medium. Further markers for extracellular sites come from the study of variant
blood group antigens, which are presumably extracellular. Jarolim et al. [214] have identified
mutations associated with several low-incidence blood group antigens (R432W in EC1; Y555H,
P561S, G565A, N569K in EC3; R656C and R656H in EC4). These regions of the sequence are
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all known to be accessible to chemical labeling and/or proteolysis at the extracellular surface [16,
17, 212]. In addition, the variant E480K (in EC2) is associated with the Froese blood group [215].
Finally, one of the Diego variants is associated with a mutation of P854 [216], which is close to a
lysine residue (K851) that reacts with the impermeant anion transport inhibitor H2DIDS [213].

13.11.2.2 Heterologous Expression and Mutagenesis

In addition to using biochemical and immunological markers in native erythrocyte AE1, it is
possible to study the topology in AE1 expressed in functional form in Xenopus oocytes or cultured
mammalian cells. Expression in yeast (S. cerevisiae) is also possible, although most of the protein
does not traffic to the plasma membrane [114, 217]. Topological studies of heterologously expressed
AE1 have been based on site-directed mutagenesis to insert consensus sites for N-glycosylation
[218, 219] or cysteine residues for chemical labeling [220, 221]. Much of the data using these
approaches is in agreement with biochemical studies in red cells. For example, it is possible to
remove the normal glycosylation site (N642) and insert consensus sites for N-glycosylation else-
where in the sequence. As long as the extracellular loop is sufficiently long (~30 residues [222]),
insertion of a consensus site for N-glycosylation in known extracellular loops gives rise to the
expected glycosylated polypeptide in either a cell-free translation system [218] or intact COS or
HEK293 cells [219]. However, substitution of asparagines for K743 (which gives a consensus N-

FIGURE 13.5 Model of the 2-dimensional arrangement of the polypeptide in the membrane domain of human
AE1. Locations of the two lysine residues (K539 abd K851) that react covalently with the same molecule of
the anion transport inhibitor H2DIDS are indicated [213]. Sites of in situ proteolysis of the nondenatured
protein by trypsin (Tr), chymotrypsin (Ch), and papain (Pa) [208, 209] are indicated. Residues in black with
white letters are sites of point mutations resulting in variant blood group antigens: R432W, Y555H, P561S,
G565A, N569K, R656C, and R656H [214]; E480K [215]; E658K [120]; and P854L [216]. The site of binding
of carbonic anhydrase II (D887-D890) is indicated [106]. The nine residues (A400-A408) that are deleted in
Southeast Asian ovalocytes [274–276] are shown as thick circles. Two residues (K691 and D821) identified
by chemical labeling experiments as being cytoplasmic [309, 310] are indicated as black squares with white
lettering. Extracellular loops 1–4 (EC1, etc.) and transmembrane segment 8 are labeled because they are
discussed in more detail later in the text. No attempt has been made to incorporate into this model the NMR
structures of synthetic peptides corresponding to the first two TM segments [206] and the loop immediately
preceeding TM13 [311].
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glycosylation site without any other modifications in the protein, because serine is in position 745),
results in a partially glycosylated product in the cell-free translation system [218]. Therefore,
during synthesis/translocation, residue 743 is exposed to the lumen of the ER in a loop that is
sufficiently long for N743 to receive a high-mannose carbohydrate chain in about half the copies
of the protein. Glycosylation of the K743N mutant is surprising, because K743 had previously
been thought to be cytoplasmic, on the basis of proteolysis experiments in intact cells and resealed
ghosts [209].

In contrast to the in vitro translation experiments, expression of the K743N construct in COS
cells does not result in a stable N-glycosylated product [219], indicating that copies of the polypep-
tide that receive N-glycosylation during synthesis are degraded before they reach the cell surface.
The disparity between the results of cell-free translation and whole-cell expression of K743N
mutants can be explained by a model in which residue 743 is transiently exposed to the lumen of
the ER during cotranslational insertion. If the residue at this site is asparagine, at least some of the
copies of the protein receive a high-mannose carbohydrate chain, which is detected in the cell-free
translation experiments. However, in intact cells these copies of the protein are presumably recog-
nized as misfolded and are degraded before reaching the plasma membrane.

There are other indicators that the topology of the protein in the vicinity of K743 is unusual.
Fujinaga et al. [220] have expressed AE1 containing cysteine insertions at various position, in a
Cys-less background protein, which is functional because no cysteine residue is essential for AE1-
mediated anion transport [110]. Cys substitutions at positions 742, 745, or 751 give rise to protein
that can carry out anion exchange, and each inserted Cys can be labeled by Lucifer yellow
iodoacetamide, which appears to be impermeant. By this criterion, these residues are exposed on
the extracellular surface. The cysteine mutagenesis experiments are clearly at odds with proteolysis
experiments using intact cells, resealed ghosts, unsealed membranes, and inside-out vesicles [209,
223], all of which indicate that K743 is accessible on the cytoplasmic, but not the extracellular
side of the membrane.

Heterologous expression with cysteine substitution mutagenesis has provided evidence that
hydrophilic loops downstream from K743 are exposed to the extracellular medium [224]. Cysteine
substitutions and chemical modification showed that cysteine residues inserted in the positions of
S852-A855 are accessible to extracellular medium. These residues are expected to be extracellular
on the basis of reactivity of K851 with H2DIDS [213] and the blood group antigen associated with
P854 [216]. However, the same cysteine scanning study also showed that residues in the sequence
P815-K829 are extracellular. There was previous evidence that this sequence is extracellular in
erythrocytes infected with Plasmodium falciparum [69], but antibody binding experiments with
normal erythrocytes indicated that the sequence is intracellular [225]. A topological model of mdb3
beginning with TM9, based on the results of Zhu et al. [224], is shown in Figure 13.6, with further
discussion of the topology of residues 800–840 in the legend.

It is not clear why there is such disagreement regarding the topology of the protein in the
sequences surrounding K743 and P815-K829. The cysteine scanning experiments were well con-
trolled, with transport assays to confirm that the mutated proteins are functional [220]. It is possible
that the topology of the protein in these regions is labile and that a minor perturbation represented
by a cysteine substitution may cause loops that are normally cytoplasmic to be folded into a
conformation with extracellular exposure. If there were two populations of expressed protein, with
two alternate conformations, the transport assay would detect the normally folded conformation,
and the labeling assay could detect the abnormally folded conformation. Another potential expla-
nation is that the sidedness of a loop in the mature protein can actually change with different protein
conformations as part of the conformational changes associated with anion transport events. How-
ever, the turnover number for monovalent anion transport through band 3 is quite high (see earlier
discussion), and it is difficult to envision a conformational change involving an entire loop of
polypeptide (ten or more residues) completely changing sidedness so rapidly.
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13.11.3 TWO CATEGORIES OF TRANSMEMBRANE HELICES

Hamasaki and coworkers have pointed out that, in general, there should be two categories of TM
helix in a multispanning protein [226]: 

• Category 1 — Those that interact directly with the lipid bilayer 
• Category 2 — Those that are surrounded entirely by other polypeptides or by an

aqueous cavity

In mdb3, exposure to alkaline pH causes partial unfolding of the protein and exposes new sites of
proteolytic cleavage; some peptides that are almost certainly in transmembrane helices can be
released from the membrane by alkaline exposure followed by trypsin proteolysis [227, 228]. For
example, the topology of the sequence comprising TM1 is reasonably well defined. The cytoplasmic
end is near P403 [207], and the extracellular end must be fairly close to K430, the site of labeling
by extracellular eosin 5-maleimide [212], and R432, the site of a mutation causing a rare cell
surface antigen [214]. Alkaline exposure causes this TM segment to become susceptible at several
positions to proteolytic enzymes [228]. These findings can be explained by a model in which TM1
is in Category 2, i.e., not stablilized by the lipid bilayer sufficiently to resist unfolding at alkaline
pH. TM 2, 3, 5, 6, and 10 in the model in Figure 13.5 also behave as Category 2 TM helices [228].

FIGURE 13.6 Alternative topological models of the membrane domain of human band 3, beginning after
TM8. The model on the left is as in Figure 13.5 for comparison. The model on the right is derived from that
of Zhu et al. [224] and is based on cysteine scanning mutagenesis/chemical modification experiments in AE1
expressed in HEK 293 cells [220, 224]. Residues depicted in black with white lettering are reactive with an
impermeant cationic reagent (bromotrimethylammoniumbimane bromide) in intact HEK293 cells expressing
the protein with cysteine inserted at this position. The extracellular localization of these residues is not in
agreement with data from antibody binding [224], chemical labeling [310], or glycosylation scanning [218],
indicating that this sequence is cytoplasmic in the native erythrocyte protein. On the other hand, a peptide
from this sequence blocks cytoadherence of erythrocytes infected with Plasmodium falciparum [69], indicating
that this sequence is extracellular, at least in infected erythrocytes. The structure of the synthetic peptide
corresponding to residues 796–840 has been determined by NMR to have two helical stretches (one a helix
and one 310 helix, each of which is amphipathic) in 30% trifluoroethanol [311]. The positions of these helices
(I803-L810 and Y824-L835) are indicated by the dashed boxes on the right side of the figure to indicate a
possible topology for this sequence. It is not known whether the structure of this sequence in 30% trifluoro-
ethanol is the same as in the intact protein.
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If these TM segments are not in contact with the bilayer, many possible arrangements of the TM
helices in the plane of the membrane can be ruled out.

13.11.4 TOPOGENESIS OF TM SEGMENTS

An important aspect of the study of the topology of a membrane protein is to understand how a
given topology is generated during the synthesis/insertion of the protein. Because so many aspects
of AE1 are relatively well characterized, AE1 is an attractive system for the study of topogenic
signals of a complex (12 to 14 TM) multispanning membrane protein. Individual TM segments of
AE1 have been tested for their properties as signal anchor I (SAI)/stop transfer function (resulting
in a cytoplasmic C-terminus of the TM segment) or signal anchor II (SAII, resulting in a cytoplasmic
N-terminus of the TM segment) [229]. Odd-numbered TM segments are expected to act as SAII
sequences and direct the C-terminus of the segment to the lumen of the ER; interestingly, neither
TM3 nor TM5 served this function in the translation assay used by Ota et al. [229]. However, TM4
and TM6, as expected for even-numbered segments, exhibit strong SAI activity. The most reasonable
interpretation of this finding is that, in the synthesis and insertion of the whole protein, the strong
SAI function of TM4 and TM6 makes up for the weak SAII activity of TM3 and TM5, respectively,
resulting in the insertion of TM3-TM4 and TM5-TM6 as hairpins in the proper orientation (i.e.,
helix-loop-helix with extracellular loop).

The rules for AE1 insertion/topogenesis are complex, however. In addition to effects of
sequences immediately upstream or downstream of a given TM segment, there are topogenic effects
of sequences that are much more distant. Kanki et al. [230] recently showed that the sidedness of
sequences near K743 depend on the rate of elongation of the polypeptide and on the presence or
absence of sequences as distant as TM1-3 and 12-14. These data, as well as those discussed
previously [218, 219], all indicate that K743 is transiently exposed to the lumen of the ER during
synthesis/insertion and is then folded back into the membrane and is actually exposed on the
cytoplasmic surface in the mature protein [223].

13.11.5 COEXPRESSION OF COMPLEMENTARY FRAGMENTS

Tanner and coworkers have performed a systematic study of the expression of combinations of
fragments of AE1 in Xenopus oocytes to assess the ability of the resultant polypeptides to assemble,
traffic to the surface membrane, and carry out anion transport. The first such studies used two pairs
of fragments: TM1-8 + TM9-14, or TM1-12 + TM13-14 (TM segments defined as in Figure 13.5).
In both cases, the resultant assembly exhibits functional anion transport, indicating that the cyto-
plasmic loops connecting TM8 to TM9 and TM12 to TM13 do not need to be intact in order for
the protein to function [231].

Subsequent studies used complementary fragments that are believed normally to be connected
by extracellular loops [232]. To ensure that the downstream fragment would be oriented with
extracellular N-terminus, the fragment was fused with the glycophorin A leader sequence, which
is cotranslationally cleaved (confirmed by Edman degradation), leaving the N-terminus of the AE1
fragment in the lumen of the ER. Pairs of fragments separated by EC3 or EC4 could form transport-
competent assemblies. The EC3 result is expected from the lack of effect of extracellular chymo-
trypsin (which cleaves EC3) on anion transport in intact erythrocytes [16]. The EC4 result is
reasonably consistent with earlier studies with intact red cells. Extracellular papain cleaves Q630,
i.e., in EC4 near the end of TM7 [208], and has complex effects on anion transport, including
inhibition of Cl- efflux [16] and acceleration of SO4

= influx [233], suggesting that papain cleavage
of EC4 stabilizes the inward-facing conformation. The fact that cleavage of EC4 by papain does
not completely inhibit Cl- transport in erythrocytes is consistent with the fact that complementary
fragments separated by EC4 can form a functional assembly [232].

In contrast to EC3 and EC4, complementary fragments normally connected by EC1 or EC2
do not transport anions [232]. The EC1-separated fragments (i.e., TM1 and TM2-14) do not traffic
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to the plasma membrane, but the fragments on either side of EC2 (TM1-3 and TM4-14) form a
stable assembly that does not transport anions, suggesting that the integrity of EC2 (which is rather
short) is necessary for transport. In fact, none of the extracellular or intracellular loops in TM1-5
can be interrupted without a loss of transport function of the fragments expressed in Xenopus
oocytes [234]. This finding, and the fact that EC3 (following TM1-5) is poorly conserved and may
be cleaved without loss of function, indicates that TM1-5 is a tightly folded subdomain of mdb3.
This idea is also consistent with the fact that no extracellular or intracellular loop within TM1-5
has been cleaved by in situ proteolysis except under denaturing conditions.

Tanner and coworkers have expressed complementary fragments in groups of three or four
rather than two; they have also expressed noncomplementary fragments, in which one or more TM
segment is missing or in which there is an extra TM segment [235]. Most of the constructs with
missing segments do not support transport; surprisingly, however, the construct that lacks TM6-7
is able carry out stilbenedisulfonate-sensitive anion transport. This helix-loop-helix hairpin contains
a cluster of six positive charges at or near the cytoplasmic surface of the membrane, one of which
(K590) reacts covalently with phenylisothiocyanate under conditions in which this agent inhibits
transport [236]. Despite this association with a transport inhibitor, TM6-7 do not appear to be
absolutely essential for anion exchange.

13.11.6 ARRANGEMENT OF TM HELICES IN THE PLANE OF THE MEMBRANE

There have been several attempts to define amino acid residues associated with the subunit interface
in the membrane domain dimer. Crosslinking studies with intact erythrocyte have provided evidence
that the third extracellular loop (EC3), between TM5 and TM6 (Figure 13.5), contains sites that
may be involved in subunit interactions. The homobifunctional amino reagent BS3 (bis[sulfosuc-
cinimidyl]suberate) was originally shown by Staros [127, 237] to form an intermolecular crosslink
between two complementary chymotryptic fragments of erythrocyte AE1. Jennings and Nicknish
[128] subsequently showed that at least one end of the BS3 intermolecular crosslink involves a
lysine residue (K551 or K562) close to the extracellular chymotryptic cleavage sites (Y553 and
L558). Therefore, either K551 or K562 (or both) in EC3 is sufficiently close to a lysine residue in
the adjacent subunit to make a crosslinked with BS3 possible.

Casey and coworkers [238] have used cysteine mutagenesis to insert cysteine residues that were
then crosslinked by homobifunctional sulfhydryl reagents or by oxidation with Cu2+/o-phenanthro-
line. Using this approach, intermolecular -SS- crosslinks could be formed in AE1 with a cysteine
residue inserted into position 431 (EC1), 456 (IC1), 486 (EC2), 555 (EC3), 565 (EC3), 656 (EC4),
731, and 751 (IC5 or EC5, depending on the model; see earlier discussion). Crosslinking did not
change the hydrodynamic radius of the protein, indicating that, as expected, the protein is a stable,
noncovalent dimer before crosslinking. The efficiency of crosslinking is variable (0.2 to 0.8), but
the results clearly indicate that several different sites in the AE1 sequence are sufficiently close to
the same residue in the neighboring subunit to form an -S-S- crosslink. As pointed out by Taylor
et al. [238], even a “zero-length” -S-S- crosslink in an extramembranous loop still allows a significant
distance between adjacent TM helices, especially if the crosslink site is several residues from the
end of the TM helix. Accordingly, precise statements about proximity relations in the dimer cannot
yet be made on the basis of these crosslinking experiments. It is clear, however, that several different
parts of the sequence can be crosslinked in the band 3 dimer. The finding that sites in EC3 in
adjacent subunits can be crosslinked is in agreement with earlier work on erythrocytes [128].

Groves and Tanner [235] have coexpressed fragments of AE1 with intact mdb3 (or whole band
3) and immunoprecipitated the complex to determine what portions of the polypeptide are associated
with the adjacent subunit of the dimer. All fragments except the last two TM segments coprecipitated
with mdb3. A working model of the subunit interface based on these and previous coexpression
studies was proposed by Groves and Tanner [235]. Figure 13.8 depicts the main features of this
model, along with indications of the approximate positions of intrasubunit (H2DIDS [213]) and
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intersubunit [128, 238] crosslinks. The model depicts TM13-14 as a separate subdomain from the
rest of the membrane domain, based on the finding that these two TM segments (plus the C-terminal
cytoplasmic domain) can be inserted into ER in a stable manner even if the rest of the protein is
absent [231], suggesting that it is a relatively self-contained domain. However, K851 (in the short
EC loop between TM13 and TM14) can be crosslinked by H2DIDS to K539 (near the C-terminal
end of TM5) in the same subunit [213], indicating that TM13-14 are associated with the rest of
the protein closely enough for this crosslinking to take place. The dimer model of Groves and
Tanner does not depict EC3 or EC4 as being near the subunit interface, even though these loops
can participate in intersubunit crosslinking [128, 238]. As mentioned previously, both EC3 and
EC4 are long and presumably flexible enough to be crosslinked to the adjacent subunit, even if
TM5-8 are not themselves at the subunit interface.

An additional set of potential constraints on the arrangement of helices in the plane of the
membrane is that TM 1, 2, 3, 5, 6, and 10 behave as Category 2 TM helices and are probably not
in close contact with lipid bilayer [228]. Even with these constraints, and those imposed by the
lengths of each of the EC and IC connector loops, it is not possible to propose a unique arrangement
of TM helices; with 14 (or even 12) helices, the number of possible combinations is enormous. As
emphasized by Groves and Tanner [235], models such as that in Figure 13.8 are not intended to
be a unique representation of the experimental facts but rather are presented as a guide for future
experiments. It is clear that much further structural work is needed before definitive statements
about the subunit interface can be made.

13.12 FUNCTIONAL ROLES OF SPECIFIC AMINO ACID RESIDUES 
IN TRANSPORT

13.12.1 LIMITATIONS OF CHEMICAL MODIFICATION OR MUTAGENESIS 
EXPERIMENTS

There have been many chemical modification and site-directed mutagenesis experiments on AE1;
the general goal of these experiments is to identify amino acid residues that are important in anion
transport. It is important to recognize the limitations of such experiments. The replacement of a
particular residue in AE1 may alter anion transport by a wide variety of mechanisms. Even if the
mutated protein is properly folded and traffics normally to the plasma membrane, it is exceedingly
difficult to draw valid conclusions about the events in transport catalysis that are altered by
mutagenesis. Suppose, for example, that a given amino acid substitution raises the concentration
of extracellular Cl- needed to half-saturate the 36Cl- influx. It would be tempting to conclude that
this residue has a role in the binding of extracellular Cl-. Such a conclusion would not necessarily
be correct, because the half-maximal substrate concentration depends not only on the true binding
affinity but also on the unidirectional rate constants for both inward and outward translocation (e.g.,
[14, 158]). A mechanistic interpretation of site-directed mutagenesis experiments therefore requires
a very thorough kinetic characterization of each mutant protein; this has not yet been possible for
most of the amino acid residues discussed subsequently.

13.12.2 LYSINE RESIDUES

The membrane-impermeant bifunctional anion transport inhibitor H2DIDS reacts with two different
lysine residues within the same band-3 subunit to form an intramolecular crosslink between two
different chymotryptic fragments [173]. The H2DIDS-reactive lysine residues are K539 and K851
[213]; in the folded protein, the e amino groups of these two residues must be close enough (~13
Å) to each other to be crosslinked by H2DIDS. Neither of these lysine residues is necessary for
anion transport in the Xenopus oocyte expression system [108, 109]. However, substitution of
cysteine for K851 strongly inhibits anion exchange in AE1 expressed in HEK293 cells [224]. In
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the same study, substitution of cysteine for several other lysine residues (K814, K817, K826, K829)
had relatively minor effects on transport [224].

Another lysine residue that has been studied by chemical modification is K430, which is near
the extracellular end of TM1 and is the site of covalent reaction with eosin-5-maleimide site [212].
Eosin-5-maleimide inhibits anion transport by binding to an exofacial site that is distinct from the
transport site and from the stilbenedisulfonate site, as discussed earlier. The possible role of K430
itself in transport is not clear. Another lysine residue that has been chemically modified is K590,
the site of covalent reaction with transport inhibitor phenylisothiocyanate [236]. This residue is
one of a cluster of six positive charges in a cytoplasmic loop between TM6 and TM7. The positive
charges in this sequence are well conserved among SLC4 family members, but K590 itself is not;
there is a glutamine in this position in both chicken and trout AE1. Also, as discussed previously,
the entire TM6-7 hairpin can be eliminated without complete loss of transport [235]. It is unlikely,
therefore, that K590 has a critical role in anion transport.

13.12.3 ARGININE RESIDUES

Band 3-mediated monovalent anion transport is only very slightly affected by either intracellular or
extracellular pH in the physiological range (6.8 to 7.8) [180, 239]. (The lack of effect of pH in this
range on AE1 contrasts with substantial effects on AE2 [240–242]. The activation of AE2 by alkaline
cytoplasmic pH is necessary in order for AE2 to act as a base extrusion system to protect cells from
alkalinization. Amino acid residues of importance in mediating pH effects on AE2 are beginning to
be identified [243].) Although pH has little effect on AE1-mediated Cl- transport in the physiological
range, more extreme pH changes have strong effects. Very high pH inhibits Cl- transport, consistent
with a role for one or more arginine residues in anion binding and/or translocation [244–246].

Chemical modification with arginine-selective reagents, such as phenylglyoxal, cause irrevers-
ible inhibition of anion exchange [247–249]. Mutagenesis of mouse R509 (human R490) results
in an unstable protein [250]; naturally occurring mutations at this site result in hereditary sphero-
cytosis caused by band 3 instability [251, 252]. Site-directed mutation of R730 to either glutamine
or lysine does not prevent stable expression of the protein in Xenopus oocytes but causes inhibition
of transport [250], suggesting that this residue has an essential role in transport. R730 is conserved
in all known AE1, AE2, and AE3 sequences, but a hydrophobic residue is in this position in most
other members of SLC4, including the sodium bicarbonate cotransporters and Na+-dependent Cl-

-HCO3
- exchangers. This residue may have an important role in the Na+-independent anion exchang-

ers, but other arginine residues may also be part of the transport pathway. Substitution of cysteine
for R808 or R870 strongly inhibits anion exchange in the HEK293 expression system [224].
Mutation of other arginines in the C-terminal ~100 residues has either no effect (R832, R871) or
causes slight inhibtion (R827, R879) [224]. In summary, it is clear that certain arginine residues
are important for AE1 function, but exact roles for specific arginine residues are not yet known.

13.12.4 ROLE OF GLUTAMATE 681

Acid extracellular or intracellular pH inhibits Cl- transport and at the same time accelerates the
transport of monovalent anions such as SO4

= [16, 253]. The opposite effects of pH on monovalent
and divalent anion transport led Gunn [254] to propose that protonation of a titratable group in the
acid pH range (pK ~5.5) converts band 3 from a monovalent to a divalent anion transporter. In
keeping with this model, the net exchange of Cl- for SO4

= in red cells is accompanied by an
obligatory, stoichiometric cotransport of H+ with SO4

= [253, 255].
Chemical modification with Woodward’s reagent K (WRK) and BH4

- has demonstrated that a
specific glutamate residue, E681, is the H+-titratable group that converts band 3 from the monovalent
to the divalent form [256, 257]. Removal of the negative charge on this residue by either WRK/BH4

-

modification [258] or site-directed mutagenesis [259] strongly accelerates AE1-mediated SO4
=
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transport and causes net Cl-/SO4
= exchange to be an electrogenic 1:1 exchange rather than an

electroneutral exchange of Cl- for SO4
= + H+. These effects are exactly what would be predicted if

E681 were the titratable residue associated with SO4
=/H+ cotransport. The precise role of E681 in

monovalent anion exchange is not known, but this residue is clearly closely associated with the
transport pathway. However, it is important to point out that modification of this residue with WRK
does not prevent Cl- and stilbenedisulfonate binding [260].

Glutamate 681 is located toward the cytoplasmic side of transmembrane helix 8 (TM8). E681
can be labeled from the extracellular surface of intact cells at 0∞C by short exposures to WRK, a
zwitterionic, hydrophilic reagent [257], indicating that the residue is outside the permeability barrier.
Tang et al. [221, 261] have used heterologous expression, mutagenesis, and chemical modification
to examine the sidedness of individual residues in TM8. Cysteine residues inserted into some sites
in TM8 give rise to transport that is inhibited by SH reagents. Inserted cysteine residues on the N-
terminal side of E681 can be reached from the extracellular surface by impermeant hydrophilic
reagents, but residues on the C-terminal side of E681 cannot be labeled by these reagents [221].
These data strongly indicate that TM8 is an a-helix leading from the extracellular surface to a site,
E681, which is critically important for transport and is very close to the barrier that separates
intracellular from extracellular (Figure 13.7).

FIGURE 13.7 Amino acid residues in TM8, showing differing sidedness of residues on either side of E681,
derived from heterologous expression and cysteine scanning mutagenesis of AE1 in HEK293 cells [221, 261].
Residues accessible to reaction with extracellular pCMBS are depicted as black circles with white interiors
and black lettering. Residues accessible to a membrane-permeant MTS reagent but not extracellular pCMBS
are depicted as solid black circles with white lettering. Residues that can be labeled are all on the same face
of the helix as E681. Location of E681 at the permeability barrier agrees very well with chemical modification
experiments in erythrocytes (see text). Further confirmation of the cytoplasmic orientation of K691, at the C-
terminal end of TM8, comes from the chemical modification experiments of Erickson and Kyte [309].
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Salhany and coworkers [262] recently showed that modification of E681 with WRK/BH4
- results

in the appearance of a second binding site for Cl-, as detected by the kinetics of Cl--stimulated
DBDS release. The effects of WRK/BH4

- modification on the kinetics of DBDS release are con-
sistent with a model in which modification with WRK/BH4

- of one subunit of the dimer exposes
a cryptic Cl- binding site; the binding of Cl- to this site causes an increase in DBDS fluorescence
[262]. There may be interpretations of the effects of WRK/BH4

- on DBDS release kinetics that do
not involve subunit interactions, but, in any case, the removal of the negative charge on E681 causes
the apparent formation of a new Cl- binding site. Interestingly, mutagenesis of a glutamate residue
in the E. coli chloride channel causes an additional Cl- binding site to appear [12]; in the native
channel, the glutamate side chain occupies the site instead of Cl-. In the E. coli Cl- channel, the
glutamate side chain is involved with gating the channel. It is possible that, in the anion exchanger
AE1, the E681 side chain acts in an analogous way by mimicking a Cl- ion. Neutralization of this
residue by low pH, chemical modification, or mutagenesis may make it possible for Cl- to bind to
the site that was previously occupied by the E681 side chain. Also, as pointed out by Salhany et
al. [262], competition between Cl- and the E681 side chain in normal band 3 could have a role in
self-inhibition of Cl- transport at high substrate concentrations.

13.12.5 HISTIDINE MODIFICATION AND MUTAGENESIS

Chemical modification studies with diethylpyrocarbonate (DEPC) have indicated that one or more
histidine residues have a role in erythrocyte anion transport [263, 264]. Mutagenesis of the mouse
residues corresponding to human H703, H819, and H834 to glutamine, or human H734 to serine,

FIGURE 13.8 Model for the arrangement of 14 TM helices in the plane of the membrane, based on that of
Groves and Tanner [235]. The position of the known H2DIDS crosslink between K539 (C-terminal end of
TM5) and K851 (C-terminal end of TM 13) within the same subunit is indicated [213]. Sites of intermolecular
crosslinking with either BS3 in EC3 [128] or crosslinkers reactive with inserted cysteine residues in EC3 or
EC4 [238] are indicated. The TM helices believed to be surrounded by protein rather than lipid (Category 2)
are TM 1, 2, 3, 5, 6, and 10 [226]. If this is correct, then only TM4 in the TM1-5 subdomain is in contact
with the bilayer.
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causes inhibition of 36Cl-/Cl- exchange in the protein expressed in Xenopus oocytes [265]. The
H703Q and H834Q mutants showed essentially no activity. In all cases, detectable polypeptide was
expressed, but it is not clear what proportion of the protein reached the cell surface. Interestingly,
introduction of a second mutation in the position of the H2DIDS-reactive lysine residue K539 rescued
transport in the H703Q, H819Q, and H834Q mutants. The mechanism of this rescue is not yet
known. Diethylpyrocarbonate inhibits transport in oocytes expressing each of the histidine muta-
tions, indicating that more than one histidine residue (or possibly reaction of DEPC with some other
amino acid side chain) is responsible for DEPC inhibition of transport. Inhibition by DEPC was
slowest in the H734S mutant, suggesting that this residue may be the primary target of DEPC [265].
In a separate study, Müller-Berger et al. [266] showed that mutagenesis of H743 to glutamine and
of E681 to aspartate causes similar changes in the extracellular pH dependence of Cl-/Cl- exchange,
suggesting that these two residues may act in concert to produce the native pH dependence.

13.13 GENETIC ABNORMALITIES IN AE1

13.13.1 EFFECTS OF DELETION OF AE1

The physiological consequences of the complete or near absence of AE1 have been studied in
several settings. A strain of cattle lacking AE1 was discovered several years ago in Japan [267];
these animals are homozygous for a mutation that introduces a stop codon in the position corre-
sponding to human R646. The resultant polypeptide is not stably incorporated into the membrane,
and red cells from these animals have no detectable band 3. The cells also lack protein 4.2 (as is
also true of the AE1 deletion mouse [268, 269]) and have significant decreases in the amounts of
spectrin, actin, and G3PD. Analysis of arterial and venous blood gases demonstrated that arterial
blood is somewhat acidotic (pH 7.30), with normal PCO2. Venous pH is acid (pH 7.17), and venous
PCO2 is elevated. The blood gas values are consistent with the idea that, without Cl-/HCO3

-

exchange, the tissue-to-lung PCO2 gradient is larger than normal (see [270]).
Peters et al. [268] deleted the AE1 gene in mice and showed that, although AE1 -/- mice are

severely anemic as a result of shortened red cell lifespan, the red cell membrane skeleton is
essentially normal, despite the fact that AE1, the main attachment site for the skeleton, is absent.
Southgate et al. [269] prepared mice with targeted deletion of erythroid but not renal AE1. In
agreement with Peters et al. [268], red cells lacking AE1 can assemble a normal membrane skeleton.
Both studies demonstrated that the membrane itself is quite unstable in the absence of AE1, with
spontaneous shedding of lipid vesicles, indicating that band 3 normally stabilizes the membrane by
interacting with membrane lipids. Stabilization of the membrane through lipid/band 3 interactions
could help explain the hereditary spherocytosis associated with band 3 deficiency (see later section).

13.13.2 NATURALLY OCCURRING MUTATIONS IN HUMAN AE1

13.13.2.1 Memphis Mutation

The first human AE1 genetic variant was identified by Mueller and Morrison [271] on the basis
of altered mobility of the 60 kDa N-terminal chymotryptic fragment on SDS polyacrylamide gels.
This variant, designated the Memphis mutation, was subsequently shown to result from a substi-
tution of glutamate for lysine in position 56 [272, 273]. The Memphis mutation is common and
does not cause major abnormalities in either anion transport or the interactions of band 3 with the
membrane skeleton.

13.13.2.2 Southeast Asian Ovalocytosis

An AE1 variant with deletion of residues 400–408 is relatively common in Malaysia and Papua
New Guinea and causes a condition known as Southeast Asian ovalocytosis (SAO) [274-276]. The
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deletion is at the N-terminal end of the first transmembrane segment (Figure 13.5) and causes the
TM helices to be abnormally organized but not unfolded [277]. The protein is stably incorporated
into the membrane, but SAO band 3 does not exhibit detectable anion transport [278]. SAO red
cells are abnormally rigid and are resistant to Plasmodium falciparum, thus providing an explanation
of the prevalence of the gene in regions of the world where malaria is endemic. SAO red cells
contain a higher proportion of band 3 tetramers (i.e., the fraction of band 3 with low lateral mobility)
than normal red cells [279].

Red cells of heterozygotes for the SAO deletion have nearly equal amounts of normal and SAO
polypeptide in the membrane [175]. Anion transport in red cells of SAO heterozygotes is about
half the normal value (see later discussion). SAO band 3 polypeptide does not bind stilbenedisul-
fonates with high affinity [175]; this property makes it possible to test for the presence of het-
erodimers between normal and SAO polypeptide by forming an intramolecular crosslink with [3H]
H2DIDS between the two major chymotryptic fragments of the normal polypeptide [173, 213],
followed by intermolecular crosslinking with BS3 [127]. The resultant product included
[3H]H2DIDS-labeled normal band 3 crosslinked to chymotryptic fragments of SAO band 3, indi-
cating the presence of heterodimers [280]. The proportions of labeled crosslinked fragments were
consistent with random association between normal and SAO subunits.

Jennings and Gosselink [280] reported that the SO4
= flux in SAO cells is 55% of normal under

conditions of saturating SO4
= concentration. SAO cells have about 55% of the normal amount of

wild-type band 3 [281], suggesting that the presence of SAO polypeptide in the heterodimer has
no effect on SO4

= transport in the normal subunit of the dimer. However, these data were from a
single donor, and the more extensive data from Tanner and coworkers [175, 281] indicate that both
SO4

= and Cl- transport in SAO cells (per DIDS binding) site is 75% of normal. Moreover, coex-
pression of SAO with normal AE1 (and GPA) in Xenopus oocytes causes 30% inhibition of Cl-

transport relative to normal AE1 and GPA alone [278]. Therefore, there is a detectable effect of
the nontransporting SAO polypeptide on the normal subunit of the dimer. It is clear, however, that
a dimer with one normal subunit and one SAO subunit can transport anions reasonably rapidly.
Further evidence for functional effects of SAO on the neighboring subunit is that the rate of release
of bound H2DIDS from the SAO heterodimer is about fourfold slower than that from wild-type
band 3 [282]. Also, as discussed later, there are individuals who are compound heterozygotes for
the SAO mutation and a mutation associated with distal tubular acidosis. In these individuals, the
SAO subunit causes a large decrease in transport mediated by the opposite subunit.

NMR studies with peptides encompassing the SAO deletion and TM1 indicate that the peptide
from R389 to K430 consists of three helical regions (P391-A400, P403-A416, and a short stretch
from I421-F423) [207]. There is a sharp bend at P403, which may represent the cytoplasm/mem-
brane boundary of TM1. Solvent exchange indicates that the P403-A416 and I421-F423 helices
are much more stable than the P391-A400 helix. Deletion of A400-A408 (i.e., the SAO deletion)
results in the formation of a stable helix from P391-A416. However, the SAO deletion destabilizes
TM1 by forcing hydrophilic residues into its N-terminal end. In keeping with the idea that the
SAO deletion destabilizes TM1, a fragment consisting of cdb3 plus normal TM1 can insert
normally into endoplasmic reticulum, but the corresponding fragment with the SAO deletion
cannot [207].

Kanki et al. [283] have recently performed an extensive mutagenesis study of residues 361–408,
i.e., starting at the trypsin cleavage site between the cytoplasmic and membrane domains and
extending through the deletion associated with SAO. Deletion of the residue 400–406 does not
interfere with proper insertion of TM1, but deletion of 400–408 (SAO) completely blocks insertion.
Insertion of three leucine residues in the C-terminal end of SAO TM1 restores ability to insert, in
agreement with the idea that SAO TM1 is unstable because the hydrophobic length of the helix is
too short. Partial deletions of residues 400–408 were also tested for effects on anion transport. As
expected, the deletions that inhibit insertion of TM1 exhibit very little transport. However, shorter
deletions that support insertion of TM1 in the cell-free translation experiment do not give rise to
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a functioning transporter. Protein containing some of these shorter deletions reaches the surface
membrane, indicating that proper insertion of the deletion mutants is not sufficient for transport.

Other mutagenesis experiments by Kanki et al. [283] showed that removal of all three arginine
residues (alanine substitution) at positions 387–389 near the cytoplasmic surface does not interfere
with the transport function of AE1. This cluster of positive charge is well conserved in SLC4 but
is not necessary for anion transport in AE1 expressed in Xenopus oocytes. Expression of the
membrane domain (361–911) or a slightly truncated membrane domain (381–911) gives rise to
high levels of transport, but a further truncation (386–911) was expressed on the cell surface but
not functional as a transporter. This indicates that the residues from G381 to D385 are of functional
importance for the transporter.

13.13.2.3 Band 3 Coimbra

Rebeiro et al. [284] recently described an individual homozygous for the AE1 point mutation
(V488M), known as band 3 Coimbra, which results in erythrocytes completely lacking band 3.
Heterozygotes for this allele have relatively mild hereditary spherocytosis with about 20% reduction
in band 3 [285]. The homozygous individual was delivered by emergency Caesarian section and
at birth had intense pallor, edema, ascites, and hepatosplenomegaly [284]. Erythrocytes had abnor-
mal morphology, including spikelike projections indicative of membrane instability and vesicle
shedding. Electrophoresis and immunoblotting showed that the erythrocytes have no detectable
band 3 or band 4.2. Band 6 (G3PDH) and glycophorin A were also markedly diminished, in
qualitative agreement with the properties of the mice with targeted AE1 deletion [117, 269]. The
individual also has distal renal tubular acidosis and does not produce urine with pH below 6.6,
consistent with a lack of acid secretion in the collecting tubule. The last published report on this
individual indicated that she was doing reasonably well at age three with frequent transfusions and
bicarbonate ingestion to counter the renal tubular acidosis [284].

13.13.2.4 Mutations Causing Hereditary Spherocytosis

A variety of mutations in several different proteins result in a family of hemolytic anemias that are
collectively grouped under the heading of hereditary spherocytosis (HS) [286]. The most common
causes of HS are mutations in spectrin or ankyrin. However, a substantial number of cases of HS
(23% of 166 kindreds examined by Jarolim et al. [287]) are the consequence of mutations in AE1.
Many of these mutations cause premature termination of the polypeptide in heterozygotes, and in
these cases the only AE1 mRNA present in reticulocytes is that of the normal allele. Several other
mutations do not affect mRNA stability but instead lead to an unstable or mistargeted protein
[288–291]. Most AE1 HS mutations result in a decreased total amount of erythrocyte band 3, which
destabilizes the membrane and causes HS. This destabilization probably is a consequence of the
fact that AE1 is a major component of normal erythrocyte membranes and that lack of a full
complement of band 3 leads to blebbing of lipid vesicles and loss of surface area. Mutations that
cause dominant HS do not have any measurable renal consequences, presumably because the lack
of the unstable allele does not interfere with expression of the normal protein. The single copy of
the normal gene is sufficient to produce adequate kidney AE1.

13.13.2.5 Band 3 Montefiore

A recessive AE1 mutation causing a condition similar to HS is a lysine substitution for E40 (band
3 Montefiore [292]). Individuals homozygous for this mutation have hemolytic anemia, osmotically
fragile red cells, and a major deficiency (12% of normal) in protein 4.2 [292]. Rotational mobility
measurements showed that band 3 from red cells of homozygotes for band 3 Montefiore or from
cells deficient in protein 4.2 have increased mobility, indicating that interactions with protein 4.2
stabilize interaction of band 3 with the membrane skeleton [293].
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13.13.2.6 Mutations Causing Distal Renal Tubular Acidosis

As discussed earlier, the AE1 gene is expressed in erythrocytes and in the acid-secreting intercalated
cells of the renal collecting duct. In several families with dominant familial distal renal tubular
acidosis (dRTA), mutations have been found in the AE1 gene [294–297]. The most frequent
mutations are substitutions of histidine, serine, or cysteine for arginine in position 589. A de novo
mutation at this site was recently identified, indicating that codon 589 is a mutational hotspot [298].
In erythrocytes from individuals heterozygous for R589 point mutants, the total number of band 3
molecules per cell is normal, and SO4

= transport is slightly reduced. In another mutation (S613F)
associated with dominant dRTA, SO4

= transport in erythrocytes of heterozygotes is increased as a
result of a higher apparent affinity for SO4

= [294]. Expression of either erythroid or renal AE1
R589H, R589C, or S613F mutations in Xenopus oocytes gives rise to Cl- transport that is not
dramatically different from that of normal AE1 [294]. When expressed in HEK293 cells, normal
erythroid AE1, normal renal AE1, and erythroid AE1 R589H mutant protein were all targeted to
the cell surface, but renal R589H was retained mainly in subcellular vesicles [299]. Coexpression
of normal AE1 with the R589H mutant showed that R589H exerts a dominant negative effect,
presumably from formation of heterodimers that do not traffic to the cell surface [299].

Another mutation causing dRTA, band 3WALTON, is an insertion causing premature termination
leading to an 11-amino acid deletion at the C-terminus of the protein [297, 300]. In nonpolarized
renal cells (HEK293 or nonpolarized MDCK), both the erythroid and renal products of AE1WALTON

exhibit impaired trafficking to the surface membrane [300, 301]. Interestingly, expression of
(epitope-tagged) AE1WALTON in polarized MDCK cells resulted in cell surface expression on both
the apical and basolateral membranes [302]. Fusion constructs between C-terminal AE1 sequences
and CD8 (which is normally targeted to the apical membrane) demonstrated that there is a baso-
lateral targeting signal in the C-terminal 11 residues of AE1; Y904 is a critical residue for this
targeting signal [302]. Abnormal targeting of AE1 dRTA mutants to the apical as well as the
basolateral membrane of a-intercalated cells would explain the dominant effect of these mutations.

Although most known AE1 mutations associated with dRTA are dominant, there is a known
recessive mutation of AE1 causing dRTA. Individuals homozygous for the G701D mutation have
dRTA with apparently normal erythrocyte anion transport [303, 304]. The dissociation between
erythroid and renal phenotype of the G701D homozygotes is explained by the fact that the stable
folding and targeting of G701D AE1 is absolutely dependent on coexpression of glycophorin A
[303], which is expressed in erythroid but not renal cells. Therefore, G701D AE1 is present in
normal amounts in erythrocytes but not in the kidney.

Bruce et al. [281] have described several families from Malaysia and Papua New Guinea with
members who are compound heterozygotes with various combinations of band 3 mutations: G701D,
A858D, DV850, and the SAO deletion. The normally recessive G701D and DV850 mutations were
pseudodominant for dRTA in individuals who are compound heterozygotes for either of these
mutations and the SAO deletion. In red cells from G701D/SAO compound heterozygotes, anion
(SO4

=) transport is half the normal value, indicating that the SAO polypeptides do not interfere
with anion transport by the G701D polypeptides. The dRTA in these individuals is caused by the
absolute GPA requirement for trafficking to the surface membrane, as discussed earlier.

Red cells from individuals heterozygous for the A858D mutation (A858D/N) have anion
transport that is 65% of normal. Compound heterozygotes (A858D/SAO), however, have very low
anion transport (3% of normal). Transport per DIDS binding site is only 17% of normal. Xenopus
oocyte expression experiments showed that the A858D mutant protein has considerably less trans-
port activity than normal and even less activity when coexpressed with SAO AE1. All these findings
indicate that the A858D mutation by itself causes moderate impairment of transport, but that, in a
heterodimer with SAO band 3, the A858D subunit has severely impaired transport. The DV850
mutation alone does not cause impaired anion transport, but, when present in a compound het-
erozygote with SAO, transport (per DIDS binding site) is only about 50% of normal. These
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experiments show that the abnormally folded SAO subunit can perturb the opposite subunit in the
dimer more significantly in the presence of mutations at position 850 or 858.

13.13.2.7 Band 3 HT

There is one known mutation in AE1 that causes elevated anion transport. The mutation is P868L
[305] and causes abnormal cell shape, as well as a decrease in the number of ankyrin binding sites
and about a one-and-a-half- to twofold increase in the maximum SO4

= flux [306]. The number of
H2DIDS binding sites is normal, but band 3 HT is less readily labeled with [3H]H2DIDS [305].
The site of the P868L substitution is toward the cytoplasmic end of the last TM helix; the substitution
very likely removes a proline kink and stabilizes this helix. The proline in this position is well
conserved in AE1, AE2, and AE3 of all known species, but other members of SLC4 generally have
an aliphatic hydrophobic residue in this position. The reasons for the abnormal cell shape and
abnormally high transport rate in band 3 HT are unclear, but further study of this mutation should
lead to new insights into band 3 structure–function relations.

13.14 CONCLUDING REMARKS

The AE1 protein is clearly among the most thoroughly studied transport proteins, and there has
been continuing progress in understanding its structure and function. However, in the absence of
a high-resolution structure of the membrane domain, it is not yet possible to make definitive
statements about the molecular mechanism of anion exchange. It has proved to be very difficult to
prepare crystals of the AE1 membrane domain suitable for X-ray diffraction. It is possible that a
crystal structure of the membrane domain of some other member of SLC4 will be obtained; a
structure of one member of the family would undoubtedly lead to a much improved structural
model of AE1. However, it may turn out that no crystal structure of any member of this family
will be prepared in the foreseeable future.

If no crystal structure is available for this family of proteins, what will be the next steps toward
understanding AE1? Magnetic resonance and optical spectroscopic techniques will undoubtedly
continue to improve, and the abundance of erythrocyte band 3 will continue to make it a very attractive
system for biophysical studies using various kinds of spectroscopy for direct studies of the kinetics
of binding of substrates and inhibitors and of conformational changes associated with transport. The
solution structures of synthetic peptides from parts of band 3 have been determined by NMR [206,
207, 311], and more such structures should provide important insights into the structure of the whole
protein. The spectacular recent advancements in mass spectrometry of peptides have not yet been
fully applied to band 3, and it is probable that the application of mass spectrometry to localizing
sites of chemical modification, crosslinking, or proteolysis of the erythrocyte protein will yield useful
information. As computational methods for modeling protein conformations continue to improve, it
should become possible to construct testable structural models of band 3 subdomains, such as TM1-
5 or perhaps the entire membrane domain. A high-resolution crystal structure would obviously be a
major breakthrough in the study of this protein, but it is very likely that progress toward understanding
coupled ion transport through AE1 will continue, even without a crystal structure.
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14.1 INTRODUCTION

 

G-protein coupled receptors (GPCRs), which are involved in many kinds of signal transduction,
represent a large family of integral membrane proteins located at the plasma membranes of cells.
Estimates vary, but one organism may have hundreds of such receptors, regulating vision, olfaction,
taste, and many specific cellular functions through hormones and other signals.

Because of this central role in biological regulation, GPCRs are of intense interest to the drug
discovery community. It has been estimated that as much as 60% of the targets for drug discovery
currently are GPCRs. Three-dimensional structural information is useful to drug discovery, yet
until recently no three-dimensional structural information was available for any GPCR.

GPCRs are known to consist of a bundle of seven transmembrane helices. Considerable homol-
ogy among GPCRs allowed the development of models (based ultimately on the sequence of
rhodopsin, the first GPCR for which there was any structural information, including primary
structure). Initially, sequence alignment was done against rhodopsin, and models of the helical
bundle were proposed based on the sequence alignment and proposals for fundamental principles
of packing for a helical bundle. Three-dimensional models were subsequently built using bacteri-
orhodopsin, the only membrane protein with seven transmembrane helices for which a three-
dimensional structure was available at that time.

Because virtually all the structural information available for GPCRs is from rhodopsin, this
chapter will emphasize rhodopsin. The homology in primary structure among GPCRs suggests that
what we learn for rhodopsin will be useful for other GPCRs, as well. For these and other reasons,
rhodopsin is often considered the prototype of all GPCRs.
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Visual signal transduction is mediated by GPCRs. Two distinct kinds of cells provide the extant
sensitivity to the spectrum of visible light of higher animals. Rod cells in the retina are exquisitely
sensitive to low levels of light, acting effectively as single photon counters. These cells respond to
light in black and white. The photopigment in these cells is rhodopsin. The other photoreceptor
cell type in the retina is the cone cell. Cone cells are perhaps 100 times less sensitive to light than
rod cells, but they provide color vision. In human retinas, three cone subtypes are known, each
sensitive to different bandwidths of visible light. Each of these cells contains a photopigment that
is related, but not identical, to rhodopsin. Only the structure of rhodopsin, however, has been studied
in detail. Some of this material was recently reviewed (Albert and Yeagle 2002).

 

14.2 THE RETINAL ROD CELL

 

The retinal rod photoreceptor cells in vertebrate and invertebrate retinas are part of a complex array
of neural and epithelial cells that are responsible for the capture of light and the transmission of
the resulting nerve impulse to the brain. Rod cells make vision at low light levels possible, and the
degeneration of these cells leads to night blindness. The rod cell is a highly polarized, postmitotic
cell specializing in signal transduction.

Rod cells are divided morphologically into an inner segment and an outer segment. The outer
segment of the rod cell encloses a stack of densely packed, closed, flattened membrane sacs referred
to as disks, which are stacked along the long dimension of the outer segment. These disks turn
over as an integral part of the rod cell physiology. The disks are formed from evaginations of the
rod outer segment (ROS) plasma membrane at the base of the ROS. The disks thus form initially
from the plasma membrane of the cell. With time, the disks move up the outer segment as new
disks are formed at the base, lengthening the outer segment. Old disks at the apical tip of the rod
are shed in a packet encompassing the terminal disks of the outer segment through a process that
likely involves fusion of one disk with the plasma membrane (Boesze-Battaglia and Goldberg
2002). This packet of old disks is then phagocytosed by the overlying pigmented epithelium,
shortening the outer segment. Thus, the outer segment is in a constant state of degradation and
renewal (Bok 1986; Young 1967). In vertebrates, the transit of disks from the base to the tip of the
outer segment requires approximately ten days.

 

14.2.1 ROS D

 

ISK

 

 M

 

EMBRANES

 

The ROS disk membranes contain lipids and proteins, in approximately equal amounts by weight
(Daemen 1973; Fliesler and Anderson 1983). Phospholipids represent almost 90 mole% of the total
ROS lipids, while cholesterol accounts for less than 10 mole% on average (Fliesler and Anderson
1983; Fliesler and Schroepfer 1982). Cholesterol is not uniformly distributed among the ROS disk
membranes, however. Newly formed disks are high in cholesterol content, similar to the plasma
membrane from which they form. As the disks age, the cholesterol content decreases, until it reaches
5 mole% or less in the old disks (Boesze-Battaglia and others 1990, 1989). The change in cholesterol
content with age of the disk membrane is related to a modulation of activity of rhodopsin in that
disk membrane. High cholesterol leads to inhibition of receptor function (Boesze-Battaglia and
Albert 1990; Mitchell and others 1990). Glycerolipid constituents are not constrained to remain
with the disks into which they were initially assembled; rather, individual lipid classes have distinct
turnover rates that are considerably more rapid than those of the membrane proteins (Anderson
and others 1980a, 1980b; Anderson and Maude 1972; Bibb and Young 1974a, 1974b; Masland and
Mills 1979; Mercurio and Holtzman 1982). Phospholipid fatty acid composition among disks is
also a function of disk age (Boesze-Battaglia and Albert 1992).

In striking contrast to the complexity of the ROS lipid molecular species composition (Boesze-
Battaglia and Albert 1989, 1992), rhodopsin (the visual pigment) accounts for about 95% of the
total ROS membrane protein (Krebs and Kuhn 1977; Papermaster and Dreyer 1974). This GPCR,
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once assembled into a disk, remains associated with that disk throughout its lifetime in the ROS.
Thus, the turnover of rhodopsin as a receptor parallels the basal-to-apical transit time of the disks
in the ROS, and the relative location of a disk along the length of the ROS reflects the age of its
protein constituents (i.e., the basalmost disks contain the most recently synthesized proteins) (Hall
and others 1969; Young and Droz 1968). The binding of transducin by rhodopsin is also a function
of disk age (Young and Albert 2000).

It is interesting to note that rhodopsin is located both in the plasma membrane of the ROS and
in the disk membranes. Normally one thinks of GPCRs as being located exclusively in the plasma
membranes of cells. However, rhodopsin is a GPCR that functions primarily in intracellular organelle
membranes, rather than in the plasma membrane. As a photopigment, rhodopsin is largely inactive
in the plasma membrane because of the high cholesterol (Boesze-Battaglia and Albert 1990).

 

14.3 FUNCTION OF RHODOPSIN AS A GPCR

 

Rhodopsin, as with most GPCRs, responds to a bound ligand. In the case of rhodopsin, the bound
ligand in the inactive state is 11-

 

cis

 

 retinal, which is bound by a Schiff base to lys296. The retinal
is photosensitive and confers on the receptor the sensitivity to light. When light strikes the ROS
and is absorbed by the photopigment, rhodopsin goes through a series of spectrally defined inter-
mediates. Early in the process is a rapid isomerization of the 11-

 

cis

 

 retinal to all-

 

trans

 

 retinal. This
is followed by changes in protein conformation on a slower time scale. The transition of the
intermediate Metarhodopsin I to Metarhodopsin II (Meta II, the active form of the receptor)
stimulates the binding of the G protein, transducin, to rhodopsin. The all-

 

trans

 

 retinal is then
expelled from the receptor and is cycled, through the adjacent pigmented epithelium, to 11-

 

cis

 

retinal, ready to recombine with a bleached opsin (rhodopsin without retinal) to re-form rhodopsin.
Binding of transducin to the activated receptor causes the activation of this G protein. Activation
of transducin is accomplished by a conformational change in the protein concomitant with the
exchange of GTP for GDP at a specific binding site on the G protein. The 

 

a

 

 subunit of transducin
initiates the cGMP cascade (Bennett and others 1982) by dissociating from the heterotrimeric
transducin and binding to the phosphodiesterase, which stimulates the hydrolysis of cGMP and
thus a reduction in the concentration of this second messenger. Reduction in cGMP levels leads to
closure of the plasma membrane Na+ channels, which results in a hyperpolarization of the plasma
membrane that is transmitted to the synapse at the base of the rod cell.

Rhodopsin is a member of a large family of G-protein coupled receptors, and the mechanism
of signaling by rhodopsin is analogous to the system used by other GPCRs. All of these receptors
couple to heterotrimeric G proteins as the means to convert an extracellular signal into an intra-
cellular signal. Many of these receptors bind ligands from the cell exterior, which induce a
conformational change in the cytoplasmic face of the receptor, enabling binding of the G protein.
When the G protein binds to an active receptor, an exchange of GTP for GDP on the 

 

a

 

 subunit
occurs, and the 

 

a

 

 subunit separates from the 

 

bg

 

 subunit. In some systems, both the 

 

a

 

 subunit and
the 

 

bg

 

 complex can function in signaling. Upon activation, the 

 

a

 

 subunit of the G protein can
modulate the activity of a target protein, often an enzyme. The 

 

a

 

 subunit is itself a GTPase, and
thus with time, the GTP bound to the 

 

a

 

 subunit is hydrolyzed. The GDP-bound form of the 

 

a

 

subunit is inactive and can reassociate with the 

 

bg

 

 complex to recycle the G protein.
Rhodopsin is the most intensively studied member of the G-protein coupled receptor family

because it is the only member that is naturally present in high abundance in biological tissues.
Earlier reviews have been published (for example, see Hargrave and McDowell 1992). After
methods were developed to isolate ROS disk membranes (Smith and others 1975), relatively large
amounts of natural membrane containing predominantly one membrane protein could be obtained
for study. Subsequently, the purification of rhodopsin on an affinity column in detergent was reported
(Stubbs and others 1976), and reconstitution of purified rhodopsin into membranes of defined lipid
content could be achieved (Jackson and Litman 1982; Rothschild and others 1980).
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14.4 EARLY STRUCTURE RESULTS

 

Because of the availability of rhodopsin, as described previously, this was the first GPCR to be
studied with techniques designed to reveal structure. Early data on the three-dimensional structure
of bovine rhodopsin came from circular dichroism (CD) studies of sonicated disks (Litman 1972)
and of the purified protein (Shichi 1971; Shichi and Shelton 1974) in detergents. CD is sensitive
to the secondary structure of proteins, and the data analysis of the CD of rhodopsin was consistent
with a structure containing a bundle of seven transmembrane helices (Albert and Litman 1978).
Data also suggested that when light was absorbed by rhodopsin, movement occurred within the
bundle of helices. Later FTIR experiments also provided data confirming the dominance of 

 

a

 

-
helices in the secondary structure of rhodopsin (Pistorius and deGrip 1994).

The next advance in understanding the three-dimensional structure of bovine rhodopsin was
achieved with the completion of the primary sequence (Hargrave and others 1983; Ovchinnikov and
others 1982), a significant accomplishment because the only means at the time to obtain the sequence
was with chemical sequencing of the protein, a very difficult task with a protein as hydrophobic as
rhodopsin. The primary sequence is represented in Figure 14.1. The hydropathy plot for this sequence
suggested several hydrophobic segments in the protein. In particular, six hydrophobic segments are
relatively obvious from such a plot (Albert and Yeagle 2002), consistent with six of the seven putative
transmembrane helices. As is now known, the seventh helix is quite polar in the middle, with a lys-
ser-thr sequence, and thus does not show well in the hydropathy analysis.

The prior development of the three-dimensional structure of bacteriorhodopsin heavily influ-
enced thinking about rhodopsin. Like rhodopsin, bacteriorhodopsin hydropathy plots suggested the
presence of seven transmembrane helices. Early structure results from two-dimensional crystals of
bacteriorhodopsin showed a bundle of seven transmembrane helices, many running approximately
perpendicular to the plane of the bilayer (Henderson and others 1990; Leifer and Henderson 1983).
This result firmly established the concept of a bundle of helices connected by loops as the dominant
model for the likely three-dimensional structure of rhodopsin.

 

FIGURE 14.1

 

A schematic representation of the primary sequence of rhodopsin.
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The next milestone in the development of structural information for rhodopsin came about a
decade later, with the publication of a low-resolution structural analysis from two-dimensional
crystals of bovine rhodopsin (Schertler and others 1993), using similar methods that had proved
successful for bacteriorhodopsin. The electron density maps showed direct evidence for most of
the putative transmembrane helices, and these helices were assigned using a model developed by
Baldwin (Baldwin and others 1997). Baldwin performed an extensive analysis of the available
sequences of GPCRs (with the advent of modern molecular biology, the number of GPCR sequences
had increased from one in 1983 to several dozens in the early 1990s). She identified a number of
conserved residues that were located in the putative transmembrane segments (as identified in the
hydropathy plot) of rhodopsin. She developed a useful nomenclature for labeling these residues
and some suggested rules for the likely disposition of such conserved residues within the structure.
Among these principles were the suggestions that polar residues in putative transmembrane seg-
ments, as well as conserved residues in transmembrane segments, likely were in contact with other
helices of the bundle, sequestered from the lipid bilayer.

This advance was followed by a low-resolution, three-dimensional structure for bovine rhodop-
sin in which, for the first time, one could see the bundle of transmembrane helices and trace most
of them through the electron density. One of the first observations from such analysis was that,
contrary to many expectations, the structure of the helical transmembrane bundle for bovine
rhodopsin was not the same as for bacteriorhodopsin (Unger and others 1997). While in general
the model of a bundle of seven transmembrane helices was valid, the packing of the helices differed
between these two photosensitive proteins. This difference was confirmed by separate studies on
two-dimensional crystals of frog rhodopsin (Schertler and Hargrave 1995) and squid rhodopsin
(Davies and others 1996). These studies showed strong similarity of the helical packing in frog
rhodopsin, squid rhodopsin, and bovine rhodopsin and significant differences from the helical
packing observed in bacteriorhodopsin. These observations called into question some of the early
models for bovine rhodopsin built on the template of bacteriorhodopsin. However, more recent
models, using some limited experimental data and the principles enunciated by Baldwin, proved
to be more accurate (Herzyk and Hubbard 1995).

As details emerged about the packing of the helices in rhodopsin, several distinctive features
were identified. One feature is the tilt of helix 3. Helix 3 is severely tilted with respect to all the
other helices of the bundle in the dark-adapted structure of rhodopsin. At the other extreme, helices
4, 6, and 7 were suggested to be close to perpendicular to the membrane surface. These features
have survived into the most recent three-dimensional structure determinations for rhodopsin, as
will be seen later.

 

14.5 SITE-TO-SITE DISTANCES WITHIN RHODOPSIN

 

For many years, three-dimensional structures were unobtainable for membrane proteins like rhodop-
sin, but a variety of approaches were developed in the 1990s to measure specific site-to-site distances
within the intact membrane protein, or to probe close contacts within the membrane protein
structure. Many of these studies employ one of two different methods. One method is site-directed
spin labeling, developed as a collaboration between the laboratories of Hubbell and Khorana for
use on bovine rhodopsin. The other, described in detail by Oprian and colleagues, engineers disulfide
bonds to explore close contacts within the protein.

Site-directed spin labeling effectively provides long-range distances between sites in the intact
protein (Hubbell and others 2000) labeled with a spin label. Using site-specific mutagenesis, one
can construct a cysteineless protein and then reintroduce two cysteines at specific positions within
the primary sequence. Cysteines can be chemically labeled with various reactive reagents. Labeling
this protein with spin labels produces two discrete labeled sites. The dipolar interaction between
the two spin labels at the two sites can be measured and, because the dipolar interaction is distance
dependent, the magnitude of that dipolar interaction can be interpreted in terms of a distance
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between the labels. Distances between about 5 and 25 Å can be determined by this method. This
technique has now been used on several membrane proteins.

The laboratories of Hubbell and of Khorana have used this technique to provide a wealth of data
for rhodopsin (Altenbach and others 1999b, 1999c, 1996; Cai and others 1999a, 1999b, 1997;
Farahbakhsh and others 1992, 1993; Farrens and others 1996; Klein-Seetharaman and others 1999;
Langen and others 1999, 1998; Voss and others 1997; Wu and others 1996; Yang and others 1996b,
1996c) consisting of a set of distances between specific residues on the intact protein. These exper-
iments have provided data on distances between specific sites in dark-adapted rhodopsin and have
also provided data on interresidue distances in the transient state of Metarhodopsin II, the activated
state of rhodopsin. From these data, researchers concluded that movements in helix 3 and helix 6
are among the conformational changes that occur when rhodopsin converts to Metarhodopsin II.

The spin label experiments also provide indirect information on secondary structure. Period-
icities in the EPR spectra from labels at sequential positions in the sequence point to the occurrence
of 

 

a

 

 helix, in some cases. With this kind of experiment, researchers were able to locate the carboxyl
end of helix 5, for example (Altenbach and others 1996). These experiments also reveal information
about the exposure of sites to the aqueous phase and about dynamics of the polypeptide chain at
the spin label position.

The other method referred to earlier, engineered disulfide bonds, has provided considerable
information about contacts between helices in the transmembrane helical bundle of rhodopsin. Much
work in this area has come from Oprian and colleagues (Yu and others 1995). Putative contact points
are probed by introducing cysteines at key positions in the protein and looking for the formation of
disulfide bonds between those two cysteines. This approach has produced a number of contact points
within rhodopsin (Struthers and Oprian 2000; Struthers and others 1999; Yu and Oprian 1999).

These experiments have yielded important information about the conformational change from
dark-adapted rhodopsin to Metarhodopsin II. In some cases, the disulfide bonds inhibit the change
in conformation, suggesting that those contact points may no longer be in contact in Metarhodopsin
II. In other cases, the presence of the disulfide bonds does not inhibit the formation of Metarhodopsin
II, thus indicating that those points of contact are present in both the dark-adapted state and the
active state of the receptor (Struthers and others 2000; Yu and others 1999).

The success of these disulfide experiments depended on another important observation about
the structure of rhodopsin. Oprian and colleagues were able to express rhodopsin in two pieces,
each piece containing two or more transmembrane helices. For example, one of the two pieces
contained four of the transmembrane helices of rhodopsin and the corresponding linking loops,
and the other piece contained the remaining three of the transmembrane helices and the connecting
links. These researchers noted that the separate coexpression of these pieces of rhodopsin led to
the formation of pigment, that is, a protein that incorporated the ligand and retinal, even though
the two pieces were not covalently linked. By some process after expression, the two pieces came
together in the membrane in a nativelike conformation. This work suggests considerable stability
within the helical bundle, which will be discussed later in this chapter.

If a metal ion binding site can be engineered between two or more helices, with residues from
each of the helices contributing ligands to the metal ion, then one can identify a close approach of
those helices. Such an experiment was performed in rhodopsin, which showed contact between
helices 3 and 6. Furthermore, this contact was apparently broken upon activation of the receptor
(Sheikh and others 1996).

 

14.6 THREE-DIMENSIONAL STRUCTURE OF RHODOPSIN: X-RAY 
CRYSTALLOGRAPHY

 

The X-ray crystal structure of rhodopsin was recently reported (Palczewski and others 2000). This
is a milestone in the understanding of the structure and function of GPCRs. The importance of this
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contribution cannot be overemphasized. This is the first three-dimensional structure of any member
of the GPCR family.

Crystals were obtained from purified bovine rhodopsin, isolated in the presence of Zn

 

+2

 

. The
crystals were twinned. Interestingly, it was not possible to use the known structure of bacterio-
rhodopsin in the molecular replacement protocol, consistent with the previous data (see earlier
discussion) that suggested the structures of rhodopsin and bacteriorhodopsin were significantly
different. Structure solution was achieved instead with MAS phasing. The crystals contained the
dark-adapted form of rhodopsin. Exposure of the crystals to light led to loss of the diffraction pattern.

The crystal structure shows the major features of this receptor (for a recent review, see Stenkamp
and others 2002). As expected, a bundle of seven transmembrane helices makes up the core of the
protein (Figure 14.2). These helices are not packed in the same manner as in bacteriorhodopsin.
Some of the helices are bent or broken at points, often at a proline. Helix 3 is the most seriously
tilted from the remainder of the bundle.

A surprising discovery in the crystal structure is the presence of helix 8. This helix appears
after helix 7 and is oriented approximately perpendicular to the bundle of transmembrane helices.
The helix terminates in the palmitoylation sites (cys322, cys323), which are palmitoylated in this
structure. It may be stabilized by an interface (see later) like the membrane surface.

The intradiskal surface (corresponding to the extracellular surface of other GPCRs) is well
defined in the crystal structure. It consists of three loops, one of which (the loop connecting
transmembrane helices 4 and 5) is extended across this face of the protein, covering the retinal
binding pocket. The amino terminus joins with this loop to form a limited 

 

b

 

-sheet, stabilizing the
structure. Also seen in the crystal structure are the glycosylation sites on the amino terminus.

 

14.7 THREE-DIMENSIONAL STRUCTURE OF RHODOPSIN: NMR

 

Several years before the publication of this structure, another approach to the structure of rhodopsin
was begun (Yeagle and others 1995). This approach, described in detail elsewhere (Albert and
Yeagle 2002), ultimately led to the publication of a second structure of rhodopsin, in good agreement

 

FIGURE 14.2

 

Representation of the crystal structure of rhodopsin (1f88).
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with the crystal structure but providing greater detail in the cytoplasmic face of the protein. A
somewhat simpler version of this method has been used to determine, in part, the backbone fold
for other proteins (Gross and others 1999; Perozo and others 1998; Poirer and others 1998). This
approach circumvents the need to have crystals and is applicable to structure determination for
other GPCRs and perhaps other membrane proteins, as well.

A growing body of data suggests that solution structures of peptides derived from some
classes of proteins, including membrane proteins, retain the secondary structure of the parent
protein because of the dominance in 

 

a

 

-helices and turns of short-range interactions (Yang and
others 1996a) that can be captured in peptides (Callihan 

 

  

 

and Logan 1999; Cox and others 1993;
Fan and others 1998; Gao and others 1999; Gegg and others 1997; Hamada and others 1995;
Hunt and others 1997; Jimenez and others 1999; Ramirez-Alvarado and others 1997; Wilce and
others 1999) (Adler and others 1995; Blanco and Serrano 1994; Blumenstein and others 1992;
Campbell and others 1995; Chandrasekhar and others 1991; Cox and others 1993; Ghiara and
others 1994; Goudreau and others 1994; Wilce and others 1999) (Abdulaev and others 2000;
Arshava and others 1998; Askin and others 1998; Barsukov and others 1992; Berlose and others
1994; Chopra and others 2000; Franzoni and others 1999; Haris 1988; Hunt and others 1997;
Katragadda and others 2000; Lemmon and others 1992; Lomize and others 1992; Mierke and
others 1996; Pervushin and others 1994; Popot and Engelman 2000; Xie and others 2000; Yeagle
and others 1997, 2000a, 2000b). In some cases, the entire sequence of a helical bundle protein
has been incorporated in a series of peptides spanning that sequence, and the individual peptides
have reported the secondary structure of much of the native protein with fidelity (Behrends and
others 1997; Blanco and Serrano 1994; Dyson and others 1992; Padmanabhan and others 1999;
Reymond and others 1997). Glycophorin is a membrane protein that can be cleaved into fragments
that retain the secondary structure of the native protein after separation (Schulte and Marchesi
1979). Both rhodopsin (Albert and Litman 1978) and the Na+K+ATPase (Esmann and others
1994) are membrane proteins for which proteolytic fragments retain structure characteristic of
the native protein. Oprian has shown that rhodopsin can be expressed as fragments that sponta-
neously assemble after expression into a functional unit in the membrane (Yu and others 1995).
Similar studies have been done on the 

 

a

 

-factor receptor (Martin and others 1999). The cytoplasmic
loops of rhodopsin have a function separate from the remainder of the protein (Abdulaev and
others 2000; Konig and others 1989; Takemoto and others 1985) and have structure, as well
(Yeagle and others 1995, 1997).

It can therefore be hypothesized that the intrinsic structures of peptides containing the amino
acid sequences for turns or for transmembrane helices of membrane proteins built of helical bundles
will be the same that those sequences adopt in the native protein. This hypothesis was tested on
the membrane protein bacteriorhodopsin, a protein whose structure was already known. The struc-
ture of bacteriorhodopsin consists of a bundle of seven transmembrane helices connected by turns.
Engelman and coworkers have found that the transmembrane helices of this protein are indepen-
dently stable folding units (Hunt and others 1997) and thus can be considered protein domains
(Popot and Engelman 2000). Several X-ray crystal structures are available for this membrane protein
(Gouaux 1998; Grigorieff and others 1996; Luecke and others 1999; Pebay-Peyroula and others
1997). A series of peptides was designed for bacteriorhodopsin (Katragadda and others 2001a).
The structures of these peptides in solution were determined by two-dimensional homonuclear 

 

1

 

H
NMR, as described in detail previously (Katragadda and others 2000, 2001a). Peptides correspond-
ing to helices A, B, C, D, E, and F of bacteriorhodopsin formed helices in solution that agreed
well with the crystal structure (Katragadda and others 2001a). The peptides corresponding to all
six turns from bacteriorhodopsin form turns with the same residues in both the crystal structure
and the peptide (Katragadda and others 2001a). Exploiting the overlap of adjacent peptides, a
continuous construct of all the peptides can be made by superimposing the backbone atoms of the
overlapping regions. All available experimental distance constraints were then written on this
construct. Simulated annealing was used to optimize the conformation of the protein with respect
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to all the experimental constraints simultaneously. The result is shown in Figure 14.2 (Katragadda
and others 2001a). Good agreement was observed between this structure and the structure deter-
mined by diffraction techniques.

The successful test of this novel approach to structure on bacteriorhodopsin encouraged the
application of the approach to bovine rhodopsin. A series of overlapping peptides spanning the
rhodopsin sequence was synthesized. Each peptide was designed to represent either a transmem-
brane helix of the protein or a turn. Solution structures for all the peptides were determined by
two-dimensional homonuclear 

 

1

 

H NMR as described in part previously (Yeagle and others 1995,
1996, 1997). Peptides from helices showed helices in agreement with the X-ray crystal structure
of rhodopsin (Chopra and others 2000; Katragadda and others 2001b; Yeagle and others 2000a).
Experimental distance constraints were written into the mol2 file for this construct in SYBYL
(Tripos). The 11-

 

cis

 

 retinal was constrained by the solid-state NMR data of Watts et al. (Grobner
and others 2000). The construct with the distance constraints was subjected to simulated annealing
(1000 fs at 1000 K followed by 1500 fs cooling to 200 K).

The result is a compact structure, strictly from experimental data (no modeling), showing a
bundle of seven helices connected by six turns (Figure 14.3) (Yeagle and others 2001). Superposition
of this structure on the previously published crystal structure of rhodopsin (Palczewski and others
2000) shows good agreement with the crystal structure in the transmembrane region.

This structure is consistent with information from other experiments for dark-adapted rhodopsin
(which were not used in the structure determination). CD data suggested that 60% of the sequence
was helical, in good agreement with 64% in this structure (Albert and Litman 1978). Indirect
measurements with spin labels on the intact protein predicted the termination of helix 5 within one
residue of that found in this structure (Altenbach and others 1996). The inferred termination of the
seventh transmembrane helix from similar measurements (Altenbach and others 1999a) agrees
within one residue with this structure. The short, antiparallel 

 

b

 

-strands in the carboxyl terminus of
this structure agree with FTIR data on the intact protein (Pistorius and deGrip 1994). Specific
interactions between residues 338 and 242 indicate defined structure in the carboxyl terminus (Cai

 

FIGURE 14.3

 

Three-dimensional structure of rhodopsin obtained from NMR data (1jfp).
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and others 1997). The third cytoplasmic loop projects toward the carboxyl terminus in agreement
with AFM data (Heymann and others 2000).

One significant difference between the crystal structure and the structure derived from the NMR
data is found in the carboxyl terminus. In the former structure, the region of residues 311–321 is
in an 

 

a

 

-helix called helix 8 (Palczewski and others 2000). In the latter structure, this region is a
loop, indicating that there is little intrinsic tendency (from the primary sequence) to form a helix
in this region. Therefore, in rhodopsin the formation of the helix may well be dependent on an
interface, that is, the lipid bilayer. These observations could be important to structure and function
in this protein.

 

14.8 STRUCTURE OF METARHODOPSIN II

 

The structure just described is the structure of this receptor in the dark-adapted state. To understand
how this receptor system operates, information on the structure of the active state is required. Of the
several intermediates in the photocycle, Metarhodopsin II (Meta II) is the intermediate that is respon-
sible for binding and activating the G protein, transducin. Therefore, the structure of this intermediate
is critical to understanding the mechanism of signal transduction with this receptor system.

Meta II is a transient species. However, it is possible to trap this species by lowering the
temperature. With this approach, Hubbell and Khorana were able to use site-directed spin labeling
to obtain distance information between specific sites in the protein while it was in the Meta II state
(Altenbach and others 2001; Hubbell and others 2000). These data are analogous to the data used
(see earlier discussion) to build the tertiary structure of dark-adapted rhodopsin. Oprian and
colleagues have found that some of their engineered disulfide bonds do not inhibit the transition
from dark-adapted rhodopsin to Meta II, suggesting that the close contacts implied by the disulfide
bond formation are preserved in the active state (Yu and others 1999). These data provide additional
distance constraints for the active state. These long-range distance constraints for the activated state
of this receptor include a contact between the 

 

b

 

-ionone ring of the retinal and A169 of helix 4
(Borhan and others 2000).

The structure of the dark-adapted state of rhodopsin was used as the starting point for this
structure determination of Meta II. All the long-range interactions specific for the dark-adapted
structure were removed, and the long-range interactions specific for Meta II were added. Simulated
annealing was once again used to fold a structure consistent with the new data set of experimental
long-range distance constraints. The resulting medium-resolution structure of Meta II is shown in
Figure 14.4.

Significant structural changes occur upon conversion of dark-adapted rhodopsin to Meta II.
The second and third cytoplasmic loops move apart and change conformation. As a result, a basic
groove opens in the cytoplasmic face of the receptor when it is activated, leading to an exposure
of a portion of the cytoplasmic face that is occluded in the dark-adapted state. Exposure of this
new basic surface is likely the signal for G-protein binding, because it represents a contact surface
on the receptor for the G protein and the face of transducin that binds to rhodopsin is acidic
(Lambright and others 1996). That contact surface for the binding of transducin can be mapped on
the cytoplasmic face of Meta II using sequences of peptides that inhibit the interaction between
the receptor and transducin (Konig and others 1989; Marin and others 2000) (Ernst and others
2000). This mapping points to binding of the G protein in the basic groove on the cytoplasmic
surface of the receptor that is exposed upon the transition to Meta II. Chemical crosslinking studies
on transducin binding show contact between sites on the receptor and sites on transducin (Cai and
others 2001; Itoh and others 2001). Based on these studies, the N and C termini of transducin 

 

a

 

are near the third cytoplasmic loop of Meta II in the complex. These crosslinking data and the
structure of Meta II suggest that the acidic portion of the amino terminal helix of transducin 

 

a

 

 (see
GRASP picture of transducin, [Lambright and others 1996]) may lie in the basic groove on the
receptor when the G protein is bound to Meta II.
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Based on the structure of Meta II, several previously published experiments with respect to the
cytoplasmic face of this receptor can be better understood. First, the conformational change in
cytoplasmic loops two and three may have been detected previously. These loops contain 

 

b

 

-turns
(Yeagle and others 1997), and previous FTIR data suggest a change in 

 

b

 

-turns in the conformation
change from rhodopsin to Metarhodopsin II (DeGrip 1988). Second, both the crystal structure and
the NMR structure of rhodopsin (Palczewski and others 2000; Yeagle and others 2001) show
interactions between R135, E134, and E247. The structure of Meta II shows that, upon activation
of rhodopsin, the interaction between R135 and E247 is broken due to the conformational change.
This disruption of interactions between R135 and E247 was predicted previously for the corre-
sponding residues in other receptors in the same GPCR family (Ballesteros and others 2001; Shapiro
and others 2002).

The transmembrane region is defined by fewer experimental long-range distance constraints
than are available for the cytoplasmic face. Available data (Struthers and others 2000) indicate that
the arrangement of helices 1, 2, 5, and 7 is not changed upon conversion of rhodopsin to Meta II.
However, helices 3, 4, and 6 move relative to their positions in the rhodopsin structure and alter
in particular the positions of the helices in the cytoplasmic face of the receptor. Specifically, during
the photoactivation and the 

 

cis-trans

 

 isomerization of retinal chromophore, helix 3 is forced
outward, probably as a result of the steric interaction between C9 methyl group of the chromophore
and residues on helix 3. Within the constraints imposed by the work of Oprian (Struthers and others
2000), an inward movement of helix 4 is necessary to counteract the outward movement of helix
3. During this cooperative rearrangement, helix 4 is rotated, with A169 coming in contact with the
retinal 

 

b

 

-ionone ring. The model of Baldwin predicts that helix 4 would be capable of rotation
because it does not have a side restricted to interaction with other members of the helical bundle
by the polarity (Baldwin 1993).

 

14.9 RHODOPSIN STABILITY

 

Integrated with the three-dimensional structure of membrane proteins are the questions of folding
and stability. Folding is a very difficult subject with membrane proteins, because they cannot be

 

FIGURE 14.4

 

Three-dimensional structure of Metarhodopsin II from NMR data (1ln6).
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studied in solution. No protein folding studies (analogous to the large amount of data available for
many soluble proteins) are available for rhodopsin. Few studies are available on the stability of
membrane proteins. The structures of integral membrane proteins must accommodate interactions
with two different environments: the hydrocarbon core of the lipid bilayer in which they are
imbedded and the aqueous phase into which they protrude. From available reports, the protein
regions that interact with the aqueous phase seem to behave in a manner similar to soluble proteins,
whereas those within the hydrophobic core are more structurally stable (Haltia and Freire 1995)
(White and Wimley 1999). For example, the two transitions in the circular dichroism spectra of
cytochrome b

 

5

 

, taken as a function of denaturant concentration, were interpreted to represent the
sequential denaturation of aqueous (at lower denaturant concentrations) and transmembrane (at
higher denaturant concentrations) domains (Tajima and others 1976). These experiments were
possible because the hydrophobic portion of this protein is small and the protein can be studied in
solution (probably as protein micelles).

For membrane proteins that traverse the bilayer multiple times, the relative importance of the
extramembraneous regions and intramembraneous regions to overall protein stability poses an
interesting problem. The complexity of this was demonstrated for bacteriorhodopsin. As stated
earlier, some of the helices of bacteriorhodopsin will associate properly without covalently linked
loop regions (Kahn and others 1992; Marti 1998). This suggests that the loops may not be important
in the stability. However, based on thermal denaturation studies, it was calculated that loss of all
loops would lead to instability of bacteriorhodopsin at room temperature (Kahn and others 1992).

The thermal denaturation of rhodopsin is likely to involve multiple steps, including isomer-
ization of 11-

 

cis

 

 retinal, unfolding of regions exposed to the aqueous media, and/or reorientation
of the helices. Differential scanning calorimetry (DSC) has proved a useful tool for studying the
thermal stability of rhodopsin in native disk membranes (Khan and others 1991; Landin and
others 2001; Miljanich and others 1985; Shnyrov and Berman 1988) and in disk membranes with
altered lipid compositions (Albert and others 1996a; Polozova and Litman 2001). Interpretation
of these studies is complicated by the irreversible nature of the denaturation. However, these
studies showed that both the chromophore and the lipid bilayer affect the transition temperature
of rhodopsin denaturation.

Investigations of the scan rate dependence of the calorimetric transition temperature indicated
that at the transition temperature there is significant formation of the final, irreversibly denatured
species (Khan and others 1991; Landin and others 2001). Thus, the formation of irreversibly
denatured rhodopsin is rapid in comparison to reversible processes. The observed asymmetry of
the calorimetric transition is also consistent with this interpretation. The denaturation process of
rhodopsin is therefore subject to kinetic constraints. These constraints may also be important
factors in the stability of cytochrome c oxidase (Morin and others 1990), bacteriorhodopsin
(Galisteo and Sanchez-Ruiz 1993), and the GLUT 1 receptor (Epand and others 1999). These
studies suggest that rhodopsin may have a finite, kinetically determined lifetime as a native protein
in the membrane. Spontaneous denaturation occurs even at physiological temperature. This obser-
vation may be important in relation to the transit time of disks in the ROS from the point of
biogenesis at the base of the outer segment to the apical tip of the outer segment. If in disease
states the denaturation process is accelerated, denaturation of the receptor could occur before the
disk completes its transit of the outer segment. Such a process would be expected to result in disk
degeneration (see next section).

 

14.10 LIPID–RHODOPSIN INTERACTIONS IN THE DISK 
MEMBRANE

 

Rhodopsin is an integral membrane protein, with much of its mass buried in the lipid bilayer.
Therefore, the interactions between the lipid and the protein may be important to protein structure
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and function. This subject requires considerably more investigation. Nevertheless, some structural
studies have been reported on the interaction of the lipid component with rhodopsin in the disk
membrane. 

 

31

 

P NMR experiments have revealed that in the disk membrane about 15 to 20 of the
phospholipids are interacting significantly with the protein, perhaps binding to sites on the protein
(Albert and Yeagle 1983). Chemical labeling experiments have shown that some of the phosphati-
dylserine in the membrane is protected by protein from labeling (Crain and others 1978). Some of
the phospholipid in the membrane is protected from phospholipase action; that protected phospho-
lipid component is enriched in phosphatidylserine (Breugel and others 1978). These studies col-
lectively suggest that a subset of the phospholipids of the membrane may be binding to rhodopsin
and perhaps modulating its structure and function.

Rhodopsin is an important influence on the stability of the lipid bilayer of the disk. The lipids
in the disk are unstable in a lipid bilayer in the absence of rhodopsin (Albert and others 1984).
Nonlamellar structures are formed by the pure disk membrane lipids. This has important ramifica-
tions to the studies described previously on rhodopsin denaturation. Denaturation of rhodopsin in
the disk membrane corresponds, at least in part, to an aggregation of the protein. Aggregation of
the protein would leave areas of the membrane depleted of its major integral membrane protein.
According to the previously mentioned studies, these lipids should not be stable in a bilayer but
would spontaneously form nonlamellar structures. Such behavior corresponds to a loss of the
integrity of the membrane bilayer and thus a degeneration of the membranes of the outer segment.

Biochemical studies have examined in some detail the influence of the lipid environment on
rhodopsin function. Membrane cholesterol significantly inhibits rhodopsin function (Boesze-Batt-
aglia and Albert 1990; Mitchell and others 1990). Highly unsaturated phospholipids enhance the
activation of rhodopsin to Metarhodopsin II (Mitchell and others 1992). It has now been clearly
shown that this modulation is propagated through the structure and dynamics of the lipid bilayer.
Recent studies suggest that polyunsaturated phospholipids partition directly into the lipid/protein
interface, preferentially to other phospholipid species in the disk membrane (Polozova and Litman
2001). Other studies have suggested that one molecule of cholesterol may also bind to the surface
of rhodopsin within the membrane at a site with structural specificity for cholesterol (Albert and
others 1996b).
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15.1 KINETICS

 

Quantitative analysis of the kinetics of enzyme catalysis in aqueous solution is well developed.
Kinetic analysis allows one to formulate a scheme for the reaction, including the formation of
intermediates, and, from experimental observation, to assign values of the rate of each step in the
process. In addition, from a temperature dependence of the rate, the activation energy of each step
can be determined. Kinetics alone cannot determine a reaction path; it can only find the simplest
mode that is consistent with the observations. Of course, one of the classic applications of kinetics
to enzyme-catalyzed reactions led to the development of the Michaelis–Menten theory, which
provided a simple scheme to explain the phenomenon of saturation kinetics and the observation
that beyond a certain substrate concentration, the rate of reaction no longer increased. The Michae-
lis–Menten scheme is

There are some enzyme-catalyzed reactions in aqueous solution that cannot be well described
by Michaelis–Menten kinetics because of additional complications such as cooperativity,
pre–steady-state phenomena, and reversibility of the reaction, among other reasons. Nevertheless,
this simple kinetic scheme still proves extremely valuable in the study of enzyme properties and
mechanisms. Analysis of the dependence of the reaction rate on substrate concentration allows one
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to calculate two kinetic constants: V

 

max

 

 and K

 

m

 

. Determination of these kinetic constants is useful
because these constants have mechanistic implications. V

 

max

 

 is the maximal rate of reaction, which
is also the rate of conversion of the intermediate enzyme-substrate complex to products. K

 

m

 

 is a
kinetic constant equal to (k

 

-1

 

 + k

 

3

 

)/k

 

1

 

. The significance of K

 

m

 

 is that it equals the equilibrium
constant for the dissociation of the enzyme-substrate complex when k

 

-1

 

 >> k

 

2

 

. In addition, the ratio
of V

 

max

 

/K

 

m

 

 gives the rate at low substrate concentrations and is used as a measure of catalytic
efficiency. This ratio is free from complications brought about by the formation of additional
intermediates in the path that can affect V

 

max 

 

and K

 

m

 

.
Additional complications arise when enzymes are functioning at the two-dimensional interface

of membrane and water. Often, enzymes that function at membranes do not follow a simple
Michaelis–Menten scheme, and even when they do, the relationship between the determined values
of the constants and the rate of a specific reaction or the substrate binding affinity is not straight-
forward. This is because there may be additional steps in the process that are not incorporated into
the simple, general Michaelis–Menten kinetic scheme. The principal factor that makes the kinetics
of reactions catalyzed at membranes different from that of reactions in solution is the nature of the
process required to get the enzyme to bind to the substrate. Depending on the specific case, this
may include the translocation of the enzyme and/or substrate from the bulk solution to the membrane
or diffusion along the plane of the membrane.

The first consideration is the enzyme and its interaction with the membrane. One example is
catalysis by an integral membrane protein. For this class of process, the enzyme has no possibility
of transferring from one membrane structure to another. Hence, membrane-bound substrates that are
not in the same liposome as the enzyme cannot be accessed for reaction. This type of interfacial
catalysis has been termed the 

 

scooting mechanism

 

 [1, 2] to indicate that the enzyme must “scoot”
along the plane of the membrane in order to access another substrate. This has to be the mode of
action of integral membrane proteins, but in addition, it can also correspond to the characteristics of
amphitropic proteins that can exist in both membrane and lipid environments, provided that these
proteins exchange slowly between membranes. The scooting mechanism is contrasted with the “hop-
ping” mode, in which the enzyme can dissociate from one membrane structure and bind to another.
In this fashion, it can access all of the substrate in the reaction vessel, but the kinetics of the process
may be modified compared with solution catalysis, depending on the rate of hopping. Under the
condition in which the rate of hopping of the enzyme is rapid compared to the rate of catalysis, the
system will behave like a soluble enzyme, at least from the point of view of the behavior of the enzyme.

In addition to the enzyme, modifications of the kinetics also result from the partitioning of the
substrate between aqueous and membrane environments. It is not the bulk concentration of substrate
that will determine the activity of an enzyme; rather, the concentration of substrate within the two-
dimensional phase of the membrane will determine the rate of reaction [3]. This can involve the
substrate as well as the enzyme, a so-called change of dimensionality, in which the reaction rate
is dependent on the concentration of these components per unit area of the membrane, rather than
per unit volume in solution. An excellent review of some of the quantitative aspects of the kinetic
analysis of interfacial enzymes has recently appeared [4] that also discusses the limitations in the
interpretation of the kinetic constants derived from such an analysis.

 

15.2 INTEGRAL MEMBRANE PROTEINS

 

Some integral membrane proteins catalyze reactions of water-soluble substrates. One example is
acetylcholinesterase, which has been studied extensively because of its role in nerve signal transmis-
sion [5, 6]. Another is Na

 

+

 

K

 

+

 

-ATPase, in which the importance of membrane properties in the
modulation of the enzyme’s activity has been demonstrated [7, 8]. In addition, many membrane-
bound enzymes act on membrane-bound substrates. The rate of catalysis by these enzymes will be
dependent on the rate of collisions between enzyme and substrate, which, in turn, will be determined
in part by the rate of lateral diffusion of the enzyme and substrate in the plane of the membrane, as
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well as their lateral distribution in a membrane containing domains. Both parameters are difficult to
determine. Nevertheless, there are some examples in which the properties and kinetics of such an
enzyme have been analyzed. For example, the neutral, Mg

 

2+

 

-dependent sphingomyelinases (nSMase)
are integral membrane proteins, although there are other forms of SMase that are water soluble [9].
Interest in SMase comes about in part because the product of hydrolysis by these enzymes is ceramide,
a lipid that has an important role in signal transduction and more specifically in apoptosis [10]. The
kinetics and mechanism of a form of nSMase obtained from 

 

B. cereus

 

 was reported by Fanani and
Maggio [11]. Binding to lipids in the form of a monolayer activates the enzyme. The partition
coefficient for the transfer of the enzyme to the interface is 7 

 

¥

 

 10

 

-4

 

, indicating a strong affinity of
the enzyme for a membrane environment. The enzyme-catalyzed reaction is characterized by a latency
period during the adsorption of the enzyme and its activation, a period with pseudo zero-order kinetics
and finally a gradual reduction in the rate of product formation as the reaction proceeds. The process
was described kinetically by a model that included the formation of dimers [11]. It has been shown
that there is a close correlation between the rate of catalysis by SMase and changes in lipid domains
in a monolayer, which itself is affected by the production of ceramide as a product of enzyme catalysis
[12]. The formation of ceramide-enriched domains as a consequence of the action of SMase on
liposomes was demonstrated by microscopy, which also showed vesicular budding [13].

There is considerable evidence to indicate that biological membranes are not homogeneous but
contain domains enriched in particular components. One class of domains that has attracted con-
siderable current interest is cholesterol-rich domains. There is evidence that some signal transduc-
tion pathways take place in cholesterol-rich domains in membranes, referred to as 

 

rafts

 

 [14]. These
pathways often involve a cascade of events in which one protein affects the state of another protein.
The sequestering of the proteins involved into the small cross-sectional area of a raft would increase
their concentration in the plane of the membrane and hence increase the rate of reaction between
them. However, cellular rafts also have a different physical state, referred to as the L

 

o

 

 phase [15],
compared with the L

 

a

 

 or liquid–crystalline phase of the bulk of the membrane. The L

 

o

 

 phase is
characterized as being less “fluid,” as a consequence of both the high cholesterol concentration and
the presence of high-melting phospholipids. Thus, there are two features of rafts that may influence
the rate of enzyme-catalyzed reactions: 

• The fact that they are domains that can concentrate enzymes and substrates 
• The difference of their physical state, which would be expected to slow the rate of

reaction because of the decreased molecular motion

The enzyme SMase, discussed earlier, is thought to be located in rafts [10] that are enriched
in the lipid substrate, sphingomyelin. An example of an increased rate of reaction as a consequence
of sequestering into a raft domain is the action of the Tyrosine kinase, Lyn. This protein efficiently
catalyzes the phosphorylation of another raft protein, SMase [16]. The tyrosine phosphatase SHP-
2 affects different targets, depending on whether or not it is in a raft domain [17]. Although some
of the functions of the EGF receptor are facilitated by this protein’s being sequestered into rafts,
it has also been recently demonstrated that the binding of the EGF ligand and the Tyrosine kinase
activity of the EGF receptor are suppressed by being in a raftlike environment [18]. This was based
on an observed increase in these activities when cholesterol was depleted by treatment of the
membrane with methyl-

 

b

 

-cyclodextrin.

 

15.3 AMPHITROPIC PROTEINS

 

There is also a large group of enzymes that are amphitropic, that is, they can exist in both water-
soluble and membrane-bound forms. In many cases, these enzymes are activated as a result of
binding to a membrane. Thus, in addition to the factors discussed thus far, the activity of these
enzymes is also modulated by their translocation from solution to the membrane interface. Because
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of their water solubility, amphitropic enzymes are generally more amenable to studies of mechanism
than enzymes that are integral membrane proteins.

 

15.3.1 M

 

EMBRANE

 

 T

 

RANSLOCATION

 

Several methods have been used to study the translocation of amphitropic enzymes 

 

in vitro

 

 between
aqueous and membrane environments. These methods include those that require a physical sepa-
ration of the free enzyme and the membrane-bound enzyme, followed by determining the concen-
tration of enzyme in each of the fractions. This is usually done with greatest sensitivity and
specificity by following the activity of the enzyme under assay conditions, such as solubilization
in detergent, in which the membrane-bound and soluble enzyme fractions could be measured under
identical conditions. The physical form of the lipid used for such studies is large unilamellar vesicles
(LUVs). Other forms of vesicles are less appropriate, because small unilamellar vesicles (SUVs)
are unstable and under strain because of the high curvature, and multilamellar vesicles (MLVs)
have only a fraction of the lipid exposed at the outer monolayer. It should also be remembered that
only half of the lipid is accessible for binding in LUVs, because the inner monolayer is not in
contact with the solution containing the enzyme. Because the partial specific volume of lipids is
close to one, LUVs are difficult to separate by centrifugation, either by sedimentation or by flotation.
The liposomes, however, are made denser by binding protein, but in order to avoid effects of
membrane crowding at the surface of the liposome, the protein concentration is maintained low.
Thus, the perturbation of the density of the liposome by the bound protein is small. 

Two methods have been introduced to facilitate the separation of free and bound fractions. One
is to load the interior of the LUV with a solution of sucrose that will perturb the density [19]. The
salt concentration of the extravesicular solution must be increased to maintain an osmotic balance.
Nevertheless, sucrose loading does cause an increased difference between the density of the vesicles
and the surrounding solution. This results in a facilitation of sedimentation of the liposomes and
separation of free and bound enzymes. An alternative to this method is based on increasing the
density of the solution with 

 

2

 

H

 

2

 

O to cause the liposomes to float [20]. In addition, there has been
development of enzyme binding assays to immobilized lipids using surface plasmon resonance [21,
22]. Finally, there are methods based on spectroscopically detectable changes that occur as a result
of binding to liposomes. One general method for this, which is often applicable to Trp-containing
proteins, is based on resonance energy transfer between the Trp residue(s) of the protein and a
dansyl group covalently attached to the amino group of phosphatidylethanolamine. The resonance
energy transfer will occur only when the protein is bound to the membrane [23]. It should be
remembered, however, that dansyl-phosphatidylethanolamine is an anionic lipid that may itself
cause changes in the membrane partitioning of the protein [24].

 

15.3.2 L

 

IPID

 

 B

 

INDING

 

 — S

 

PECIFIC

 

 I

 

NTERACTIONS

 

The importance of lipid properties in the activity of amphitropic enzymes has been noted [25].
With regard to the lipid requirements for membrane binding, there can be both specific and
nonspecific factors. In general, most protein–lipid interactions are nonspecific in nature. However,
certain protein domains have binding sites for specific lipid structures [26]. Important examples
are protein domains that bind to a phosphorylated form of phosphatidylinositol [27–31]. This
specificity is a consequence of the binding with high affinity of specific lipids to a certain protein
domain. This phenomenon has important consequences in protein targeting within the cell and in
the translocation of certain proteins to the membrane.

 

15.3.3 M

 

EMBRANE

 

 B

 

INDING

 

 — N

 

ONSPECIFIC

 

 I

 

NTERACTIONS

 

Lipids can also have a nonspecific effect on the properties of membrane-bound enzymes as a conse-
quence of their physical properties. This can also be the case for enzymes that are integral membrane
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proteins, but the effects are generally larger and better understood for amphitropic enzymes, where
lipids can play a role both in modulating the catalytic efficiency of the membrane-bound enzyme and
in determining the partitioning of the enzyme between aqueous and membrane phases.

 

15.3.3.1 Electrostatic Charge

 

One physical feature of the membrane is electrostatic charge. Well-developed theories have been
applied to describe the partitioning of charged peptides between the aqueous phase and a charged
membrane [32–36]. These methods are based on the application of variations of the Gouy–Chap-
man–Stern theory of the electrical double layer, in which a charged interface will attract an oppositely
charged peptide. The strength of this electrostatic interaction falls off exponentially as the distance
from the membrane interface increases; it is also dependent on the salt concentration of the sur-
rounding medium [37]. The difficulty of applying this to proteins is that it requires information about
both the structure of the protein and how it associates with membranes. This information is needed
to know the distance between the charged groups on the protein and the charged membrane interface.

Nevertheless, one can determine experimentally whether electrostatic interactions are important
for the interaction of a particular protein with lipid by changing the charge on the lipid or the ionic
strength of the buffer. These parameters will also affect the sequestration of divalent cations to the
membrane interface and the decay of the interfacial concentration of these ions with distance from
the interface. The distance required for reduction of the concentration of the ion to 1/

 

e

 

 of its value
at the membrane interface is called the 

 

Debye length

 

. In a case in which the binding of a divalent
cation to a site on a protein affects the translocation of the protein to the membrane interface, the
location of this binding site on the membrane-bound protein with respect to the interface can be
determined. This has been done for the Ca

 

2+

 

-binding site on protein kinase C (PKC), which regulates
membrane binding. It was found that, for the membrane-bound PKC, this site is situated at a
distance of 0.3 nm from the membrane interface [38]. Thus, in addition to understanding the role
of electrostatic interactions in the energy of binding of amphitropic proteins to the membrane
interface, such studies can also provide indirectly some structural information.

Other cations besides Ca

 

2+

 

 will also be concentrated at the interface of an anionic membrane.
This includes protons. As a consequence, the interfacial pH can differ from the bulk pH. An
interesting consequence of this is the role of acidic residues in the binding of the enzyme CTP:phos-
phocholine cytidylyltransferase (CT) to membranes. Not only is this enzyme attracted to anionic
membrane interfaces because of interactions with basic amino acid side chains, but the specificity
of binding to anionic membranes is maintained by three Glu resides [39]. This is because the
acidic residues on the protein will be protonated at anionic membrane interfaces because of the
lower interfacial pH. However, with zwitterionic membranes, these groups will remain charged
and will inhibit the partitioning of the protein to the membrane, contributing to the specificity of
binding to anionic membranes [39]. Another mechanism by which charged membranes can affect
the activity of enzymes at membrane interfaces is through the effects of electrostatic fields and
dipole potentials [40].

 

15.3.3.2 Defects

 

The lipid bilayer stability and lipid packing will also affect the partitioning of amphitropic proteins
to the membrane. There are several ways to describe the physical features of a membrane. None
of these descriptions is complete, nor are they all independent of each other. The phospholipid
bilayer is a complex environment with greater motion near the center of the bilayer [41]. Also, the
motion in the bilayer is highly anisotropic. One of the features that would facilitate the binding of
amphitropic proteins is “membrane fluidity.” This has been a popular concept, in part because it is
a parameter that can be measured experimentally using diphenylhexamethyltriene as a fluorescence
polarization probe [42]. However, there is no single “fluidity” parameter that can describe the
heterogeneity and anisotropy of the molecular motions within a bilayer. Another way to interpret
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the fluorescence polarization from diphenylhexamethyltriene is to consider that changes in this
parameter measure free volume in the membrane [43].

Defects in a membrane provide a site for amphitropic enzymes to bind to membranes. However,
many membrane instabilities can be classified as “defects,” and they can have several causes and
descriptions. One type of defect that is fairly specific in nature and description is a phase boundary
defect. This will occur in membranes having two or more coexisting phases that are physically
separated into domains. In a liposome composed of a synthetic lipid that can undergo a thermotropic
phase transition from an ordered gel phase to a high-temperature liquid–crystalline phase, at the
temperature region of the phase transition there will be domains of both phases. Because the packing
of each phase is different, the location where the domains meet will have packing imperfections.
The presence of such defects has been shown to enhance the activity of phospholipase A

 

2

 

 at the
temperature region of the lipid phase transition [44–48]. The site of action of phospholipase A

 

2

 

 is
at boundary defects in monolayers [49]. 

There may also be a relationship between the action of SMase and that of phospholipase A

 

2

 

.
The product of SMase action, ceramide, will induce membrane phase separation and the appearance
of membrane phase boundary defects; this in turn will lead to an increase in the activity of
phospholipase A

 

2

 

 [50]. There is also product activation of phospholipase A

 

2

 

, which has been
suggested to result from a product-induced phase transition [51]. However, in the case of SMase,
the presence of phase boundary defects increases the lag time for reaction [52], possibly as a
consequence of slowing the diffusion of the enzyme and substrate from one liquid domain to
another, itself a consequence of the presence of the intervening gel phase domains. It has been
shown with the activity of pancreatic lipase on monolayers that there is a reduction in rate as a
consequence of percolation [53], a conclusion supported by computer simulations [54]. Certain
membrane bilayers will also convert to nonlamellar phases. As conditions for the transition to the
hexagonal phase are approached, defects will appear in the membrane. In this case, because of the
large differences in morphology between the two phases, these defects will appear before phase
coexistence occurs. Phospholipase A

 

2 

 

is also activated by these kinds of defects [55, 56].

 

15.3.3.3 Curvature Strain and Interfacial Polarity

 

Changes in the activity of amphitropic enzymes by membranes that are destabilized by a tendency
to form nonlamellar phases may be described more specifically in terms of changes in curvature
stress and/or changes in interfacial polarity. 

 

Curvature stress

 

 refers to the tendency of one monolayer
of a bilayer to bend into a curved shape. A bilayer in a large vesicle or cell membrane will have
no physical curvature on a molecular length scale. However, the constituent monolayers of the
bilayer may have an intrinsic curvature that is not flat because of the nature of its component lipids
and the temperature. The tendency of a monolayer to bend cannot be relieved in a flat bilayer phase;
rather, it results in an unstable membrane with defects caused by curvature strain. The extent of
this curvature strain can readily be calculated from the intrinsic curvature of the monolayer, obtained
from diffraction measurements of the lattice spacing of the H

 

II

 

 phase and the elastic bending
modulus. A monolayer organized in a structure in which its physical curvature is equal to its intrinsic
curvature will not possess any curvature strain. The curvature strain of a monolayer will be equal
to the energy required to unbend it from the form in which it has achieved its intrinsic curvature
to the flat structure of the bilayer. This energy per unit area of interface is given by

where 

 

K

 

c

 

 is the elastic bending modulus of the lipid monolayer and 

 

R

 

0

 

 is the lipid monolayer’s
spontaneous radius of curvature in excess water. The elastic bending modulus is a measure of the
stiffness of the monolayer. The easier it is to bend the monolayer, the less curvature strain will be

0 5

0
2

. K

R
c
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acquired by forming a structure whose curvature is different from the intrinsic curvature. It was
found that there was very good correlation between the curvature strain of a membrane and the
activation of CT [57, 58].

The concept of curvature stress is useful, but the formulation is relatively simple and does not
provide for features that may be specific to certain protein-membrane complexes. An alternative
formulation has been proposed by Cantor [59, 60]. This approach focuses on the variation of lateral
pressure as a function of the position in the bilayer. In general, lateral pressure profiles and curvature
strain are alternative ways of expressing the same phenomenon. If there is a higher lateral pressure
at the methyl terminus of the acyl chains than in other regions of the bilayer, this is equivalent to
the bilayer’s having negative curvature strain. Each of the two formulations has its own advantages.
Curvature strain is a simpler idea and is more amenable to direct experimental measurement.
However, the concept of lateral pressure profile provides a more detailed molecular description and
can be more informative in combination with information about the structure and location of proteins
embedded in the membrane [61].

The lateral pressure profile indicates that the curvature properties at a particular location in the
bilayer may be different from those describing the bilayer as a whole. In the case of amphitropic
proteins, it would be expected that the properties of the membrane interface would be particularly
important. Although the activity of both PKC [62, 63] and CT [57] is enhanced by increasing the
negative curvature strain of the membrane, in the case of PKC there are two lines of evidence that
indicate that this is not a direct consequence of curvature strain [64]: 

One indication comes from studies with a series of phosphatidylethanolamines (PE) con-
taining 18:1 acyl chains but differing in the position of unsaturation. The curvature
properties of this series of lipids have been determined [65], and the activity of PKC does
not correlate with the curvature strain measured with membranes containing this homol-
ogous series of lipids [66]. However, the activity of PKC did correlate with properties of
an interfacial fluorescent probe, suggesting that the activity of this enzyme was modulated
by a property of the membrane interface [67]. The situation with CT is different and
indicates that a change in curvature strain is the mechanism by which nonlamellar-forming
lipids modulate the activity of this enzyme [58]. 

The other indication that the activity of PKC is not directly modulated by membrane
curvature strain comes from studies of the activity of PKC in the presence of lipids in the
cubic phase [68]. Spontaneous conversion of bilayers to a type II cubic phase will result
in the relief of negative curvature strain. In order to compare the activity of PKC in the
cubic phase with the activity in the lamellar phase, we converted the cubic phase of mono-
olein to a lamellar phase by the addition of progressively larger amounts of phosphati-
dylserine. In addition, we compared the activity of PKC using bilayer membranes com-
posed of dielaidoylphosphatidylethanolamine that were converted into a bicontinuous
cubic phase with the addition of a small amount of alamethicin. With both systems, the
activity of PKC was greater in the cubic phase than in the lamellar phase, and it was
shown that this was not due to the small change in membrane composition but rather to
the change of phase. Hence, despite the relief of negative curvature strain, the cubic phase
is more potent in activating PKC. 

Although both PKC and CT are activated by lipids that promote negative curvature strain, the
mechanism of this modulation is quite different for the two cases. This is shown directly by
comparing the responses of PKC and CT to an oxidized lipid, 1-palmitoyl, 2-(11,15 dihydroxy)
eicosatrienoyl PC (diOH-PAPC) [69]. This lipid caused less of an increase in the temperature of
the lamellar to H

 

II

 

 transition of an unsaturated PE, compared to its parent, PAPC. The activation of
CT by diOH-PAPC relative to the parent PAPC is in accord with modulation of the enzyme activity
by membrane curvature strain. In contrast, diOH-PAPC inhibits PKC, which is opposite to what
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one would predict based on curvature properties. Changes in the properties of a polarity-sensitive
interfacial fluorescent probe [67] indicated that this oxidized PC increases interfacial packing
pressure. Thus, as had been found with the series of homologous PE lipids [66], the modulation of
the activity of PKC by this oxidized lipid can be explained by changes in interfacial properties.

The activities of both CT and PKC are known to increase in the presence of nonlamellar-
forming lipids. The greater activating effect of diOH-PAPC, compared with PAPC, is consistent
with a stimulation of the activity of CT by negative curvature strain. However, this is not the case
with PKC, for which we suggest that surface packing pressure is of prime importance. We therefore
conclude that although the activity of CT appears to be directly coupled with membrane curvature,
nonlamellar-forming lipids modulate the activity of PKC by a less direct mechanism.

 

15.4 SUMMARY

 

Interfacial enzyme catalysis plays an important role in many biological processes, including signal
transduction and the metabolism of lipids. A quantitative description of the kinetics of these enzymes
requires consideration of additional factors, compared with enzyme catalysis in the aqueous phase.
Nevertheless, kinetic analysis has been useful to distinguish scooting from hopping modes of action
of these enzymes. In addition, the distribution of enzyme and substrate in the plane of the membrane
will also affect the catalytic rate. This is thought to be important for increasing the efficiency and
rate of signal transduction pathways. There is evidence that many of the enzymes involved in signal
transduction pathways are sequestered to cholesterol-rich regions of the membrane, called rafts,
and can interact with each other more efficiently by being sequestered into a relatively small area
of the membrane.
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16.1 INTRODUCTION

 

Membrane fusion is an essential process in intracellular transport, cellular secretion, and fertiliza-
tion. All enveloped animal viruses must accomplish membrane fusion with target cells as a precursor
to infection. Understanding the general characteristics of protein-mediated membrane fusion is the
first step toward developing general strategies to control this ubiquitous biological event. At present,
most of the membrane glycoproteins that mediate membrane fusion and entry of the known
pathogenic enveloped animal viruses have been identified. Here, we focus primarily on the mem-
brane fusion glycoprotein hemagglutinin (HA) of influenza virus. Its ectodomain, which requires
low pH to initiate fusion, was the first membrane fusion protein whose crystal structure was solved
(Wilson et al., 1981), and it remains the prototypical fusion protein (Skehel and Wiley, 1998; Sutton
et al., 1998; Baker et al., 1999; Bentz, 2000b; Bentz and Mittal, 2003).

The key differences between the “native” structure of HA and the low pH structure appear to
be the formation of an extended coiled coil starting from the N-terminus of the native coiled coil
and a helix-turn occurring within the C-terminal end of the native coiled coil, near the transmem-
brane domain (Carr and Kim, 1993; Bullough et al., 1994; Chen et al., 1995). Recently, ectodomain
core complexes of other viral membrane fusion proteins have shown remarkably similar equilibrium
crystal structures with respect to this coiled coil motif (Fass and Kim, 1995; Chan et al., 1997;
Weissenhorn et al., 1997, 1998; Caffrey et al., 1998; Sutton et al., 1998; Skehel and Wiley, 1998;
Baker et al., 1999; Singh et al., 1999). This has led to speculation that these proteins share a
common molecular mechanism for initiating membrane fusion. It is believed that the energy released
by the essential conformational change of the membrane fusion proteins is required to stabilize the
initial defects, which begin the transformation from two stable bilayers to the single fusion product.
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As far as we know, biologically relevant membrane fusion involves mixing of the membrane
lipids and opening of the fusion pore to join the aqueous volumes initially separated by the
membranes. The former is measured as redistribution of membrane probes, and the latter is usually
assayed as transfer of aqueous probes that vary in sizes from ions to macromolecules. Hemifusion
is defined as mixing only of outer monolayers, without contents mixing or leakage. Many studies
on viral fusion used lipid-mixing assays, without knowing whether fusion or hemifusion was
observed (see Bentz and Mittal, 2003, for a review). This has muddied the experimental record.
Here, we will focus only on studies where it is known whether fusion or hemifusion is observed
or, in a few cases, where the ambiguity is not important.

The real problem with membrane fusion is to correlate the “communal” intermediates of the
fusion process with the known “individual” low pH conformational changes of HA fragments.
There is a wealth of knowledge on the observed changes in fusion/hemifusion phenotypes as a
function of site-specific mutations of HA, or added amphipathic molecules or particular IgGs
(Chernomordik et al., 1997, 1998; Qiao et al., 1998, 1999; Melikyan et al., 1999; Armstrong et al.,
2000; Leikina et al., 2000, 2001; Leikina and Chernomordik, 2000; Markosyan et al., 2001; Gruneke
et al., 2002). The conclusions from these studies focus on the implied effect of the individual HA,
under the assumption that all HAs behave identically. However, each HA can have one or more of
at least four jobs with respect to fusion: 

• Binding to target membrane sialates
• Mediating self-aggregation
• Creating the initial bilayer defect 
• Allowing closer apposition of the bilayers so that outer monolayer merger can commence 

It is essential to know how exogenous agents or mutations affect the aggregate size or the kinetics
of the conformational changes. These are the directors of the pathway to be followed.

It has also been speculated that bilayer destabilization is initiated either through a high curvature
bending defect (Chernomordik et al., 1998; Kozlov and Chernomordik, 1998; Lentz and Lee, 2000)
or a hydrophobic defect Bentz (2000a,b). These two proposals agree on most points, except the
direct target of the transduced energy, which is the evolutionary pressure on the conformational
change in the first place. So it is actually important to know what is the first step of destabilization.
This point has not been resolved and will not be a focus of this review.

 

16.2 HA CONFORMATIONS

 

For many viral fusion proteins, the partial ectodomain core complexes have been crystallized, also
known as 

 

six-helix bundles,

 

 which correspond to final equilibrium structures (Skehel and Wiley,
1998; Baker et al., 1999). We will begin with a brief review of the known conformations of influenza
HA and other viral fusion proteins.

During infection, influenza virus bound to the cell surface is endocytosed and exposed to low
pH, which produces at least three new conformations in HA. The native structure of HA is based
on the crystal structure of the bromelain-released hemagglutinin ectodomain, BHA (Wilson et al.,
1981). HA is a homotrimer, and each monomer is composed of two polypeptide segments, desig-
nated HA1 and HA2, connected by a disulfide bond. The HA1 segments contain sialic acid binding
sites, which mediate initial HA attachment to the host cell surface. The HA2 segments form the
membrane-spanning anchor, the assembly domain of the homotrimer, and its amino-terminal region
(Gething et al., 1986).

Upon acidification, the amino terminus of HA2, the fusion peptide, is exposed. This change is
rapid compared to fusion and is required to promote fusion between the viral envelope and the
target membrane (Skehel et al., 1982; White and Wilson, 1987; Stegmann et al., 1990; Godley et
al., 1992; Stegmann and Helenius, 1993; Pak et al., 1994).
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The second conformational change leads to the formation of the extended coiled coil of HA2,
which was predicted by Carr and Kim (1993), proved for the crystallographic structure of a fragment
of BHA (TBHA2, residues 38–175 of HA2 and 1–27 of HA1 held together by the disulfide bond)
by Bullough et al. (1994), and morphologically observed on the intact virus by Shangguan et al.
(1998), as discussed in Bentz (2000a). In addition, Qiao et al. (1998) and Gruneke et al. (2002)
have shown that site-directed point mutations predicted to inhibit the formation of the extended
coiled coil did inhibit the fusion of erythrocytes to HA expressing cells.

The crystal structure of TBHA2 (Bullough et al., 1994) also shows that the C-terminal end of
HA2, where the native coiled coil flares out to accommodate the fusion peptide in the native state,
flips up in helix-turn between residues 106 and 112 of HA2 and forms an antiparallel 

 

a

 

-helical
annulus from residues 113–129 of HA2, i.e., at the base of the extended coiled coil. Kim et al.
(1998) have argued that the helix-turn region, which they term the 

 

kink region

 

 of HA2 (aa 105–113),
is important for fusion. Epand et al. (1999) and Leikina et al. (2000) have found that the FHA2
fragment (the equilibrium structure of aa 1–127 of HA2, which runs from the fusion peptide to the
end of the annular 

 

a

 

-helix, with the extended coiled coil in place and the kink exposed) mediates
cell–cell membrane lipid mixing in a pH-dependent fashion, but not contents mixing between cells.
FHA2 reversibly aggregates at low pH via the kink region (Yu et al., 1994; Kim et al., 1998; Leikina
et al., 2000).

The extended coiled coil and the helix turn together have been termed the six-helix bundle
(Skehel and Wiley, 1998), and blocking its formation blocks fusion for sendai virus (Russell et al.,
2001) and HA (Gruneke et al., 2002). There is some controversy for HIV, where Melikyan et al.
(2000) claim that blocking the six-helix bundle formation blocks fusion and Golding et al. (2002)
claim that antibodies binding to six-helix bundles can do so before fusion, i.e., the six-helix bundle
formation precedes fusion. Overall, it is clear that both conformational changes appear to be required
to complete fusion, as predicted in Bentz (2000b), but not their order or which is more energetic,
as discussed later.

 

16.2.1 T

 

HE

 

 S

 

TAGES

 

 

 

OF

 

 M

 

EMBRANE

 

 F

 

USION

 

Most proposed HA-mediated fusion mechanisms contain four distinct “classes” of intermediates,
subsequent to close apposition of the membranes and the low pH-induced exposure of the HA2
N-terminus (Bentz, 1992, 2000a,b; Blumenthal et al., 1996; Chernomordik et al., 1998; Mittal et
al., 2002b). Currently, these intermediates are

• Aggregates of HA, which are either preformed or form rapidly subsequent to acidification
• The first fusion pore defined by the first conductivity (2–5 nS) across the membranes

(Additional flickering pores follow, which lead to the formation of a terminally open pore.)
• The lipidic channel, which is monitored by lipid dye transfer between membranes
• The fusion site, which is monitored by aqueous contents mixing (e.g., fluorophors) and

the stable joining of the two membranes and complete aqueous contents mixing

Certainly, subdivisions will be established. For HA, the HA aggregation step has been kinetically
proven (Bentz, 2000a; Leikina and Chernomordik, 2000; Mittal and Bentz, 2001). Dutch et al.
(1998) found that fusion of SV5 F expressing cells with erythrocyte ghosts was faster when the
surface density of SV5 F was increased, indicating that aggregation was important for fusion.
Fusion of HIV env fusion proteins (the class of homologues to gp120/41) is faster and/or more
extensive with higher surface expression (Kuhmann et al., 2000), likewise suggesting aggregation
as an essential step. The other steps are functional steps in membrane destabilization and have been
observed, in some fashion, with all fusing systems.

There are many proposed models for the fusion site of HA. Nearly all show apposed bilayers
followed by the formation of a lipidic stalk intermediate. Our focus is the steps between these two
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stable points and the question of the structure of the “transition state.” The stalk has been proposed
as the first “stable” lipidic connection between the bilayers (Chernomordik et al., 1998; Kuzmin
et al., 2001; Kozlovsky and Kozlov, 2002; Kozlovsky et al., 2002; Markin and Albanesi, 2002).
Yang and Huang (2002) have recently provided a low-resolution structure of an equilibrium phase
of diphytanoyl phosphatidylcholine at low hydration that strongly resembles these theoretically
derived structures. That the lipidic stalk is central to one of the intermediates of membrane fusion
seems likely. The question is: How does an aggregate of HAs actually cause the lipidic stalk to form?

Current structural techniques cannot resolve the fusion site, because they only assay the average
site and, unless one assumes that all HAs refold identically, one cannot even assume that the
average site will look like the one that fuses. On virions, there appear to be only a few fusion sites
in the area of contact with ganglioside-containing liposomes (Mittal et al., 2002b), but the search
for the virions-liposome showing fusion intermediates has been unsuccessful. Micrographs showing
structures (Stegmann et al., 1990; Kanaseki et al., 1997) provide no correlation with fusion kinetics,
so there is no idea whether the structures form before, during, or after fusion. On HA-expressing
cells, only one of hundreds or thousands of HA aggregates — each a potential fusion site — is
responsible for the observed lipid mixing (Bentz, 2000a; Frolov et al., 2000; Leikina and Cher-
nomordik, 2000). Before we can propose a structure of the initial site of membrane fusion, we
must first have a clear and consistent estimate of how many HAs are at a site leading to fusion or
hemifusion, and whether the path to fusion or hemifusion depends on how many HAs undergo
the essential conformational change.

 

16.2.2 T

 

HE

 

 C

 

OMPREHENSIVE

 

 M

 

ASS

 

 A

 

CTION

 

 M

 

ODEL

 

 

 

FOR

 

 HA-M

 

EDIATED

 

 F

 

USION

 

The model for HA-mediated fusion that we have proposed arises from the analysis of fusion kinetics.
The advantage of a kinetic analysis of fusion is that only those sites that actually mediate fusion
are assayed. Unproductive HA aggregates are silent.

A comprehensive mass action kinetic model of fusion (see Figure 16.1) must contain all of
the commonly accepted intermediates and be able to reduce all appropriate data to a consensus
set of parameter estimates. For HA-mediated fusion, this means that several parameters and rate
constants must be simultaneously fitted (see legend of Figure 16.1

 

 

 

and Mittal and Bentz (2001)
for parameter definitions). This requires exhaustive fitting over all parameter values to select the
ranges that give best fits to the data. Previous kinetic modeling in the fusion area always assumed
some single step to be rate limiting in advance, and the fitting equations were designed for just
that step. If no single step is rate limiting, which our analysis shows, then the parameters of the
overly simplified models are forced to accommodate the extra information in the data, blurring (at
best) their physical meaning.

Exhaustive multiparameter fitting is the key to an unambiguous kinetic analysis. It is important
to recognize that our comprehensive kinetic model predicts the ratio of fusogenic aggregates (see
legend of Figure 16.1 for definition) between two cell lines without input of relative or absolute
HA surface densities. The model only requires the ratio of the average HA surface densities between
two cell lines to predict the minimal number of HAs in the aggregate yielding the first fusion pore
(or site of a hypothetical intermediate, proposed by Chernomordik et al. [1998], called 

 

restricted
hemifusion

 

). Absolute values of surface density are not required. This means that the extent to
which HA is partitioned into lipid rafts (Markovic et al., 2002) is not so crucial, if the two cell
lines have similar extents of rafts vs. liquid–crystalline bilayer. The partitioning of HAs into rafts
facilitates HA aggregation, and this facilitation is crucial at low HA surface densities. However,
forming the HA aggregate required to create a fusion site appears to require an additional, more
powerful aggregation mechanism. It is of interest that raft formation in the target membrane appears
to have no effect on fusion for influenza (Samsonov et al., 2001) or alpha viruses (Waarts et al.,
2002). For HIV, CD4 is initially in rafts, while the cytokine coreceptors are outside of rafts, but
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binding of the HIV virion to CD4 evidently releases CD4 from the raft into the lipid domain of
the coreceptors (Kozac et al., 2002).

Our comprehensive kinetic model is evolving into a refined tool for elucidating the structure
of the HA fusion site. The current version is described in detail in Mittal et al. (2002b). It has
been built through the postmortem analysis of fusion data from several labs, a meta-analysis that
guarantees that the model is not too finicky and is focused on fitting only the most robust
parameters. Figure 16.2 shows a compendium of these fits. Mittal and Bentz (2001) showed the
collected parameters fitted for HA-expressing cells fusing with either planar bilayers or RBC,
which are shown in Table 16.1. The consensus was defined as the subset of values that can fit all
data sets simultaneously.

With respect to fusion vs. hemifusion, we note here that the data of Melikyan et al. (1995)
followed the conductance of the first fusion pore, whereas Blumenthal et al. (1996) followed
transmembrane potential, lipid mixing, and contents mixing. Danieli et al. (1996) followed only
lipid mixing; the balance of fusion to hemifusion is not known. However, because the basic
architectural parameters fitted by the exhaustive analysis were the same, it appears either that they
are not so sensitive to the difference in mechanism between fusion and hemifusion, or that the lipid

 

FIGURE 16.1

 

The comprehensive kinetic model for influenza hemagglutinin mediated membrane fusion.
Following protonation, the HA aggregate of size 

 

w

 

 forms rapidly, denoted as HA

 

w

 

,0
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w

 

 is the minimal size for
a fusogenic aggregate (an aggregate of HAs capable of sustaining membrane fusion), in which HAs can
undergo the essential conformational change, independently and identically with a rate constant of k

 

f

 

. Thus,
the overall rate constant for the first reaction would be 

 

w

 

k

 

f

 

. These conformational changes continue for each
HA until q of them have occurred, HA

 

w

 

,q

 

. q is called the minimal fusion unit, as it equals the minimum number
of HAs that have undergone the essential conformational change needed to stabilize the first high-energy
intermediate for fusion. At this point, the fusogenic aggregate can transform to the first fusion pore, which is
observed as the first conductivity across the apposed membranes. The first fusion pore, FP, evolves to the lipid
channel, LC, demarked by mixing of lipids, which evolves to the fusion site, FS, demarked by aqueous contents
mixing. Pictorial representations are shown of what the fusion site might look like before and after membrane
fusion, corresponding to the respective steps in the kinetic model.
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dequenching signal measured by Danieli et al. (1996) was dominated by fusion events rather than
by hemifusion (Mittal et al., 2002a).

It was significant that the three independent data sets of HA-expressing cells fusing with target
membranes could be explained (Melikyan et al., 1995; Danieli et al., 1996; Blumenthal et al.,
1996), i.e., have similar fitted parameters. However, two important questions lingered. First, in

 

FIGURE 16.2

 

Meta-analysis using the comprehensive kinetic model shown in Figure 16.1. Representative
best fits to the experimental data are shown. (A) The open symbols are the data from Melikyan et al. (1995)
showing the cumulant fraction of cells that have achieved their first conductivity channel across the planar
bilayer (i.e., the formation of the first fusion pore) as a function of time. The bilayer was composed of
dioleoylphosphatidylcholine/bovine brain phosphatidylethanolamine in the ratio 2:1, with 5 mol% ganglio-
sides, equal weights of GD1a and GT1b, added. The cells were prebound to the planar bilayers before
acidification. The HAb2 cells (open circles) required about 100 s for half of the cells to achieve their first
conductivity channel, whereas the GP4f cells (open squares) required about 360 s. The HAb2 cells express
about 1.6 times more HA/

 

m

 

m

 

2

 

 than GP4f cells. The solid lines show a typical best fit to the data. (B) Lipid
channel, LC, formation measured by Danieli et al. (1996) using R18 labeled RBCs fusing with HA-expressing
cells. Open symbols show lipid mixing for three cell lines: GP4/6 (

 

D

 

), GP4f (

  

), and HAb2 (

  

). GP4f cells
express 1.6 times more HA/

 

m

 

m

 

2

 

 than GP4/6 cells (Danieli et al., 1996). Fusion is quantified as relative
fluorescence due to lipid mixing (see Equation [1] in “Materials and Methods,” Mittal and Bentz, 2001). Solid
lines show a typical best fit to the data. (C) Fusion intermediates measured by Blumenthal et al. (1996) for
double-labeled RBC ghosts fusing with GP4f cells. Symbols are the waiting times data after acidification,
showing the cumulant fraction of cells that have achieved their first conductivity channel FP(x), their first
indication for lipid channel formation LC (

  

) and their first indication for contents mixing FS (+) as functions
of time. Solid lines show a typical best fit to the data. (D) Disconnected symbols show pH dependence of
influenza A/PR/8/34 virus lipid mixing measured by Shangguan (1995). Concentrated (25x) unlabeled virus
and NBD/Rh labeled DOPC/GD1a (90:10) liposomes were mixed and preincubated at 4

 

∞

 

C for 30 min to allow
binding. A small aliquot of the prebound virus-liposomes was transferred to the preequilibrated cuvette at
37

 

∞

 

C to yield 10 

 

m

 

M viral phospholipid and 10 

 

m

 

M liposomal lipid. Lipid mixing was initiated on lowering
the pH to the indicated values (next to each curve) by injecting concentrated acetic acid. Solid lines show a
typical best fit to the data.
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terms of these key fusion-site architecture parameters, are the results of HA-expressing cells
applicable to the virion fusing with target membranes? Second, although the kinetic analysis
assumed a single, homogeneous average surface density for each cell line, because of computational
time constraints, the HA-expressing cells probably have an inhomogeneous distribution of HA
surface densities. The question, then, was whether the key fusion-site architecture parameters would
remain largely unchanged once the distributions were incorporated into the analysis.

Mittal et al. (2002b) showed, for the first time, consensus quantitative agreement on the fusion-
site architecture for PR8 influenza virions (Figure 16.2D), whose HA surface density is high and
uniform, 

 

and

 

 Japan-influenza HA-expressing cell lines, with lower and heterogeneous surface
densities. Evidently, because the minimal HA aggregate size, 

 

w 

 

= 8, and the number of these HAs
that must undergo the essential conformational change, q = 2, are obtained from ratios of fitted
parameters (see Figure 16.2), the effects of the distributions on the HA-expressing cells are not
particularly significant. The virus-liposome lipid-mixing data showed complete bilayer mixing, i.e.,
no hemifusion, because dequenching was quantitative. Evidently, the high PR8 HA surface density
does not support hemifusion, although the complete lipid mixing was also lytic for the ganglioside-
containing liposomes (Shangguan et al., 1996). Interestingly, it has been reported that alphavirus
fusion with liposomes is nonleaky (Smit et al., 2002).

The nucleation model for HA aggregation (simply stating that 

 

w

 

 trimers of HA nucleate to
form a fusogenic aggregate with a nucleation-equilibrium constant of K

 

nuc

 

) is unlikely to describe
accurately the true distribution of HA aggregates over the cell population, but it was used because
it yields the minimum estimate for the number of HAs required to form the fusogenic aggregate.
In other words, more realistic distributions would require that there are more than eight HAs in a
fusogenic aggregate (Bentz, 2000a). The estimate that only two HAs need to undergo the slow
essential conformational change to initiate fusion is independent of the HA aggregate size (Bentz,
2000a). We are currently developing extensions needed to fit data from HA-expressing cell popu-
lations, taking explicitly into account the distribution of HA surface densities and a more realistic
aggregation distribution based on the curvature equations of Kozlov and Chernomordik (1998).

We found that fitting all the PR/8 viral fusion data simultaneously and selecting the best-fit
parameter sets yielded only two convergent solutions for parameters (Mittal et al., 2002b), as
opposed to ranges for parameters (Bentz, 2000a; Mittal and Bentz, 2001), because more curves
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Parameters from exhaustive fitting of different kinetic data on HA mediated fusion using
the model in Figure 16.1. For a minimal aggregate size of eight HAs (

 

w

 

 = 8; Bentz 2000a), only
a minimal fusion unit of two HAs (q = 2) fit the data of HA-expressing cells (with Japan strain)
fusing with (1) ganglioside containing planar bilayers at 37
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C (Melikyan et al. 1995), (2) erythro-
cytes at 28 to 29
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C and (3) erythrocyte ghosts at 37

 

∞

 

C. The same minimal fusion unit fit the data
of PR/8 strain virions fusing with ganglioside containing liposomes (Shangguan, 1995).
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were being fitted simultaneously. By providing more data with less experimental noise, the kinetic
model could extract very robust estimates for the kinetic parameters. The next section discusses
this in detail.

The similarity in rate constants for lipid mixing and contents mixing found in Mittal and Bentz
(2001) for HA-mediated fusion and by Lee and Lentz (1998) for PEG-induced fusion of phos-
phatidylcholine liposomes supports the idea that, subsequent to stable fusion pore formation (e.g.,
by a lipidic stalk), the evolution of fusion intermediates is determined more by the lipids than by
the proteins. However, the rate constants for fusion pore formation were several orders of mag-
nitude faster for the PEG and liposomes, which appears to be due to the different mechanism of
formation. PEG forces bilayers together, making the pore easier to form than when the defect
formed by HA occurs. The hypothesized formation of the hydrophobic defect within the HA
aggregate, where lipid lateral diffusion is blocked by the transmembrane domains and remaining
embedded fusion peptides, precedes the formation of stalks and fusion pores (Bentz, 2000b; Bentz
and Mittal, 2000, 2003).

 

16.3 TACTICS OF EXHAUSTIVE FITTING OF KINETIC DATA

 

Understanding the molecular basis of membrane fusion, be it during viral infection or synaptic
transmissions, is difficult because it is a multistep process. Furthermore, it is a highly localized
event, wherein a very small fraction of the total proteins and lipids are actually involved in a fusion
site. The approach we have taken is to analyze the kinetics of the whole process, which has the
virtue of focusing only on the successful fusion sites, rather than the average behavior of all the
fusion proteins. We also did not assume that any particular step was rate limiting, thus allowing
the kinetic modeling to show which steps are kinetically significant. For HA, this produced a
multiparameter model of rate constants, HA aggregate sizes for the fusion sites, and the profoundly
kinetic number of how many HAs within the fusion aggregate undergo the essential conformational
change before the first fusion site is formed.

The mass-action kinetic model shown in Figure 16.1 has been developed from the commonly
accepted steps of the fusion process. Although it includes only essential and/or measurable steps,
it is clear that “fitting” the kinetics of a fusion curve involves many parameters and, therefore,
requires a tactical approach to find all possible best fits in a reasonable amount of computer time.

Numerical integrations for the model were done using MATLAB (The Math Works) subroutine
ODE23s, because the nonstiff routines were not as accurate. Curve fitting was done using the fitting
routine 

 

fmins

 

 (or 

 

fminsearch

 

 in the current version) of MATLAB. For any given data set, the
goodness-of-fit achieved by a particular set of kinetic parameters was quantitated by the root mean
square error (rmse) between the data points and the numerically integrated theoretical curve. A
minimum rmse value for each data set was obtained, and best fits were defined as all sets of
parameters that were visually indistinguishable from that of the minimal rmse fit. All data-fitting
was exhaustive, i.e., the widest possible ranges of initial estimates for the parameters in the kinetic
model were tested to ensure that all best fits were found.

We found that all best fits for HA-expressing cells fusing with target membranes were contained
within a convex space of the universe of possible parameter values, as shown in the final column
of Table 2 of Mittal and Bentz (2001). For the data of Melikyan et al. (1995), Bentz (2000a) found
that all of the best-fit parameter sets could be fitted to the equation k

 

p

 

k

 

f
q

 

N

 

w

 

(GP4f) = 10

 

9.1±0.5 

 

for
q = 2. In terms of “parameter space,” this relation defines a convex volume. However, combinations
of parameters that satisfy this relationship would yield good, but not always best, fits. Parts of this
parameter space are inaccessible because they would require the number of fusogenic aggregates
(i.e., HA 

 

w

 

-mers), denoted by N

 

w

 

, to exceed the available number of HAs in the area of apposition
for the GP4f cell line. Similar relations were found in Mittal and Bentz (2001) for the best fits to
the data of Danieli et al. (1996), where the parameter space is defined by a constant that equals
k

 

l

 

k

 

p

 

k

 

f
q

 

N

 

w

 

(GP4f), and for the data of Blumenthal et al. (1996), where the parameter space is defined
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by a constant that equals k

 

s

 

k

 

l

 

k

 

p

 

k

 

f
q

 

N

 

w

 

(GP4f). The parameter space values obtained were very tight,
with the standard deviation being less than 1% of the mean values for more than 25 best fits obtained
in each case. Note that although the parameter space signifies some sort of relationship between
the model parameters, it is probably useful only when multiple solutions are obtained, which is
not always the case (as discussed later).

Although the description just given establishes that our approach of exhaustive fitting actually
found all possible values for the kinetic parameters, we also found that, for the model in Figure 16.1,
our algorithm uniquely fits theoretical data generated from the model. Figure 16.3 shows an example
of the results obtained by fitting data generated using the model parameters obtained from Figure
16.2D. Only q = 2 could best fit the data, and the rate constants were extracted exactly at the values
that were used for simulating the data in the first place. Further, it is clear from Figure 16.3 that the
results obtained from the exhaustive fitting algorithm look analogous to the funnel landscaping theory
of protein folding (Dill and Chan, 1997). From all possible values of parameters that can fit the data
by minimizing the root mean squared error between individual data points and numerically calculated
values, the lowest rmse corresponds to the exact single solution. This also explains parameter ranges
obtained for HA-expressing cells fusing with target membranes, in contrast to unique solutions for
the virions fusing with liposomes in Table 16.1. With fewer data and with the experimental noise
associated with the data (as in the former case), the kinetic analyses could provide ranges, instead
of single-value solutions, for the rate constants. Thus, multiple fits are due to experimental noise.

A computational limitation that needed to be dealt with was the time required for exhaustive
fitting of all the data in an individual data set 

 

simultaneously

 

. We found that exhaustive fitting of
two fusion curves simultaneously could be achieved in reasonable time. However, each additional
fusion curve enormously increased the time required to search for each solution set for the model
parameters. To overcome this problem, we compartmentalized the fitting algorithm by utilizing the
most robust parameter observed during the initial analysis. The ratio of fusogenic aggregates
between cell lines of varying surface density was found to be the most insensitive to noise in the
experimental data and does not depend on knowing the real surface densities (Bentz, 2000a; Mittal

 

FIGURE 16.3

 

Exhaustive fitting of kinetic data: searching for the right solution. “Perfect” data were generated
by simulating lipid mixing kinetics with rate constants shown for the virus fusing with liposomes in Table
16.1. The simulated kinetic data were then fit with 500 initial conditions for each value of q from 0 to 

 

w

 

 and
fixing the value of 

 

w

 

 = 8 to search for the model parameters in our exhaustive fitting approach. Only q = 2
best fit the data, i.e., gave the least root mean squared error (rmse). Logarithmic scales are shown for
convenience. (A) Rate constants k

 

f

 

 and k

 

p

 

 are shown as a function of rmse for all the solutions obtained with
q = 2. (B) Rate constants k

 

f

 

 and k

 

l

 

 are shown as a function of rmse for all the solutions obtained with q = 2.
Clearly, the search for the “right” solution takes a funnel shape, with a single exact solution obtained at the
lowest tip of the funnel corresponding to the lowest rmse. Thus, given clean enough data, the kinetic model
extracts the real values of parameters with our multiparameter exhaustive fitting algorithm.
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and Bentz, 2001). Thus, to fit multiple data sets simultaneously, we first fit a pair of two experimental
curves exhaustively to obtain the values for rate constants, where the ratio of fusogenic aggregates
for the two curves was nearly the same. Then we fit the other experimental curves solely for the
number of fusogenic aggregates using the rate constant values obtained from the best fits of the
previous steps. Changing the order of fusion curves during this process did not affect the final
outcome. This allowed us not only to do the exhaustive kinetic analysis of all the data in a reasonable
time, it also provided us with the key ratios of fusogenic aggregates that provide insights into the
HA aggregate size at the fusion site.

 

16.4 FUNCTION OF MEMBRANE FUSION PROTEIN DOMAINS 
DURING FUSION

 

It is clear that both viral and intracellular membrane fusion proteins contain a minimal set of
domains, which must be deployed at the appropriate time in order to assure a successful fusion
event, i.e., transfer of contents between compartments (Bentz and Mittal, 2000). Some of these
domains are well known, e.g., the fusion peptide or a binding site for something on the target
membrane. Others are recent discoveries and will require greater elucidation. In Table 16.2, we
propose seven essential steps for fusion and cite the domains or conformational changes that
accomplish these steps for the three best-described viral fusion systems: influenza virus, HIV, and
sendai virus. Influenza HA is the only member of this group whose native metastable structure is
known (Wilson et al., 1981). Thus, only for HA do we know how it looks before fusion and how
a fragment looks after fusion.

 

TABLE 16.2
Function of Membrane Fusion Protein Domains during Fusion

 

Function

 

Fusion Protein

Influenza HA Sendai SV5 F HIV gp120/41

 

Binding:
Virus/vesicle HA1 HN gp120
Target Membrane Sialosides Sialosides CD4
Signal for fusion H

 

+ 

 

binding to HA Could be HN binding to 
and activating F protein, 
perhaps due to 
neuraminidase activity

CD4 binding to gp120 
exposes a chemokine 
receptor binding site 
which activates gp41

Fusion peptide N-terminus of HA2 N-terminus of F1 N-terminus of gp41
Aggregation: (possible 
mechanism)

Tension on membrane from 
fusion peptide embedded 
in viral envelope

Could be similar to HA 
mechanism

Like HA or multiple 
interactions between 
gp120, CD4 and CCR5 or 
CXCR4

High energy conformational 
change: Extraction of fusion 
peptide

Formation of extended
coiled coil

Expected to be formation 
of extended coiled coil

Expected to be formation 
of extended coiled coil

Hydrophobic kink: Stabilizing 
lipids enroute to hydrophobic 
defect

Helix turn or “kink” region
of low pH structure

Near either the C-terminal 
end of the N-heptad 
repeat or the N-terminal 
end of the C-heptad 
repeat

Near either the C-terminal 
end of the N-heptad 
repeat or the N-terminal 
end of the C-heptad 
repeat

Low energy conformational 
change: Formation of 
hydrophobic kink or loop

Helix turn of C-terminus
of native coiled coil

? ?
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HA contains a sialate binding site within the HA1 subunit that can bind to glycosylated proteins
and gangliosides (Martin et al., 1998). This provides a wide range of target receptors. Sendai virus
also binds to surface sialates via the HN membrane glycoprotein, which has a neuraminidase activity
(Dutch et al., 1998). HIV, on the other hand, is quite specific, with gp120 binding first to CD4 on
macrophages or T cells and then to a target cell chemokine receptor (Doms and Peiper, 1998).

Influenza HA contains both binding and fusion functions, and there was controversy about
whether the same HA can execute both functions (Ellens et al., 1990: Niles and Cohen, 1993;
Alford et al., 1994; Stegmann et al., 1995; Millar et al., 1999; Leikina et al., 2000). Leikina et al.
(2000) found that soluble sialates inhibit the major conformational change of HA (X31 strain) and
that RBC bound to HA(X31)-expressing cells fused faster following a neuraminidase treatment,
i.e., with a reduction in HA-sialate contacts. The structural basis for sialate inhibition of the low
pH conformational change of HA is unknown at this time.

Although the HAs bound to sialate on glycophorin may be part of the fusogenic aggregate,
there must be at least two HAs within the fusogenic aggregate unbound to sialates, so that they
can undergo the essential conformational change needed to create the fusogenic defect in a timely
fashion (Mittal and Bentz, 2001). This suggested that the relatively weak HA-sialate binding
constant could not evolve to a higher affinity, as that would inhibit its ability to mediate fusion.
For fusion of the cells with ganglioside planar bilayers, calculations suggested that, on average,
fewer than one of the HAs within the fusogenic aggregate are bound. Most likely, the sialates on
gangliosides are too close to the bilayer surface to reach effectively the HA1 sialate binding site.
This implies that HA binding to sialates is not necessary for fusion.

 

16.4.2 S

 

IGNAL

 

 

 

FOR

 

 F

 

USION

 

 

 

Once bound to the target cell, the influenza virion is endocytosed, wherein acidification is the signal
for fusion. Mittal et al. (2002b) has found that the pKa for fusion activation is about 5.7. This
initiates the cascade of conformational changes leading to merger of the viral and endosomal
membranes. Sendai virus fuses at neutral pH, and most strains require about 1:1 mol ratios of the
homotypic HN for maximal fusion or infection (Dutch et al., 1998). It appears that the binding of
sialates to HN, which activates its neuraminidase, alters its conformation so that it can activate the
F1 protein to start the fusion process. Oddly, SV5 F does not appear to require its homotypic HN
for fusion, although the rate is much faster, with about 1:1 mol ratios of its homotypic HN (Dutch
et al., 1998). Although the cytoplasmic tail of SV5 F has a role in virion budding, but not fusion
(Waning et al., 2002), the related paramyxovirus SER has a longer cytoplasmic tail, which evidently
inhibits fusion, relative to SV5 (Tong et al., 2002). Deletion of the “extra” cytoplasmic tail provokes
equivalent fusion activity.

HIV is activated at the binding of gp120 to target cell CD4, which exposes an epitope on gp120,
which allows it to bind to a chemokine receptor: either CXCR4 or CCR5 (Feng et al., 1996; Doms
and Peiper, 1998; Xiao et al., 1999). This ternary structure then signals gp41 to start the fusion
process. Hoffman et al. (1999) have isolated a mutant HIV strain that binds directly to either
chemokine receptor and mediates fusion, something like SV5 F. For the HIV env mutant, the direct
binding to the cytokine receptor is the signal. For SV5 F, the signal is not known in the absence
of HN, suggesting that SV5 F must bind directly to an (as yet) unknown target membrane receptor
to signal that fusion should start.

 

16.4.3 F

 

USION

 

 P

 

EPTIDE

 

 

 

After the signal for fusion, at least for HA2, sendai F1, and HIV gp41, the fusion peptide is exposed
on the N-terminus of these proteins (Hernandez et al., 1996; Durell et al., 1997; Pecheur et al.,
2000). Although there has been much literature proposing that the exposed N-terminal of HA next
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inserts into the target membrane to start fusion, it is more accurate to say that HAs can have their
fusion peptides either suspended between the membranes or embedded in the target bilayer or in
their own bilayer (Bentz et al., 1990; Gaudin et al., 1995; Shangguan et al., 1998; Kozlov and
Chernomordik, 1998). The fraction in each state probably depends on time, and the real question
is: Which state or which sequence of states is on the “fusion pathway?” Kozlov and Chernomordik
(1998) and Bentz (2000b) argued that those HAs whose fusion peptides embed initially into the
viral/HA-expressing cell envelope are on the fusion pathway. Reaching the target membrane
represents a later step in the process.

 

16.4.4 A

 

GGREGATION

 

The next step is aggregation of the fusion proteins. Bentz (2000a) showed that rapid aggregation
of eight or more HAs followed by a slow “essential” conformational change of two or three of the
HAs within the aggregate fitted the kinetics of first fusion pore formation between HA-expressing
cells and planar bilayers. This result has been found for a variety of HA fusion systems (Mittal
and Bentz, 2001; Mittal et al., 2002b).

The cause of this rapid HA aggregation is not known. It could be adhesion of the fusion peptides
within the aqueous space (Ruigrok et al., 1988), although this would render the fusion peptides
useless for other functions. Kozlov and Chernomordik (1998) have proposed a mechanism based
on membrane curvature minimization, which begins with the fusion peptides embedded in their
own (viral or HA-expressing cell) membrane and under tension created by the partial formation of
the extended coiled coil. This mechanism for aggregation could function for any of the viral fusion
proteins that form an extended coiled coil.

How does a protein create the tension needed to pull at a membrane, causing it to distort, and
thereby induce HA aggregation, as proposed by Kozlov and Chernomordik (1998)? The formation
of the next heptad repeat of the extended coiled coil should proceed by a somewhat random
conformational search, which gets stuck by the formation of heptad repeat. Proteins proceed down
a free energy pathway by falling through a sequence of quasi-irreversible steps, like a ratchet. Each
step is made essentially irreversible by a large positive activation energy for return. The formation
of the extended coiled coil is simply a sequence of heptad repeat binding steps, each of which
extends the coiled coil another 10 Å or so and shortens the line to the fusion peptide by as much
as 14 Å or so.

This could be accomplished by a bobbing action of the HA in the bilayer, as illustrated by
Figure 16.4, where HA1 has been deleted for clarity. When HA bobs down, relative to the bilayer,
this would allow enough slack in all three chains of the nascent extended coiled coil domain to
form at the same time, as shown in Figure 16.4B. According to Kozlov and Chernomordik (1998),
the heptad repeat of a single HA has insufficient binding energy to hold up the bilayer against the
curvature energy. However, when several HAs are close, the net curvature to the bilayer needed
for all of them to sustain one (or more) heptad repeat binding reaction is sufficiently small to permit
the action. Once a cluster of HAs has formed its first heptad repeats of the extended coiled coil,
this holds the bilayer curvature in place and the aggregate is formed, as shown in Figure 16.4C.
Other HAs can diffuse into the aggregate and form their next heptad repeat, thereby increasing the
bilayer curvature. This process would repeat, with HAs in the aggregate forming additional heptad
repeats, gradually creating a dimple of bilayer in the center of the HA aggregate.

 

16.4.5 H

 

IGH
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 C

 

ONFORMATIONAL
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The idea that membrane fusion proteins could share a common mechanism became reasonable
when it was discovered that so many systems have ectodomain core complexes composed of a six-
helix bundle (Skehel and Wiley, 1998; Baker et al., 1999; Singh et al., 1999). In particular, the
energy of the conformational changes could be transduced to create fusion. The initial defect has
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been proposed to be high curvature (Chernomordik et al., 1998; Kozlov and Chernomordik, 1998)
or hydrophobic (Bentz, 2000b). The largest bolus of free energy should be used to create the initial
defect at the nascent fusion site, so that the elaboration of the fusion site could proceed down the
free energy pathway, following the paradigm used by enzymes. This is especially important for the
known fusion proteins, wherein the only source of energy to transduce to the formation of bilayer
defects is within the conformational change. ATP is used only to lock the fusion proteins into a
high energy metastable state.

Because some viral fusion proteins show no evidence of coiled coils, e.g., the E glycoprotein
of tick-borne encephalitis virus, TBE-E (Corver et al., 2000), it is worth emphasizing here that
coiled coils are not the sole providers of high-energy conformational changes. 

 

b

 

-sheets coming
together could provide the high-energy conformational change needed for fusion.

 

FIGURE 16.4

 

Proposed mechanism of HA aggregation induced by tension on the fusion peptide embedded
in the viral envelope. The globular HA1 headgroups sit on top of the spikelike HA2. Regions of 

 

a

 

-helix and
coiled coil are shown as cylinders. The bottom aggregate of 

 

a

 

-helices in the transmembrane domain are striped
and denoted TM. (A) HA with fusion peptide embedded in the viral envelope. (B) When HA bobs down,
relative to the bilayer, this would allow slack in all three chains of the nascent extended coiled coil domain
to form at the same time. According to Kozlov and Chernomordik (1998), the heptad repeat of a single HA
has insufficient binding energy to hold up the bilayer against the curvature energy. (C) However, when several
HAs are close, the net curvature to the bilayer needed for all of them to sustain one (or more) heptad repeat
binding reactions is sufficiently small to permit the action. (D) Once a cluster of HAs has formed its first
heptad repeats of the extended coiled coil, this holds the bilayer curvature in place and the aggregate is formed.
(E) Other HAs can diffuse into the aggregate and form their next heptad repeat, thereby increasing the bilayer
curvature. (F) This process would repeat, with HAs in the aggregate forming additional heptad repeats,
gradually creating a dimple of bilayer in the center of the HA aggregate.

HA bobbing relaxes the loop and bilayer curvature 
transiently increases.  However, it seems that one 
HA cannot hold the bilayer up.

(B)

HA bobbing relaxes the remaining loop and 
bilayer curvature transiently increases.(D)

In an aggregate, the first heptad repeat can 
form, which holds the curvature when there is
an aggregate of HAs.

(C)
Bilayer

Fusion peptides inserted 
into a flat bilayers.(A)

...and so on, until the formation of the 
next heptad repeat cannot stabilize the 
increased membrane curvature

(F)

The next heptad repeat forms, 
which holds the curvatures.(E)
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Once the essential defect is formed, it is necessary for the bilayers to approach closely enough for
lipids to mix. For HA, it has been argued that the formation of the extended coiled coil would
release a greater bolus of free energy than the helix-turn (Bentz, 2000b). It has been argued that
the helix-turn releases greater energy (Gruneke et al., 2002). There is no rigorous answer yet.
However, the fact that the helix-turn may be necessary for fusion (Gruneke et al., 2002) does not
mean it is the essential, i.e., slowest, conformational change. Bentz (2000b) noted that even if the
essential defect is formed, unless the bilayers can get close enough to permit membrane merger,
the defect will dissipate without fusion. The job of the helix-turn appears to promote close
apposition of bilayers and to provide a hydrophobic protein collar between a hydrophobic defect
and the target bilayer, without which there is no fusion, as discussed in Bentz (2000b) and in Bentz
and Mittal (2000).

The core complexes of SV5 F1 and HIV gp41 show longer annular helices around the N-heptad
repeat core than does HA2, suggesting these have more stable binding. Such an extension has been
achieved for HA2 using an 

 

E. coli 

 

expression system (Chen et al., 1999). For HA2, the helix-turn
could be quite reversible, with much bending up and down. In fact, the formation of the first stable
intermediate between the bilayers, presumably the lipidic stalk (Chernomordik et al., 1999; Yang
and Huang, 2002), might stabilize the conformational intermediate, and vice versa. Although
peptides homologous to C-terminus heptad repeats of SV5 F1 and gp41 will inhibit syncitia
formation and membrane destabilization, as discussed in detail in Bentz (2000b), no such reports
have been published for HA2. If the helix-turn transition of HA is weaker than those for SV5 F1
and gp41, suggested by the length of the helix contacts to the extended coiled coil, then the C-
peptides for HA may not inhibit syncitia formation, due to weak binding. Without the native
structures of SV5 F1 and gp41, little can be known about the low-energy conformational change.

 

16.4.7 H

 

YDROPHOBIC

 

 K

 

INK

 

It has been recently shown that the kink formed by the helix-turn of HA mediates the low pH-
dependent aggregation of the HA fragment known as FHA2, which is aa 1–127 of HA2, i.e., the
fusion peptide through the C-terminus of the six-helix bundle at equilibrium (Yu et al., 1994; Kim
et al., 1998). This peptide aggregation appears to be hydrophobically driven, perhaps following the
protonation of aspartates within the kink region. This same fragment induces lipid mixing between
liposomes (Epand et al., 1999) and between cells (Leikina et al., 2000). Mutants in the kink region
or lacking the fusion peptide do not induce lipid mixing. The function of such a hydrophobic kink
is readily apparent in the model of fusion proposed in Bentz (2000b) and by Bentz and Mittal
(2000). The formation of one or two helix-turns would bend HA, allowing the close approach of
the membranes. Just as importantly, the hydrophobic kink would now form a hydrophobic collar
just above the hydrophobic defect. Phospholipids making an excursion from the target membrane
would be stabilized by this hydrophobic collar and thereby have a substantially greater chance of
reaching the hydrophobic defect, i.e., to begin lipid mixing. As in a proper enzyme, the hydrophobic
collar would stabilize the transition state of fusion.

For the viral fusion proteins using coiled coils and folding something like HA (Skehel and
Wiley, 1998; Baker et al., 1999), this hydrophobic kink should be near the C-terminus of the N-
heptad repeat region or near the N-terminus of the C-heptad repeat region. Interestingly, Peisajovich
et al. (2000) have claimed to find a “second fusion peptide” in the sendai virus F1 protein near the
C-terminus of the N-heptad repeat domain.

It is worth noting that the various domains discussed here as putative hydrophobic kink formers
do not show any obvious sequence homology (data not shown). Tertiary structure could be impor-
tant. It is also interesting that the fusion protein of the tick-borne encephalitis virus, TBE-E (Rey
et al., 1995), not only has two putative amphipathic 

 

a

 

-helices just near the N-terminal to its
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transmembrane domain (Stiasny et al., 1996), which could fuse as a hydrophobic collar, but also
a putative internal fusion peptide about 150 aa upstream.
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Acetylcholine receptors
Activation energies, PC SUV/SUV interactions, 270
Active pump transport, 374
Active transport, 372
Acyl chain
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inequivalence parameter, 129
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-length asymmetry, 123, 126

Acylglycerols, 9, 12, 30
Adhesion energy, 228

bilayer, 219, 221
-induced stress, 296
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 Inorganic anion transporter AE1
antibodies against, 440
gene, 436, 438
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ping-pong catalytic mechanism of, 445
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glycerol-based lipids in, 16
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Bacterial fatty acids, 8
Bacterial membranes, 7, 101
Bacterial photosynthetic reaction centers, 125
Bacteriorhodopsin

cholesterol and, 404
hydropathy, 482

BBMs,
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free volume in, 250
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Binary system
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lipid composition of, 25
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fluid-mosaic model of, 147
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Carbon–carbon bond lengths, 127
Carbonic anhydrase binding, 442
Cardiolipin (CL), 259, 261
Carotenoids, definition of, 3
Carrier-mediated diffusion, 374
Carrier transport

saturation kinetics due to, 379
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, hydrogen-bond-forming groups, 341
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–cell fusion, study of, 286
growth, sterols and, 245
membrane, hydrophilic surfaces of, 332
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-packing energy, 259, 265, 266, 281, 285
tilt gradients, 287, 288, 290

Change of dimensionality, 500
Charge density, neutralization of, 274
CHEMS, 261
Cholesterol, 6

bacteriorhodopsin and, 404
biosynthesis, rate-limiting step in, 244
crystal structures of, 29, 31
–DPPC systems, 88
fatty acid esters of, 266
flip-flop, 248
homodimer formation, 247
PC thermotropic phase behavior and, 90
–PE binary mixtures, 91
–protein interactions, 246
ring system, numbering of, 24
system, PC-PE, 92
time-resolved fluorescence measurements, 248
water uptake and, 216
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cholesterol ordering of membranes and alteration of 

membrane function, 250
functional evolution of cholesterol, 243–245
fundamental properties of cholesterol in membranes, 

247–250
molecular basis for specificity of sterols in support of 

cell growth, 245–247
Cholesteryl esters, 10, 12
Cholic acid, stereochemistry of, 25
Chromophore orientation, determinations of, 400

Circular dichroism (CD), 94, 482
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Cardiolipin
Compressibility, 209, 213
Concanavalin, 99, 414
Concentration potential, 346
Conformational change, low-energy, 524
Conjugate pairs, 366
Contact printing, 420
Continuous fluorescence microphotolysis (CFM), 418
Cooperative unit size (CUS), 56
Countertransport, 384, 385
Cross-coupling coefficient, 367
Cross-relaxation model, 164
Cryoelectron microscopy, 258, 269, 449

time-resolved, 294
TMC and, 283

Cryo-TEM, 281
Crystal-to-liquid crystal transition temperature, 46
Cubic phases, NMR investigations of, 188
Curvature elastic energy, 259, 277
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Debye length, 503
Decay constants, 218
Dehydration force, 234
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Diacyl glycerolipids, 80, 81, 82
Diarachidoylphosphatidylcholine, 78
(4,6-Dichlorotriazinyl) amino fluorescein (DTAF), 421
1,2-Dielaidoylphosphatidylethanolamine (DEPE), 97
Diethylpyrocarbonate (DEPC), 458
Differential scanning calorimetry (DSC), 54, 148
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Differential thermal analysis (DTA), 104
Diffusion, 333
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constants, 335, 337
facilitated, 374
Fick’s law of, 334
forces retarding, 411
lateral, 164, 389, 412
membrane systems, 337
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/K

 

+

 

 ATPase, 425
potential, 349
spin, 164

Digalactosyldiglyceride (DGDG), 215
Diglycerides, 261
Diglycosyl glycerolipids, gel to liquid–crystalline phase 

transition temperatures, 73
DIGs,

 

 see 

 

Detergent-insoluble glycolipid-enriched 
membranes

Dimyristoylphosphatidylcholine, packing mode of, 45
Dioleoyl mono-methylated PE, 276
Dioleoylphosphatidylcholine (DOPC), 67, 183
Dioleoylphosphatidylethanolamine (DOPE), 183

aqueous dispersion of, 192
cubic phase in, 191
dodecane added to, 185, 186
/DOPC ratio, 233

 

N

 

-methylated, 188, 193, 264–265
successive methylations of, 216
-water phase diagram, 283
X-ray studies of, 184

Dioleoylphosphatidylglycerol (DOPG), 273
Dioleoylphosphatidylserine (DOPS), 215
Dipalmitoyl glycerophospholipids, 74
Dipalmitoyl phosphatidic acid, 72
Dipalmitoylphosphatidylcholine (DPPC), 54, 73

addition of palmitic acid to, 93
barotropic phase behavior of, 61
bilayer(s) , 125, 136, 137
comparing DHPC with, 140
/DHPC, X-ray data on binary system of, 142
DMPE–, 86
lamellar bilayer phases of, 58
lyotropic phase behavior of, 60
thermotropic phase behavior of, 62

Dipentadecylmethylidene phospholipids, 85
Diphenylhexatriene (DPH), 250
Distal renal tubular acidosis (dRTA), 462
Disteroylphosphatidylglycerol (DSPG), 220
Docosahexaenoic acid (DHA), 160, 320, 321

order parameter profile of, 161
polyunsaturated chains, 162

Docosapentaenoic acid (DPA), 160, 162
Dodecane, DOPE and, 185, 186
Dolichol, 265
Domain, definition of, 310
Donnan ratio, 343
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Edman degradation, 453
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Epidermal growth factor
E glycoprotein, tick-borne encephalitis virus, 523, 524
Electrical membrane dipole potential, 166
Electrical mobility, 345
Electrochemical potential, 342
Electrogenic ion pump, 358, 359
Electrogenic potentials, steady state, 360
Electrolyte transport

equilibrium relationships, 342
nonequilibrium case, 344

Electron density
distribution, real-space, 177
profile, 204

Electron microscopy, interdigitation and, 124
Electron paramagnetic resonance (EPR), 148, 151, 391, 

394, 395
Electron spin resonance (ESR) spectroscopy, 94, 124, 176
Electro-osmosis, 371, 372
Electrophoresis, relaxation after, 413
Endotoxin, 17
Energy(ies)

activation, PC SUV/SUV interactions, 270
adhesion, 219, 221, 293
chain-packing, 259, 265, 266, 281
curvature elastic, 259, 277
frustration, 287
Gaussian curvature, 259, 291
Gibbs free, 330, 339
hydration free, 219
hydrogen bonding, 340
integrated, 221
saddle splay, 291
solvation, 360
splay elastic, 287

Entropy production
equation, 367
expression of, 369
function, 371
invariance of, 368
rate of, 366

Enzymes, membrane-bound, 499–509
amphitropic proteins, 501–506
integral membrane proteins, 500–501
kinetics, 499–500

Epicholesterol, 247
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Electron paramagnetic resonance
Equation

Boltzmann, 353
entropy production, 367
Goldman, 348, 357
Goldman-Hodgkin-Katz, 349, 350, 356, 357
Henderson, 348
Hodgkin–Horowitz, 357
Nernst–Planck, 345, 346, 357
Poissen, 353
van’t Hoff, 331
Young’s, 230

Ergosterol, 246
Erythrocyte

AE1, N-terminal cytoplasmic domain of, 441
carrier mechanism in human, 377
Cl
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/HCO
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 exchange, 439
membranes, cholesterol flip-flop in, 248
protein, biochemical studies of native, 449

Erythrosin isothiocyanate, 421

 

Escherichia coli

 

, 104
expression system, 524
pathogenicity of, 17
structure of lipid of, 19

ESR spectroscopy,
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Electron spin resonance spectroscopy
Essential oils, uses, 3
Ethanolamine plasmalogens, 14
Eukaryotic cell membranes, 105
Excess water point, 178

 

F

 

Familial hypercholesterolemia, 11
Faraday constant, 342
Fat-soluble vitamins, 7
Fatty acids, 7

bacterial, 8
long-chain, 3
names of straight, 6
study of by X-ray crystallography, 28
unsaturated-chain, 263

FCS,

 

 see 

 

Fluorescence correlation spectroscopy
Fick’s law, 334, 390
Flip-flop, 248
Fluid membrane, diffraction experiments on, 159
Fluid-mosaic model, 147, 411
Fluorescence, 412

anisotropy measurements, 126
correlation spectroscopy (FCS), 418
depletion, 392
microscopy, interdigitation and, 124
photobleaching and recovery (FPR), 412, 418–423
recovery after photobleaching (FRAP), 165, 412, 418
resonance energy transfer (FRET), 165, 277

Fluorescent agonists, biological potency of, 422
Fourier transform infrared (FTIR) spectroscopy, 76, 94, 96, 

102, 128
interdigitation and, 124
separation of lipids into phases using, 317

FPR,
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Fluorescence photobleaching and recovery
FRAP,
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Fluorescence recovery after photobleaching
Free energies, frustrated, 184
Freeze-fracture electron microscopy, 256, 258
FRET,
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Fluorescence resonance energy transfer
Frustration, 266, 287
FTIR spectroscopy,

 

 see 

 

Fourier transform infrared 
spectroscopy

Fusion
adhesion energy-induced stress, 296
-catalyzing proteins, 297
coarse-grained simulation, 295
intermediates, 272, 277
pathway, 522
PEG-induced, 268, 269, 271, 296
peptides, 264, 512
pore(s) , 270, 280
quantified, 516
simulation techniques, 294
SUV, 292
system, phospholipase C-induced, 265
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Galanin receptor, cholesterol and, 245
Gangliosides, 17, 18
Gauche-gauche conformation, 158
Gaussian curvature

energy, 259, 291
term, 190

Gel to liquid–crystalline phase transition temperatures
diacyl glycerolipids, 82
dialkyl glycerolipids, 82
diglycosyl glycerolipids, 73
dipalmitoyl glycerophospholipids, 74
dipalmitoyl phosphatidic acid, 72
dipentadecylmethylidene phospholipids, 85
monoglucosyl diacylglycerols, 78
monoglycosyl glycerolipids, 73
phosphatidylcholines, 78
phosphatidylethanolamines, 78
phosphatidyl sulfocholines, 77
sphingomyelins, 83
thiophosphatidylcholines, 77

GEMs,
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Glycolipid-enriched membranes
G-H-K equation,
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Goldman-Hodgkin-Katz equation
Giant unilamellar vesicle (GUV), 268, 273
Gibbs–Duhem relation, 368
Gibbs free energy, 330, 339, 373
Glutamate 681, 456, 457
Glycerol backbone region, 79
Glycerolipids, with ether-linked hydrocarbon chains, 80
Glycerophospholipids, 13

atom numbering, 32
crystal structures of, 35, 36–37, 43
definition of, 11
molecular conformation, 40
molecular packing, 35
single-crystal structures of, 28
stereochemistry of natural, 23
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Glycolipid-enriched membranes (GEMs), 313
Glycophorin

cholesterol binding to, 245
interaction between AE1 and, 442

Glycosphingolipid(s), 17, 18
analogs, lateral phase separation of, 131
cholesterol and, 311
crystal structures of, 47
shorthand notation of, 19
spin-labeled analogs of, 130

Glycosylphosphoinositol (GPI), 312, 315, 423
Goldman equation, 348, 357
Goldman-Hodgkin-Katz equation (G-H-K equation), 349, 

350, 356, 357
Goldschmidt crystal radii, 362
Gouy-Chapman diffused electrical potential, 353
Gouy–Chapman–Stern theory, 503
GPCRs,

 

 see 

 

G-protein coupled receptors
GPI,

 

 see 

 

Glycosylphosphoinositol
G-protein coupled receptors (GPCRs), 318, 479–498

early structure results, 482–483
function of rhodopsin as GPCR, 481
lipid–rhodopsin interactions in disk membrane, 

490–491
retinal rod cell, 480–481
rhodopsin stability, 489–490
site-to-site distances within rhodopsin, 483–484
structure of metarhodopsin II, 488–489
three-dimensional structure of rhodopsin, 484–488

Gramicidin A, 398
Gravimetric method, gauging of bilayer thickness, 204, 205
GUV,

 

 see 

 

Giant unilamellar vesicle

 

H

 

HA,

 

 see 

 

Hemagglutinin
HA1, sialate binding site, 521
HA2, kink region of, 513

 

Halobacterium halobium

 

, 104
HD,

 

 see 

 

Hemifusion diaphragm
Headgroup

–headgroup repulsion, 183
interdigitation, crystalline phase, 143
moieties, phospho-ester linked, 310
–solvent interactions, 71

Hemagglutinin (HA), 511
aggregates of, 513, 523
conformations, 512
-expressing cell lines, Japan-influenza, 517
fusion systems, 522
helix-turn, hydrophobic kink, 524
influenza, 286, 297
native structure of, 511
site-specific mutations of, 512

Hemifusion, 273
definition of, 512
diaphragm (HD), 279, 285, 289
fusion vs., 515
restricted, 514

Henderson equation, 348

Hereditary spherocytosis, mutations causing, 461
High-fidelity DSC, 56
High-speed microfluorescence spectroscopy, 274
Histidine modification, 458
HIV

activation of, 521
fusion system, 520

HMGCoA reductase, 244
Hodgkin–Horowitz equation, 357
Homobifunctional amino reagent, 454
Hook’s law, 182
Hopanoids, 10
Hybrid subcells, 28
Hydration

energies, 360, 361, 362
force(s), 202, 210, 217, 234, 236
free energy, 219
maximum, 214
minimum, 217
nonbilayer system, 231
pressure, extracting, 210
repulsion, 202, 220, 221, 224, 235
theory of, 233
water of, 166

Hydraulic coefficient, 369
Hydrocarbon(s), 2–3

inhomogeneity, 184–185
order parameter profiles, 181
packing, 187
simple alkanes, 2
substituted, 3–8
terpenes, 3

Hydrogen bonding, 28, 32, 48
energy, 340
lipid bilayers and, 75
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ILA,

 

 see 

 

Interlamellar attachment
Influenza

hemagglutinin, 286, 297, 515
virus, 402, 520

Inorganic anion transporter AE1, 435–477
AE1 membrane domain topology and structure, 

448–455
anion transport mechanisms of AE1 membrane domain, 

444–448
bicarbonate transporter family, 436–438
C-terminal hydrophilic domain, 442
functional roles of specific amino acid residues in 

transport, 455–459
function of renal AE1, 440–441
general properties of AE1 protein and gene, 438
genetic abnormalities in AE1, 459–463
interaction between AE1 and glycophorin A, 442
N-terminal cytoplasmic domain of erythrocyte AE1, 

441–442
oligomeric structure, 443–444
physiological functions of erythrocyte band 3,

438–440
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Interdigitation
modes of, 123
techniques characterizing, 124

Interlamellar attachment (ILA), 193, 258, 276
Ion

channels, 363, 364
distributions, 349
selectivity, 359
solvation energy of, 360

Ionic flux, squid axon membrane, 351
Ionic selectivity, lipid bilayer, 374
Isoprenoid compounds, 3, 4

 

K

 

KALP peptides, 98
Ketones, long-chain, 5
Kinetic data

exhaustive fitting of, 518
simulated, 519

 

L

 

Lamellar electron density profile, 177
Lanosterol, 246
Large unilamellar vesicles (LUVs), 268, 293, 502
Larmor frequency, 155
Lateral diffusion, 164, 389, 412
LDL,

 

 see 

 

Low-density lipoprotein
Legendre polynomial function, 150
Lipid(s)

aggregation, hierarchy of, 202
archaebacterial, 16
assembly, kinetic relaxation of, 176
behavior, 174
binding, 502
carbohydrate-headed, 175
change in chemical free energy of, 204
classification of, 2
composition, local, 122
constituents, nonlamellar-prone, 175
definition of, 1
diagnostic tool, 180
domain formation, 122
ether-linked, 140
flip-flop, 165
fluorescent assays of, 271
fusion mechanisms, cation/anionic, 292
glycerol-based, 20
headgroups, charged, 190
hydrocarbon chain, 159
liquid crystals, phase behavior of, 182
matrix, packing disorder in, 161
mesomorphism, 174
methylated, 216
mixing, 270, 276, 280, 524
molecules, effect of charge, 73
monolayer, elastic bending modulus of, 504
motions, 148

multilayers, structural dimensions of, 214
neutral, 266
nonlamellar-prone, 196
order, 148, 151, 152
particles, shapes of, 193
polar membrane, 175
polymorphism, thermal history–dependent gel-state, 

102
–protein interactions, 125, 400
protrusion of, 165
raft, 313
–rhodopsin interactions, 490
shells, 314
specialized functions of, 27

Lipid bilayer interdigitation, 121–145
balance of forces determining interdigitation, 124
interdigitation resulting from acyl chain-length 

asymmetry, 126–134
interdigitation in symmetric-chain phospholipids, 

134–144
modes of interdigitation, 123
speculation concerning possible biological 

consequences of interdigitated state,
124–126

Lipid bilayers, mesomorphic phase behavior of
barotropic phase behavior of DPPC, 61–62
differential scanning calorimetry, 55–57
effect of cholesterol on thermotropic phase behavior of 

phospholipids, 88–92
effect of proteins on thermotropic phase behavior of 

phospholipids, 98–100
effect of small molecules on thermotropic phase 

behavior of phospholipids, 92–94
effect of transmembrane peptides on lipid thermotropic 

phase behavior, 94–98
effect of variations in chemical structure of glycerol 

backbone region on lipid thermotropic phase 
behavior, 79–84

effect of variations in chemical structure of polar 
headgroup structure on lipid thermotropic 
phase behavior, 71–79

effect of variations in length and structure of 
hydrocarbon chains on lipid thermotropic 
phase behavior, 63–71

effect of vesicle size on thermotropic phase behavior of 
DPPC, 62–63

studies of biological membranes, 100–106
lyotropic phase behavior of DPPC, 60–61
thermotropic phase behavior of DPPC, 57–60
thermotropic phase behavior of lipid mixtures,

85–88
Lipid membrane fusion, 255–308

principal lipid fusion mechanisms, 256–294
prospects, 294–298

Lipid structure, 1–51
lipid classification, 1–20
lipid composition of biological membranes, 25–27
stereochemistry of lipids, 20–25
summary of single-crystal X-ray crystallographic 

analysis, 48
X-ray crystallography of lipids, 27–48
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Lipopolysaccharides, 17, 20
Liquid

–crystalline theory, director in, 151
junction potential, 346
-ordered state, 249

Long-chain alcohols, 3, 5
Long-chain fatty acids, uses, 3
Low-density lipoprotein (LDL), 11, 414, 421
LPC,

 

 see 

 

Lysophosphatidylcholine
LUVs,

 

 see 

 

Large unilamellar vesicles
Lyotropism, 181
Lysine residues, 455
Lyso-PE,

 

 see 

 

Lysophosphatidylethanolamine
Lysophosphatidylcholine (LPC), 263

distribution of, 269
DOPE LUVs and, 264

Lysophosphatidylethanolamine (lyso-PE), 39, 133
Lysophospholipid, 9

 

M

 

Magic angle, 150
Magnetic dipole–dipole interactions, 152, 153
Magnetization, long-range transfers of, 163
Maleimide derivative, 394
Mass-action kinetic model, 518
MATLAB, 518
MDCK cells, 441
Melittin, 404
Membrane(s)

barges, 314
binding, 502
capacitance, 358
carriers, schematic models for, 376
caves, 314
cholesterol and, 149, 250, 506
components, association of the cytoskeletal elements 

with, 309
dynamics, relaxation measurements used for, 157
electrostatic charge, 503
:energy barrier, 335
equilibrium, example of, 344
erythrocyte, cholesterol flip-flop in, 248
eukaryotic cell, 105
fission, 194
fluidity, 148, 149
fusion, 256, 257, 283, 520
hydration shells, 167
instabilities, classification of, 504
ionic flux across squid axon, 351
–membrane interactions, 274
microdomains, 310
potential, 347, 358, 359
pre-pore defects in, 294
rafts, isolation of cholesterol-enriched, 320
rod outer segment plasma, 480
rupture, 298
sterol ordering of, 248
structure, influence of isotopic labeling on, 150
surface potential of charged, 354

systems, diffusion in, 337
tension in, 298
thickness, 347
undulations, 165
vesicles, interaction between, 227

Membrane lipids, dynamics of, 147–171
experimental studies, 150–157
lipid order and motions, 157–166
membrane fluidity, 148–150

Memphis mutation, 459
Mesomorphism, 173
Metarhodopsin, 481, 484, 488
Michaelis constant, 378
Michaelis–Menten theory, 499
MLVs,

 

 see 

 

Multilamellar vesicles
Mobile carrier, 374, 382
Model(s)

cross-relaxation, 164
fluid-mosaic, 147, 411
HA-mediated fusion, 514
mass-action, 518
membranes, 57, 93
modified stalk, 282, 285, 294
stalk-pore, 277, 279, 280
third-generation stalk, 286, 288, 291
transmembrane peptide, amide proton exchangeability 

of, 96
wobbling in a cone, 396, 397

Modified stalk model, 282, 285, 294
Molecular transfer, mechanism of, 333
Monoglucosyl diacylglycerols, gel to liquid–crystalline 

phase transition temperatures, 78
Monoglycosyl glycerolipids, gel to liquid–crystalline phase 

transition temperatures, 73
Monounsaturated hydrocarbon chains, 159
Monte Carlo simulations, 295
Multilamellar vesicles (MLVs), 502
Mutagenesis experiments, 455

 

Mycoplasma mycoides

 

, cholesterol and, 244, 245
Mycoplasmas, 101
Myelin basic protein, 138, 139

 

N

 

NADPH-cytochrome P-450 reductase, 405
Na

 

+

 

K

 

+

 

 ATPase, 245, 246, 425, 486
Nernst equilibrium potential, 343
Nernst–Planck equation, 345, 346, 357
Nerve impulse, 358
NET,

 

 see 

 

Nonequilibrium thermodynamics
Net charge transfer, 359
Net interbilayer pressure, 208, 209
Net repulsive pressure, 204
Neutron diffraction, 176

contract variation in, 178
experiments, 148
interdigitation and, 124
power of, 179

Neutron powder diffraction, 27
NMR,

 

 see 

 

Nuclear magnetic resonance

 

1403_C17_IDX.fm  Page 535  Tuesday, May 25, 2004  10:01 AM



 

536

 

The Structure of Biological Membranes, Second Edition

 

NOESY,

 

 see 

 

Nuclear Overhauser enhancement 
spectroscopy

Nonactin, 356
Nonelectrolyte transport

equilibrium relationships, 329
nonequilibrium relationships, 332

Nonequilibrium thermodynamics (NET), 366, 372
Nonlamellar lipid phases, 173–199

biomembranes, 193–195
experimental techniques, 176–181
physical basis of nonlamellar phases, 181–193
reason for studying lipid polymorphism, 173–175
terminology, 175–176

Nonpolar oils, 265, 266
Nuclear magnetic resonance (NMR), 59, 72, 104, 148, 151

cubic phases and, 188
deuterium, 141
drawback of, 176
experiments, NOESY, 165

 

2

 

H, 152, 153, 167, 180
interdigitation and, 124
rhodopsin, 485, 489
sensitivity of to motion, 179
solid-state, 152
study of Cl

 

-

 

 binding to protein by, 446
Nuclear Overhauser enhancement spectroscopy (NOESY), 

154
crosspeaks, 166
cross-relaxation, 153, 156
experiments, 156, 163, 165

 

O

 

Oil–water partition coefficients, 339, 374
Okadaic acid, 447
1-Oleoyl-2-stearoyl PC (OSPC), 70
Oligolamellar liposome dispersions, 275
Onsager’s reciprocal relations, 367, 368, 371
Optical anisotropy decay, 391, 392, 394
Order parameter plateau, 159
OS,

 

 see 

 

Osmotic stress
Osmotic pressure, 330, 331, 370
Osmotic stress (OS), 203, 204

data, structural parameters for, 209
nonbilayer system, 231

OSPC,

 

 see 

 

1-Oleoyl-2-stearoyl PC

 

P

 

PA,

 

 see 

 

Phosphatidic acid
Palmitic acid–DPPC complex, 93
Palmitoylcarnitine, 264
1-Palmitoyl-2-elaidoyl PC (PEPC), 70, 71
PalmitoyloleylPE (POPE), 215
1-Palmitoyl-2-oleoylphosphatidylcholine (POPC), 70, 85, 

310
Papain, extracellular, 453
Parameter space, 518
Pattern photobleaching, 420

PC,

 

 see 

 

Phosphatidylcholine
PDE,

 

 see 

 

Phosphodiesterase
PE,

 

 see 

 

Phosphatidylethanolamine
PEG,

 

 see 

 

Poly(ethylene glycol)
Pendrin, 440
PEO surfactants, 225
PEPC,

 

 see 

 

1-Palmitoyl-2-elaidoyl PC
Perfect data, generation of, 519
Periodic minimal surfaces (PMS), 189
Permeability

constants, 338, 350
ratio, 352

Permeation, modeling of, 250
Peroxynitrite, 440
PER time,

 

 see 

 

Postelectrophoresis relaxation time
Petroleum deposits, major constituents of, 2
PFG,

 

 see 

 

Pulsed magnetic field gradients
PG,

 

 see 

 

Phosphatidylglycerol
Phosphatidic acid (PA), 75, 88, 292
Phosphatidylcholine (PC), 59, 158

bilayer–bilayer contact in fully hydrated, 125
dioleoyl, 67
diphytanoyl, 277
disaturated, 85
fatty acid composition of, 26
gel to liquid–crystalline phase transition, 64, 65,

69, 78
hydration of, 215
methyl isobranched, 68
mixed-chain, 70, 127
multilayer, water vapor and, 226
1-oleoyl-2-stearoyl, 70
1-palmitoyl-2-elaidoyl, 70
1-palmitoyl-2-oleoyl, 70
–PE mixtures, 87
polymerizable, 80
pretransition of, 89
–rhodopsin vesicles, 320–321
saturated mixed-acid, 70
series, omega-cyclohexyl, 67
single-crystal structures of, 38
spontaneous curvature and, 261
1-stearoyl-2-elaidoyl, 70
SUV/SUV interactions, 270
synthetic, 92
thermotropic phase behavior, cholesterol and, 90

Phosphatidylethanolamine (PE), 27, 60, 158, 259
dioleoyl mono-methylated, 276
fatty acid changes, 319
gel to liquid–crystalline phase transition temperatures, 

78
hydrocarbon chain, 96
lyso-, 133
single-crystal structures of, 38
spontaneous curvature and, 261

Phosphatidylglycerol (PG), 65, 88, 292
high forces encountered with, 222
polar region, 158

Phosphatidylinositol, phosphorylated form of, 502
Phosphatidylserine (PS), 65, 88, 259, 266, 317

fusion, 292
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high forces encountered with, 222
LUVs, 293

Phosphocholine cytidylyltransferase, 503
Phosphodiesterase (PDE), 320
Phosphoinositol (PI), 317
Phospholipase C-induced fusion system, 265
Phospholipid(s)

bilayer, hydrophobic interior of, 249
charged, 226
cholesterol and, 311
fatty acid composition, rod outer segment disks, 480
global partial specific volume of, 206
headgroup structure, 149
hydration repulsion, 213
molecule, spatial correlations of polar heads of, 235
phospholipase C action on, 262
symmetric-chain, 134
systems, 127, 128
thermotropic phase behavior, 98
zwitterionic, 75

Phospholipid assemblies, forces between interacting 
bilayer membranes and hydration of, 201–241

amplification of bilayer repulsion by thermal bilayer 
undulations, 223–226

forces between approaching lipid bilayers, 216–219
hydration attraction, 235–237
hydration of charged phospholipid bilayers, 220–223
hydration free energy, 219
hydration in nonbilayer systems, 231–233
interaction between membrane vesicles, 227–230
maximum hydration and structural dimensions of lipid 

multilayers, 214–216
measured bilayer adhesion energies, 219–220
measuring hydration repulsion, 203
osmotic stress, 204–212
pipette aspiration, 213–214
surface force apparatus, 213
theoretical questions, 233–235
vapor pressure paradox, 226–227

Photobleaching
pattern, 420
scanning spot, 421

Photodamage, evidence for, 423
Photomultiplier tube (PMT), 419
Photoreceptor

membrane microdomains, 319
rod cells, 318

Photoselection, 391
Phytosterols, 6
PI,

 

 see 

 

Phosphoinositol
PKC,

 

 see 

 

Protein kinase C
Planar membranes, pre-pore defects in, 294
Planck’s constant, 334
Plasma membranes, lipid composition of, 26

 

Plasmodium falciparum

 

, 440, 451, 452, 460
Platelet-activating factor, 133
PMS,

 

 see 

 

Periodic minimal surfaces
PMT,

 

 see 

 

Photomultiplier tube
Poissen equation, 353
Polar group(s)

ionization, 234

methylation, 215, 216
molecular steric interactions of, 238

Poly(ethylene glycol) (PEG), 267
-induced fusion, 268, 271, 296
liposome interactions induced by, 270

Polymorphic phase transition, solid state, 191
Polymorphism, 173

example of, 174
polar membrane lipids, 175

Polymyxin, 138, 139
Polyunsaturated fatty acids (PUFAs), 316
Polyunsaturated hydrocarbon chains, 159
POPC, 

 

see

 

 1-Palmitoyl-2-oleoylphosphatidylcholine
POPE,

 

 see 

 

PalmitoyloleylPE
Pore formation, 280
Postelectrophoresis relaxation time (PER time), 413, 414
Powder patterns, 153, 177
Primary active transport, 372
Protein(s)

amphitropic, 501
binding, 521
biochemical studies of native erythrocyte, 449
cell membranes, 400, 401
conformational change mechanism, modeling of,

375
diffusion, estimated, 413
effect of on phospholipid thermotropic phase behavior, 

98
free energy pathway, 522
function, modulation of, 195
fusion-catalyzing, 255, 297
GPI-linked, 315, 424
hydrodynamic radius, 454
integral membrane, 500
kinase C (PKC), 503, 505
labeling, 483
lateral diffusion, 389, 415–417
-mediated membrane fusion, 511
membrane-bound, 503
molecular interactions of membrane, 173
myelin basic, 138
oligomeric state of, 403
reconstituted into lipid bilayers, 397
segmental motions of, 401
topology, 451

Protein dynamics, membrane, 389–409
applications of rotational diffusion measurements to 

understanding membrane structure and 
function, 402–406

data analysis, 394–397
measurement techniques, 391–394
segmental motions of proteins, 401–402
survey of measured correlation times, 397–401
theory, 390–391

Proteins, translational diffusion of membrane, 411–434
continuous fluorescence microphotolysis, 418
early measurements of lateral mobility of membrane 

proteins, 412
fluorescence correlation spectroscopy, 418
fluorescence photobleaching and recovery, 418–420
fluorescent labels for FPR, 421–423
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intensified video imaging FPR, 421
other forms of FPR experiment, 420
pattern photobleaching, 420
random walk of membrane-bound particles,

413–418
relaxation after electrophoresis, 413
scanning spot photobleaching, 421
translational diffusion of membrane proteins measured 

by FPR, 423–427
translational mobility of membrane proteins by FPR 

compared to that determined by other 
methods, 427–428

Proton resonance frequency, 156
Protrusion, 165
PS,

 

 see 

 

Phosphatidylserine
Pseudophase diagram, 262
PUFAs,

 

 see 

 

Polyunsaturated fatty acids
Pulsed magnetic field gradients (PFG), 165

 

Q

 

Quadrupole splitting, 152, 153

 

R

 

Rafts, membrane, 309–327, 506
DRM as raft, 315
early experimental evidence in support of rafts, 

312–313
functions of membrane rafts, 315–321
membrane raft organization, 313–314
size of membrane rafts, 314–315

Raman spectroscopy
DPPC/DHPC phase behavior, 142
interdigitation and, 124
partially interdigitated systems and, 132
sphingomyelin and, 130

Receptor
dynamics, ligands used for studies of, 422
–ligand complex, 316

Red cell anion transport kinetics, 447
Reflection coefficients, definition of, 370
Relaxation times, determination of, 166
Renal AE1, 440
Repulsive hydration force, 269
Restricted hemifusion, 514
Retinal chromophore,

 

 cis-trans 

 

isomerization of, 489
Rhodopsin, 251

dark-adapted, 484
denaturation of, 491
G-protein coupled receptors and, 479
NMR, 485, 489
site-to-site distances within, 483
spin label experiments, 484
stability, 489
structural information for, 483
thermal stability of, 490
unbleached, 412
X-ray crystallography, 484

Rod outer segment (ROS), 480
ROS,

 

 see 

 

Rod outer segment
Rotational diffusion coefficient, 392, 399

 

S

 

Saccharomyces cerevisiae

 

, 244, 436, 437, 450
Saddle splay energy, 291
Salmonella

lipopolysaccharides, 20, 21

 

minnesota

 

, lipid of, 19
SAO,

 

 see 

 

Southeast Asian ovalocytosis
Saturation

kinetics, carrier transport and, 379
transfer–EPR (ST-EPR), 393, 394, 395

Scanning spot photobleaching, 421
Scooting mechanism, 500
SDS,

 

 see 

 

Sodium dodecylsulfate
Secondary active transport, 372, 373
Self-diffusion, 413
Semipermeable membrane, osmotic pressure across,

330
Sendai virus

fusion system, 520
spike proteins of, 402

SEPC, 

 

see

 

 1-Stearoyl-2-elaidoyl PC
Serine/threonine phosphorylation, 448
SFA,

 

 see 

 

Surface force apparatus
Site-directed mutagenesis, 456
Six-helix bundles, 512, 513
SLC4,

 

 see 

 

Solute carrier family 4
SM,

 

 see 

 

Sphingomyelin
Small unilamellar vesicles (SUVs), 267, 502

activation energies of fusion, 271
PEG-induced fusion, 292
stresses in, 269
/SUV interactions, 270

Sodium dodecylsulfate (SDS), 5
Solid-state NMR, 152
Solute carrier family 4 (SLC4), 436
Solvent

incompressibility of, 331
–solvent interactions, 234

SOPC,

 

 see 

 

SteroyloleylPC
Southeast Asian ovalocytosis (SAO), 459, 460
Spectrin, 405
Sphingolipids, 14, 15, 23
Sphingomyelin (SM), 81, 271

ceramide backbone of, 310
gel to liquid–crystalline phase transition temperatures, 

83
PC analogues of, 83
Raman spectroscopic investigation, 130
rapid phase separation in, 293

Sphingomyelinase
location of, 501
relationship between phospholipase A

 

2

 

 and, 504
Sphingosine, stereochemistry of, 24
Spin

diffusion, 164
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experiments, rhodopsin, 484
label(s), 131, 139
-lattice relaxation times, 159
site-directed, 483
-spin relaxation, 156, 157

Splay elastic energy, 287
Spontaneous curvature, 182, 259, 260
Squalene, 265
Stalk

evolution, disagreement about, 294
expansion, prediction of unlimited, 290
-to-fusion pore conversion, 288
mechanism, 277
models, 291
-pore model, 277, 279, 280
theory, 281, 291

Static head, 373
Steady state dissociation constant, 378
Stearic acid, order parameter profile of, 161
1-Stearoyl-2-elaidoyl PC (SEPC), 70
ST-EPR,

 

 see 

 

Saturation transfer–EPR
Steroid(s), 10

rung system common to, 5
stereochemistry of, 24
structure, fundamental, 24

Sterol(s)
cell growth and, 245
chemical structures of common biological, 244
functional evolution of, 245
most common, 5–6
–protein interactions, 243

 

Saccharomyces cerevisiae

 

 and, 244
SteroyloleylPC (SOPC), 215
Stilbenedisulfonate (DBDS), 446, 447
Streaming potentials, definition of, 371, 372
Subcellular membranes, lipid composition of, 26
Substituted hydrocarbons, 3–8

detergents, 5
long-chain alcohols, 3
long-chain fatty acids, 3–5
steroids, 5–7
vitamins, 7–8

Sulfolipids, 14
Superoxide, 440
Surface force apparatus (SFA), 203, 213
SUVs,

 

 see 

 

Small unilamellar vesicles
SYBYL, 487
Symport, 385
Synchrotron-source, time-resolved X-ray diffraction 

experiments, 267

 

T

Tangier disease, 11
Target receptor, 521
TEM, see Transmission electron microscopy
Temperature-scanning densitometry, 141
Terpenes, 3
Tetramethylrhodamine, 424

Thermophilic bacteria, bilayers of, 143
Thermotropism, 181
Thiophosphatidylcholines, gel to liquid–crystalline phase 

transition temperatures, 77
Third-generation stalk models, 286, 288, 291
Tick-borne encephalitis virus, E glycoprotein of, 523,

524
TIFFs, see Triton-insoluble floating fractions
Time-resolved cryoelectron microscopy, 294
Time-resolved fluorescence measurements, cholesterol, 

248
T lymphocyte activation, 316
TM8, see Transmembrane helix 8
TMC, see Trans monolayer contact
TMDs, see Transmembrane domains
Torpedo acetylcholine receptors, 406
Torsion angles

notation for, 34
variability in, 44

Transbilayer lipid migration assays, 276
Transient dichroism, 392
Translational diffusion coefficient, 412
Transmembrane

domains (TMDs), 272
helices, categories of, 452
helix 8 (TM8), 457
movement, 329
peptides, 267
substrate flux, 382
topology, Na+ channel, 365

Transmission electron microscopy (TEM), 274, 275
cryo-, 281
freeze-fracture, 281

Transmitter-binding sites, 365
Trans monolayer contact (TMC), 282

aggregation, 284
cryoelectron microscopy and, 283
formation of, 288, 294
fusion simulation and, 295

Transport
catalytic cycle, 444
E-kinetics of, 383
flux, 381
kinetics, red cell anion, 447

Transport, passive and facilitated, 329–387
electrolyte transport, 342–366
facilitated diffusion, 374–385
interaction among fluxes, 366–374
nonelectrolyte transport, 329–342

Transverse relaxation time, 394
Triacylglycerols, 33, 266
Triglycerides, 265
Tris buffer

differential scanning calorimetry and, 140
X-ray diffraction studies and, 140

Triton-insoluble floating fractions (TIFFs), 313
Triton X-100

isolation of membrane rafts using, 311
–resistant membranes, 312

Two-site carrier, kinetics of, 385
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V

Valinomycin, 354, 375
van der Waals forces, 59, 124, 190, 229
van’t Hoff equation, 331
Vapor pressure paradox, 226
Vesicular stomatitis virus (VSV), 99
Vibrational spectroscopy, 139
Video-imaging FPR, 421
Viral fusion mechanisms, 511–528

function of membrane fusion protein domains during 
fusion, 520–525

HA conformations, 512–518
tactics of exhaustive fitting of kinetic data, 518–520

Viscous drag, 148
Vitamins, 7, 11
Vitrification, stop-action effect of, 274

W

WALP peptides, 98
Water of hydration, 166
Water-in-oil emulsions, 3
Water permeability coefficient, 331
Waxes, 11, 12
Wobbling in a cone model, 396, 397

X

Xenopus

myocytes, acetylcholine receptor of, 413
oocytes, 442, 450, 454

X-ray crystallography, 27
cholesterol, 247
rhodopsin, 484

X-ray diffraction, 54, 106, 126
bilayer thickness measured by, 207
crystals of AE1 membrane domain suitable for, 463
drawback of, 176
equilibrated phase, 204
interdigitation and, 124
interspace distance of the adhered membranes 

measured by, 332
low-resolution, 204
most frequent use of, 178
pattern, DOPE aqueous dispersion, 192
single-crystal, 177

Y

Young’s equation, 230

Z

Zwitterionic lipid
bilayers, 98
liquid–crystalline mixtures of, 88
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