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Chapter 1

Introduction

Richard G. Rogers and Eileen M. Crimmins

Remarkable gains in life expectancy stand out as one
of the most important accomplishments of the twen-
tieth century. Individuals in more developed countries
(MDCs) can expect to live longer now than ever before.
What is perhaps more surprising is that life expectancy
in some countries has not increased in recent years, and
in some places, there have been declines. This is an
exciting time for research on adult mortality because
of unprecedented substantive, theoretical, methodolog-
ical, data, and statistical developments and insights.

The study of mortality was once confined to demog-
raphers and epidemiologists examining age-, sex-,
and sometimes race/ethnic-specific differences from
vital registration systems. Now mortality analysis
involves increasingly new and innovative data, models,
and methods with researchers from multidisciplinary
fields. Epidemiologists have clarified the importance
of examining a wide range of behaviors to identify the
health risks that lead to mortality. Psychologists and
social psychologists have highlighted the influence of
social networks and support, and psychological traits
and attributes as buffers and risks for individual health.
Economists have sharpened thinking about socioeco-
nomic processes and health outcomes. The integration
of medical and biological thinking has helped to reveal
the pathways through which social, psychological,
economic, and demographic variables work individu-
ally and in combination to affect mortality risk and

R.G. Rogers (�)
Department of Sociology and Population Program, IBS,
University of Colorado, Boulder, CO 80309-0483, USA
e-mail: richard.rogers@colorado.edu

also to point out the potential for intervention in this
process.

Changes in mortality affect individuals and social
institutions, including the age and sex structure
of the population, family composition and struc-
ture, and labor-force participation and composition.
Understanding the causes and consequences of mor-
tality trends is crucial because they affect such factors
as determining appropriate public health intervention;
future spending for health care; social welfare spend-
ing, including Social Security; and allocating resources
to basic and applied research.

This is an excellent time to synthesize the wealth of
mortality information available, clearly articulate the
central findings to-date, identify the most appropriate
datasets and methods currently available, and illumi-
nate the central research questions. Identifying these
questions will indicate the appropriate research agenda
through which we can contribute to further insight into
mortality, which will ultimately result in additional
increases in life expectancy.

Overall, many MDCs and less developed countries
(LDCs) have experienced declines in mortality and
increases in life expectancy over time. Over the long
term this has been due, in part, to the epidemiologic
transition, whereas causes of death change from a pre-
ponderance of deaths due to infectious and parasitic
diseases to deaths due to chronic and degenerative
diseases. Meslé and Vallin (Chapter 2) convincingly
demonstrate that although over time there have been
substantial life-expectancy gains for many countries—
both MDCs and LDCs—we have started to observe
some divergence in life expectancies, even in MDCs.
Life expectancy has continued to increase in coun-
tries like Japan and France, while there has been some

1R.G. Rogers, E.M. Crimmins (eds.), International Handbook of Adult Mortality, International Handbooks
of Population 2, DOI 10.1007/978-90-481-9996-9_1, © Springer Science+Business Media B.V. 2011



2 R.G. Rogers and E.M. Crimmins

stagnation in countries like the United States and the
Netherlands (Crimmins et al. 2010).

Mortality varies by region of the world, with sub-
stantial variations in Europe, the Former Soviet Union,
Latin America and the Caribbean, Asia, and Africa
(Chapters 3–7). But even within each of these regions,
there are substantial differences. Luy, Wegner, and
Lutz (Chapter 3) document the relatively favorable
health situation in Western and Central Europe com-
pared to Eastern Europe. Murphy (Chapter 4) shows
that mortality rates in Russia, Ukraine, and the United
States were similar in the mid-1960s, but that now,
adult mortality in the former Soviet Union is similar
to the level of 50 years ago, well below that of Western
industrialized counties.

Palloni and Pinto-Aguirre (Chapter 5) highlight the
heretofore data scarcity for examining mortality trends
for Latin American and the Caribbean (LAC) coun-
tries. They have provided an important demographic
service by presenting detailed historical and contem-
porary mortality trends by age and cause of death for
LAC countries. They devise a useful classification of
laggards and forerunners—including Argentina, Chile,
Costa Rica, Cuba, Panama, and Uruguay, which enjoy
exceptionally high and increasing life expectancies.
For examples, female life expectancy at age five is 73.0
in Argentina (in 1996), 75.5 in Costa Rica (in 1992),
and 74.0 in Panama (in 1995).

Previous conflicts, including world wars, have had
devastating effects on countries and long-term effects
on such demographic factors as the age and sex
structure. But in many instances, short-term wars
have short-term mortality consequences, as illustrated
for Cambodia, Rwanda, and Somalia (see Meslé
and Vallin, Chapter 2). Moreover, some countries—
including El Salvador, Guatemala, and Colombia—
have experienced relatively high mortality, especially
among males, due to external causes of death that were
exacerbated by war and political and economic turmoil
(Palloni and Pinto-Aguirre, Chapter 5).

As Zhao (Chapter 6) stresses, it is crucial to
include detailed information and analysis about mor-
tality trends in Asia; because the region is so populous,
it has an enormous impact on the rest of the world. And
Asian countries vary widely in life expectancy levels
and trends, and in sex differences in life expectancy.
For example, Asia may now include the two life-
expectancy extremes, with the people of Afghanistan
experiencing the lowest life expectancy in the world,

at 44 years, and the Japanese experiencing the highest
life expectancy ever achieved in the world, at 83 years.

There are many ready explanations for Japan’s
high life expectancy, including healthy diets, exercise,
avoidance of the AIDS epidemic, health care aimed at
prevention as well as treatment, ethnic homogeneity,
a reverence for the elderly, modest income inequal-
ity, reasonably high average incomes, strong sense
of family, relatively low unemployment, and nation-
alized health insurance. But there are also reasons
to expect lower life expectancies, including stressful
and demanding jobs, relatively low equality among
women, increasing rates of unemployment, and high
rates of some risky behaviors, particularly smoking.

Unfortunately, as Reniers, Masquelier, and Gerland
(Chapter 7) articulate, one quarter of the countries
around the world have experienced mortality reversals
over the last two decades due to conflict, economic
crises, problems with health care systems, and the
deleterious effects of HIV/AIDS. In one decade, some
southern African countries have eliminated gains that
took 40 years to achieve. Military and political con-
flicts have contributed to increased mortality in many
countries throughout the world, including Afghanistan,
Angola, Chad, the Democratic Republic of Congo,
El Salvador, Iraq, Liberia, Rwanda, Sierra Leone,
and Somalia (Reniers, Masquelier, and Gerland,
Chapter 7).

Many countries have experienced substantial mor-
tality improvements due in part to improved treatment
of such degenerative diseases as cancer and heart
disease. But many countries are grappling with the
tremendous effects of AIDS mortality. Two million
individuals died of AIDS in 2007. And the number of
AIDS deaths will continue into the future because of
the large number of individuals—33 million—who are
currently infected with HIV (Bongaarts, Pelletier, and
Gerland, Chapter 8).

Understanding why some people live substantially
longer than others and how this likelihood is related
to one’s social, economic, behavioral, psychological,
and demographic characteristics has been a focus of
significant research in recent years. Age has a pow-
erful effect on mortality (Robine, Chapter 10), as
does race/ethnicity (Markides and Eschbach, Chapter
11). In MDCs, the age of death has gotten older and
older and there has been substantial increase in sur-
vival at even the oldest ages (Robine, Chapter 10).
Racial differences in mortality are of interest in many
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countries because they suggest different life circum-
stances and treatment. The high mortality of the U.S.
black population up to the oldest ages is well known.
Jackson and co-authors (Chapter 15) suggest that the
race crossover in mortality rates observed in old age is
a product of life course differences in rates of mortality
beginning at conception. On the other hand, the rela-
tively low mortality of Hispanics in the United States
is known as the “Hispanic Paradox” (Markides and
Eschbach, Chapter 11).

Socioeconomic inequalities that result in early death
represent perhaps the single greatest form of social
disparity. And early life conditions can have substan-
tial effects on mortality in later years (Montez and
Hayward, Chapter 9). Detrimental early life condi-
tions can affect overall mortality due to infectious
diseases, heart disease, cerebrovascular disease, and
some cancers. Early life conditions related to parental
socioeconomic status (SES) include nutrition; social
conditions; neighborhood environment; housing con-
dition and structure; pathogen exposure; psychosocial
stressors; hygiene; health behaviors; and family stress,
conflict, abuse, and emotional support.

SES dynamics throughout the life course (e.g.,
bouts of underemployment and unemployment,
poverty, and low occupational status) contribute to
higher risk of death throughout adulthood. Hummer
and Lariscy (Chapter 12) demonstrate that educational
attainment has a special place in mortality research,
and is considered a fundamental cause of health and
longevity (Link & Phelan 1995; Phelan et al. 2004).
Education contributes to better health and longer life
through multiple avenues, including higher rates of
employment, higher earnings, healthier behaviors,
social psychological resources (for example, a greater
sense of personal control), increased social networks,
and reduced stress. Educational attainment shows a
graded relationship between years of education and
mortality. Further, even at advanced educational levels
(for example, at 17 or more years), education reduces
mortality risk.

Other central SES measures include work, occu-
pation, and income (Krueger and Burgard, Chapter
13). There is a long-term relationship between income,
wealth, and mortality that has persisted in MDCs since
the end of the nineteenth century. Generally, the rela-
tions between work, occupation, income, and mortality
are stronger for men than women, possibly because
of men’s longer historical ties and attachments to

the labor force (Krueger and Burgard, Chapter 13).
Individuals enjoy longer lives if they are employed
rather than unemployed, and employed full rather than
part time. Furthermore, compared to individuals with
lower occupational scores, those with higher scores
enjoy higher life expectancies. These relations persist
for adults, both sexes, and all adult ages.

Individuals who eat nutritionally balanced diets
in moderation, exercise, abstain from drug abuse,
and avoid tobacco live longer lives that those who
engage in one or more risky behaviors. Clustered risky
behaviors—such as excessive consumption of alco-
hol and calorie-rich diets and sedentary lives—are
generally worse than one isolated risky behavior that
is buffered by other healthy behaviors. Risky behav-
iors are increasing in importance in their influence on
mortality, in part because many environmental factors
(including infectious diseases) are better controlled,
especially in MDCs.

Cigarette smoking is the single-most preventable
cause of death in the developed world and a major fac-
tor in LDCs (see Himes, Chapter 14). It is especially
dangerous because it is addictive, accumulates over
time, clusters with other risky behavior, places indi-
viduals “at risk of risks” (Link & Phelan 1995), and
affects a large number of the body’s organs. Smoking
increases the risk of numerous causes of death, includ-
ing heart disease, cerebrovascular disease, lower res-
piratory infections, chronic obstructive pulmonary dis-
ease, and numerous cancers, including cancer of the
trachea, bronchus, and lung (see Himes, Chapter 14).
Even though smoking prevalence rates have declined,
and even with strong admonitions against smoking,
people continue to smoke. And many subpopulations
are especially prone to smoke, including adolescents
and young adults, women, the homeless, the less edu-
cated, and the unemployed (Bonneux, Chapter 28).

Alcohol consumption and mortality display a J-
shaped relationship, with light to moderate consump-
tion showing lower risks of death than abstention or
excessive consumption. Light to moderate consump-
tion can reduce the risk of cardiovascular disease, the
major cause of death. Heavy alcohol consumption is
also related to increased risk of cardiovascular dis-
ease and to accidents, suicides, homicides, and some
cancers (of the mouth, esophagus, stomach, colon,
liver, and breast; Himes Chapter 14). Alcohol can
have both immediate (through alcohol poisoning, acci-
dents, and other external causes, including suicides
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and homicides) and long-term (through cirrhosis of
the liver and chronic alcoholism) effects on mor-
tality (see Guillot’s Chapter 25). Russian mortal-
ity has been closely tied to alcohol consumption
and policy, with relatively high consumption during
Breshenev, declines during the anti-alcohol campaign
of Gorbachev, and increases after Gorbachev and the
relaxation or elimination of some of the previous anti-
alcohol restrictions (Mesle and Vallin, Chapter 2).
Intriguingly, education is directly related to alcohol
consumption, but inversely related to other risky health
behaviors (Himes, Chapter 14).

Exercise and diet contribute to fitness and low
percentages of body fat. Physical activity contributes
to longer lives through increased muscle mass,
strength, endurance, and cardiovascular fitness. The
Mediterranean diet, which includes high consump-
tion of fruits and vegetables, as well as legumes, has
been touted as healthy and can help to maintain a
normal body mass. Obesity and overweight can be
assessed through a variety of measures, including body
mass index (BMI), waist circumference, and hip-to-
waist ratios (Himes, Chapter 14). Obesity generally
contributes to higher risks of disability, functional lim-
itation, and mortality, although perhaps at extreme
levels of obesity. Increasing rates of obesity in the
United States and in other countries may thwart if
not reverse future gains in life expectancy (Himes,
Chapter 14). In addition to pursuing health behav-
iors, many researchers have explored multiple avenues
to reduce mortality that theoretically could have been
avoided through better medical care.

Adverse economic and social events, including
chronic stress and discrimination, contribute to mor-
tality (Jackson and colleagues, Chapter 15). Although
health behaviors are often considered individual
choices, there are structural impediments and con-
strains that can contribute to individuals’ engagement
in detrimental health behaviors as a way to cope, self-
medicate, and capture brief moments of pleasure and
enjoyment.

Individuals have a reasonably good sense of their
overall health and likely longevity, as measured
through self-rated health (SRH) and subjective sur-
vival probabilities (Jylhä, Chapter 16). Indeed, Jylhä
shows that individuals can reflect on their own
social support networks and health behaviors, and use
interoceptive processes to assess their overall body,
including their physical conditions, health conditions,

feelings, and emotions. Such assessments may be dif-
ficult to fully convey to doctors and interviewers,
but may be much easier to summarize into SRH
measures.

Although risky behaviors are major mortality cul-
prits, some behaviors promote good health and are
linked to lower mortality. Idler (Chapter 17) provides
a superb review of the research on religion and mor-
tality. Religion can regulate and constrain risky behav-
iors such as tobacco consumption. Religion has been
associated with lower rates of hypertension, diabetes,
and cholesterol. Many religious groups, including the
Amish, Seventh Day Adventists, Mormons, and Jews
can expect higher survival than the general popula-
tion because they engage in fewer risky behaviors.
For example, Seventh Day Adventists and Mormons
eschew overeating, caffeine, nicotine, and alcohol.
Idler identifies an intriguing paradox: because of the U-
shaped relationship between alcohol consumption and
mortality, individuals of religious groups who cham-
pion abstention may miss the benefits of light to mod-
erate drinking. Of course, these groups also avoid the
hazards of heavy drinking. Religion not only regulates
risky behavior but also provides social integration.
Thus, individuals who are more tied to religion have
a sense of belonging, community, and social support.
Religion, a fundamental social institution, can provide
support through multiple functions, including social,
emotional, functional, financial, and instrumental sup-
port. Nevertheless, there may also be negative aspects
to religion: it can ostracize individuals, impose severe
sanctions, encourage practices that may conflict with
medical care, restrict behavior, limit health-seeking
behavior in favor of “bearing the burden,” and create
psychological distress.

There are a number of biological and physiologi-
cal factors that affect mortality. Some of these indicate
pathways through which the sociodemographic, eco-
nomic, behavioral, and psychological factors discussed
above get under the skin to affect mortality (Crimmins
and Vasunilashorn, Chapter 18). We are only begin-
ning to identify the role of specific genetic factors on
mortality, but we do know that about a quarter of the
variance in adult life span in contemporary Western
populations can be explained by genetic factors, and
that the influence is likely to be larger for excep-
tionally long survival and generally of little impor-
tance for early adult death (Christensen and Vaupel,
Chapter 19).
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There has been a renewed interest in the context in
which people live and die, which has been reflected
in studies of neighborhood effects and social capital.
Moreover, it is now possible to link multiple datasets
in unique ways, including linkages to the National
Death Index. Thus, datasets that previously were not
linked to mortality are becomingly increasingly useful
for mortality research. Researchers are collecting inno-
vative data, including information about such cultural
factors as religious involvement, as well as longitudi-
nal data and genetic information. Furthermore, many
data collection efforts are being conducted throughout
a number of MDCs and LDCs, which vastly increases
the opportunities for international comparisons.

The physical environment, including the neigh-
borhood, is an understudied but important area of
mortality research. Such physical factors as hous-
ing (including vacant and substandard housing), retail
outlets (including grocery and liquor stores), indus-
try, transportation, and parks and recreational facil-
ities can influence such individual factors as risky
behaviors (including smoking and drug and alcohol
abuse), emotional health (including stress, depression,
energy, and hostility), and criminal acts (see Nandi
and Kawachi, Chapter 20, and Browning, Bjornstrom
and Cagney, Chapter 21). Furthermore, such natu-
ral hazards as floods, hurricanes, tornadoes, and fires
can result in forced migration, infectious diseases,
malnutrition, and limited water, which can further con-
tribute to increased risk of disease, disability, and
death. Chapter 20 focuses on the importance of con-
ducing multilevel analyses that combine the effects
of individual- and aggregate-level factors, and empha-
sizes the strong associations between neighborhood
characteristics and mortality, but also makes clear the
difficulty in determining causal relationships.

Results are driven in part by data. The United
National Population Division (UN Population
Division) and the World Health Organization (WHO)
are two primary data sources for international mortal-
ity trends and comparisons. The UN and WHO data
use different methods and therefore arrive at slightly
different results, which mean that some results and
conclusions are partly data driven. We should note that
UN data have been made available to the authors of
Chapters 7 and 8.

Over time, there have been increasing efforts to pro-
vide greater comparability in vital statistics informa-
tion over time and space (see Anderson, Chapter 22).

Nevertheless, there may be slight differences across
countries that affect international comparisons. For
instance, differences in cause of death over time or
space may be due in part to variations in the way causes
of death are coded.

Avoidable mortality is a concept with theoretical
appeal, although Beltran-Sanchez clarifies the diffi-
culty in operationalizing this idea (Beltrán-Sánchez,
Chapter 23). Nevertheless, avoidable mortality pro-
vides a potential approach to determining how well
the medical system prevents untimely deaths, or deaths
that could have been prevented with appropriate medi-
cal care.

Understanding the development of model schedules
of mortality and their role in providing assessment
of mortality where vital statistics are not well devel-
oped is important to mortality analysis in large parts of
the world. Heuveline and Clark (Chapter 24) provide
a good primer on a variety of approaches to devel-
oping model life tables. And they vividly underscore
the importance of developing solid models through
their examples of executions in Cambodia and the
effects of HIV/AIDS on age-specific mortality from
the Agincourt Study Population in South Africa.

Whereas life expectancy is one of the most impor-
tant measures of mortality, it is informative to distin-
guish between period and cohort life expectancy, as
well as tempo effects in mortality, a relatively new con-
cept that may provide additional insight into changes
in life expectancy over time and by country. Guillot
(Chapter 25) adeptly shows that our understanding and
interpretation of life-expectancy trends are predicated
in part by the data and measures we employ.

Multistate models have been developed to incorpo-
rate indicators of morbidity as well as mortality into
summary measures. These models show the implica-
tions of change and differences in life expectancy on
population health (Jagger and Robine, Chapter 26).
Hazards models, once uncommon, are now regularly
used to show mortality differentials. And researchers
are refining such models to examine time varying
covariates, as well as life tables with covariates.

The last century has witnessed phenomenal public
health improvements, including vaccinations, motor-
vehicle and road safety, safer workplaces, control of
infectious diseases, declines in deaths from coronary
heart disease and stroke, safer foods, healthier mothers
and babies, and recognition of tobacco use as a health
hazard (Centers for Disease Control 1999). Advances
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in medicine have contributed to additional gains in
life expectancy. Some of the most promising medical
technologies either newly available or on the horizon
include intraventricular cardioverter defibrillators, left
ventricular assist devices, telomerase inhibitors, pace-
makers to control arterial fibrillation, cancer vaccines,
anti-angiogenesis, treatment of acute stroke, preven-
tion of Alzheimer’s disease, prevention of diabetes,
and compounds that extend the life span (Goldman
et al. 2005). Olshansky and Hayflick (Chapter 27)
address the question of whether public policies are
ready to promote life extension as well as disease
avoidance and treatment.

Bonneux (Chapter 28) lends terrific insight into
the effects of past health behaviors, advancements in
public health, medical technology, and government
policies on trends in life expectancies and overall and
cause-specific mortality. The last several decades have
ushered in new improvements in medical technology
and health care, which can extend lives. The time
from diagnosis to death and the stage of diagnosis of
conditions are additional valuable indicators in under-
standing the process leading to death. How these stages
of disease change over time and how they are affected
by technological and medical developments is on great
consequence.

Bonneux (Chapter 28) aids in our understanding
of why ischemic heart disease is high among indi-
viduals in MDCs, but stroke is more common among
Asians and individuals in rural Africa. He also dis-
cusses how MDCs have achieved substantial declines
in coronary heart disease mortality through reductions
in cholesterol and systolic blood pressure. Some of
these reductions have come about through reductions
in smoking, drug treatments, including antihyperten-
sive drugs, cholesterol-lowering drugs, and statins (see
Ford et al. 2007).

Knowledge about the detrimental effects of
unhealthy behaviors is not new. German researchers
in the Third Reich empirically demonstrated the
risks of smoking many decades before the pernicious
effects of smoking were widely known and accepted
(Bonneux, Chapter 28). Thus, the Nazis mounted
strong anti-smoking campaigns to ensure German
health. The 1964 US Surgeon General’s Report
(U.S. Surgeon General’s Advisory Committee on

Smoking and Health 1964) is commonly considered
the turning point of the medical literature on smoking,
especially within the United States. Similar reports
were published in other countries, including England.
Nevertheless, the ill effects of smoking were selec-
tively published in earlier periods, but were not given
widespread credence (see Pearl 1938).

Thus, this volume documents trends and patterns in
mortality over time and space. It also sets mortality
within a historical, social, and demographic context.
Enjoy the following chapters, which are chockfull of
interesting and important tidbits of information.
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Chapter 2

Historical Trends in Mortality

France Meslé and Jacques Vallin

Introduction

A large gap in health conditions has prevailed around
the world for many decades. According to the United
Nations estimates, in 2005–2010 life expectancy at
birth ranged from less than 45 years in Afghanistan
and Zimbabwe to more than 80 in Japan, Australia, and
France (United Nations [UN] 2009). About the same
gap existed in the 1950s (from 30 to 75 years); how-
ever, the distribution of population according to life
expectancy at birth has changed markedly. Most of the
world’s population enjoys much more favorable health
conditions than 50 years ago and most of the develop-
ing world has almost caught up to the developed world
(Fig. 2.1). This results from a strong convergence
between most “less developed countries” (LDCs) and
most “more developed countries” (MDCs). However,
the convergence is far from universal; among both
groups of countries, some lag behind—among the
LDCs, Sub-Saharan Africa, and among the MDCs,
Eastern Europe (including Russia). In fact, not only
is the diversity large around the world and increasing
within both LDC and MDC groups, but not all national
life expectancies have increased, as some have stag-
nated or even decreased. It is impossible to understand
current diversity without revisiting the past to highlight
the different trends in mortality by age and cause.

In the most advanced countries, life expectancy has
progressed continuously for three centuries, but the

F. Meslé (�)
Institut national d’études démographiques, Research Unit
(Mortality, Health, Epidemiology), 133 Boulevard Davout,
75020 Paris, France
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reasons for this progress have changed markedly over
time. Mainly driven by the decrease in infant and
child mortality until World War II (WWII), it now
depends exclusively on the decline in adult mortality
at older and older ages, as is shown in the example
of France (Fig. 2.2). This evolution has completely
changed expectations about death. In the past, death
frequently occurred at young ages and could occur at
any time along the life cycle. Nowadays, most deaths
are concentrated at very high ages and any premature
death is considered unacceptable. Of course, such a
change in the age structure of mortality is also related
to fundamental changes in cause-of-death structure.

The first part of this chapter is devoted to an
analysis of trends in life expectancy at birth across
countries since the mid-eighteenth century. Successive
divergence–convergence cycles can be identified that
explain the diversity in current life expectancy. The
second part focuses on mortality at different adult ages
where trends may depend on varying factors.

Trends in Life Expectancy at Birth

Figure 2.3 shows all available trends in national life
expectancy. To improve readability, it separates MDCs
(graph A) and LDCs (Graph B) because these sets
of countries are quite different in both trends and
data quality. On the left, trajectories in MDCs, rely-
ing on long historical series of high-quality data, show
a period of divergence during the nineteenth century
(from 1820 to about 1880), then a period of strong con-
vergence during the first part of the twentieth century
(from the 1880s to the 1960s), and finally a new period
of divergence after the mid-1960s. For LDCs (right

9R.G. Rogers, E.M. Crimmins (eds.), International Handbook of Adult Mortality, International Handbooks
of Population 2, DOI 10.1007/978-90-481-9996-9_2, © Springer Science+Business Media B.V. 2011
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Fig. 2.1 Cumulative country populations according to their
level of life expectancy (both sexes) in 1950–1955, 1975–1980,
and 2005–2010. For each period, countries are ranked accord-
ing to their life expectancy (both sexes) by 5-year ranges and
their populations are cumulated in each range. Grey and black
bold lines show the population distribution of MDCs and LDCs
separately by life expectancy while, in both groups of countries,
filled areas show the specific cases of Sub-Saharan Africa (light

grey) and Eastern Europe (dark grey). In 1950–1955 (Graph
A), LDCs and MDCs formed two clearly separate and distant
groups, while Sub-Saharan Africa and Eastern Europe were
not isolated in the left part of each distribution; in 2005–2010
(Graph C), most LDCs’ populations had caught up with those
of MDCs, but Sub-Saharan Africa and Eastern Europe formed
distinct subgroups with the lowest life expectancies of LDCs and
MDCs respectively. Source: Meslé and Vallin (2002) updated
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Fig. 2.2 Change in the French female survival curve since 1750,
and concentration of deaths at older ages. The two graphs differ-
ently represent secular change in the age structure of mortality.
On the left (Graph A), survival curves show the decline by age
in the survivors in a birth cohort. Over time, there are increases
in the proportion surviving to a given age. In 1740–1749, almost
30% of the cohort died before age 1 and 50% before age 8.
Thus, the curve fell very sharply at the youngest ages and then

declined more progressively. In 2006, the proportion of survivors
remained higher than 90% until age 70, with 50% still alive at
age 87, and then dropped quite abruptly. The corresponding dis-
tributions of deaths by age (Graph B) displayed on the right
show radical change: in the mid-eighteenth century, most deaths
occurred at the youngest ages, while in 2006 they occurred
around age 90. Source: Blayo (1975), Vallin and Meslé (2001a)
updated
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Fig. 2.3 Historical trends in life expectancy (both sexes) of each
country according to available data, since 1820. While each line
corresponds to a national life-expectancy trajectory, the graphs
are not drawn for readability of individual lines, but to display

the observed diversity. Only a few lines are labelled to emphasize
representative cases. Source: HMD, UN (2009); special database
prepared for Vallin and Meslé (2009); various national statistical
publications

graph) available data for the period before WWII are
very rare. For the period since 1950, the graph relies
on UN estimates systematically published for each
country, the reliability of which is quite variable. The
graph provides a valuable overview of the whole range
of trajectories. Superimposing the two graphs would
obscure the features of the MDC trajectories and would
simply show a general process of divergence. Even
shown separately, the LDC graph hides contradictory
movements of divergence and convergence within this
very heterogeneous group of countries.

Figure 2.4 provides a clearer view of the world
range of diversity in historical change by showing the
trajectories of both the best and the worst annual per-
formers in life expectancy within MDCs and LDCs,
respectively. Comparing the MDC best to the LDC
worst performers gives the full world range. This
clearly shows initial divergence, until the 1920s, and
then a beginning of convergence. But comparing the
best MDC performers to those of LDCs makes evi-
dent the radical convergence of the best LDCs’ and
MDCs’ experiences, while, in contrast, the worst per-
formers indicate a radical divergence, in spite of the
recent negative trends among MDCs (due entirely to
Eastern European countries).

In fact, the truth lies somewhere between the
great complexity that makes Fig. 2.3 almost unread-
able and the apparent simplicity of Fig. 2.4. Various
authors have tried to theoretically categorize the dif-
ferent stages of health improvement. Abdel Omran’s
1971 theory of “epidemiologic transition” was the first
attempt to account for the extraordinary advances in
healthcare made in industrialized countries since the
eighteenth century. According to Omran, all societies
experience three “ages” in the process of moderniza-
tion: the “age of pestilence and famine,” during which
mortality is high and fluctuating, with an average
life expectancy under 30 years; the “age of receding
pandemics,” during which life expectancy rises con-
siderably, from under 30 to over 50; and the “age of
degenerative and man-made diseases,”1 during which
the pace of the mortality decrease slackens, while the

1 According to Omran (1971, 1983), man-made diseases include
“diseases introduced by man such as radiation injuries, acci-
dents, occupational hazards, carcinogenes in the environment
and in industry and food additives.” In this chapter man-made
diseases also include alcohol- and tobacco-related mortality,
homicide, and suicide.
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Fig. 2.4 Trends in the highest
and lowest life expectancy
(both sexes) in either MDCs
or LDCs, since 1820. The two
upper series (bold lines)
represent the highest life
expectancy observed (among
MDCs or among LDCs),
during each calendar year.
The two dotted lines represent
the lowest ones. Each of the
four lines includes
performances from various
countries, as was done for the
first time by Oeppen and
Vaupel (2002) for the highest
life expectancy. Source:
Special database prepared for
Vallin and Meslé (2009)

disappearance of infectious diseases increases the visi-
bility of degenerative diseases, and man-made diseases
become more and more frequent. At the time Omran
was developing his theory of epidemiologic transi-
tion, the most knowledgeable specialists, including UN
experts, saw life expectancies as generally converg-
ing2 toward a maximum age, with the most advanced
countries appearing very close to it. According to the
United Nations World Population Prospects, the point
of convergence was 75 years (UN 1974). In point of

2 The idea of convergence is a general basis of the demographic
transition theory, not only for life expectancy but also for fer-
tility, and it is very commonly referred to in works related to
the application of the theory. It has been discussed by various
authors (see, for example, Coleman 2002).

fact, in the most advanced countries, the increase in
life expectancy slowed during the 1960s and in some
countries even halted, especially for men.

The cardiovascular revolution of the 1970s ush-
ered in a new period of progress. Jay Olshansky and
Brian Ault (1986), followed by Richard Rogers and
Robert Hackenberg (1987), while not taking issue with
the basic premises of epidemiologic transition theory,
introduced the idea of a “fourth stage”3 during which
the maximum point of convergence of life expectancies
would increase because of advances in the treatment
of cardiovascular diseases. Olshansky and colleagues

3 Olshansky and Ault: “A fourth stage of the epidemiologic tran-
sition.” Rogers and Hackenberg refer to a “new” or “hybristic”
stage.
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(1990) set this new maximum at 85 years, the same
as that chosen by the UN at the end of the 1980s for
all countries (UN 1988). Today, however, the 85-year
threshold is heavily criticized by a number of authors
who believe that no such limit can be set (Barbi et al.
2003; Carey and Judge 2001; Vaupel 2001).

Furthermore, the epidemiologic transition theory,
even as revised by Olshansky and other authors, seems
to be challenged by dramatic exceptions to the gen-
eral trend of increasing life expectancy observed since
the 1960s. Not only have many countries (in par-
ticular eastern European countries) not experienced
the cardiovascular revolution, but a number of others,
especially in Africa, have not yet completed the second
phase of epidemiologic transition and are now hard hit
by the emergence of new epidemics, like AIDS, and the
resurgence of older diseases (Caselli et al. 2002). Some
authors have proposed adding a fifth age to the epi-
demiologic transition to accommodate AIDS: “the age
of re-emergence of infectious and parasitic diseases”
(Olshansky et al. 1998) or the “the age of aspired qual-
ity of life with paradoxical longevity and persistent
inequities” according to Omran (1998). The latter even
attempted to incorporate a future sixth age, “The age
of health for all,” which echoes the well-known WHO
slogan (Omran 1998).

In our view, adding new stages to Omran’s initial
theory appears more and more artificial. The theory
itself requires revision. Some authors have proposed
a different approach. Two decades ago, Julio Frenk
and colleagues (1991) proposed replacing the con-
cept of epidemiologic transition with the wider one
of “health transition,” which had been suggested in
the early 1970s by Lerner (1973). This would incor-
porate not only changes in epidemiologic patterns but
also social and behavioral changes and the ways in
which societies respond to health challenges. Frenk
and colleagues attempted to combine various levels:
“systemic,” “societal,” “institutional,” and “individ-
ual.” Their description, however, was purely theoret-
ical without precise reference to facts, and it is difficult
to see to what extent the theory fits reality.

Shiro Horiuchi (1999) linked the technological
characteristics of societies and the main causes of
death, associating hunting and gathering culture with
violence, agriculture with infection, the industrial era
with cardiovascular diseases, high-technology soci-
eties with cancers, and finally, the future with aging.
This echoes the concept of pathocenosis established

by Mirko Grmek (1969) to interpret important changes
in remote human history. However, linking stages of
societal development to health does not explain the
diversity of patterns and changes observed within the
last two centuries.

Vallin and Meslé (2004) attempted to summarize
the historical process within a blueprint that might
square with most of the observed trends in mortal-
ity. Arguably, each major improvement in health is
likely to lead first to a divergence in mortality, as the
most favored segments of the population benefit ini-
tially from the improvement. When the rest of the
population gets access to the same benefits (through
improved social conditions, behavioral changes, and
health policies), a phase of convergence begins and
can lead to homogenization until a new major advance
occurs. The entire health transition process thus breaks
down into successive stages, each including a specific
divergence–convergence subprocess. Arguably, from
the eighteenth century to the present, at least two and
maybe three stages have occurred or are developing.
Only the first one fits Omran’s initial theory, and it
was far from ended when the next two stages began,
explaining the complexity of the whole story.

First Divergence/Convergence:
Pandemic Receding

For thousands of years, and notwithstanding excep-
tional dramatic crises at different times and places,
human life expectancy probably never exceeded 30–35
years for very long periods until the mid-eighteenth
century. This is not to say that the epidemiological pro-
file was constant. On the contrary, historical studies
highlighted the succession of pathocenoses that from
the dawn of prehistory have been characterized by a
specific epidemiological dynamic founded on specific
pathological patterns (Biraben 1999; Grmek 1969;
Vallin 2005). However, in mid-eighteenth century
Europe, a new era began in which the switch from one
pathocenose to the next one is also reflected by a crit-
ical and sustainable improvement in life expectancy.
Within approximately two centuries, the epidemiolog-
ical profile of European populations changed com-
pletely. Explaining this change is the main purpose
of Omran’s theory of the epidemiologic transition. At
the end of this historical process, which can be put
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at around the mid-1960s, chronic diseases replaced
infectious diseases as the main causes of death, while
man-made diseases emerged as an additional factor in
the global stagnation of life expectancy. However, just
as the industrial revolution was born in Europe, so the
pattern of epidemiologic transition was first seen in
Europe before spreading over time to the rest of the
world. Even now, not all countries have completed that
process.

The Successful MDC Story

Between the turn of the eighteenth century and the
1960s, the history of industrialized countries and
especially European populations fits quite well with
Omran’s theory. During this period, life expectancy
improved dramatically from its ancestral level of 30–
35 years to about 70 years in the mid-1960s. It
is well established that this was due almost exclu-
sively to the near eradication of infectious mortality.
The big historical epidemics were initially contained
mainly by administrative rules preventing contamina-
tion (Biraben 1975). Then, major advances in agricul-
ture and food distribution not only ended famine and
starvation, still a concern up to the mid-eighteenth,
and the beginning of the nineteenth century in some
parts of Europe (Reinhard et al. 1968), but also
reduced a large share of mortality that had been due

to the synergic complex of malnutrition and infection
(McKeown 1976). These improvements were rein-
forced in the nineteenth century by major investments
in drinking water and sewerage systems. Finally, med-
ical innovation, established with the Pasteur era, from
immunization to antibiotics, combined with the estab-
lishment of social security systems, provided mod-
ern industrialized society with nearly total protection
against major infectious causes of death.

But not all populations, even in Europe or other
industrialized countries, benefited from this progress
simultaneously. Figure 2.5 shows the available data on
female life expectancy4 for selected countries. While
very few observed trajectories cover the entire two cen-
turies, it is quite clear that fewer than a handful of
countries pioneered early sustainable improvements in
life expectancy. This improvement started in the lat-
ter half of the eighteenth century in France, England
and Wales, and Sweden. Denmark and Norway, not
included in Fig. 2.5 to make it easier to read, were
also among the pioneers. In contrast, many European
countries, especially in southern and eastern parts

4 Because male trajectories are more affected by exceptional
events like wars, it is preferable to use female trajectories to look
at long-term trends.
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of Europe, entered the trend much later. For exam-
ple, continuous life-expectancy improvements did not
begin in Austria before the end of the nineteenth cen-
tury, and Fig. 2.5 suggests that the same applies to
Hungary. This is also the case for most Mediterranean
or eastern European countries not included in Fig. 2.5
for ease of interpretation (the onset came even later in
Russia).

Among non-European industrialized countries,
Fig. 2.5 shows two typical cases: New Zealand at the
top and Japan at the bottom. New Zealand life tables
include the “non-Maori” population only. In the mid-
nineteenth century, most of this population consisted
of immigrants from Europe, highly health-selected,
with exceptionally high life expectancy (Vallin and
Meslé 2009). Consequently, the highest value of the
range shown by Fig. 2.5 for the mid-nineteenth century
is probably somewhat exaggerated for a non-selected
population. It is shown as an indication of the high-
est possible value; a more realistic highest value for
that time is perhaps indicated by the Sweden trajec-
tory, also shown in Fig. 2.5. At the bottom, Japanese
life expectancy is unknown before the 1890s, but it
was not until the Meiji era that Japan entered its
phase of continuous increase in life expectancy. In
sum, Fig. 2.5 clearly shows that, depending on their
economic, social, and political contexts, industrial-
ized countries began the trend at different times from

the late eighteenth to the early twentieth century, but
after this point the most recent arrivals advanced more
rapidly than the pioneers. The aggregate progress made
over the two centuries produced a first stage with major
divergences, followed by a second in which all these
countries dramatically converged toward the highest
level of life expectancy permitted by the reduction in
the burden of infectious mortality.

Intuitively, we added two dotted lines to Fig. 2.5 to
try to represent the upper and lower limits between
which life-expectancy improvements occurred in
industrialized countries. Because very few points are
available at the beginning, but also because of con-
flicting estimates for England and France, which could
result from either real differences or methodological
issues, it is difficult to estimate accurately the inter-
val that characterized the pretransitional stage, but we
contend that most female life expectancies probably
ranged between 30 and 35 years. It is much clearer
that in the mid-1960s, all countries were within a nar-
row range of less than 5 years, between 72 and 76.
Contrast this to the turn of the nineteenth century, when
these countries ranged between 33 and 60 years of life
expectancy, a gap of approximately 27 years.

Considering the two contrasting periods of diver-
gence, then convergence, Fig. 2.6 compares Sweden
and Austria, two countries with long data series
and very different timing of entering the era of
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receding pandemics, to identify the roles played by
age-specific mortality trends in the rise of female
life expectancy.5 From 18296 to 1880, Swedish life
expectancy increased by more than 10 years while
Austrian life expectancy progressed by less than 5. In
both countries, most of the life-expectancy increase
(50% in Sweden and 58% in Austria) came from reduc-
tion in infant and child mortality. During the second
period (1880–1960) the jump in life expectancy was
spectacular in both countries, but greater in Austria
(+34 years) than in Sweden (+26 years), since, by
the end, Austria caught up with Sweden. Again, and
even more than in the previous period, progress was
due primarily to the reduction of mortality at ages 0–4

5 According to Andreev’s (1982) method, which is equivalent to
those proposed by others (Arriaga 1984; Pollard 1982; Pressat
1985).
6 The year when Austrian historical data (Ediev and Giesser
2007) start to be reliable (available data start in 1819 but show
an unrealistic decline of life expectancy until 1829).

complemented by a non-negligible effect of the fall of
mortality at ages 5–19. In total, these two age groups
were responsible for a life-expectancy increase of 16
years in Sweden and 23 years in Austria. In contrast,
the reduction of mortality beyond age 50 resulted in
less than 5 years of increased life expectancy in both
countries.

Obviously, such reductions in age-specific mortality
rates are the result of the successful fight against infec-
tious diseases that had for so long dominated epidemi-
ologic profiles of human populations. Unfortunately,
long-term reliable series of death statistics by cause are
lacking in most countries. The longest series of interest
here is for France (Vallin and Meslé 1988), but it began
only in 1925 and shows the causes of death responsi-
ble for change during the last part of the second period
(1925–1960) (Fig. 2.7).

Both infectious diseases and respiratory diseases
(also mostly infectious at that time) played important
roles. The decline of infectious disease played a large
part at all ages between 0 and about 50, while res-
piratory disease played an even more important role
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at the very young ages (0–5) and at the older ages
(50 and over). This confirms the prominence of the
fight against infectious diseases even at the end of
the first large movement of divergence–convergence
among MDCs; it also introduces the next story of
the cardiovascular revolution, for which France was in
the vanguard (Meslé and Vallin 1988). Indeed, before
1960 the decline of circulatory diseases had begun
and was already making an important contribution to
the increase of French female life expectancy at ages
50 and over. But the infectious disease story was not
over with the great success achieved in MDCs by the
mid-1960s. It is still ongoing in LDCs.

Expanding Diversity Among LDCs

Of course the completion of what Omran’s theory
refers to as the age of receding pandemics includes the
spread to LDCs of the accomplishments in MDCs, as is
shown by the strong convergence of life expectancy in
a large number of LDCs toward that in MDCs after the
mid-twentieth century (Figs. 2.3 and 2.4). But in other
LDCs progress in life expectancy slowed markedly or
even stopped.

A Large Convergence

Figure 2.8 shows the life-expectancy trajectories of
selected LDCs among those (the most numerous) that
more or less converge to the values in MDCs.

Even though the timeframe of the data used does
not provide the full picture for all countries, it appears
very likely that in the late 1950s these countries expe-
rienced their maximal divergence in life expectancy.7

With female life expectancies above 65 years, coun-
tries like Argentina and Puerto Rico were already
at levels close to those of industrialized countries,
while others like Afghanistan or Yemen were still at
levels close to those of eighteenth-century Europe—
around 30 years. Specifically, from the 1880s to the
1950s, a huge divergence was observed between the
rapid progress of countries like Argentina, Chile, and

7 If we ignore the fact that Afghanistan stopped progressing in
the 1980s for specific reasons that will be seen later.

Puerto Rico, and the stagnation of India, where life
expectancy was as low as 25 years at the end of the
nineteenth century. Then, in the following five decades,
life-expectancy trajectories converged (with the excep-
tion of Afghanistan, which stopped progressing in the
1980s for quite specific reasons). It seems that Puerto
Rico completed the first stage of the health transition
when its life expectancy almost reached the Swedish
level, provided here as a benchmark for the best MDCs,
while the pace differential between Puerto Rico’s and
Yemen’s trajectories gives a fairly clear picture of
the convergence between the group of LDCs consid-
ered here, which are very likely completing Omran’s
epidemiologic transition.

Figure 2.8 also allows the comparison of LDC tra-
jectories against two dotted lines that are repeated from
Fig. 2.5, advanced by 60 years to make the lower one fit
with the level of 30 years prevailing in 1900 in Puerto
Rico, 1920 in Chile, 1945 in India, and about 1950 in
Yemen. Two things are evident. First, the range of life
expectancies at the stage of maximum divergence was
greater for today’s developing countries than for indus-
trialized countries in the past; in the late 1950s, with a
female life expectancy of 30 years, Afghanistan was 41
years lower than Puerto Rico (71), whereas the maxi-
mum gap for industrialized countries stood at 27 years.
Second, the developing countries improved their life
expectancy much more rapidly in recent decades than
European countries did in earlier time periods. Within
55 years, Yemen gained 32 years of life expectancy,
whereas the lower dotted line “predicts” a gain of 10
years. In the same time period, even a country like
Chile, where female life expectancy was already over
50 years in the early 1950s, achieved very rapid addi-
tional gains for three or four additional decades. The
data indicate that as early as the 1920s and 1930s in
the most advanced LDCs, and especially after WWII,
most LDCs made very rapid progress once they were
able to take up European methods of infectious disease
control and disseminate their benefit among their pop-
ulation. During this time, many LDCs completed most
of Omran’s epidemiologic transition.

As had been true for MDCs, the largest part of life-
expectancy increase at this stage was due to the decline
in infant and child mortality (as shown in Fig. 2.9
for females). But here too, countries started progress-
ing at quite different dates. In Argentina, for example,
the greatest part of life-expectancy gains was obtained
between 1882 and 1947, while India made only small
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Fig. 2.8 Long-term trends in
female life expectancy for
selected developing countries.
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gains from 1886 to 1947. In India, these gains repre-
sented a recovery after the difficult years at the end of
the nineteenth century rather than a real start of general
progress. Among the 30 years gained by Argentina,
13 were due to reduction in under-5 mortality and 3
to reduction at ages 5–19. Mortality decline at young
ages caused more than half of the total gain in life
expectancy. The small Indian gains were also due to
mortality decline at younger ages, but with almost no
effect of mortality change under age 5.

In a second step, from about 1950 to 2007, the
reverse situation occurred: Indian gains were much
larger than Argentinean ones and they were much more
related to the fall of mortality below age 20, with a
huge impact of mortality decline at 0–4. Figure 2.9 also

shows the age-specific components of life-expectancy
increase in Afghanistan for that period. Gains were
much less important than in India but, because of wars
started in 1980, they actually represent results for a
much shorter period. Finally, in all LDCs, up to the
present, major progress in life expectancy has relied
on the fall of infant and child mortality. This change
is generally more recent in LDCs than in MDCs, but
it started at varying times among LDCs, as it did
for MDCs in the past. While Argentina started in the
1880s, India did so in the 1930s and Afghanistan in
the 1950s. Unfortunately, no data allow the measure-
ment of the role played by different causes of death, but
nothing indicates that it is likely to be different from
what was seen in the MDCs.
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A Number of Obstacles

Another set of countries, mainly in Sub-Saharan
Africa, seem to be exceptions to this globalization of
the first stage of the health transition. In recent decades
Sub-Saharan countries seem to have remained system-
atically outside the process of Omran’s epidemiologic
transition for a variety of reasons, including conflicts
and other forms of political unrest. Although they can
be significant, wars and conflicts usually have only
a passing impact on life expectancy, which usually
quickly resumes its long-term trend. This was the case
in many European countries, especially with the two
world wars. It is also the case for developing countries
like Cambodia, Rwanda, and Somalia (as is shown in
the fourth graph of Fig. 2.10). Such cases do not con-
stitute real exceptions to the epidemiologic transition,
since the Omran second age eliminates wars from the
scheme.

Sub-Saharan Africa deserves more comment, as
three different types of divergence have appeared.
First, some countries progressed regularly over the last
50 years, but at a much slower pace than the LDCs
shown in Fig. 2.8, where life expectancy progressed
fast enough to catch up to MDCs. This is the case for
Sudan, Mali, and Niger, here compared to Egypt (first
graph of Fig. 2.10). In a second group, early progress
was suddenly stopped. This group includes many
Sub-Saharan countries, like Angola, Nigeria, and the
Democratic Republic of Congo, that experienced the

world economic crisis and structural adjustment pro-
grams in the 1980s (second graph of Fig. 2.10). Finally,
a number of countries in southern and eastern Africa
were severely affected by the AIDS epidemic. For
example, within a period of 15 years, life expectancy
fell by 10 years in Zambia, 12 in South Africa, and 20
in Zimbabwe (third graph of Fig. 2.10). Sub-Saharan
countries most severely affected by AIDS were coun-
tries where life expectancy already had reached higher
levels than in the rest of the region (53 years in Zambia,
64 in Zimbabwe, and 65 in South Africa). Their recent
losses were due primarily to adult mortality increase,
while their previous gains were the consequence of
infant and child mortality decline.

To conclude, it is clear that the first stage of the
health transition is progressing much more slowly in
Sub-Saharan Africa than in most LDCs and has been
retarded in the past three decades. The achievement
of this first stage of transition is related not only to
changes in epidemiologic patterns, but also to eco-
nomic, social, and cultural development. In the case
of Sub-Saharan Africa, three main obstacles opposed
rapid progress in life expectancy. First, in the 1950s,
the region was the world’s least economically devel-
oped. When the world economic crisis arrived in the
late 1970s, it was the only region where rapid demo-
graphic growth was still at its maximum, with very
high levels of fertility, yet an already engaged mortality
decline. The fragile economies of these countries were
experiencing needs arising from population growth and
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Fig. 2.10 Different types of trends in Sub-Saharan Africa in
female life expectancy. Graph A gives some examples of coun-
tries with regular but slow progresses as compared to faster
Egyptian progress; Graph B gathers three examples of countries
where initially slow progress was stopped by the 1980 world

economic crisis and structural adjustment programs; Graph
C shows three examples of countries where life-expectancy
increase reversed drastically when AIDS spread; Graph D gath-
ers three countries severely hit by genocide (Cambodia, Rwanda)
or civil war (Somalia). Source: UN (2009)

structural adjustments that made it difficult to main-
tain their health services. Finally, when AIDS spread
rapidly throughout the population because of excep-
tionally high heterosexual transmission, means of com-
bating the epidemic were not feasible in the economic,
social, and cultural context. Thus, for these countries
the first cycle of divergence–convergence related to
the fight against infectious diseases is still far from
complete. Meanwhile, among industrialized countries,
a second divergence–convergence cycle has been in
process for several decades.

The Second Wave of
Divergence–Convergence: The
Cardiovascular Revolution

It is now a matter of record that what Abdel Omran
called “the age of degenerative and man-made dis-
eases” was not the end of the story. Not only have most
of the man-made diseases been under some control,
with decreasing death rates since the end of the 1960s,
but a new major step in life-expectancy improvement
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was begun with the successful fight against cardiovas-
cular diseases. Arguably, however, it is not an appro-
priate interpretation to see that step as a fourth “age”
of Omran’s epidemiologic transition. Rather, it is an
entirely new process of divergence–convergence based
on a completely new approach to health, the success of
which depends very much on society’s current capac-
ity to implement it. That new step, in fact, began with a
dramatic divergence between countries in the two main
social and political systems of the industrialized world:
East and West.

A New Phase of Divergence Among MDCs

In the industrialized world, the mid-1960s marked the
start of a new divergence in life-expectancy changes
(first graph of Fig. 2.3 above). On the one hand,
after slowing down more or less during the 1960s,
all western8 countries reestablished rapid progress late
in the decade. In contrast, eastern countries experi-
enced a long period of stagnation or even deterioration.
Figure 2.11 shows very clearly for males9 the new
divergence from a starting point in the mid-1960s,
when all industrialized countries had converged to the
same level of life expectancy (about 65 years).

The widest divergence is observed between Japan,
which did not experience any slowdown and where
the pace of progress has been especially rapid, and
Russia, which has been facing the worst situation since
the “end” of Omran’s epidemiologic transition. From
1965 to 2005, male life expectancy increased from 68
to 79 years in Japan, but fell from 64 to 59 years in
Russia. While the contrast was less stark between other
countries, there was a clear divide between West and
East, at least until the early 1990s. At that time, even
between the closest countries in the two groups, the
Czech Republic and the United States, there was more
than a 4-year difference, while the two countries had
been at similar levels in 1965.

That divergence continues today for countries of the
former USSR, represented here by Russia and Ukraine,
despite the wide fluctuations of the late 1980s and early

8 According to its economic system and performance, Japan is
here considered as belonging to the western world.
9 In this section, examples are given for males, for whom the
contrast between eastern and western trends is much greater, but
females follow the same process at the same time.

1990s, first upward with Gorbachev’s anti-alcoholism
campaign and then downward with the socioeconomic
shock of an abrupt switch to a market economy (Meslé
and Vallin 2003; Meslé et al. 1998; see also Chapter 4
by Murphy’s, this volume). All other eastern European
countries, however, embarked on a new phase of con-
vergence in the last decade. At the very beginning of
the 1990s the Czech Republic was the first of these
countries to reestablish progress, followed soon after
by Poland, Slovakia, and Hungary (which are not
shown in Fig. 2.11). Even Romania and Bulgaria have
entered this new stage more recently (Meslé 2004).
Within the last 15 years, life-expectancy gains in the
Czech Republic and Poland have outpaced those in
Japan. For example, from 1990 to 2005, Czech male
life expectancy increased by 5.2 years compared to
Japan’s 2.6 years. At that pace, the Czech Republic
would reach the level of Japan in 2045 and Poland
soon after. It is not clear that this will also be true
for females. Indeed, during recent years, increase in
Japanese male life expectancy seems to have slowed,
while, as will be discussed later, Japanese females
may already have embarked on a third stage of the
health transition. For both sexes, the Czech Republic
and Poland are actually catching up to life-expectancy
levels in countries like the Netherlands, which pro-
vides an example of a country that is completing stage
two of the health transition, but not yet entering stage
three. From 1990 to 2005, its increase in female life
expectancy was only 1.4 years compared to about 5 in
the Czech Republic and Poland.

The Role of Cardiovascular Mortality

Over and above the successful fight against man-made
diseases that were described by Omran as a feature
of the “third age” of his epidemiologic transition, the
second stage of the health transition mainly relies on
the reduction of cardiovascular diseases, classified by
Omran among the difficult-to-reduce degenerative dis-
eases. This applies equally to the divergence and con-
vergence phases. A clearer picture of the dominant role
of cardiovascular diseases can be gained by examining
the contributions of age- and cause-specific mortality
change to life-expectancy differentials between two
dates10 for selected countries.

10 According to Andreev’s method (Andreev 1982).
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First, Fig. 2.12 compares the breakdown of
life-expectancy change in France and Russia over the
whole period 1965–2006. The only common feature
between the two countries is the positive impact of
the continuing decline in infant mortality, to which 1.5
year’s life-expectancy gain in both countries can be
credited, notwithstanding somewhat different cause-
of-death attributions (“respiratory diseases” playing
an important role in Russia but not in France, where
“other diseases” dominate massively11). That aside,
most of the remaining increase in life expectancy in
France (7.9 years) stemmed from the decrease in car-
diovascular mortality at adult ages, accounting for as
much as 3.6 years. The other sources of gains at
adult ages include the decline of “other diseases,”

11 In fact at that age, most of the “other diseases” group corre-
sponds to perinatal and congenital diseases.

“external causes,” “respiratory diseases,” and “diges-
tive diseases.” These groups of causes include “man-
made diseases” like traffic accidents, liver cirrhosis,
and alcoholism. During this period, therefore, France
clearly benefited from the decline in those diseases
that, according to Omran’s theory, were the main fea-
ture of the “third age” of the epidemiologic transition,
and consequently has more or less completed the sec-
ond stage of the health transition. Advances were made
at all adult ages over 35, but culminated between ages
60 and 70.

In Russia, by contrast, all these ages were affected
by increasing cardiovascular mortality, which is esti-
mated to have reduced life expectancy by 3.3 years.
Another 2-year loss was caused at the same time by a
sharp rise in “injury and poisoning” deaths, a category
that, in Russia, includes alcoholism as well as road
traffic accidents, suicides, and homicides. Russia there-
fore stands as a textbook example of a country that
even now conforms to Omran’s “third age.” So acute is
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Except for the youngest ages, almost symmetrical landscapes
oppose Russia (Graph A) to France (Graph B). But Russian
negative effects occurred at younger ages than French posi-
tive effects and they are much more related to external causes.
Source: Vallin and Meslé (2004) updated

the pandemic of degenerative and man-made diseases
that the decline in infectious diseases at young ages no
longer compensates for its spread. The same trends are
observed in other republics of the former USSR, like
Ukraine (Meslé and Vallin 2003), Belarus (Grigoriev
et al. 2010), and even the Baltic countries (Hertrich and
Meslé 1999), at least until very recently.12

The Beginning of Convergence in Cardiovascular
Mortality

The same can no longer be said of central European
countries. In Poland, taken here as an example, the
negative trends reversed as early as 1991. During the
period of deterioration, from 1965 to 1991, the Polish
pattern of age and cause-of-death contribution to the
decline of life expectancy was fairly similar to that

12 It seems increasingly likely that since the 1993–1994 socioe-
conomic crisis, the progress in the three Baltic countries has been
more than reestablished (Meslé 2004).

of Russia (Fig. 2.13), with two noteworthy differ-
ences. One is that an even larger life-expectancy gain
resulted from a dramatic fall in infant mortality (which,
alone, would have produced a 2-year gain) and, even at
adult ages, significant gains were due to the decline of
infectious and respiratory mortality. During that time,
Poland was actually moving toward completion of the
first stage of its health transition. The other is that the
impact of external causes was much less pronounced
than in Russia, while that of cancer was more signif-
icant. However, years of life expectancy lost due to
increasing cardiovascular mortality were fairly compa-
rable. In fact, had the first stage of its health transition
been completed before 1965, Poland would have lost
almost the same number of years of life expectancy
as Russia in that period of general divergence between
East and West. By contrast, since 1991, gains in Polish
life expectancy have been observed at all ages (sec-
ond graph of Fig. 2.13). In fact, beyond the 0.6 year
gained from the decline of infant mortality, most of the
gains at other ages (3.7 years) are due to the decline of
cardiovascular mortality (2.5 years).
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Fig. 2.13 Contributions of age- and cause-specific death rate
changes to male life expectancy changes in Poland, 1965–1991
and 1991–2003. Each surface is proportional to the change in
life expectancy due to the change in mortality by one cause at
one age-group. Positive changes (gains) in life expectancy are

put above the 0 line, negative ones (losses) are under that line.
Except for the youngest ages, almost symmetrical landscapes
oppose the 1965–1991 period (Graph A) to the 1991–2003 one
(Graph B). Source: Vallin and Meslé (2004) updated

What is seen here in the Polish case also is occur-
ring in the other former communist Central European
countries. Everywhere, the main cause of progress is
the reduction of cardiovascular mortality, with some
additional effect of the control of various man-made
diseases (depending on the country).

This phenomenon of divergence–convergence
between “western” and “eastern” countries is the
best example of the occurrence of a second stage
of the health transition based mainly on the trends
in man-made and cardiovascular diseases. Initially,
the divergence appears with the emergence of a new
pathway, reestablishing progress in life expectancy
after the population has gained almost all that could
be expected from the fight against infectious diseases
in the previous stage. Some countries, like Japan,
followed by almost all western countries, were quick
to maximize the benefits of new technologies, and
perhaps even more, new means of prevention against
cardiovascular diseases, while other countries, mainly
in eastern Europe, failed to do so. It is very likely
that the failure of the former communist countries
was due largely to a double disadvantage. First, their
economic difficulties held back the dissemination

of costly new technologies, and, second, the highly
centralized social system, well suited to fighting
infectious diseases, worked to their disadvantage in
getting individuals to take responsibility for their
own health through behavioral and lifestyle changes.
After the fall of the Berlin Wall, Central European
countries were fast recovering the means to reverse
their situation and to resume gains in life expectancy,
while countries of the former USSR, like Russia or
Ukraine, did not. The difference is probably related to
the way these countries undertook reforms to turn to
market economies.

A Third Wave?

When we look more closely at the most recent trends
in life expectancy for Western industrialized coun-
tries, the question arises: are they already engaged in
a third stage of the health transition? For females in
particular (right-hand chart, Fig. 2.14), a new diver-
gence started after 1980. The process is less clear for
men, but it is noteworthy that male life expectancy
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Fig. 2.14 Trends in life expectancy at birth in the most advanced industrial countries, 1980–2005. The highest 2005 male life
expectancy (Japan, Graph A) is still lower than the 1980 highest female one (Graph B). Source: Meslé and Vallin (2006) updated

is still consistently lower in 2005 than female life
expectancy was in 1980. In Japan, for example, male
life expectancy was 78.5 years in 2005; while female
life expectancy was already 78.8 in 1980. It is even
more marked in the United States, with 75.2 for males
in 2000 against 77.4 for females in 1980.

Clearly, females are much further along the road in
the health transition than males, and so more likely to
enter a new stage first. At first glance, the female graph
of Fig. 2.14 might seem to suggest a new stage start-
ing with the very marked divergence between Denmark
and countries like France and Japan. While progress
slackens or even halts in the former from the 1980s,
it continues at a sustained pace in France and Japan.
From 1980 to 1995, female life expectancy gained only
0.7 year in Denmark (from 77.2 to 77.9) but as much
as 3.5 years in France (78.4–81.9), and even 4 years
in Japan (78.8–82.8). More recently, Denmark reestab-
lished progress, gaining 2.6 years (to 80.5) in 10 years

while France gained 1.9 and Japan 2.7 years, which
could be interpreted as the starting point of a new
phase of convergence. Meanwhile, the Netherlands and
the United States also entered a long period of slow
improvement from the 1980s. Within 25 years, female
life expectancy increased by only 3.4 years in the
Netherlands and 2.9 in the United States, while it grew
by 5.4 in France and 6.7 in Japan.

However, the case of Denmark is specific. Gains
in female life expectancy might have been larger,
had only cardiovascular diseases been involved, but
that progress was completely obliterated by reverse
trends in other causes of death like cancer, respi-
ratory diseases, and digestive diseases, which are
mainly smoking- and drinking-related and call into
question Danish progress at ages around 50 and
60. In other words, notwithstanding progress against
cardiovascular diseases, increases in life expectancy
were slowed down by man-made diseases. In the same
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way, Danish male life-expectancy increase also slowed
down. In short, Denmark was simply late completing
the second stage of the health transition in man-made
diseases (Vallin and Meslé 2004).

Quite different are the cases of the Netherlands
and the United States, where life-expectancy increase
slowed down because of lack of progress at older ages.
The phenomenon appears very clearly when we com-
pare recent trends in life expectancy at age 65 (e65) in
the Netherlands and the United States on one side, and
France and Japan on the other (Fig. 2.15). After the
convergence of the 1960s and 1970s that brought the
four countries to the same level, a strong divergence
started in the early 1980s, when progress in the United
States and the Netherlands slowed while in France and
Japan life expectancy at age 65 continued to increase
rapidly. In 1984, the range for life expectancy at age 65
in the four countries was less than 0.2 years (between
18.6 and 18.8). In 2005, the difference was 2 years
between the Netherlands (20) and France (22), and
3.2 years between the United States (19.9) and Japan
(23.2). Thus, even when levels of life expectancy are

very high, it is still possible for countries like France
and Japan to continue making progress without any
deceleration (Meslé and Vallin 2006).

Figure 2.16 displays the respective impact of cause-
and age-specific mortality changes between 1984 and
2005 in each of the four countries. During this period,
both the United States and the Netherlands gained less
than 1.3 years in female life expectancy at age 65,
whereas France gained 3.3 years and Japan gained 4.5
years. In every age group, French and Japanese gains
are greater than those in the United States and the
Netherlands, although they are closer at ages 65–69. At
ages 90 and older, the United States fared worse than
Japan and France, but the Netherlands did the worst,
with no gain at the oldest ages. Interestingly, Japan
was the only country that achieved notable gains at the
oldest ages (95 and over). In France, and even more
in Japan, gains are very impressive for most causes
when compared to both the United States and the
Netherlands, where smaller gains are offset by sizeable
losses. But the differential impact of causes by age is
even more remarkable.
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Fig. 2.15 Trends in female
life expectancy at age 65 in
four advanced industrial
countries, 1980–2005. Source:
Meslé and Vallin (2006)
updated
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In the four countries, the most important gains
come from the reduction of circulatory diseases that
increases e65 by 1.7 years in the Netherlands, 2.2
years in both France and the United States, and
3 years in Japan; however, these gains are quite
differently distributed by type of circulatory diseases.
Cerebrovascular diseases account for the greatest part

of progress in France and Japan, while this cause
plays only a minor role in the United States and the
Netherlands. On another hand, in the latter two coun-
tries, no other group of causes produces any substantial
gain (only 0.2 year in the United States and 0.4 in the
Netherlands in total), while other causes are responsi-
ble for 1.3 years in France and 1.4 in Japan.
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The divergence between the two groups of countries
is sharpened by the fact that many causes play a nega-
tive role in the United States and the Netherlands for all
age groups. Only mental disorders at very old ages do
so in France, and no cause does this in Japan. In total,
mental diseases caused an e65 loss of 1.1 year in the
United States and 0.9 year in the Netherlands versus
0.3 in France and 0.0 in Japan.

Finally, the divergence is also driven by differen-
tials in mortality trends by age: mortality decline above
age 80 is responsible for about half of e65 total gains
in France and Japan, but only about one third in the
United States and the Netherlands.

Even though cardiovascular mortality decrease con-
tinued in all four countries, it seems that France and
Japan are already engaged in a new era of progress,
relying on mortality decline at very old ages. This has
not occurred in the United States and the Netherlands,
where new causes of losses, like mental disorders,
appear.

The increasing role of mental diseases could, how-
ever, be an indicator of the beginning of a new
stage in the health transition (Meslé and Vallin 2006).
The United States and the Netherlands might pos-
sibly be more affected than other countries by the
threat of a “pandemic of mental disorders and dis-
abilities” conjectured by some authors like Gruenberg
(1978) and Kramer (1980), while France and Japan
may already have reached a new age by fighting suc-
cessfully against that emerging pandemic. Such suc-
cess is not necessarily the result of a deliberate fight
against specific mental disorders, but more probably
due to greater general attention to the health of the
elderly.13 This would be consistent with the fact that
Japan and France are also characterized by continu-
ing progress in all other diseases, while in the United
States and the Netherlands progress is limited to the
field of heart disease. At this level of female life
expectancy, further major improvement can no longer
be based solely on the spread of recent techniques in
the field of cardiovascular diseases.

13 For example, through daily health care at home or in nursing
homes, meal supply, and free access to drugs and other means to
treat diseases that do not require hospitalization.

Indeed, there is no definitive evidence for this
interpretation, since cause-of-death structures vary
considerably from country to country, because of
both data coding and actual conditions. However, the
consistency of the present findings for each set of two
countries and the contrast between the two groups is
impressive enough to accept it as a plausible hypothe-
sis. Thus, whatever the reality regarding mental disor-
ders, decrease in mortality rates above age 80 is much
more important in France and Japan than in the United
States or the Netherlands and that difference clearly
points to the idea of a third stage of the health transi-
tion centered on the aging process, which gives rise
to a new divergence rather similar to those already
observed for infectious diseases at the beginning of the
health transition, and then for cardiovascular diseases
in the late 1960s and early 1970s (Vallin and Meslé
2004).

Adult Mortality: Different Stories
for Different Ages

Keeping in mind this general scheme for explain-
ing historical trends and geographical patterns, let us
examine the specific features of five adult age groups:
youth (15–24), reproduction and working ages (25–44
and 45–64), retirement (65–79), and oldest-old (80 and
above). Five countries serve as examples in the fol-
lowing analysis: France and Russia for Europe, Chile
and the United States for the Americas, and Japan for
Asia. We add one African country for the youngest age
groups, alternatively Niger and Zimbabwe according
to available data. Ideally, it would have been prefer-
able to use a better representation of Asian and African
diversity, but we needed countries with reliable histor-
ical information about mortality and causes of death.
We also preferred using a small number of countries to
make illustrations readable and to keep countries con-
stant for comparisons across time and ages. As far as
possible, for each age group we first examine historical
trends in the probability of death for each sex, then ana-
lyze causes of death, with a special focus on the causes
that are most important in shaping trends by age and
sex.



2 Historical Trends in Mortality 29

Mortality Among Youth (15–24)

This first group represents the age of transition to adult-
hood. Because it is sensitive to infectious disease, it
is the best illustration of the first stage of the health
transition among adults. As Fig. 2.17 shows, the prob-
ability of death between ages 15 and 25 started to
decline as early as the mid-nineteenth century in the
most advanced countries like France and the United
States, but much later in other industrialized countries
like Japan as well as developing countries like Chile,
and only quite recently in African countries like Niger.

This age group is also the most directly sensitive
to wars, reflected in the high mortality peaks among
males throughout the nineteenth century and the first
half of the twentieth century. In France, for which
annual series are available from the beginning of the
nineteenth century (Vallin and Meslé 2001a), remark-
able peaks appear around 1810 (Napoleonic wars),
1871 (Prussian war and Commune de Paris), 1914–
1918 (WWI) and 1940 and 1944–1945 (WWII). In
Russia, there is a very high peak caused by the terri-
ble famine of 1933 among both sexes (unfortunately
no annual estimates exist to show the impacts of WWI
and WWII in this country). The impact of WWII is
very clear in Japan at the end of the war in 1945.
Both males and females were affected because most

deaths were due to massive urban bombings, including
atomic bombs on Hiroshima and Nagasaki. In France
there were also special peaks in female mortality dur-
ing these two centuries: in 1871 (civil victims of the
Commune de Paris), 1918 (Spanish flu), and 1945
(Allied bombings).

After WWII, the mortality decrease at ages 15–24
accelerated sharply in countries where decline was
already underway, and it extended to other countries
mainly because of the dramatic fall of infectious dis-
eases after the spread of antibiotics. Progress was
particularly spectacular in Japan, which achieved the
world’s lowest mortality rates in the 1960s. By con-
trast, in France and the United States, male mortality
increased for about 20 years from the mid-1950s, when
traffic accidents became the major cause of death. Only
after the mid-1970s was this new plague halted and
mortality decrease resumed, though much less in the
United States than in France. The same phenomenon
occurred among females, but with only a period of
stagnation instead of a mortality increase. The case of
Russia was similar to that of France and the United
States until the end of the 1970s, but diverged after-
ward. In recent decades, violent deaths in Russia have
become more important and more linked to alcohol
poisoning, suicides, and homicides than to traffic acci-
dents. The large fluctuations in the age group have been
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Fig. 2.17 Trends in probability of death from age 15–25
in selected countries. Logged scale for probability of death.
Sources: Vallin and Meslé (2001a) updated, for France; Arriaga
(1968); Munoz Pradas (1989), and UN (2009) for Chile; special

database prepared for Vallin and Meslé (2009) for Russia; HMD
for Japan and the United States; Kourgueni et al. (1993) and INS
(2007) for Niger
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heavily affected by Gorbachev’s anti-alcohol campaign
and then the 1992–1993 socioeconomic crisis.

Although starting later, Chile, with regular mortality
decline, caught up with France and the United States,
but still had higher mortality than Japan in the early
2000s, while at the beginning of the 1950s its level of
mortality had been similar to Japan’s. For many other
LDCs, especially in Africa, reliable data on adult mor-
tality by age are very scarce. In Niger, taken here as an
example of very poor countries not severely affected by
AIDS, two Demographic and Health Surveys (DHS)
provide evidence of mortality that is still very high and
decreasing only slowly.

It is difficult to show precisely the importance of
infectious diseases in the secular fall of mortality
before the 1950s, when the WHO database begins its
series. Figure 2.18 depicts only the end of the story,
the time when Japan rapidly caught up to France and
the United States while Chile took longer to do the
same. The infectious mortality fall was so dramatic
from the 1950s to the 1960s that changes that occurred
afterward seem negligible. Nevertheless, a focus on
the years 1980–2005 makes clear the big difference

between Japan, which escaped the AIDS epidemic, and
France and the United States. In the latter country, male
mortality from infectious diseases at ages 15–25 was
multiplied by four from 1980 to 1990, because of the
impact of AIDS, and started to decline again after 1995
with the spread of AZT and tri-therapy.

Before WWII, cause-of-death data are scarcer
and rarely comparable over time because of suc-
cessive changes in classification of causes of death.
Reconstruction of trends for France (Meslé and Vallin
1996; Vallin and Meslé 1988) provides an opportunity
to see the prominent role of infectious diseases relative
to external causes (left graph of Fig. 2.19). In France,
mortality from external causes started increasing in the
early 1950s, but total mortality still went down because
of the very sharp decrease in infectious mortality. At
the end of the 1950s, the impact of infectious dis-
eases on total mortality became negligible, while the
increase in external causes accelerated.

The right graph of Fig. 2.19 clarifies that traf-
fic accidents were the main driver of the changes
both upward (when road traffic increased markedly)
and downward (when more efficient safety measures
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were implemented and the first oil shortage of the
mid-1970s occurred (Vallin and Meslé 2001b)). The
same trends were observed almost simultaneously in
all industrialized countries.

While historical trends in young-adult mortality are
a clear illustration of the prominent role of infectious
diseases in the first stage of the health transition, they
are also illustrative of the effect of man-made diseases
in the second stage, but not of that of degenerative
diseases, which do not affect these ages.

Mortality Among Young Adults (25–44):
Period of Reproduction and Production

The general shape of the trends in mortality at ages
25–44 is not radically different from that for the
previous age group; the effects of violence and/or
epidemics are similar. However, this age group is
focused on reproductive activity among women and
productive activity in both sexes. In countries like
France and the United States and even Russia (in
spite of less precise data) the decrease in total mor-
tality started sooner and was much faster for females
than for males after the end of the nineteenth cen-
tury (Fig. 2.20). Pasteur’s revolution and the spread
of asepsis, reinforced in the 1930s by the arrival of
sulfonamides, were decisive steps in the reduction of

maternal mortality. More recently, in the Soviet world
the working ages were most affected by the unfavor-
able mortality trends that started in the mid-1960s, and
males were much more severely affected than females,
as is shown here for Russia. In contrast to all other tra-
jectories, Zimbabwe (here again assessed using scarce
but valuable DHS findings) demonstrates the excep-
tional mortality explosion at this age resulting from the
AIDS epidemic.

It is difficult to show directly the historical fall
in maternal mortality from its beginning in devel-
oped countries in the absence of precise cause-of-
death data for the past, but the phenomenon can
be illustrated through the differences in the changes
of female mortality compared to that of men across
age groups, shown for France in Fig. 2.21. Age-
specific mortality rates for successive periods after
the mid-eighteenth century have been divided by
those observed in 1938. The 1750–1759 curve shows
clearly the burden of maternal mortality at ages 25–
45 with the significant hump among females. The
importance of male mortality changes at the same
ages regularly decreased with age. The hump progres-
sively decreased through the nineteenth century and
the beginning of the twentieth century, until WWII.
The phenomenon is still visible in 1920, although
much smaller and restricted to younger ages, reflecting
the drastic reduction of fertility. By contrast, from 1938
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Fig. 2.20 Trends in the probability of death from age 25–45
in selected countries. Logged scale for Probability of death.
Sources: Vallin and Meslé (2001a) updated, for France; Munoz
Pradas (1989); Arriaga (1968), and UN (2009) for Chile; special

database prepared for Vallin and Meslé (2009) for Russia; HMD
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ORC Macro (2007) for Zimbabwe

to 1960, a time where maternal mortality was no longer
a major public health problem, the pace of mortality
decrease diminished with age for both sexes.

Much more recently this age group has been most
severely affected by the AIDS epidemic. The case
in eastern and southern Africa, here represented by
mortality for males and females in Zimbabwe, is
particularly impressive (Fig. 2.22). According to DHS

surveys, in less than 15 years mortality at ages 35–
39 was multiplied by more than 5 for both males and
females.

In a more general approach, Fig. 2.23 displays
trends in seven large groups of causes of death for
males in five countries since 1950 (1955 for Chile,
1956 for Russia). Males are shown because male
trends contrast more across countries. To clarify the
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comparison, the scale is the same for all countries.
One generalization holds for all countries. Before the
end of the 1950s, infectious diseases were no longer
the main killer at these ages in all of these coun-
tries; instead, mortality was now dominated by exter-
nal causes. Beyond that common feature, countries
differed markedly from each other. First, mortality
from external causes was more important in Chile (at
least until the end of the 1980s) and Russia than in
the United States, France, and Japan. In Chile, apart
from the acute peak of 1973, related to the Pinochet
coup, the progress made from the 1950s to the 1990s
echoed that made several decades earlier by industrial-
ized countries. In contrast, in Russia, from the 1950s
to the early 1990s, the mortality curve for external
causes closely followed changes in alcohol consump-
tion: steady regular increase with the stagnating soci-
ety of Brezhnev’s era, then sudden decrease caused
by Gorbachev’s anti-alcohol campaign, and finally a

new increase with the abandonment of anti-alcohol
measures (Shkolnikov and Nemtsov 1997). A new
peak was reached at the time of the socioeconomic cri-
sis caused by the move to a market economy (Meslé
et al. 1998), before the unfavorable long-term trends
resumed in the second half of the 1990s. Recent eco-
nomic improvement seemed to result in a favorable
reversal of trends, but in 2006, the level of mortal-
ity from external causes at age 25–44 was four times
higher in Russia than in the United States and almost
eight times higher than in Japan.

Another difference is that the second most impor-
tant group of causes varied across countries. In most
of the period it was cancer in France, while it was
digestive diseases in Chile, and circulatory diseases
in the United States, Russia, and Japan. Trajectories
of cardiovascular mortality were extremely different
in these three countries. While Japan consistently had
a very low level, hardly higher than that of cancers,
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Fig. 2.23 Trends in male standardized death rates for seven
large groups of causes at ages 25–44: Five selected countries.
The height of each graph varies to keep constant the ordinate
scale. This brings to the fore the much larger variations observed
in Russia (Graph E) both in time and according to cause, as
compared to France (Graph A) or the United States (Graph B).
In-between Chile (Graph C) and Japan (Graph D) show rather

important ranges of changes in time but the highest levels of
mortality observed in the 1950s stand much lower than the
recent ones of Russia. Source: WHO Mortality Database for
Chile, Japan, and the United States; Meslé and Vallin (1996)
updated for France; Meslé et al. (1996, 2003) updated for
Russia

mortality from cardiovascular disease was very high
in the United States at the beginning of the 1950s,
almost as high as for external causes, but it decreased
rather rapidly in the 1970s, and has reached cancer
levels in recent years. In contrast, in Russia, mortality
from circulatory diseases increased rapidly (with large

fluctuations linked to alcohol consumption), so that it is
now ten times higher than in Japan. In Chile, digestive
diseases were relatively important after the role of
infectious diseases vanished, but their absolute level
decreased as socioeconomic development increased,
and finally reached the low level of industrialized
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countries. When we look simultaneously at Chilean
trends in infectious diseases, digestive diseases, and
external causes, it appears that this country was ending
the first stage of the health transition as the industri-
alized countries had done some decades earlier, and
at the same time was beginning a part of the second
stage by controlling some effects of man-made dis-
eases. In contrast, Russia under the communist regime
was very successful in completing the first stage, but
completely failed to enter the second stage, and was
unable to stop the progression of man-made diseases
and to avoid circulatory diseases.

Finally, some important remarks about infectious
diseases. First, this group of causes was still the pri-
mary killer (far more important than any other) in
Japan at the beginning of the 1950s. From an epidemi-
ological point of view, Japan was still a “developing
country” at this time, and the 1950s were clearly the
moment when Japan made its spectacular entry into
the MDCs. In Chile, infectious mortality, for which no
comparable data are available before 1956, was proba-
bly as high as in Japan just after WWII, but it declined
much more slowly, while the country’s socioeconomic
progress was not yet high enough for it to be classified
among the MDCs by the UN. Infectious mortality at
ages 25–44 also matters in countries like France and
the United States, where its trajectory passed through
a surprising hump during the 1990s. This is obviously
the result of the AIDS epidemic. For a short time, in
the United States, infectious disease mortality became
the second major killer, not far from external causes
and much higher than circulatory diseases.

Figure 2.24 provides more detail on external causes,
which play so significant a role in the differences
among the five countries. First, we can see that traf-
fic accidents, though increasing quite markedly, are
not the most important external cause in Russia. From
the 1950s to the 1970s the extraordinary increase
in suicide is the main factor of the external causes
growth, while from the 1990s to the present it has been
homicide: thus two different major types of violence
characterize successively the communist time and the
capitalist one.

Figure 2.24 also shows that trends in mortality from
traffic accidents, which had increased dramatically
in the 1960s, reversed completely in the mid-1970s
in Chile as they did in the industrialized countries.
This reversal occurred sooner in Japan, a country that
enacted very strict road safety measures as early as the
mid-1960s.

Suicide was generally less important in Chile than
in France, Japan, and the United States. There is also
an important contrast between the United States and
France and Japan in homicide. At these ages, around
the 1970s, this cause of death was higher in the United
States than in all other countries, and it would still be
highest there without the dramatic increase observed
in Russia. Even though the relative gap between the
United States and Japan or France has declined sig-
nificantly since the 1970s, the homicide rate is still
25 times higher than in France and Japan today. The
United States is a violent society.

Mortality Among Middle-Aged
Adults (45–64)

In the next age group, 45–64, the working environment
still affects health, which also increasingly depends on
the aging process. There are fewer historical peaks,
and long-term trends are less confused. Three main
features appear in Fig. 2.25, which depicts trends in
the probabilities of death between ages 45 and 65 for
the five countries under review. First, the long his-
torical series available for France shows that (after
a slight decline at the turn of the nineteenth cen-
tury) male mortality remained almost constant (beyond
annual fluctuations) from the 1820s until the mid-
1940s, while female mortality seems to have started
to decrease slowly after the end of the eighteenth cen-
tury, and this decrease accelerated at the end of the
nineteenth century. The United States followed the
same route after the mid-nineteenth century. And dur-
ing the phase of rapid reduction after WWII, mortality
decline was much more rapid for females than for
males in the two countries for about two decades.
It was only in the most recent period (earlier in
the United States than in France) that males pro-
gressed at the same pace as females, or even somewhat
faster.

The second main feature is that Russian mortal-
ity, after having followed a comparable route (when
not affected by exceptional mortality crises), started
to diverge radically (as in the previous age groups),
with an important increase after the mid-1960s for both
sexes, but more pronounced for males.

The third characteristic is that mortality decline
after WWII in Japan and after the mid-1970s in Chile
was much faster than in both France and the United
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Fig. 2.24 Trends in male standardized death rates by three
external causes at ages 25–44: Five selected countries. Source:
WHO Mortality Database for Chile, Japan and the Unites States;

Meslé and Vallin (1996) updated for France; Meslé et al. (1996,
2003) updated for Russia

States. In that time, Japan caught up to all industri-
alized countries, and then surpassed them to become
the international leader in very low mortality. Japanese
mortality at ages 45–64 was the same as in France
in the late 1940s for males and two decades later for
females. Meanwhile, Chile reached the male levels in
France and the United States (almost identical in past
decades) in the 1990s. At that time, Chilean females
also reached the US but not the French level, since
French and US female mortality at this age have been
diverging radically for about 25 years. This last fact

could be pointed out here as a fourth main feature,
but it will be even more obvious in the discussion of
the older ages since it is strongly related to the aging
process.

Focusing once again on male mortality trends since
1950, Fig. 2.26 shows clearly that in all five coun-
tries circulatory diseases and cancer have been the
main mortality drivers at ages 45–64, while external
causes continue to play an important and growing role
in Russia. It also shows that these two groups of causes
followed very different trajectories, with consequences
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Fig. 2.25 Trends in the probability of death from age 45 to
65 in selected countries. Logged scale for probability of death.
Sources: Vallin and Meslé (2001a) updated, for France; Munoz

Pradas (1989); Arriaga (1968) and UN (2009) for Chile; special
database prepared for Vallin and Meslé (2009) for Russia; HMD
for Japan and the United States

varying by country. In France, circulatory diseases,
though at a lower level than in the four other countries,
were still the most important cause of death. However,
they declined very regularly and steadily to reach a
level in 2006 that was a third of the level in 1950.
Consequently, neoplasm mortality, which increased
from 1950 to the mid-1980s, replaced circulatory dis-
eases as the first cause of death. Today mortality from
neoplasms is twice as high as that due to circulatory
diseases.

In the United States, the same pattern of changes
for these two main groups of causes produced a very
different result because of the very high starting level
of circulatory disease mortality. In spite of its dra-
matic fall, especially after the 1970s (the starting point
of the so-called cardiovascular revolution), circulatory
diseases have not yet been replaced by neoplasms as
the leading cause of death. Indeed, there appears to be
a convergence rather than a probable cross-over: both
pathologies have very similar mortality rates that are
decreasing at the same pace.

In Chile, circulatory disease mortality at ages 45–
64 also declined from the beginning of the period. But
starting from a much lower level, it is currently lower
than in the United States, in spite of a slower pace
of decrease. Since neoplasm mortality also declined
regularly but even less rapidly, both mortality rates
have been at the same level for the past 20 years.

As in the United States, these two groups of causes
tie for first place, but both are at a lower level than
in the United States. Japan, starting from a compara-
ble level of circulatory disease mortality, experienced
more rapid reductions than in Chile, while neoplasm
mortality stagnated. Consequently, as in France, neo-
plasm mortality is the most important cause of death,
almost twice as high as circulatory disease mortality.
However, the gap between the two is much less than in
France because cancer mortality is much lower while
cardiovascular mortality is somewhat higher.

Finally, once again, Russia appears to be an atypical
case. After the mid-1960s circulatory disease mortal-
ity increased markedly, from a rate of 530 per 100,000
in 1965 (lower than in the United States) to a rate
of 1,500 per 100,000 in 2003, with large fluctuations
strongly linked to alcohol consumption. It has sub-
sequently started to decrease, but remains five times
higher than in the United States and ten times higher
than in France. Not only is cardiovascular mortality
the most important cause of death, but it is far higher
than cancer, which is also quite high relative to other
countries and to external causes, which have more than
doubled since 1950. The Russian pattern for both cir-
culatory diseases and external causes is of the same
nature as it was for the previous age group. For that
reason, we prefer to focus here on the growing relative
importance of neoplasms in the five countries.
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Fig. 2.26 Trends in male standardized death rates by seven
large groups of causes at ages 45–64: Five selected countries.
The height of each graph varies to keep constant the ordi-
nate scale. This brings to the fore the much larger variations
observed in Russia (Graph E) both in time and according to

cause, as compared to France (Graph A), the United States
(Graph B), Chile (Graph C), and Japan (Graph D). Source:
WHO Mortality Database for Chile, Japan and the United States;
Meslé and Vallin (1996) updated for France; Meslé et al. (1996,
2003) updated for Russia
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Fig. 2.27 Trends in standardized death rates from stomach can-
cer (males) and lung cancer (males and females) at ages 45–64.
Five selected countries. Graphs A and B compare mortality
trends for two main sites of cancer in five countries for males.
Graph C shows female mortality trends for only lung cancer.
The height of each graph varies to keep constant the ordinate

scale. This brings to the fore the much higher levels of lung can-
cer mortality among males than among females. Source: WHO
Mortality Database for Chile, Japan and the United States; Meslé
and Vallin (1996) updated for France; Meslé et al. (1996, 2003)
updated for Russia

Figure 2.27 contrasts trends in stomach and lung
cancers. Stomach cancer mortality decreased very
rapidly and continuously in all five countries under
review, from very different levels but at about the same
pace. The result is exactly the same ranking and almost
the same relative differences in 2006 as in 1950.14

France and the United States have the lowest levels and
Russia the highest. In-between, Japanese and Chilean
trajectories are almost identical.

14 Figure 2.27, in arithmetic scale, seems to indicate that the
pace of decline is much less in France and the United States
than in Russia, Japan, and Chile. The arithmetic scale indicates
absolute changes, not relative changes. In fact the much smaller
absolute changes observed here in the first two countries corre-
spond to relative changes as high as in the other three countries,
in spite of their much larger absolute changes.

Conversely, until at least the 1980s, lung cancer
mortality had a trend in the opposite direction, growing
relatively fast in the five countries, but with an enor-
mous difference in levels. Once again Russia had the
highest mortality, but this time, France and the United
States shared the second rank, while Chile and Japan
were far below. However, after the 1980s in the United
States and Chile, the early 1990s in France, and the
late 1990s in Russia, lung cancer mortality stopped
increasing and started to decrease rather dramatically
in Russia and the United States, less rapidly in France
and Chile, but not at all in Japan.

Mortality in Old Age (65–79)

Ages 65–79 are the transition years from the adult
ages to the elderly. It is even more obvious in this age
group that major mortality reduction is quite recent.



40 F. Meslé and J. Vallin

For males it began post-WWII; for females it started
earlier, after about the 1920s. The much more rapid
fall of mortality among females than among males is
also more pronounced than for the previous age group
(Fig. 2.28). Also more acute is the recent divergence
since the 1980s between France and Japan and the
United States. In contrast to the previous age group,
the increase in male mortality after 1965 in Russia
was less, and females suffered stagnation instead of an
increase. These differences are rather typical of mor-
tality changes specific to the elderly. Consequently,
the emphasis on cause-of-death trends since the 1950s
is particularly relevant, since nothing very important
occurred before WWII. For this age group and the fol-
lowing, we will focus on cause-of-death trends among
females for whom changes were quite impressive dur-
ing this period.

Everywhere, the main causes of change were the
trajectories of circulatory diseases, either downward in
France, the United States, Chile, and Japan, or upward
in Russia. In France, while mortality from circulatory
diseases was the main killer for females, with rates
three times higher than those for cancers in the 1950s,
it is now second, far below cancers, which remained
stable throughout the period (Fig. 2.29). In the United
States and in Japan, the fall of cardiovascular mortality
has been even more spectacular, but the starting point
was much higher and the crossover with cancers is
more recent and less pronounced. It occurred in the

United States in 2005, in spite of a slight decrease
in cancer mortality. It came a bit sooner in Japan in
spite of a lower level of cancer. Once again, the case
of Russia is dissimilar, since female mortality from
circulatory diseases stagnated at a very high level
until the end of the 1980s and even increased slightly
during the 1990s.

Figure 2.30 displays the specific trajectories of the
two main categories of circulatory diseases: heart dis-
eases and cerebrovascular diseases (other circulatory
diseases are rather marginal). Two main facts appear
here. On one side, female heart disease mortality
was always much higher in the United States than
in France or Japan, even though it decreased quite
rapidly. Furthermore, the pace of decrease was more
rapid in France and Japan than in the United States.
Consequently, while female US heart disease mortal-
ity was 1.6 times that of France in 1950, it is now 2.6
times higher.

On the other side, female cerebrovascular mortal-
ity started at a much higher level in Japan than in
France and the United States, but Japan made such
rapid progress (especially in the 1970s and 1980s) that
its trajectory joins those of the other two countries. In
2006, it has exactly the same level as the United States,
just a bit higher than France. The case of Russia is
again quite the opposite, but with no important dif-
ference between heart diseases and cerebrovascular
diseases.
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Fig. 2.28 Trends in probability of death from ages 65 to 80 in
selected countries. Sources: Vallin and Meslé (2001a) updated,
for France; Arriaga (1968); Munoz Pradas (1989), and UN

(2009) for Chile; special database prepared for Vallin and Meslé
(2009) for Russia; HMD for Japan and the United States
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Fig. 2.29 Trends in female standardized death rates from seven
large groups of causes at ages 65–79: Five selected countries.
The scale is kept constant to make levels comparable from

country to country. Source: WHO Mortality Database for Chile,
Japan and the United States; Meslé and Vallin (1996) updated
for France; Meslé et al. (1996, 2003) updated for Russia

To highlight the causes of death that drive the recent
divergence in total mortality between the United States
and Japan and France, Fig. 2.31 displays graphs using
the same scale for four larger categories of causes
grouped according to the shape of their trajectories
after 1980.

The important killer, circulatory diseases, is not the
primary cause of the divergence. It explains an impor-
tant part of the divergence between the United States
and Japan, but much less of the divergence between
the United States and France. At the other end of
the scheme, external causes would act in the opposite



42 F. Meslé and J. Vallin

B. Cerebrovascular diseases

FranceUSA

Japan

Russia

Chile

Standardized death rate  (p. 100,000)

0

200

400

600

800

1000

1200

1400

1600

1800

2000

0

200

400

600

800

1000

1200

1400

1600

1800

2000

1950 1960 1970 1980 1990 2000 2010 1950 1960 1970 1980 1990 2000 2010

A. Heart diseases

France

USA

Japan

Russia

Chile

Standardized death rate  (p. 100,000)

Year Year

Fig. 2.30 Trends in female standardized death rates from the
two main groups of circulatory diseases at ages 65–79: Five
selected countries. Source: WHO Mortality Database for Chile,

Japan and the United States; Meslé and Vallin (1996) updated
for France; Meslé et al. (1996, 2003) updated for Russia
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direction (convergence), but their weight is negligi-
ble. Finally, the divergence process relies quite clearly
on two different groups of causes: cancers and “other
diseases.” The cancer trajectory is largely driven by
lung cancer and is strongly related to tobacco con-
sumption. However, the diverging effect of that cause
reached its maximum around 1995 and it then became
a cause of convergence, echoing the reversal, some
years before, of trends in US female tobacco consump-
tion. In contrast, mortality from other diseases was
a diverging factor throughout the period and was the
most important one in the last decade. Among more
specific diseases, almost all have a diverging influ-
ence: not only respiratory diseases (still partly linked
to tobacco) but also infectious diseases, digestive dis-
eases, and mental diseases and other diseases of the
nervous system, to note only the most important ones.
Thus, while the divergence is somewhat related to a
less rapid decline of cardiovascular mortality in the
United States, it is caused even more by the increase in
mortality from a large number of less important causes
that decreased in France and Japan. While the greater
tobacco consumption of US females is a good candi-
date for explaining the first part of the divergence, the
reversal of trends in cigarette consumption did not stop
the divergence at all. The latter is probably more driven
by general public health problems of the US female
elderly that are better faced in France and Japan (Meslé
and Vallin 2006).

Mortality at Very Old Ages (80 and Above)

Mortality at very old ages is examined here only for
three countries: France, Japan, and the United States.
This is because the role that mortality at this age plays
in life expectancy at birth is less in Chile and even more
so in Russia, but also because measurement of mor-
tality beyond age 80 requires great accuracy in data:
countries must have birth registration of high quality
for at least one century. Even for the United States, it is
not clear if this requirement is fully fulfilled. The treat-
ment of this last age group here also differs from that
of the previous ones: because the probability of death
after 80 is necessarily 100%, life expectancy at 80 is
used to follow total mortality trajectories (Fig. 2.32).

It is even clearer than for the previous age group that
progress began rather recently. While life expectancy

at birth started to increase in most MDCs early in the
nineteenth century, or even after the mid-eighteenth
century, life expectancy at age 80 did not change at
all until WWII for males in France. The starting point
seems to have been earlier in the United States and in
Japan as well, but in both cases, the data are not good
enough to ensure that it is not simply an artifact. A
starting point around 1930 is more reliable for French
females. In any case, for the three countries, espe-
cially for females, the achievements of the most recent
decades are spectacular. In particular, in Japan, life
expectancy at 80 doubled within the last 30 years, from
5.7 years in 1976 to 11.3 in 2006. Here again, however,
the US trajectory started to diverge strongly from the
Japanese one, but more recently than for mortality at
ages 65–79 (from about 1995, instead of 1980). The
divergence with France seems less clear in Fig. 2.32,
but it is due to the small peak of mortality in France
caused by the heat wave of 2003. The reasons for that
divergence are obviously the same as those mentioned
above for ages 65–79.

Let us note here more generally the overwhelm-
ing role played by cardiovascular mortality fall in
the progress achieved since 1950 (Fig. 2.33). At least
up to the 1980s, this group of causes was far more
important than others. In 1950, in France and Japan,
mortality from cardiovascular diseases was more than
double that of the second highest cause (respiratory
diseases for France, and, at the same level, digestive
diseases, respiratory diseases, and other diseases, for
Japan). In the United States, the gap was even greater:
eight times higher than the second killer, cancers. In
spite of its rapid decline, especially after the 1970s,
the relative position of cardiovascular mortality today
is not radically different across the countries. In all
three countries, circulatory disease mortality is now
not far from twice as high as mortality from the sec-
ond cause of death. The reason is that after about the
1980s the second major cause was either stagnating
(like respiratory diseases in Japan) or increasing (like
“other causes” in France and in the United States).
Nevertheless, nowhere is the timing of a crossover eas-
ily predictable. In France and the United States it will
depend a lot on trends in the “other diseases,” which
are quite uncertain, while in Japan, the last half-decade
has been more or less characterized by a stabilization
of cardiovascular mortality and the stagnation of all
groups of causes.
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Fig. 2.32 Trends in life expectancy at age 80 in France, Japan, and the United States. Sources: Vallin and Meslé (2001a) updated,
for France; HMD for Japan and the United States
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the prominent role of circulatory diseases in all three coun-
tries, whatever the trends. Source: WHO Mortality Database for
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Conclusion

During the first stage of the health transition (reduc-
tion of infectious diseases), infant and child mortality
was the main driver of the increase in life expectancy
at birth; change at adult ages became more impor-
tant in the second stage (control of man-made diseases
and the cardiovascular revolution). Most LDCs have
still to achieve the first stage by fighting against infec-
tious diseases mainly at young ages. Some of them,
however, like Chile, are almost at the end of the sec-
ond one. In those countries that are ending the second
stage, differing adult ages were involved in it in differ-
ing ways and, more recently, oldest ages even became
the field for a possible third stage (control of aging
processes).

More precisely, the adult ages have exhibited het-
erogeneous mortality trends and have played different
roles according to life-cycle phases. A main distinc-
tion can be made between young adult ages and
older ones. Below age 45, once the major role of
infectious diseases was reduced (in particular mater-
nal mortality), adult mortality was most sensitive to
the negative impact of societal changes that produce
what Abdel Omran called man-made diseases (traf-
fic and work accidents, suicide, homicide, tobacco
consumption, and alcohol abuse). Males were much
more affected than females by these causes. The
younger adult age groups (15–24 and 25–44) benefited
a lot from the control of man-made diseases in coun-
tries that were successful in the second stage of the
health transition (Western Europe, Northern America,
Japan, and most advanced LDCs), while they suffered
significantly from the increase of these diseases in
Central Europe and even more in the former Soviet
Union.

Ages 45–64 were the great beneficiaries of the
cardiovascular revolution. Once again the greatest
progress from circulatory disease reduction was made
by Western countries, while the former Soviet world
suffered from its increase. At these ages, the suc-
cess was so great that circulatory disease mortality
is no longer the first cause of death in countries
like France and Japan. In those two countries, can-
cer became the most important cause of death in this
age group, even though its level today is not higher
than in 1950. This is also true in the United States for
females.

The oldest ages (over 65), and especially the very
old ones, seem to be engaged in a new stage of
mortality improvement, based on the control of many
different causes of death specific to elderly people.
This phase is rather obvious in countries like France
and Japan but not yet in the United States. This new
divergence probably paves the way for a third stage
of the health transition. Taking in account the extreme
diversity prevailing among LDCs, it is not impossi-
ble that some of the most advanced ones also enter
such a third stage, before the lagging MDCs. Like
Japan joined MDCs and entered the second stage,
Chile, Mexico, Taiwan, or Korea are now close to be
candidate for entering the third one.
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Chapter 3

Adult Mortality in Europe

Marc Luy, Christian Wegner, and Wolfgang Lutz

Introduction

Europe has richer demographic data than other world
regions both in terms of the populations and subpop-
ulations covered and in terms of the time lengths for
which these data are available. Many European coun-
tries have long had their current borders and have
well-established statistical registers with comprehen-
sive and detailed data on their populations. There are
exceptions, however, in Central and Eastern Europe
due both to more recent political changes and to less
well-developed statistical systems.

For this chapter we defined Europe as com-
prising all the member countries of the Council
of Europe. These include the 27 members of
the European Union (EU-27)—Austria, Belgium,
Bulgaria, Cyprus, Czech Republic, Denmark, Estonia,
Finland, France, Germany, Greece, Hungary, Ireland,
Italy, Latvia, Lithuania, Luxembourg, Malta, the
Netherlands, Poland, Portugal, Romania, Sweden,
Slovenia, Slovakia, Spain, and the United Kingdom
(UK)—and the three EU candidate countries—
Croatia, Turkey, and the former Yugoslav Republic
of Macedonia—as well as Albania, Andorra,
Armenia, Azerbaijan, Bosnia and Herzegovina,
Georgia, Iceland, Liechtenstein, Moldova, Monaco,
Montenegro, Norway, Russian Federation, San
Marino, Serbia, Switzerland, and Ukraine. For com-
pleteness we also include Belarus, although it is

M. Luy (�)
Vienna Institute of Demography, Austrian Academy of
Sciences, Wohllebengasse 12-14,
1040 Vienna, Austria
e-mail: mail@marcluy.eu

currently not a member of the Council of Europe.
For Germany, the eastern and the western part are
listed separately, and for the UK, the distinctions
among England and Wales, Scotland, and Northern
Ireland are maintained. Serbia and Montenegro have
been combined into one geographical unit. Hence, the
following analysis and description of adult mortality
trends in Europe comprises 50 countries in total.

For the presentation of adult mortality trends
in Europe we examine life expectancy at age 15
separately for women and men throughout the
chapter. The data on which the analyses are based
were collected from different sources with the aim
of reconstructing complete country-specific time
series. Whenever possible, we used age-specific death
rates for single years of age and single calendar
years to construct life tables by means of standard
demographic methodology. In some cases it was
possible to get data on life expectancy directly
only from data sources that did not provide age-
specific mortality rates. In cases where multiple data
sources were available for a given year, we chose the
information in the following order of priority: the
Human Mortality Database (www.mortality.org), the
Human Life Table Database (www.lifetable.de),
the Eurostat Population Database (http://epp.
eurostat.ec.europa.eu/portal/page/portal/population/
data/database), the World Health Organization
(WHO) Mortality Database (http://www.who.int/
healthinfo/morttables), and the database of the “length
of life” project (www.lengthoflife.org). Data on causes
of death stem exclusively from the WHO Database.
Generally, statistics on adult mortality can be consid-
ered reliable in most European countries. According
to the “technical report” section in 2006 UN World
Population Prospects, the direct calculation of sex- and

49R.G. Rogers, E.M. Crimmins (eds.), International Handbook of Adult Mortality, International Handbooks
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age-specific death rates was possible for the majority
of countries. Exceptions are Albania, Azerbaijan,
Bosnia and Herzegovina, Estonia, Georgia, Lithuania,
Macedonia, Moldova, and Ukraine, where some—
mainly minor—adjustments in registered data for
adult mortality were necessary, as well as Turkey,
where model life tables were used to estimate the age
pattern of adult mortality (see United Nations 2008).

We tried to trace the trends of adult mortality in
Europe from 1950 to the present. For most coun-
tries we were able to get data for the whole period.
However, for some countries the time series starts later,
either because data are not available or because the
country’s current borders were constituted later than
1950. This is true for the former Yugoslavian coun-
tries and for countries from the former Soviet Union.
For other countries we had data only for some spe-
cific calendar years within the period. These countries
included Turkey, Monaco, and Andorra. In addition,
the last year for which data are available varies from
country to country. For most countries we have data
until 2006 or 2007, but in some countries the latest
estimate is earlier: 2004 (Albania), 2001 (Georgia), or
2000 (Bosnia and Herzegovina). We present the trends
of adult mortality in Europe either in time series or
for the three 5-year periods of 1961–1965, 1981–1985,
and 2001–2005. The decision to present results for
these three periods was based on the fact that data were
available for most of the countries and that these peri-
ods approximately reflect the periods of changes in the
basic trends in European adult mortality.

Our overview refers to units defined by the borders
of national states. This is far from ideal for the obser-
vation of geographical variations in mortality. While
each state has its own policies and some consistency in
health regulations and behaviors, national borders can
easily mask internal differentials within countries, as
Caselli and Vallin (2006) have shown for Italy and the
Baltic states. Heterogeneity is common within coun-
tries, and with finer territorial division, this heterogene-
ity could be observed. However, because of the large
number of countries in Europe and the marked differ-
ences between them, further subdivision into smaller
regional units is not possible for this general overview.
More detailed regional mortality differences have been
elaborated and are available for many European coun-
tries, for example, France (Caselli and Vallin 2006),
Great Britain (Anson 1993; Dorling 1997), Italy (Barbi
and Caselli 2003; Caselli and Vallin 2006; Caselli

et al. 2003; Divino et al. 2009), Belgium (Anson 2003;
Caselli and Egidi 1981; Van Oyen et al. 1996), Finland
(Koskinen 1995; Saarela and Finnäs 2006), Germany
(Luy and Caselli 2007; Paul 1992; Sommer 1998), the
Netherlands (Spijker 2004), Switzerland (Kohli 2005),
Russia (Vallin et al. 2005), the Czech Republic (Spijker
2004), and the Baltic states (Caselli and Vallin 2006),
among others. Overviews of regional mortality differ-
ences for a larger number of European countries can
be found in Van Poppel (1981), Shaw et al. (2000),
Valkonen (2001), and Cayotte and Buchow (2009), as
well as in several atlases of overall or cancer mor-
tality in Europe (Boyle and Smans 2009; European
Commission 2002, 2008; Smans et al. 1992; World
Health Organization 1997; Zatonski et al. 1996).

Even using regional division based on national
borders provides a challenging management task.
Therefore, only the first two sections on trends in life
expectancy at age 15 cover (essentially) all Council of
Europe member states and Belarus. The sections on
trends in age- and cause-specific mortality are limited
to a selection of countries representing the European
regions. Trends in overall and age-, sex-, and cause-
specific mortality as well as in differential mortality
in Europe have already been analyzed extensively on
behalf of the European Council by Vallin et al. (2001).
In this chapter we refer to this major overview of mor-
tality trends in Europe, complemented by more recent
data. We have also extended the analysis by illustrat-
ing mortality differences between European countries
using recently developed mortality measures, includ-
ing “length of life inequality” and “tempo-adjusted”
life expectancy. Trends between the periods 1961–
1965, 1981–1985, and 2001–2005 were decomposed
by sex, age, and causes of the death using the method
proposed by Andreev et al. (2002). The results for
tempo-adjusted life expectancy at age 15 for the period
2001–2005 in the final section of this chapter were esti-
mated using the method proposed by Bongaarts and
Feeney (2002) and include only those 34 European
countries for which the necessary data were available.

A number of the countries included in this overview
achieved independent statehood very recently. This is
true for Bosnia and Herzegovina, Croatia, Macedonia,
Serbia and Montenegro, and Slovenia, all parts
of the former Yugoslavia; it is also true for the
Czech Republic and Slovakia as parts of the for-
mer Czechoslovakia, as well as Armenia, Azerbaijan,
Estonia, Georgia, Latvia, Lithuania, Moldova, the
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Russian Federation, and Ukraine as parts of the former
Soviet Union. Mortality in periods before indepen-
dence for these states is represented by the aver-
age mortality for their former country, as mortality
statistics have not yet been reconstructed for today’s
borders.

General Trends and Regional Disparities
in Adult Mortality in Europe

During the second half of the twentieth century, trends
in adult mortality became the driving force in changes
of overall life expectancy in Europe. Before 1950
increases in life expectancy at birth were mainly due
to reductions in infant and child mortality and mor-
tality from infectious diseases. This reduction resulted
from Pasteur’s discoveries at the end of the nineteenth
century, amplified by the spread of vaccines, the devel-
opment of sulfonamide drugs between the two world
wars, and the development of antibiotic treatment dur-
ing World War II (for more details, see Cutler et al.
2006; Vallin and Meslé 2001). At the beginning of
the 1960s, the benefits of further declines in infant
mortality and infectious disease mortality were largely
exhausted and the main causes of death became car-
diovascular diseases and cancer. Since then, further
progress in life expectancy at birth as well as at age 15
is mainly due to reductions in behavior-related causes
of death (those resulting from smoking, alcohol abuse,
and traffic accidents), cardiovascular diseases, and
some forms of cancer at ages over 60 years (i.e., the
second phase of the “health transition;” see Meslé and
Vallin 2006). While these improvements have occurred
in most Western European and, with a delay of approx-
imately two decades, also in most Central European
countries, the trend was quite different in the countries
of Eastern Europe. In some of these countries, mor-
tality related to certain social ills, such as alcoholism
or violent deaths, has increased while health services
have deteriorated. This led to an increase in mortality
from causes of death that previously had been rela-
tively well controlled (Meslé 1991, 2004; Meslé et al.
1998). As a consequence of these trends, current levels
and past trends of adult mortality in Europe result in
three country clusters: Western Europe, with the most
favorable health situation; Eastern Europe, with the

least favorable health conditions; and Central Europe,
which falls between Eastern and Western Europe.

During the 1950s and 1960s, male life expectancy
at age 15 remained more or less constant at the level
reached shortly after WWII, or lower, in practically
all European countries. But in the late 1960s and
early 1970s trends began to differentiate along the
lines described above. In the countries belonging to
Western Europe life expectancy started to increase
and has done so until the present, whereas among
the former Communist states of Eastern and Central
Europe it increased more slowly, remained constant,
or started to decline. The latter include the countries
of the Warsaw pact (Bulgaria, Czechoslovakia, the
German Democratic Republic alias “East Germany”,
Hungary, Poland, Romania, and the USSR), along with
Yugoslavia and Albania, which were not aligned with
the Soviet Union after 1948 and 1960, respectively.
Trends in Central and Eastern Europe changed dur-
ing the mid-1980s. Since then, life expectancy has
been increasing in practically all countries of Central
Europe at rates parallel to or even stronger than the
trends in Western Europe. On the other hand, the
Eastern European populations experienced a marked
increase and decrease of life expectancy linked to
Gorbachev’s anti-alcohol campaign and its subsequent
failure. However, from today’s perspective the two
upward trends in the mid-1980s and mid-1990s seem
merely short-term interruptions in an overall decline in
life expectancy from the 1960s to the second half of
the 1990s or the first years of the twenty-first century,
as will be shown in more detail in the next section.

The upper panels of Figs. 3.1, 3.2, and 3.3
show maps of adult male life expectancy among
European countries. Figure 3.1 displays the current
life expectancy at age 15 for the years 2001–2005.
The countries are grouped according to the level of
life expectancy, classified in standard deviation units
around the mean of all single values. The precise
estimates of country-specific life expectancy at age
15 and the two-letter abbreviations for the countries
can be found in Table 3.3 in the appendix to this
chapter. The graph elucidates Europe’s trisection of
mortality, with the highest levels of life expectancy in
the Western European countries. Among these, only
Portugal and Scotland do not fall into the lowest mor-
tality category, in which life expectancy at age 15 is
higher than 60.44 years. The Eastern European coun-
tries belonging to the former Soviet Union—except
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A. Males 

B. Females 

Fig. 3.1 Life expectancy at age 15 by country in Europe, 2001–2005



3 Adult Mortality in Europe 53

A. Males

B. Females

Fig. 3.2 Life expectancy at age 15 by country in Europe in 1961–1965 and changes between 1961–1965 and 1981–1985
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A. Males

B. Females

Fig. 3.3 Male life expectancy at age 15 by country in Europe in 1981–1985 and changes between 1981–1985 and 2001–2005
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the Caucasus countries Armenia, Azerbaijan, and
Georgia—represent the other extreme, with the low-
est life expectancy at age 15, ranging from 45.11 years
in the Russian Federation to 51.91 years in Lithuania.
These two regions of countries with highest and lowest
male life expectancy are separated by a band of central
Eastern European countries, former Yugoslavia, the
eastern Mediterranean, and the Caucasus. Figure 3.1a
gives the impression that the Baltic countries Estonia,
Latvia, and Lithuania exhibit male mortality levels
similar to those of some Central European countries
like Bulgaria, Hungary, and Romania. However, the
precise estimates reveal that life expectancy in the
latter lies close to the upper border of the correspond-
ing class, with 55.22, 54.22, and 54.62 years, respec-
tively, whereas life expectancy in the Baltic states is
between 51.51 and 51.91 years and thus lies close to
the lower border (see Table 3.3). The seemingly better
health conditions in the Caucasian republics Armenia,
Azerbaijan, and Georgia must be viewed with caution
because of the known underestimation of mortality
there (see Caselli and Vallin 2006).

Figures 3.2a and 3.3a summarize the country-
specific levels of life expectancy at age 15 for men
in the periods 1961–1965 and 1981–1985 and illus-
trate the trends between 1961–1965 and 1981–1985
and between 1981–1985 and 2001–2005, respectively.
Figure 3.2a shows that male life expectancy at age 15
did not have a clear geographical pattern of variation
in the years 1961–1965. The highest levels occurred
in the Nordic countries Denmark, Iceland, Norway,
and Sweden as well as in the Netherlands and Greece;
the lowest, in Finland, Russia, and Turkey. In the
first half of the 1960s the populations of western and
Communist societies did not divide by level of mor-
tality. However, a separation clearly occurred after the
changes in life expectancy between 1961–1965 and
1981–1985, as is graphically displayed by the cir-
cles in the center of each country in Fig. 3.2a. White
circles reflect increasing life expectancy and black cir-
cles reflect decreasing life expectancy, while the size of
the circles reflects the absolute amount of the changes.
With the exception of Denmark, all Western European
countries exhibited increasing life expectancy between
the 1960s and the 1980s. On the other hand, all
Communist countries, except Albania, experienced
decreasing life expectancy. The other white circles in
Central and Eastern Europe are difficult to interpret
because we lack data for these regions using today’s

national borders—Serbia and Montenegro, Armenia,
Azerbaijan, and Georgia are assigned to the prevail-
ing life expectancies of Yugoslavia and the Soviet
Union for one or both periods. Large improvements
occurred among Turkish men. Note, however, that
the underlying estimates of life expectancy are based
on indirect estimates and refer to calendar years out-
side the two periods displayed (see Table 3.3 in the
appendix).

Figure 3.3a reveals that European male mortality
in the first half of the 1980s was characterized by a
separation between Eastern and Western Europe, with
the frontier between higher and lower life expectancy
along the eastern borders of Finland, West Germany,
Austria, and Italy. This subdivision of Europe into
a western side with favorable and an eastern side
with unfavorable health conditions became a domi-
nant topic in European research on health and mortality
(see, e.g., Bobak and Marmot 1996; Bobak et al.
2002; Meslé and Vallin 2002; Velkova et al. 1997;
and the compilation of papers in Hertzman et al.
1996). The life expectancy of Finland and France
already exceeded by more than 1 year that of several
Central European countries—Bulgaria, East Germany,
Romania, and Yugoslavia—that fall in the same life
expectancy class in Fig. 3.3a (see Table 3.3 in the
appendix). Inside the eastern half of Europe, Greece
and Cyprus are exceptions in that they belonged to
the western part of Europe both politically and by
mortality level. The trends between 1981–1985 and
2001–2005 show that today’s trisection arose during
these years. Among the Eastern and Central European
countries, the trends in life expectancy were more
favorable among countries closer to Western Europe.
Eastern Germany, the Czech Republic, and Slovenia
exhibited the largest progress, with increases similar
to those in most Western European countries, fol-
lowed by Poland, Slovakia, Hungary, and Croatia.
On the other hand, men from Russia, Lithuania,
Belarus, Ukraine, Moldova, Bosnia and Herzegovina,
Romania, and Bulgaria experienced further declines in
life expectancy at age 15, the largest of more than 4
years in Russia and Belarus.

The trends among women differ from those among
men, although they are described by basically the
same trisection in levels and change in adult mor-
tality. In Western European countries, female life
expectancy rose from 1950 and only briefly stalled
in some countries during the first half of the 1960s.
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In most Central European countries, life expectancy
was slightly lower than in Western European countries
at the beginning of the 1950s, and the stall extended
over the whole of the 1960s, in some countries
even through the mid-1990s. Thus, since the 1970s,
female life expectancy in Central European countries
has been below the corresponding level for Western
European women. Only Albania, Eastern Germany,
and Slovenia could recently reach the lowest levels
of Western European countries. On the other hand,
women from Eastern Europe exhibited life expectancy
as high as women from Western European countries
until the early and mid-1970s. During most years of the
1960s, Belarus had the highest female life expectancy
among all European countries. (Note, however, that the
Human Mortality Database warns that for 1959–1969
Belarusian data is of poor quality and life expectancy
may be overestimated.) During the 1980s and 1990s,
however, Eastern European women showed trends of
decreasing life expectancy similar to those for their
male counterparts but less marked by fluctuations. In
the most recent periods, the separation between Central
and Eastern European countries is not as clear among
women as among men, since the Baltic countries
Estonia, Lithuania, and Latvia as well as Armenia have
a higher life expectancy than some Central European
countries like Serbia and Montenegro, Macedonia,
Bulgaria, Hungary, and Romania. The latter coun-
tries either had the lowest life expectancy levels of
all Europe until the 1980s (former Yugoslavia) or had
stagnant life expectancy until the 1990s (Bulgaria,
Hungary, Romania).

The basic patterns of these trends in female adult
mortality in Europe are shown in the maps in the
lower panels of Figs. 3.1, 3.2, and 3.3. Figure 3.1
shows that current levels of female life expectancy
at age 15 in the period 2001–2005 are very sim-
ilar to the situation among males (Fig. 3.1a). The
main difference from men is that the absolute differ-
entials across countries are smaller, as can be seen
in the number of classes of life-expectancy levels
in Figs. 3.1a, b and in the corresponding values in
Table 3.4 in the appendix to this chapter. Sex differ-
ences in the regional pattern of life expectancy occur
in eastern Germany, which already is integrated into
the high-life-expectancy pattern of Western Europe
among females, and Portugal, which, compared to
the other countries, exhibits better health conditions
among women than among men. Negative outliers

Denmark, Ireland, and Northern Ireland exhibit unfa-
vorable health conditions for women, as does Scotland,
which has a similar unfavorable picture among both
women and men.

Figure 3.2b reveals that in the period 1961–1965
the regional pattern of female adult mortality in
Europe differed markedly from that among males. The
map illustrates the unfavorable health situation in the
southern part of Central Europe, especially Turkey.
While the pattern of adult mortality levels in Western
Europe is similar for both women and men, Lithuania,
Ukraine, and particularly Belarus exhibited very favor-
able health conditions during the early 1960s. Whereas
among men, almost all Central and Eastern European
countries exhibited declines in life expectancy at age
15 between 1961–1965 and 1981–1985 (see Fig. 3.2a),
only in Russia, Latvia, Belarus, and Ukraine did
women experience similar negative trends, and they
did so to a lesser extent than did men. (For Moldova
no data were available for 1961–1965.) Among the
other countries, the increases in life expectancy were
smaller in Central Europe than in Western Europe.
As a consequence, the separation in mortality lev-
els between Western European countries and Central
and Eastern European countries was clearer among
women in the early 1980s (see Fig. 3.3b for women
and Fig. 3.3a for men). The trends between the peri-
ods 1981–1985 and 2001–2005 show that most Central
European countries, particularly eastern Germany and
Slovenia and the Baltic countries, exhibited increases
in female life expectancy comparable to or even larger
than their Western European counterparts, whereas life
expectancy at age 15 stagnated or further declined
among women in other Eastern European countries.
These trends led to the same trisection in current adult
mortality levels in Europe among women and men (see
Fig. 3.1a, b).

Country-Specific Levels and Trends
of Adult Mortality in Europe

The graphs presented in the previous section show
that the levels and trends of adult mortality vary con-
siderably inside the three main regions of Eastern,
Western, and Central Europe. Figure 3.4 provides a
detailed picture of the trends in life expectancy at age
15 for each country since 1950, excluding the states
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Fig. 3.4 Trends in male (left panel) and female (right panel) life expectancy at age 15 in European countries since 1950

with fewer than 250,000 inhabitants in January 2008,
i.e., Andorra, Liechtenstein, Monaco, and San Marino.
(Data for these countries, even though of questionable
reliability, are included in Tables 3.3 and 3.4 in the
appendix.) To display and describe the country-specific
trends in adult mortality, we grouped the countries
geographically into the following eight regions of
Europe (adopted from Vallin and Meslé 2001):

• Northern Europe: Denmark, Finland, Iceland,
Norway, and Sweden;

• Central Western Europe: Austria, East (later
eastern) Germany, West (later western) Germany,
Luxembourg, and Switzerland;

• Northwestern Europe: Belgium, England and
Wales, France, Ireland, the Netherlands, Northern
Ireland, and Scotland;
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Fig. 3.4 (continued)

• Southern Europe: Greece, Italy, Malta, Portugal,
and Spain;

• Central Eastern Europe: Bulgaria, Czech Republic,
Hungary, Poland, Romania, and Slovakia;

• European part of the Commonwealth of
Independent States (CIS) and Baltic countries:
Belarus, Estonia, Latvia, Lithuania, Moldova,
Russia, and Ukraine;

• Albania and former Yugoslavia: Albania, Bosnia
and Herzegovina, Croatia, Macedonia (TFYR),
Serbia and Montenegro, Slovenia, and Yugoslavia;

• Eastern Mediterranean and Caucasus: Armenia,
Azerbaijan, Cyprus, Georgia, and Turkey.

Interruptions in the availability of annual data are
marked by dotted lines between the calendar years for
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which life expectancy at age 15 could be calculated
or was available (Albania, Bosnia and Herzegovina,
Cyprus, Poland, Slovenia, and Turkey). Figure 3.4
reveals that the country-specific variation of trends
in life expectancy does not allow further geographi-
cal clustering of homogeneous mortality patterns than
the basic separation between Eastern, Western, and
Central Europe. The only exception is the region
formed by the CIS and Baltic countries, where the
trends appear to be almost perfectly parallel among
both women and men, including the long-lasting mor-
tality crises after 1960 and the fluctuations in the
1980s and 1990s (see also Chapter 4 by Murphy
and Shkolnikov and Cornia 2000). The decline in
life expectancy among the countries from the former
Soviet Union between 1960 and 1985 was noted in
the previous section. The extraordinary fluctuations in
the succeeding decade were caused by the anti-alcohol
campaign of Mikhail Gorbachev in 1985, which led
to a sharp rise in life expectancy between 1985 and
1987. But the relaxation of the measures caused a very
quick relapse in the late 1980s. This trend of decreas-
ing life expectancy then continued under the shock
of the break-up of the Soviet Union and the diffi-
cult transition to a market economy. In each of the
CIS countries, the low point was reached in 1994 or
1995. Since then there has been a recovery in Belarus,
Estonia, Latvia, and Moldova, whereas in Lithuania,
Russia, and Ukraine life expectancy decreased again in
the late 1990s and in the first years of the twenty-first
century. Noticeable is the special case of Moldovan
women, whose life expectancy is lower than that for
women in the other countries of the former Soviet
Union. On the other hand, Moldovan men show less
excess mortality than most other men from the former
Soviet Union. This, however, is not the result of a better
position for the men but is rather due to an exception-
ally unfavorable position for the women (Vallin and
Meslé 2001).

Some of the countries from central Eastern Europe
show a general trend similar to that of the CIS and
Baltic countries, although without the marked fluc-
tuations in the 1980s and 1990s. Among men, the
Czech Republic stands apart because life expectancy
at age 15 rose more than in the other countries after
the early 1980s. Aside from the Czech Republic, the
other countries show similar trends, with decreas-
ing life expectancy during the 1960s, 1970s, and
1980s. However, the level of mortality varied, with

Bulgaria having the highest and Hungary the lowest
life expectancy. The increase in life expectancy started
latest in Bulgaria, which has the second lowest life
expectancy in Central Eastern Europe today. Among
women, Poland and Slovakia show trends very similar
to those in the Czech Republic. Since the early 1990s,
Hungary and Romania, as well as Bulgaria, have fallen
behind. Thus, the end of the Communist system has
not solved the major health crises in all Central Eastern
European countries, which may reflect variation in how
the transition to a market economy takes place (see
Vallin and Meslé 2001). Since around 1995, all Central
Eastern European countries have shown similar trends
of increasing life expectancy for both women and men.

The male populations from the former Communist
Balkan states show the typical Central European
trends in adult mortality until the beginning of the
1990s. From 1950 to 1960, life expectancy increased
sharply and remained almost constant thereafter. While
Albania seems to have a steady and slightly increas-
ing life expectancy, the countries of former Yugoslavia
show diverse trends beginning in the 1980s. In the
most recent period Slovenia has experienced the most
favorable changes in mortality and exhibited the high-
est life expectancy within this group, after having
had the lowest life expectancy until the mid-1980s.
On the other hand, Bosnia and Herzegovina seem
to have the most unfavorable trend, with decreas-
ing life expectancy, whereas Serbia and Montenegro,
Macedonia, and Croatia are in between. The lat-
ter recovered recently after exhibiting the lowest life
expectancy level until the year 2000. The situation
among women is similar to that of men; however, the
increases in life expectancy did not stall during the
1960s, 1970s, and 1980s for women, nor did their life
expectancy in Slovenia and Croatia fall below the level
in other countries.

In the eastern Mediterranean, the area with most
data quality issues, Turkey has the lowest level
of life expectancy but has also experienced rapid
increase. Note, however, that information on Turkish
life expectancy at age 15 was available for only three
calendar years. Cyprus, on the other hand, shows
very favorable mortality levels, comparable to those
of Greece, which is assigned to Southern Europe.
The Caucasus states exhibit very different mortal-
ity trends. Most marked is the tremendous fall of
Armenian life expectancy in 1988, which was related
to a strong earthquake in December of that year. The
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earthquake caused more than 25,000 deaths, leading
life expectancy at age 15 to drop by more than 6
years among men and more than 10 years among
women. Mortality trends in Azerbaijan and Georgia
fluctuate like those in the CIS and Baltic countries,
although more markedly among men than among
women.

The Western European countries show more homo-
geneous trends, although significant differences in the
level of life expectancy exist in each of the four sub-
regions. Among the Nordic countries, Finland and
Denmark clearly experience more unfavorable mortal-
ity trends, Finland until the mid-1970s and Denmark
after this time. From 1950 to around 1975, Finnish
women and men exhibited mortality levels closer to
those of Russians than to those of their Scandinavian
neighbors. Since then, life expectancy has increased
in Finland at a pace similar to or even stronger than
that of Sweden, Norway, and Iceland. Among women,
the difference between Finland and these countries
has vanished, whereas among males, Finland’s life
expectancy has been at the same level as Denmark’s
since the mid-1990s. Denmark’s unfavorable mortality
level as compared to the other countries of Northern
Europe is especially apparent among females. This sit-
uation emerged between 1975 and 1995, when life
expectancy in Denmark stalled while it increased in
the other Nordic countries. Sweden and Iceland still
are among the countries with the highest male life
expectancy in Europe, but their advantage relative to
the countries of Southern and Western Europe has
decreased. This is because in the Nordic countries the
stall observed elsewhere in the 1960s and early 1970s
started earlier (in the mid-1950s) and ended later (at
the end of the 1970s).

Among the Central Western European countries,
Austria, Luxembourg, and West Germany have expe-
rienced the general Western European mortality trends
since the middle of the twentieth century. The outliers
here are Switzerland and East Germany, the former
with higher life expectancy since the 1960s and the lat-
ter with lower life expectancy between the mid-1980s
and 2000. Before unification, East German women
and men exhibited mortality trends typical for most
former Communist countries in Central Europe. Since
1990, however, life expectancy has increased in eastern
Germany at the highest pace of all European countries
among both women and men. Among women, eastern

Germany reached the level of Austria, Luxembourg,
and western Germany around 2005, and among men
the differences shrank so that they are currently quite
small. Since the mid-1960s Switzerland has retained
an advantage relative to the other central Western
European countries among both sexes, exhibiting life-
expectancy levels comparable to Sweden and Iceland.

In Northwestern Europe, men from Belgium,
Ireland, England and Wales, and Northern Ireland
experienced the typical Western European trends in
adult mortality. Only Northern Ireland fell a bit behind
during the 1970s. Here, the outliers are the Netherlands
and Scotland. During the 1950s, Dutch males had
significantly higher life expectancy than all other
Northwestern male populations. However, instead of
stalling, their life expectancy at age 15 decreased
somewhat during the 1960s, and since the 1970s has
increased at a slower pace compared to the other coun-
tries. Thus, in terms of trends in adult mortality, the
Netherlands appear to be closer to the Nordic coun-
tries. As a consequence of this trend, the Netherlands
lost the role of leader among the Northwestern
European countries in the second half of the 1990s.
Scottish males have had the lowest life expectancy
of all Northwestern European countries throughout
the period examined, accompanied by French men
during the first half of the 1950s and by men from
Northern Ireland during the 1970s. Similarly, Scottish
women show the lowest life expectancy of all female
populations from Northwestern Europe. Women from
the Netherlands lost their leading role in the 1980s;
since then, French women have taken over as lead-
ers in life expectancy, ranking now among the female
populations with the highest life expectancy in Europe.
For women from Ireland and Northern Ireland, the
unfavorable health situation depicted in Fig. 3.1b in the
previous section was due to low life-expectancy levels
in the first years of the twenty-first century. Between
2003 and 2007, however, female life expectancy rose
sharply in Ireland and Northern Ireland and reached
the levels of England and Wales and the Netherlands.

Among Western European countries, those in
Southern Europe showed the shortest stall in life
expectancy during the 1960s. Greece exhibits mortality
trends similar to those of the Netherlands, and Spain
shows trends comparable to those of France. Greek
women and men had the highest life expectancy in
Southern Europe from the mid-1950s to the mid-1990s
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(men) respective mid-1970s (women) when they were
overtaken by Italy and Spain, and also by Malta for
men. Malta is an outlier among all Western European
countries, since its life expectancy stalled until the
early 1980s. On the other hand, during the 1980s,
Maltese women experienced the highest increase in life
expectancy among all European countries. Portugal is
a negative outlier, exhibiting significantly lower life
expectancy than the other Southern European coun-
tries for both sexes. Among women, however, Malta
had a lower life expectancy than Portugal until the late
1980s, and has had a similar level of life expectancy
in recent years. Today, Italian and Spanish women and
Italian men are among the populations with the highest
life expectancy in Europe.

Trends in Age-Specific Adult Mortality
in Europe

The trends in overall adult mortality in Europe are
accompanied by general trends in age-specific mortal-
ity in Eastern, Western, and Central Europe. We chose
three representative countries for the three European
mortality regions: Italy for Western Europe, the Czech
Republic for Central Europe, and Russia for Eastern
Europe. Figures 3.5 and 3.6 relate, for each of these
countries, age-specific death rates at ages 15–100 for
1981–1985 to values for 1961–1965, and for 2001–
2005 to 1981–1985 (all values calculated as averages
over the corresponding five calendar years). Among
Italian men, mortality was reduced in each adult age
group in both periods. But the age range of maxi-
mum relative improvement shifted from ages 25–45 for
1961–1965 to 1981–1985 (Fig. 3.5a) to ages 40–75 for
1981–1985 to 2001–2005 (Fig. 3.6a). In both cases the
death rates were reduced up to 40%.

Among Italian women, the changes between
the early 1960s and the early 1980s were similar
(Fig. 3.5b), although the relative improvements were
larger than among men at all ages. Between 1981–
1985 and 2001–2005 the age-specific improvements
in female mortality in Italy were more homogeneous,
with reductions in death rates of 30–40% at most
ages (Fig. 3.6b). Trends for Russian men were
the opposite of those for Italian men, as mortality

increased at almost all ages between 1961–1965 and
1981–1985 (Fig. 3.5a) as well as between 1981–1985
and 2001–2005 (Fig. 3.6b). Striking is the fact that
the maximum increases of mortality occurred in
the younger and middle adult ages, up to 60% in
both periods. For women this is true only for the
changes between the early 1980s and 2001–2005
(Fig. 3.6b). Between the early 1960s and 1981–1985,
female mortality in Russia increased only at ages
50 and above, whereas mortality in the younger
adult ages decreased (Fig. 3.5b). For both sexes the
Czech Republic illustrates the shift from the Eastern
European pattern of change between 1961–1965 and
1981–1985 (Fig. 3.5), to the Western European change
pattern between 1981–1985 and 2001–2005 (Fig. 3.6).
However, the changes between the early 1960s and
the early 1980s were more favorable than in Russia.
This holds especially for women, for whom mortality
increased at only a few ages. At most ages mortality
remained more or less unchanged. On the other hand,
the improvements between 1981–1985 and 2001–2005
were similar to those in Italy. Among Czech men,
the improvements between ages 40 and 75 were less
marked than among men from Italy.

Most of the negative (and some of the positive)
deviations from the typical regional patterns of mortal-
ity levels and trends described in the previous section
can be explained—at least in part—by behavioral fac-
tors (data on these outliers are not shown here but
can be found in Vallin and Meslé 2001). Danish men
experienced improvements only at ages below 35,
whereas almost no changes occurred at higher ages.
Among Danish women, the situation is slightly more
favorable, with mortality decreases among all adult
ages between 1950 and the mid-1960s. Between 1965
and 1980, improvements occurred only at ages 65
and above, but even at these ages no further improve-
ments occurred until the mid-1990s. It seems that it
is no coincidence that mortality attributable to smok-
ing is much higher among Danish women and men
than in all other Scandinavian countries (see Peto
et al. 2006). Portuguese and Greek men are among
the few European male populations that show no
recent decrease in lung cancer mortality (Didkowska
et al. 2005). On the other hand, French women show
large improvements in adult mortality over the whole
period, as do Italian women. The largest gains rel-
ative to other low-mortality countries of Western
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Fig. 3.5 Ratios of death rates from ages 15 to 100 for 1981–1985 to the values for 1961–1965 in Italy, the Czech Republic, and the
Russian Federation

Europe occurred in the higher adult ages. Compared to
other Western European populations, smoking-related
deaths are much lower among French women and
began to contribute to overall mortality much later,
as is also true for women from Switzerland, who
have similar favorable health conditions. Mortality of
French men was marked by a strong resistance to mor-
tality decline at around age 20, especially between
the early 1960s and the beginning of the 1980s. In
1980, as a result of road accidents, French men at age
20 had lost all the benefits gained from the decline

in infectious diseases since the war. But also for
French men in the middle adult age groups, progress
was mixed. Among all EU-15 countries (EU member
states until 2003), France has the highest percentage
of heavy alcohol drinkers, and it is characterized by
a high alcohol-related premature mortality (see Khlat
and Darmon 2003). In fact, alcohol-related mortal-
ity is generally viewed as a significant determinant of
adult mortality throughout Europe (Britton et al. 2003;
Kuntsche et al. 2009; Ramstedt 2002; Rehm et al.
2009).
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Length of Life Inequality

Recently, Smits and Monden (2009) suggested an
indicator called “length of life inequality” (LLI) and
applied it to most countries of the world using a new
database (the “length of life database”) of over 9,000
life tables covering over two centuries. The LLI is
designed to measure the inequality in the age distribu-
tion of life table deaths after age 15 and thus provides

an alternative look at the changing pattern of age-
specific mortality trends. The basic idea behind the
LLI is that when deaths are the more equally dis-
tributed within a population, the variance of ages at
death around the average is lower, i.e., more peo-
ple die at ages close to the average age at death and
fewer deaths occur in older or younger ages (repre-
senting more or less privileged subpopulations, respec-
tively). The LLI is derived by computing the Gini
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coefficient over the age distribution of life table deaths.
Consequently, the higher the LLI values, the higher the
inequality of adult length of life, or expressed differ-
ently, the more unevenly deaths are distributed over
the range of ages. Generally, higher life expectancies
are related to lower values of LLI, but there is also
a wide variation of the LLI at specific levels of life

expectancy and vice versa (see Smits and Monden
2009). We used the length of life database to ana-
lyze the trends in the LLI among Eastern, Western,
and Central European countries from 1955 to 2005 or
the most recent available year. The Western European
countries for which the LLI was available are Andorra,
Austria, Belgium, Cyprus, Denmark, England and
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Wales, Finland, France, West Germany, unified
Germany, Greece, Iceland, Ireland, Italy, Luxembourg,
Malta, the Netherlands, Northern Ireland, Norway,
Portugal, Scotland, Spain, Sweden, and Switzerland.
The Central European countries include Albania,
Bosnia and Herzegovina, Bulgaria, Croatia, Czech
Republic, East Germany, Hungary, Poland, Romania,
Serbia and Montenegro, Slovakia, Slovenia, Turkey,
and Yugoslavia. Finally, Eastern Europe includes
Armenia, Azerbaijan, Belarus, Estonia, Georgia,
Latvia, Lithuania, Moldova, Russia, Ukraine, and the
USSR.

Figure 3.7 shows the LLI for each available year and
each country for men (Panel A) and women (Panel B)
respectively, grouped into the basic mortality regions
of Eastern Europe (black triangles), Western Europe
(white diamonds), and Central Europe (grey circles).
The maximum and minimum values as well as the
outliers are designated by country. The graphs sum-
marize the differences in trends in age-specific mor-
tality accompanying trends in overall adult mortality.
Among men, there is no clear difference between pop-
ulations from Western and Central Europe until around
1980 (see Fig. 3.7a). In contrast, the male populations
from Eastern European countries exhibit a consider-
ably higher LLI because of the age pattern of mortality
described above (see Figs. 3.5a and 3.6a). There seems
to be an increasing trend over the whole period with
short interruptions during the 1980s and 1990s, which
coincide with the fluctuation in mortality of the pop-
ulations from the former Soviet Union. The general
LLI trend is similar among Central European men,
but with a constant rather than increasing LLI level.
Western European males, on the other hand, experi-
ence a reduction in the LLI beginning in the early
1980s. Furthermore, the differences in LLI between the
Western European countries seem to decrease rather
than to increase or remain constant. Thus, the trisec-
tion of overall adult mortality in Europe coincides
with a trisection in the LLI: low levels and decreas-
ing LLI in Western Europe, high levels and increasing
LLI in Eastern Europe, and intermediate constant or
moderately increasing LLI in Central Europe.

Basically, the same holds for the LLI trends among
European women (Fig. 3.7b). But the differences in
levels and trends are much smaller as compared to
those for men. Above all, there is no difference in the
initial level between women from Central and Eastern
Europe. Both exhibit LLIs in the area of the upper

levels of Western European women. Figure 3.7a and
3.7b reveal that, in general, those populations with
the lowest life expectancy exhibit a higher LLI. A
remarkable exception is Hungary, where both sexes
simultaneously experience the lowest life-expectancy
levels and the lowest LLI among all Central European
countries. Among women, Hungary even shows one
of the lowest LLIs of all of Europe. This indicates
that the unfavorable health situation in Hungary is
a consequence of a general trend; all ages are sim-
ilarly affected by the health crises. In contrast, in
most of Eastern and Central Europe the health crises
produce specific determinants that affect selected age
ranges.

Trends in Cause-Specific Adult Mortality
in Europe

To better understand the origins of the regional dispar-
ities in European adult mortality, one must examine
causes of death. The period covered includes four
revisions of the International Classification of Diseases
(ICD), from the seventh (in the mid-1950s) to the
tenth (since the 1990s). Different countries began using
each revision at different dates. The changes from one
revision to another create breaks in the cause-of-death
statistics that can be significant for some causes. This
makes it difficult to follow trends in some specific
causes and even in major groupings. Furthermore,
country-specific coding practices have severe impacts
on the determination of causes of death. It is well
known that cause of death statistics include a certain
degree of uncertainty (e.g., Cameron and McGoogan
1981; Eisenblätter et al. 1981, 1994; Höhn and Pollard
1991; Meslé 2006; Modelmog et al. 1992; Wunsch
2006). Even the main cause-of-death groups can be
significantly distorted by different definitions and ways
of coding. For instance, according to official German
cause-of-death statistics, 2 years after German unifi-
cation (and 1 year after applying the western German
coding rules in eastern Germany) the differences in
cancer mortality between East and West Germany in
favor of the East not only disappeared but reversed
to excess cancer mortality in eastern Germany (see
Luy 2004). Since the physiological nature of cancer
rules out any very rapid change in cancer incidence or
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mortality, such a finding can be explained only by dif-
ferent coding practices. In West Germany the detailed
coding of the “leading cause of death” was performed
by specifically trained personnel at the Statistical
Offices of the German States. In East Germany, doctors
provided cause-of-death information that was directly
entered into the official statistics (Brückner 1993). A
final issue in international comparisons of causes of
death results from the fact that the proportion of deaths
of indeterminate cause varies greatly from one country
to another.

The trends in cause-specific mortality in Europe
have already been extensively analyzed and described
by Vallin and Meslé (2001) for all European countries
for the period 1950–1995, and with concentration on
some Central and Eastern European countries by Boys
et al. (1991), Shkolnikov et al. (1996a, b), and Meslé
(2004). Since the decade between 1995 and 2005 did
not exhibit major changes or new directions in age-
and cause-specific mortality, we restrict this section
mainly to a summary of the work of Vallin and Meslé
(2001) and present only selected country-specific illus-
trations, including the most recent years up to 2005.
First, we describe general trends in the main causes of
death before connecting them directly to the specific
changes in selected countries from Eastern, Western,
and Central Europe. In most European countries, mor-
tality due to infectious diseases and diseases of the
respiratory system fell considerably after the middle
of the twentieth century. This fall was especially
marked and continuous in Southern Europe, the former
Yugoslavia, and Central Eastern Europe. Exceptions
include Switzerland, where infectious mortality rose in
the 1990s owing to the effect of AIDS (Kohli 2005),
and the Netherlands, where a similar increase in infec-
tious mortality was probably due to the same cause
(Vallin and Meslé 2001).

Within each of the eight subregions of Europe the
cancer death rate has a consistent trend. In the Nordic
and Central Western European countries, cancer mor-
tality decreased almost through the whole second half
of the twentieth century, whereas in Southern and
Central Eastern Europe it increased. Among the Nordic
countries Denmark stands out with a continuous rise in
cancer mortality; in Central Eastern Europe, Bulgaria
and Romania stand out with significantly lower can-
cer mortality than the other countries in the region.
Northwestern Europe is in an intermediate position,
with, for most countries, deterioration in the situation

until the beginning of the 1980s, followed by marked
improvement. Trends in cancer mortality can be sum-
marized as follows: Western European countries, with
a few exceptions, exhibited a decrease where cancer
was initially high and an increase where it was initially
lower. In Central and Eastern European countries, the
trend has been upward in recent years. While cancer
mortality has increased in Poland, Hungary, the Czech
Republic, and Slovakia (especially before the split),
in the Soviet Union it clearly increased only in the
1980s. Note, however, that cancer might have been
underreported as cause of death in some countries at
some times. Generally, it seems that the diagnosis of
cancer is more accurate and socially more acceptable
today than it was in the past, and some increases in
cancer mortality may be partly due to more accurate
assignment (Vallin and Meslé 2001).

Trends in circulatory diseases (mainly driven by
cardiovascular diseases) show more regional dispar-
ities. In all Western European countries, circulatory
mortality is decreasing, but there are substantial differ-
ences in both baseline levels and the rates of decline.
Since circulatory diseases are the dominant causes of
death, these disparities coincide with the differences
in trends in life expectancy described above. By con-
trast, in all Central and Eastern European countries,
the trends are generally unfavorable and quite similar
among countries, at least within each of the regional
subgroups. Central Europe is characterized by a slow
but perceptible increase in circulatory mortality from
the mid-1960s to the mid-1980s, after which the sit-
uation deteriorated further in Romania and Bulgaria,
whereas it started to improve in the other countries.
The countries of the former Soviet Union show a
trend in circulatory mortality similar to the trend in
overall mortality described above. Thus, circulatory—
and above all cardiovascular—mortality seems to be
not only the main vector in health crises in the Eastern
European countries, but also the main cause of differ-
ences between Central Europe and the countries of the
former Soviet Union.

External causes of death, including injury, poison-
ing, and other external causes, also show very marked
differences in levels and trends. This category covers
several causes of death, such as traffic accidents, sui-
cide, and homicide, which are very strongly associated
with social and individual behaviors and are depen-
dent on social structures and changes in social factors.
In the countries of the former Soviet Union and in
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some countries of Central Europe, most deaths due
to alcohol abuse are classified as “alcohol poisoning”
and thus fall into the “external causes” category, while
in other countries many of these deaths are attributed
to “acute alcoholism and alcoholic psychosis” in the
“mental disorders” category or are registered as “alco-
holic cirrhosis of the liver” and thus are part of the
category “diseases of the digestive system” (see Vallin
and Meslé 2001). In most of the Western European
countries, mortality due to external causes increased or
remained constant during the 1950s and 1960s. After
the 1970s, the trend reversed to rapid decline, how-
ever, with important differences in level and timing. In
the Nordic and Central Western European countries,
the increase in the 1950s and 1960s was fairly modest,
whereas the fall since 1970 has been considerable. The
only exceptions are Finland and Denmark. Whereas
the former showed a second increase in external-cause
mortality at the end of the 1980s, the latter showed nei-
ther a rise during the 1950s and 1960s nor the typical
decline thereafter. Among Southern European coun-
tries, Portugal stands out by having the highest level
of external-cause mortality as well as by exhibiting a
longer period of increasing external-cause mortality,
lasting until the end of the 1970s. The other Western
European countries have varying levels and trends,
which do not directly reflect the levels and trends of
overall mortality.

Trends in external-cause mortality among the for-
mer Communist countries are very different. In Central
Eastern Europe, external causes of death increased
until the early 1990s, and even later in Bulgaria and
Romania. Only the former Czechoslovakia showed
a pattern more similar to Western European coun-
tries, with mortality due to external causes plateauing
in the early 1970s. In the countries of the former
Soviet Union, the trend in external-cause mortality
reflects the marked fluctuations during the 1980s due
to Gorbachev’s anti-alcohol campaign. The rise after
the restrictions were relaxed in the second half of the
1980s was accelerated in the early 1990s with the
economic and social crises that accompanied the prob-
lematic transition to a market economy. Since then,
the situation has been improving. It is striking that
the countries of the former Soviet Union despite their
independence react very similarly to similar social
events, with the same pattern of external-cause mor-
tality trends over the whole period since 1950. In
the Caucasus countries, this pattern is masked by

the magnitude of temporary, event-related trends in
specific countries, like the already mentioned earth-
quake in Armenia in 1988 and the Nagorno-Karabakh
war in Armenia and Azerbaijan between 1992 and
1994. Similarly, the former Yugoslavian countries
show the impact of the war of independence during the
early 1990s in their mortality due to external causes.

We illustrate trends in age- and cause-specific adult
mortality in Europe for more recent years and for
selected countries by decomposing the changes in life
expectancy at age 15 between 1981–1985 and 2001–
2005 by 5-year age groups from 15–19 to 80–84 and
85+ into the contributions of broad cause-of-death
categories: infectious diseases, malignant neoplasms
(cancer), circulatory diseases, respiratory diseases,
digestive diseases, external causes of death, and other
medical causes. Figure 3.8 includes the results for
Italian males (upper panel) and females (lower panel).
Between 1981–1985 and 2001–2005 life expectancy
at age 15 for Italian men rose by almost 5 years.
Figure 3.8a shows how many years each age group
contributed to this change. For instance, changes in
mortality at ages 15–19 contributed 0.08 years and
changes at ages 20–24 0.05 years to the total gain in
life expectancy. The seven age groups between 50 and
84 contributed most to the total change in male life
expectancy at age 15, i.e., almost 4 years; the seven
age groups before age 50, together with the 85+ group,
accounted for the remaining increase of about 1 year.
The contribution of each age group is further subdi-
vided by specific causes of death. Naturally, the impact
of causes of death on overall adult mortality differs
with age. Since in some cases cause-specific changes
were unfavorable, some of the bars lie in the nega-
tive area, meaning that these specific causes resulted
in a loss of life expectancy between 1981–1985 and
2001–2005. This is true in some younger adult ages
for the category “other medical causes,” and to a small
extent for infectious diseases, and above age 80 (men)
respective 85 (women) for malignant neoplasms.

Most of the bars are in the positive area, since life
expectancy at age 15 for men increased between the
two periods by almost 5 years. The graph shows that
males gained some life expectancy from reductions in
external-cause mortality at the youngest adult ages.
During the 1980s and before, European men expe-
rienced excessive deaths at these young adult ages
from traffic accidents. But in the other age groups as
well, external causes contributed to the increase in life
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A. Males Fig. 3.8 Contribution of
main groups of causes of
death to the changes in life
expectancy at age 15 between
the periods 1981–1985 and
2001–2005 in Italy

expectancy, about half a year over all age groups. Most
of the increase in life expectancy was attributable to
declines in deaths from circulatory diseases, cancer,
and digestive diseases, accounting for approximately
2.5, 0.75, and 0.5 years, respectively. Figure 3.8b
shows the same decomposition of causes of mortality
trends for Italian women. Female life expectancy at age
15 rose by approximately 4 years between 1981–1985
and 2001–2005. Relative to men, the improvements
were more concentrated at higher ages, but similarly

dominated by reductions of mortality from circula-
tory diseases. The decrease of circulatory mortality
contributed more than two-and-a-half years to the
total increase of female life expectancy at age 15.
Malignant neoplasms, digestive diseases, and external
causes of death contributed around 0.4, 0.3, and 0.2
years, respectively.

Figure 3.9 displays the age- and cause-specific
contributions to the changes in life expectancy at
age 15 between 1981–1985 and 2001–2005 among
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Fig. 3.9 Contribution of
main groups of causes of
death to the changes in life
expectancy at age 15 between
the periods 1981–1985 and
2001–2005 in Russia

males (upper panel) and females (lower panel) of the
Russian Federation. Here, life expectancy decreased
by about 4 years among men and by about 2 years
among women. The graph illustrates the signifi-
cant role of external causes of death, which include
most alcohol-attributable deaths but are dominated
by accidents, which caused a decrease of approxi-
mately 2 years in life expectancy at age 15 among
men and by three-quarters of a year among women.
(The effect of alcohol-related deaths on overall mor-
tality trends in Russia is also discussed in Chapter 4

and in Hinote et al. 2009, Moskalewicz et al. 2000,
and Nicholson et al. 2005). More than half of the
decrease in life expectancy among men and almost
40% among women was attributable to this cause-of-
death category. But most other causes of death also
contributed to the decrease in life expectancy: cir-
culatory diseases, digestive diseases, and infectious
diseases contributed about 1.8, 0.3, and 0.3 years,
respectively, among men, and about 0.7, 0.3, and 0.1
years among women. Mortality due to respiratory dis-
eases increased at younger adult ages but decreased
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at the older ages for both sexes, resulting in no con-
tribution of this cause-of-death category to overall
changes in life expectancy at age 15. The remainder
category, “other medical causes,” decreased at younger
but increased at older adult ages. Only cancer mor-
tality decreased in almost all age groups between
1981–1985 and 2001–2005 in the Russian Federation;
however, decreases were much smaller than in Western
European countries like Italy.

Finally, Fig. 3.10 illustrates the changes in mor-
tality among Central European countries after 1961–
1965 with the example of the former Czechoslovakia,

for which causes of death were available for the
whole time span. The figure shows the contributions
of age and causes to life expectancy at age 15 for
men between 1961–1965 and 1981–1985 in the upper
panel, and between 1981–1985 and 2001–2005 in
the lower panel. The interpretation of the data with
regard to change between the early 1960s and early
1980s is limited by the fact that the causes of many
deaths were undefined, and thus the category of “other
medical causes” dominates. Nevertheless, explanations
for the trends described above become apparent. Life
expectancy at age 15 decreased among men from
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Czechoslovakia between 1961–1965 and 1981–1985
by 1.2 years, mainly because of increasing mortal-
ity from circulatory diseases, malignant neoplasms,
and digestive diseases. During this time, this situa-
tion was typical of all countries of the former Soviet
bloc, which failed in the fight against circulatory
(mainly cardiovascular) diseases and did not succeed
in preventing an increase in man-made diseases. The
reduction in external causes of death in young adult
ages prevented life expectancy from decreasing even
further (see Fig. 3.10a). The same holds for infec-
tious and respiratory diseases. Figure 3.10b shows
the switch to the more Western European change
pattern between the periods 1981–1985 and 2001–
2005. The picture painted by the contributions of age-
and cause-specific changes to the now increasing life
expectancy among men in the former Czechoslovakia
is very similar to that for Italian men in Fig. 3.8a.
Life expectancy increased by about 3.5 years, mainly
because of improvements at ages 50–84, which con-
tributed 2.6 years. Among the causes of death, the
largest contributions came from decreases in circula-
tory diseases, respiratory diseases, and cancer, which
were responsible for increases in life expectancy of 2.1,
0.5, and 0.3 years, respectively.

Tempo-Adjusted Life Expectancy
in the Period 2001–2005

In the previous sections, we used conventional life
table calculations. In a series of papers, Bongaarts
and Feeney (2002, 2003, 2006) recently suggested
using tempo-adjusted life expectancy for the analy-
sis of period mortality, because conventional period
life expectancy is affected by tempo effects. The term
“tempo effect” describes a change of period rates in
demographic events that results exclusively from a
change of the average age at which the event occurs
during the observation period. A tempo effect works
in such a way that an increase of the average age at
occurrence leads to a decrease in period rates, and
a decrease of the average age leads to an increase
in period rates. Since demographic period rates are
often used to measure the quantum of the analyzed
event during the observation period, Bongaarts and

Feeney claim that tempo effects in this context have
to be seen as undesirable distortions. This is true for
all demographic measures derived from period rates,
including life expectancy and the total fertility rate
in fertility analysis, where adjustment for tempo has
received broad acceptance in recent years. Although
demographers do not yet agree whether conventional
or tempo-adjusted life expectancy is the more appro-
priate measure for period mortality (see the collection
of papers discussing this issue in Barbi et al. 2008), we
provide tempo-adjusted life expectancy for European
countries using the approach of Bongaarts and Feeney
(2002). (See Luy and Wegner 2009 for a more detailed
discussion of why tempo-adjusted life expectancy can
be a more useful indicator for some purposes, e.g., a
comparison of populations with different or diverging
trends in mortality.)

Tempo adjustment for life expectancy means that
in countries with rapid mortality improvements, which
are supposedly exaggerated by the tempo effect, life-
expectancy figures will be adjusted downward and for
those, such as some Eastern European countries, with
declines, figures will be adjusted upward. As appears
below, these adjustments have significant impact on
the description of trends over time and the ranking
of countries by level of life expectancy. In the case
of mortality differences between eastern and western
Germany, it has been shown that the picture drawn
by tempo-adjusted life expectancy better fits expected
trends in changing mortality and self-reported health
among eastern and western Germans than that painted
by conventional life expectancy (see Luy 2006, 2008).
Unfortunately, the estimation of tempo-adjusted life
expectancy requires very detailed data on sex- and
age-specific mortality trends that are not available
for most countries. However, for the majority of
European countries, the quality and quantity of the
data are sufficient to estimate tempo-adjusted life
expectancy.

We estimated tempo-adjusted life expectancy for
2001–2005 for the 34 European countries with suf-
ficient mortality data. Tables 3.1 and 3.2 show the
results for females and males, respectively. The first
column presents the values for conventional life
expectancy at age 15, labeled e(15); the second col-
umn provides the estimates for tempo-adjusted life
expectancy, labeled e(15)∗. The next column gives the
difference between conventional and tempo-adjusted
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Table 3.1 Conventional life
expectancy e(15) and
tempo-adjusted life
expectancy e(15)∗ at age 15
for 34 European countries,
females 2001–2005

Rank

e(15) e(15)∗ Difference e(15) e(15)∗

Eastern Germany 66.77 64.00 2.77 14 20
Italy 68.66 66.44 2.22 4 6
Ireland 66.16 64.07 2.09 18 18
Austria 67.30 65.23 2.07 8 13
Slovenia 65.97 64.03 1.94 20 19
France 68.75 66.83 1.92 2 2
Western Germany 67.03 65.16 1.87 11 14
Spain 68.67 66.81 1.86 3 3
Finland 67.25 65.39 1.86 9 11
Portugal 66.46 64.61 1.85 17 17
Poland 64.57 62.74 1.83 23 23
England and Wales 66.47 64.75 1.72 16 15
Czech Republic 64.31 62.60 1.71 24 24
Switzerland 68.77 67.09 1.68 1 1
Belgium 66.91 65.31 1.60 13 12
Iceland 68.17 66.58 1.59 5 4
Scotland 64.63 63.05 1.58 22 22
Hungary 62.57 61.01 1.56 28 31
Greece 67.06 65.54 1.52 10 10
Northern Ireland 66.13 64.62 1.51 19 16
Estonia 63.10 61.72 1.38 27 27
Norway 67.35 66.05 1.30 7 7
Denmark 65.22 63.96 1.26 21 21
Sweden 67.74 66.51 1.23 6 5
Slovakia 63.61 62.45 1.16 25 26
Luxembourg 66.93 65.80 1.13 12 8
Romania 61.61 60.58 1.03 31 32
Russian Federation 58.33 59.32 −0.99 34 34
Latvia 62.26 61.34 0.92 29 28
Netherlands 66.56 65.71 0.85 15 9
Bulgaria 62.05 61.32 0.73 30 29
Lithuania 63.24 62.52 0.72 26 25
Belarus 60.45 61.10 −0.65 32 30
Ukraine 59.59 60.10 −0.51 33 33
Maximum differences 10.45 7.77 − − −
Standard deviation 2.72 2.17 − − −
Notes: Tempo-adjusted life expectancy was estimated by using the method proposed by
Bongaarts and Feeney (2002), based on a series of sex- and age-specific death rates from
1960 to 2005 (exceptions: Greece 1961–2005, Romania 1968–2005, Slovenia 1983–
2005); estimates for tempo-adjusted life expectancy assume no tempo effects below age
30; a dash (–) indicates that figures are not calculated.

life expectancy. In most cases this difference is
positive, meaning that improvements of mortality
conditions cause tempo effects that bias conven-
tional life expectancy upward. However, there are
some Eastern European countries, like Russia and
Ukraine, where mortality increased during the last
decades and thus tempo distortions caused the opposite

effect. The last two columns contain the ranks of
the countries according to conventional and tempo-
adjusted life expectancy, respectively. Countries are
ordered by the absolute size of tempo effects, i.e.,
by the difference between conventional and tempo-
adjusted life expectancy, from the largest effect to the
smallest.
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Table 3.2 Conventional life
expectancy e(15) and
tempo-adjusted life
expectancy e(15)∗ at age 15
for 34 European countries,
males 2001–2005

Rank

e(15) e(15)∗ Difference e(15) e(15)∗

Eastern Germany 60.35 57.55 2.80 19 20
Austria 61.62 58.83 2.79 12 16
Italy 62.99 60.22 2.77 4 7
Finland 60.52 57.77 2.75 18 19
Russian Federation 45.11 47.74 −2.63 34 34
Ireland 61.25 58.62 2.63 14 17
England and Wales 62.16 59.55 2.61 6 9
Slovenia 58.47 55.93 2.54 22 22
France 61.64 59.13 2.51 11 12
Switzerland 63.59 61.10 2.49 2 3
Western Germany 61.65 59.19 2.46 10 11
Belarus 48.63 51.04 −2.41 32 31
Northern Ireland 61.38 59.11 2.27 13 13
Norway 62.42 60.25 2.17 5 6
Czech Republic 57.84 55.69 2.15 23 23
Belgium 61.03 58.89 2.14 15 15
Scotland 59.51 57.37 2.14 21 21
Ukraine 48.22 50.31 −2.09 33 33
Sweden 63.38 61.34 2.04 3 2
Portugal 59.87 57.85 2.02 20 18
Spain 62.00 60.13 1.87 8 8
Denmark 60.69 58.95 1.74 17 14
Netherlands 62.01 60.29 1.72 7 5
Poland 56.19 54.57 1.62 24 25
Luxembourg 60.97 59.35 1.62 16 10
Iceland 64.29 62.77 1.52 1 1
Greece 61.99 60.65 1.34 9 4
Hungary 54.22 52.90 1.32 28 28
Slovakia 55.72 54.53 1.19 25 26
Estonia 51.79 51.07 0.72 30 30
Latvia 51.51 50.82 0.69 31 32
Lithuania 51.91 52.32 −0.41 29 29
Romania 54.62 54.27 0.35 27 27
Bulgaria 55.22 55.02 0.20 26 24
Maximum differences 19.18 15.03 − − −
Standard deviation 4.91 3.71 − − −
Notes: Tempo-adjusted life expectancy was estimated by using the method proposed by
Bongaarts and Feeney (2002), based on a series of sex- and age-specific death rates from
1960 to 2005 (exceptions: Greece 1961–2005, Romania 1968–2005, Slovenia 1983–
2005); estimates for tempo-adjusted life expectancy assume no tempo effects below age
30; a dash (–) indicates that figures are not calculated.

Among females, the highest three rankings in life
expectancy are not affected by tempo-adjustment.
Switzerland has the highest life expectancy, fol-
lowed by France and Spain (Table 3.1). Since tempo
effects are higher in France and Spain than in
Switzerland, the differences in tempo-adjusted life
expectancy are around 0.2 years higher than the

differences in conventional life expectancy. Italy ranks
fourth in conventional life expectancy, but in tempo-
adjusted life expectancy, Italy falls behind Iceland
and Sweden. The countries with lowest female life
expectancy remain those from Eastern and Central
Europe, with some differences in the rankings between
conventional and tempo-adjusted life expectancy (e.g.,
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Hungary and Belarus). Only Denmark and Scotland,
the Western European countries with the lowest
female life expectancy, fall behind Slovenia, which
has the highest life expectancy among the Central and
Eastern European countries. This holds for conven-
tional as well as for tempo-adjusted life expectancy.
Conventional life expectancy for eastern German
women increased sharply after unification; however,
such rapid improvements in mortality conditions cause
large tempo effects. In the case of eastern Germany, the
tempo effect is the highest among all female popula-
tions in Europe. Consequently, in the tempo-adjusted
ranking, eastern Germany falls six ranks compared
to its rank using conventional life expectancy, and
exhibits values close to those of Denmark and
Slovenia. Thus, while eastern German females rank
among the lower half of Western European countries
according to conventional life expectancy, they can be
found just above Central and Eastern European coun-
tries in tempo-adjusted life expectancy. This example
indicates how the picture of life expectancy differen-
tials can change after one accounts for tempo effects.
According to the conventional calculation, eastern
German women have a life expectancy 0.3 years higher
than women from England and Wales, whereas the
tempo-adjusted life expectancy of eastern German
women is 0.75 years lower than the tempo-adjusted
life expectancy for English and Welsh women. Besides
Italy and eastern Germany, Ireland, Austria, western
Germany, and Hungary are the “losers” in the rank-
ing of tempo-adjusted life expectancy for females.
The “winners” are the Netherlands (rising from
rank 15 according to conventional life expectancy to
rank 9 according to tempo-adjusted life expectancy),
Luxembourg (rising from 12 to rank 8), and Northern
Ireland (rising from 19 to rank 16).

Among males, the first place in life expectancy
rankings remains unchanged, with Iceland show-
ing the lowest mortality of all European countries
(see Table 3.2). The difference between Iceland and
the country with the second highest life expectancy
increases once life expectancy is adjusted for tempo
effects, from 0.70 years compared to Switzerland to
1.43 years compared to Sweden, which ranks second in
tempo-adjusted life expectancies. Among males, too,
the highest tempo effects occur in eastern Germany.
Although their absolute extent is even slightly higher
than among eastern German females, the relative

effect in terms of lost places in the life expectancy
ranking is minor, since eastern German males fall
only from rank 19 according to conventional life
expectancy, to rank 20 according to tempo-adjusted
life expectancy. However, among males, there are
also some cases where tempo adjustment provides a
very different picture of mortality differentials. For
instance, according to the conventional calculation,
life expectancy of Italian males exceeds those of men
from Greece by 1 year. After tempo adjustment, Greek
males show an almost half-year higher life expectancy
than Italian men. The effects of tempo adjustment on
life-expectancy differences between Eastern European
countries are also interesting. According to the con-
ventional values, Latvia’s life expectancy at age 15
exceeds that of Russia by 6.4 years. According to
tempo-adjusted life expectancy, however, the differ-
ences are more than 3 years smaller. Among males,
the “losers” in the ranking of life expectancy after
tempo adjustment—falling three or more ranks—are
Austria, Italy, Ireland, and England and Wales. The
“winners” are Greece (rising from rank 9 according
to conventional life expectancy to rank 4 according to
tempo-adjusted life expectancy), Luxembourg (rising
from 16 to rank 10), and Denmark (rising from 17 to
rank 14).

Finally, Fig. 3.11 shows maps of the differences
between conventional and tempo-adjusted life
expectancy at age 15 in Europe for males (upper
panel) and females (lower panel), respectively. It
becomes apparent that the levels of tempo distortion
exhibit basically the same trisection of Europe as does
conventional life expectancy. This reflects the fact that
during the last two to three decades, life expectancy
increased most in Western Europe, whereas it
decreased in Eastern Europe. In Central Europe life
expectancy increased also, but the increase started
later than in Western Europe. Thus, tempo-adjustment
reduces life expectancy the most in the Western
European populations and has the opposite effect in
Eastern European populations. As a consequence,
the absolute differences in life expectancy between
countries decrease once they are adjusted for tempo
effects. This is also demonstrated by the last two
lines in Tables 3.1 and 3.2, which show the difference
between the highest and lowest life expectancy and
the standard deviation of the corresponding estimates
for conventional and tempo-adjusted life expectancy.
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A. Males

B. Females 

Fig. 3.11 Difference between conventional and tempo-adjusted life expectancy at age 15 by country in Europe, 2001–2005

Compared to conventional life expectancy, the max-
imum differences decrease from 10.45 to 7.77 years
among females and from 19.18 to 15.03 years among
males, while standard deviations decrease from 2.72
to 2.17 among females and from 4.91 to 3.71 among
males.

Summary and Conclusions

This overview of adult mortality trends in Europe has
shown that today’s levels and trends over the last
half-century were clustered geographically: Western
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Europe with the most favorable health conditions,
Eastern Europe with the least favorable, and Central
Europe falling in between. Each of these regions shows
internal variation in mortality levels, with the least
variability among the Western European and the high-
est differences among the Eastern European countries.
The trisection characterizes not only overall adult
mortality but also, with a few exceptions, age- and
cause-of-death-specific mortality as well as tempo-
adjusted life expectancy.

Cause-specific trends of adult mortality in Europe
can be characterized by the cardiovascular revolution
in Western Europe and the health crises in Eastern
Europe (Vallin and Meslé 2001). The large differences
among men in length of life inequality show that there
is still a significant potential for further reductions,
even though Europe’s populations exhibit some of the
highest levels of life expectancy in the world.

The example of Europe shows that political systems
can significantly affect health and mortality condi-
tions. Once infectious diseases have been eliminated,
overall progress in health depends on economic and
social progress, public health regimes, and broader
cultural changes that modify unhealthy behaviors and
lifestyles (Caselli and Egidi 1981; Vallin and Meslé
2001). Such factors are powerful enough to create
mortality gaps among countries experiencing different
political and economic trends, and mortality conver-
gence among countries belonging to the same socio-
cultural group with similar political histories (Caselli
and Vallin 2006).

Future research on adult mortality in Europe needs
to address several issues. It will be important to
see when populations from Central Europe reach
the levels of life expectancy in Western European
countries, which countries are in the vanguard of
increased life expectancy, and what factors are respon-
sible for progress. Another important issue con-
cerns future trends in Eastern Europe. Will the trend
toward decreasing life expectancy continue, or will
life expectancy start increasing toward the levels in
other European regions? All of these issues might
be addressed with the use of tempo-adjusted life
expectancy to better elucidate the causes behind the
observed trends, since tempo effects can distort the
evaluation of period mortality conditions.

Although the quality of mortality data in Europe is
quite good compared to that in other regions of the
world, there are still countries where improvements

in data quality are needed—mainly Eastern European
countries, Albania, and Turkey, although some
Western European countries have exhibited severe
reductions in the quality of population data as well. For
instance, Germany completed its last population cen-
suses in 1981 (eastern Germany) and 1987 (western
Germany), respectively. As a consequence, population
figures for Germany become increasingly problematic,
especially for mortality estimates in the highest age
groups (see Jdanov et al. 2005).

The most important research questions regarding
adult mortality in Europe concern the extent, trends,
and determinants of mortality differentials by sex,
region, education level, or occupation status, differ-
entials that affect the financing of pension and health
systems in Europe’s aging societies. Many countries
cannot estimate the extent and trend of such differen-
tials because they lack sufficiently detailed statistical
data. In the field of fertility research, similar con-
straints have led to the increasing use of survey data
and methods of event history analysis to study topics
that cannot be analyzed with official population statis-
tics. For mortality, however, the potential of survey
data is more limited. First, information about deaths
cannot be gotten directly from the deceased individual.
Second, direct analysis of mortality requires longitu-
dinal data as well as long observation times and large
sample sizes to provide a sufficient number of deaths;
thus projects like SHARE (“Survey of Health, Ageing
and Retirement in Europe,” see http://www.share-
project.org/) will be increasingly important. An alter-
native might be the use of adjusted indirect estimation
techniques (see Luy 2009). Until now, indirect meth-
ods have been applied only rarely to analyze mortality
in European populations. Examples include a study of
mortality of Moroccans living in France (Courbage and
Khlat 1996) and a series of papers on determinants
of adult mortality in the Russian Federation (Bobak
et al. 2002, 2003; Murphy et al. 2006; Nicholson et al.
2005). In sum, even in the European context, where
data typically are rather high quality, much remains to
be improved.
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Appendix

Table 3.3 Male life expectancy at age 15 by country in Europe in the periods 1961–1965, 1981–1985, and 2001–2005

1961–1965 �Diff.� 1981–1985 �Diff.� 2001–2005

Albania (AL) 56.32a +1.95 58.27f +1.82 60.09l

Andorra (AD) − − − − 62.69m

Armenia (AM) − − 58.00g +0.22 58.22n

Austria (AT) 54.55 +1.45 56.00 +5.62 61.62
Azerbaijan (AZ) − − 54.86g +1.64 56.50l

Belarus (BY) 56.67 −3.97 52.70 −4.07 48.63
Belgium (BE) 55.08 +1.83 56.91 +4.12 61.03
Bosnia and Herzegovina (BA) − − 55.89h −0.50 55.39m

Bulgaria (BG) 57.36 −2.02 55.34 −0.12 55.22
Croatia (HR) − − 54.29h +2.76 57.05
Cyprus (CY) 55.84b +3.49 59.33i +2.91 62.24
Czech Republic (CZ) 54.49 −0.73 53.76 +4.08 57.84
Denmark (DK) 57.55 −0.11 57.44 +3.25 60.69
England and Wales (EW) 55.38 +2.25 57.63 +4.53 62.16
Estonia (EE) 53.35 −2.01 51.34 +0.45 51.79
Finland (FI) 52.48 +3.42 55.90 +4.62 60.52
France (FR) 54.76 +2.18 56.94 +4.70 61.64
Georgia (GE) − − 55.17g +4.48 59.65o

Germany, East (OD) 55.71 −0.08 55.63 +4.72 60.35
Germany, West (WD) 55.08 +1.89 56.97 +4.68 61.65
Greece (GR) 58.76 +1.10 59.86 +2.13 61.99
Hungary (HU) 55.52 −3.47 52.05 +2.17 54.22
Iceland (IS) 57.97 +1.93 59.90 +4.39 64.29
Ireland (IE) 55.93 +0.72 56.65 +4.60 61.25
Italy (IT) 55.88 +2.12 58.00 +4.99 62.99
Latvia (LV) 54.15 −3.23 50.92 +0.59 51.51
Liechtenstein (LI) − − − − 62.51
Lithuania (LT) 55.56 −3.08 52.48 −0.57 51.91
Luxembourg (LU) 53.89 +1.89 55.78 +5.19 60.97
Macedonia, TFYR (MK) − − − − 57.31
Malta (MT) 55.14 +1.23 56.37 +5.91 62.28
Moldova (MD) − − 51.23g −0.43 50.80
Monaco (MC) − − − − 62.87p

Netherlands (NL) 58.10 +0.77 58.87 +3.14 62.01
Northern Ireland (NI) 55.44 +0.82 56.26 +5.12 61.38
Norway (NO) 58.08 +0.56 58.64 +3.78 62.42
Poland (PL) 54.77 −0.85 53.92 +2.27 56.19
Portugal (PT) 54.55 +1.69 56.24 +3.63 59.87
Romania (RO) 56.14c −1.48 54.66 −0.04 54.62
Russian Federation (RU) 52.44 −3.10 49.34 −4.23 45.11
San Marino (SM) − − − − 64.25q

Scotland (SC) 53.82 +1.92 55.74 +3.77 59.51
Serbia and Montenegro (RS) − − − − 56.70r

Slovakia (SK) 56.06 −2.48 53.58 +2.14 55.72
Slovenia (SI) 54.16d −0.49 53.67j +4.80 58.47
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Table 3.3 (continued)

1961–1965 �Diff.� 1981–1985 �Diff.� 2001–2005

Spain (ES) 56.53 +2.61 59.14 +2.86 62.00
Sweden (SE) 58.32 +0.98 59.30 +4.08 63.38
Switzerland (CH) 56.12 +2.79 58.91 +4.68 63.59
Turkey (TR) 50.71e +2.55 53.26k +2.44 55.70m

Ukraine (UA) 55.42 −3.69 51.73 −3.51 48.22
Yugoslavia, former 55.63 −0.24 55.39 − −
Total Europe (average) 55.48 +0.17 55.65 +2.93 58.58
Eastern Europe (average) 54.60 −1.82 52.78 −0.55 52.23
Central Europe (average) 55.17 −0.58 54.59 +2.19 56.78
Western Europe (average) 55.88 +1.70 57.58 +4.41 61.99

Notes: a1955; b1958, 1973; c1963; d1960–1962; e1967; f1987; g1981–1982, 1985; h1985; i1980; j1980–1985; k1975;
l2001–2004; m2000; n2001–2003, 2006; o2001; p2001, estimated from life expectancy at birth (Lopez et al. 2006)
minus the difference between life expectancy at birth and life expectancy at age 15 in France of the year 2001; q2000,
2005; r2004–2005 (Serbia only); letters in brackets refer to the abbreviations in the figures; a dash (–) indicates that no
data are available.

Table 3.4 Female life expectancy at age 15 by country in Europe in the periods 1961–1965, 1981–1985, and 2001–2005

1961–1965 �Diff.� 1981–1985 �Diff.� 2001–2005

Albania (AL) 60.36a +3.46 63.82f +1.63 65.45l

Andorra (AD) − − − − 69.25m

Armenia (AM) − − 63.78g +1.87 65.65n

Austria (AT) 60.41 +2.45 62.86 +4.44 67.30
Azerbaijan (AZ) − − 62.35g −0.69 61.66l

Belarus (BY) 63.02 −0.75 62.27 −1.82 60.45
Belgium (BE) 60.65 +2.74 63.39 +3.52 66.91
Bosnia and Herzegovina (BA) − − 60.80h +0.28 61.08m

Bulgaria (BG) 60.43 +0.46 60.89 +1.16 62.05
Croatia (HR) − − 61.49h +2.55 64.04
Cyprus (CY) 62.11b +1.24 63.35i +3.42 66.77
Czech Republic (CZ) 60.16 +0.49 60.65 +3.66 64.31
Denmark (DK) 61.23 +2.07 63.30 +1.92 65.22
England and Wales (EW) 61.08 +2.24 63.32 +3.15 66.47
Estonia (EE) 60.86 +0.13 60.99 +2.11 63.10
Finland (FI) 59.26 +4.86 64.12 +3.13 67.25
France (FR) 61.40 +3.52 64.92 +3.83 68.75
Georgia (GE) − − 62.54g +1.94 64.48o

Germany, East (OD) 59.99 +1.27 61.26 +5.51 66.77
Germany, West (WD) 60.33 +3.10 63.43 +3.60 67.03
Greece (GR) 62.08 +2.30 64.38 +2.68 67.06
Hungary (HU) 59.57 +0.06 59.63 +2.94 62.57
Iceland (IS) 62.89 +2.78 65.67 +2.50 68.17
Ireland (IE) 59.59 +2.63 62.22 +3.94 66.16
Italy (IT) 60.92 +3.49 64.41 +4.25 68.66
Latvia (LV) 61.23 −0.33 60.90 +1.36 62.26
Liechtenstein (LI) − − − − 70.31
Lithuania (LT) 61.74 +0.48 62.22 +1.02 63.24
Luxembourg (LU) 59.72 +2.85 62.57 +4.36 66.93
Macedonia, TFYR (MK) − − − 61.46
Malta (MT) 58.42 +2.33 60.75 +6.01 66.76
Moldova (MD) − − 57.37g +0.76 58.13
Monaco (MC) − − − − 69.78p

Netherlands (NL) 62.42 +2.92 65.34 +1.22 66.56
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Table 3.4 (continued)

1961–1965 �Diff.� 1981–1985 �Diff.� 2001–2005

Northern Ireland (NI) 60.14 +2.17 62.31 +3.82 66.13
Norway (NO) 62.63 +2.56 65.19 +2.16 67.35
Poland (PL) 60.17 +1.54 61.71 +2.86 64.57
Portugal (PT) 59.98 +2.97 62.95 +3.51 66.46
Romania (RO) 59.55c +0.36 59.91 +1.70 61.61
Russian Federation (RU) 60.75 −0.54 60.21 −1.88 58.33
San Marino (SM) − − − − 70.44q

Scotland (SC) 59.38 +2.23 61.61 +3.02 64.63
Serbia and Montenegro (RS) − − − − 61.56r

Slovakia (SK) 60.37 +0.82 61.19 +2.42 63.61
Slovenia (SI) 58.14d +3.30 61.44j +4.53 65.97
Spain (ES) 61.07 +4.25 65.32 +3.35 68.67
Sweden (SE) 62.06 +3.18 65.24 +2.50 67.74
Switzerland (CH) 61.45 +4.00 65.45 +3.32 68.77
Turkey (TR) 52.99e +2.46 55.45k +5.83 61.28m

Ukraine (UA) 61.54 −0.73 60.81 −1.22 59.59
Yugoslavia, former 59.05 +1.98 61.03 − −
Total Europe (average) 60.49 +1.84 62.33 +2.85 65.18
Eastern Europe (average) 61.52 −0.18 61.34 +0.35 61.69
Central Europe (average) 59.16 +1.55 60.71 +2.60 63.31
Western Europe (average) 60.87 +2.86 63.73 +3.79 67.52

Notes: a1955; b1958, 1977; c1963; d1960–1962; e1967; f1987; g1981–1982, 1985; h1985; i1980; j1980–1985; k1975; l2001–
2004; m2000; n2001–2003, 2006; o2001; p2001, estimated from life expectancy at birth (Lopez et al. 2006) minus the
difference between life expectancy at birth and life expectancy at age 15 in France of the year 2001; q1999–2000; r2004–2005
(Serbia only); letters in brackets refer to the abbreviations in the figures; a dash (–) indicates that no data are available.
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Chapter 4

Adult Mortality in the Former Soviet Union

Michael Murphy

Introduction

In recent decades the former Communist countries of
Eastern Europe, and especially those from the former
Soviet Union (FSU), have shown a very different trend
in adult mortality from Western industrialized coun-
tries and Asia. Figure 4.1 shows the patterns of change
in life expectancy at birth (e0) from 1950 through
2000–2005 in the countries of the FSU together with
values for Western Europe (according to the UN defi-
nition; see United Nations n.d.) in 2000–2005. While
the improvements in life expectancy in the FSU in the
first half of the period were substantial, there was little
increase in the second half, and in some cases there
were declines, especially in the Russian Federation
(which accounts for half of the population of the FSU
(see Table 4.1); the values for the USSR and Russia
were close over the period). Meanwhile, in contrast,
mortality improved not only in Western Europe, but in
other parts of Europe and Asia as well. The Russian
trend for male mortality was particularly poor, so that
life expectancy at birth for males fell below that for
Eastern Asia in the early 1970s and for females in
about 1995. While in the second half of the twen-
tieth century life expectancy at birth increased by
about 30 years in East Asia and about 10 years in
Western Europe (see also “Adult Mortality in Asia,”
Chapter 6; “Adult Mortality in Europe,” Chapter 3;
and United Nations n.d.), in the FSU, there has been a

M. Murphy (�)
Professor of Demography, London School of Economics, 7512
London, UK
e-mail: M.Murphy@lse.ac.uk

40-year period with female mortality no better and
male mortality actually worse at the end, with no
obvious well-defined reason for this.

Figure 4.2 shows the differences in (period) life
expectancy at age 20 and the probability of survival
over the working age range from 20 to 65 years in the
Russian Federation compared with a close neighbor,
Sweden, in the period from 1959 to 2006, using data
obtained from the Human Mortality Database (HMD
n.d.). The Soviet Union ceased to exist after 1991,
and detailed information for regions such as Western
Europe is not available over such extended periods,
so I compare Russia and Sweden to highlight some
of the main differences between the FSU and Western
Europe (comparable data for the 15 Western European
EU member states before 2004 [EU-15] are available
in more recent periods, and some comparisons with
this group are made below). Apart from some stagna-
tion for men in the early years, adult life expectancy
increased steadily in Sweden. However, Russia exhib-
ited very substantial fluctuations, especially from the
mid-1980s, but with a generally declining trend, so that
life expectancy for men at age 20 was much lower at
the end than at the start point, i.e., 42 years in 2006,
compared with 48 years in 1959.

The divergence in mortality experience over this
period between Russia and Western countries has been
much greater for men than for women, so that life
expectancy at age 20 for Russian men in 2006 was 17
years less than for Swedish men, twice the 9 years’
difference for women. In Western European countries
the sex differential in adult life expectancy tended
to increase until about 1990, largely reflecting men’s
initially heavier burden of mortality from circulatory
system diseases, but more recently these differences
have declined (World Health Organization Health for
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Fig. 4.1 Life expectancy at birth by sex from 1950–1955 to 2000–2005. Western Europe values for both sexes in 1950–1955 and
2000–2005 shown as lower and upper dotted lines. Source: UN 2008 Revision

All database [WHO-HFA] n.d.). In contrast, the sex
differential in Russia increased to 13 years in 2006,
probably the largest difference in the world. If the mor-
tality rates of 1994, the year that mortality reached its
maximum, were to have held throughout their lifetime,
six out of ten Russian men aged 20 would have died
before age 65, and even at 2006 mortality rates over
half would not survive, compared with fewer than one
in eight in Sweden. Russian women fare much bet-
ter, and even with 1994 mortality levels, three-quarters
would survive through the working ages (compared
with over 90% of Swedish women). Inevitably, con-
siderable attention was given to the sharp mortality
increase of the early 1990s, but this event should be
set in a longer-term perspective.

Historical Background

The FSU has had a turbulent history, which has led to
three of the largest mortality crises in Europe in the
past century. Citizens in their 90’s would have been
born before the establishment of the Soviet Union in
1922 following a civil war and famine, and alive after
its collapse in 1991. The estimated number of excess
deaths varies between authors and according to the pre-
cise definition of what constitutes an excess death, but
in this period, there were an estimated two to three
million excess deaths associated with the forced col-
lectivization in the 1930s and the consequent famine
of 1932–1934, which particularly affected Ukraine
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Table 4.1 Population of
countries of the Former Soviet
Union (FSU) in 2008

Country
Mid-year 2008
population (millions)

Percent of FSU 2008
population

Armenia 3.0 1.1
Azerbaijan 8.5 3.0
Belarus 9.6 3.4
Estonia 1.3 0.5
Georgia 4.4 1.5
Kazakhstan 15.5 5.5
Kyrgyzstan 5.4 1.9
Latvia 2.3 0.8
Lithuania 3.4 1.2
Republic of Moldova 3.6 1.3
Russian Federation 141.8 49.9
Tajikistan 6.8 2.4
Turkmenistan 5.0 1.8
Ukraine 45.9 16.1
Uzbekistan 27.8 9.8
Former Soviet Union (FSU) 284.2 100.0
Commonwealth of

independent states (CIS)
277.3 97.5

Note: The Commonwealth of Independent States (CIS) includes as of early 2009
all countries of the FSU except the Baltic states of Estonia, Latvia, and Lithuania
(although the precise nature of their role in the CIS varies among the constituent
countries).
Source: WHO-HFA, available online at http://www.euro.who.int/hfadb

(Meslé and Vallin 2003; Wheatcroft 2009), where life
expectancy at birth in 1933 was estimated as 7.3 years
for males and 10.8 for females (Vallin et al. 2002, Table
3). World War II, referred to in the Soviet Union as
the Great Patriotic War, led to an estimated 27 million

deaths (Ellman and Maksudov 1994). Finally, and
perhaps less visibly, a major mortality crisis, noted
above, started to become apparent from the 1970s, but
intensified after 1990 with the collapse of the Soviet
Union. The estimated annual number of excess deaths
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associated with the post-1990 crises depends on the
method of calculation, but on any basis runs into sev-
eral millions (e.g., Murphy et al. 2006 estimated the
figure at about five million).

The USSR had been the world’s largest country,
accounting for about one sixth of the global landmass
and bordering countries as diverse as Japan, Norway,
and Iran. The USSR started to break up in the late
1980s, with protests and the election of nationalistic
governments in the Baltic states of Estonia, Latvia,
and Lithuania following a period of political strain
after Yuri Andropov and Mikhail Gorbachev attempted
to reform the existing system. The process of separa-
tion was fraught with difficulty both because it was
not the preferred option for all parties and because
the economy of the USSR was highly centralized. The
population was ethnically heterogeneous, and internal
population movements had placed substantial frac-
tions of ethnic Russians in many of the republics
of the USSR that were later to become fully inde-
pendent states, a fact that has resulted in large-scale
population redistribution and still unresolved territorial
disputes (including armed conflict between Russia and
Georgia in 2008) involving not only Russia, but also
some of the other FSU states, particularly those in the
Caucasus. At present (late 2010), there are 15 separate
countries that formed part of the FSU, with the Russian
Federation (or Russia) accounting for about half of the
total population, the Ukraine 16%, and Uzbekistan 9%,
and no other country accounting for more than 5% of
the total (Table 4.1).

The demographic patterns, including adult mortal-
ity, differ among the main groupings: the predomi-
nantly Slavic group (Russia, Ukraine,1 and Belarus,
about 70% of the population of the FSU); the Baltic
states (Estonia, Latvia, and Lithuania, about 2.5%),
the Central Asian republics (Kazakhstan, Kyrgyzstan,
Tajikistan, Turkmenistan, and Uzbekistan, about 20%),
and the remaining states (mainly in the Caucasus—
Armenia, Azerbaijan, and Georgia—together with
the ethnically Romanian state of Moldova, 7% in
total). Fertility is much higher in the Central Asian
republics and particularly low in the Slavic and Baltic
states, with the Caucasus states being intermediate in

1 The western Ukraine became part of the USSR only after
World War II.

levels. About 40% of the population in Tajikistan and
Turkmenistan is under age 15, compared with about
15% in the Slavic and Baltic states, which conse-
quently have much higher proportions of older people
and crude death rates (WHO-HFA n.d.). These trends
continue to change the relative numbers of people in
the constituent countries of the FSU, a change com-
pounded as ethnic Russians relocate to the Russian
Federation. There has been considerable international
emigration outside the FSU as well, especially among
the more skilled sectors of the labor force.

The quality of data and range of studies available
for Russia, which are considerably greater than for
most of the other countries of the FSU (data quality
is discussed in more detail below)—together with the
fact that Russia is the dominant country in size, pop-
ulation, economy, and political influence—mean that
the great majority of mortality analyses for the FSU
have concentrated on Russia. Information about other
parts of the FSU is less systematic, and as the pat-
terns diverge, it becomes increasingly less clear that
they should continue to be analyzed as a single entity.

Data Quality and Availability

The Russian Empire state statistical office was estab-
lished in 1880, and censuses conducted in various
years including 1897, 1926, 1937, and 1939 pro-
vided the basis for mortality analyses in earlier years
(Goskomstat n.d.). In the early part of the twentieth
century, there was a clear European east–west divide
in mortality, with much higher mortality in the east
than in the west (Caselli 1994). Given the closed and
centralized nature of the Soviet government system,
statistical information, including demographic infor-
mation, was primarily regarded as the sole property
of the state and data were not freely available, and
there were parallel compilations of statistics for inter-
nal and external use (Anderson et al. 1994; Davies and
Wheatcroft 2004). There were major problems with
demographic data in the Soviet Union in the 1920s
and 1930s. Regular publication of registration data on
births and deaths ceased in 1927. Because registration
data contradicted the political view that the population
was increasing rapidly, the Statistical Office was closed
in 1929 and the 1930 census was cancelled, and those
responsible for data compilation suffered persecution
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and even death (Wheatcroft 2009). The Soviet state at
various periods had a strong interest in concealing, for
example, the demographic consequences of the 1930s
mortality crises arising from the forced collectivization
of peasants and subsequent famine, or the worsen-
ing of mortality in the 1970s. However, the 1937
and 1939 censuses are regarded as being acceptably
accurate for providing mortality estimates. The next
census did not take place until 1959, after the death
of Josef Stalin, who was apocryphally said to have
stated that one death is a tragedy, a million deaths is a
statistic.2

In 1938, life expectancy at birth in Russia was esti-
mated at 40.4 years for males, similar to the value
a century earlier in countries such as England and
Wales (Charlton and Murphy 1997; Shkolnikov and
Meslé 1996), and 46.7 years for women. Mortality
improved substantially in the USSR after World War
II (Table 4.2). By 1965, life expectancy in the Soviet
Union was similar to that of the United States, 64.0
for men (USA 66.8) and 73.4 for women (USA 73.8).
While Russia reported slightly lower life expectancy
than the United States, values in Ukraine were higher,
at 67.8 for men and 74.6 for women (HMD n.d.). Not
only was Soviet mortality comparable to that of its
main rival in the West in this period, it was also on
a much more rapidly improving trajectory.

The two power blocs remained in competition (as
typified by the emphasis given to the space race fol-
lowing the launch of the first Soviet sputnik in 1957),
including an expensive arms race that the relatively
poorer East was less well placed to engage in. The
near-parity in mortality with Western countries reached
around 1965 was not sustained, and in the follow-
ing decades mortality trends in the Soviet Union and
countries under its influence in Eastern Europe started
to show a much less positive pattern, so that by
the early part of the twenty-first century, the clear
east–west divide in mortality in Europe of the early
twentieth century had reappeared (WHO-HFA n.d.).

2 Julia Solovyova (Moscow Times, October 28, 1997), in
discussing Konstantin Dushenko’s Dictionary of Modern
Quotations (Slovar� sovremennyh citat: 4300
hod�qih citat i vyra�eni� HH veka, ih
istoqniki, avtory, datirovka), stated that Russian
historians have no record of this quotation (which probably orig-
inated from the 1956 novel Der schwarze Obelisk by Erich Maria
Remarque): see http://bailey83221.livejournal.com/87856.html
and http://en.wikipedia.org/wiki/Anecdotal_value

But publication of routine mortality statistics such as
expectation of life at birth and the politically sensitive
indicator of infant mortality (widely regarded as a key
indicator of overall development) was suspended from
the 1970s (Davis 2006). Such information was avail-
able internally (Anderson et al. 1994), but the facts
became more widely known with publication of a book
by Todd (1976), followed by a number of other studies
(e.g., Anderson and Silver 1986; Davis and Feshbach
1980) that drew attention to the fact that since around
1965 mortality improvement appeared to have stag-
nated or regressed not only in the USSR, but in some
other countries of Eastern Europe as well. A study by
Dutton (1979) showed that the deterioration was due
particularly to increases in male working-age mortality
and gave considerable attention to misuse of alcohol as
a likely cause.

Following the establishment of the Russian
Federation, the production of demographic statistics
became the responsibility of the State Statistics
Commission (Goskomstat n.d.) and equivalent bodies
in the other former republics of the USSR. While
some countries, such as the Baltic states, had well-
established systems and relatively peaceful transitions
to statehood, this was not the case for most of the
republics (Anderson and Silver 1997), and the World
Health Organization (WHO) estimates that coverage
of vital registration in the Central Asian republics
is incomplete by up to 20%. In addition, conflict
in areas such as the Caucasus makes estimation of
population denominators also highly problematic.
Nevertheless, mortality data are probably the most
complete and comparable health indicators available
(although the coding of causes of death contains some
peculiarities, since the Russian Federation adopted
only a subset of ICD-10 in 1999; Vishnevsky and
Bobylev 2009), and some differences in patterns
of overall mortality in FSU republics are apparent
(Fig. 4.1). For about half of the states (and well over
half of the population), life expectancy at birth (both
sexes combined) was lower in 2000–2005 than it
had been in Western Europe 50 years earlier. All
republics showed rapid improvement in the earlier
part of the period, but most then showed stagnation or
even reversal from the mid-1980s. The Baltic states
started from generally higher levels of life expectancy
than the other states, and this group is the only one
where the general trend of mortality has improved
since about 1990 (although single-year data do show
some fluctuations). The predominantly Slavic states
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Table 4.2 Life expectancy at birth in Russia and the United States, by sex, selected years 1896–2009

Males Females

Year Russia USA Difference Russia USA Difference

1896 30.9 46.2 15.3 33.0 47.3 14.3
1926 39.3 55.5 16.2 44.8 58.0 13.2
1938 40.4 61.9 21.5 46.7 65.3 18.6
1958 61.9 66.8 4.9 69.2 73.2 4.0
1965 64.3 66.8 2.5 73.4 73.8 0.4
1970 63.0 67.1 4.1 73.4 74.7 1.3
1975 62.3 68.8 6.5 73.0 76.6 3.6
1980 61.5 70.0 8.5 73.1 77.4 4.3
1987 64.8 71.5 6.7 74.4 78.4 4.0
1990 63.8 71.8 8.0 74.3 78.8 4.5
1994 57.6 72.4 14.8 71.2 79.0 7.8
1998 61.3 73.8 12.5 72.9 79.5 6.6
2003 58.5 74.5 16.0 71.8 79.6 7.8
2004 58.9 74.9 16.0 72.3 79.9 7.6
2005 58.9 74.9 16.0 72.4 79.9 7.5
2006 60.4 75.1 14.7 73.2 80.2 7.0
2007 61.4 75.4 14.0 73.9 80.4 6.5
2008 61.8 NA NA 74.2 NA NA
2009 62.8 NA NA 74.7 NA NA

Sources: Russia 1896–1975, Table 4.1 in Shkolnikov and Meslé (1996) (further information given in that
document).
Russia 1980–2006, WHO-HFA, available online at http://www.euro.who.int/hfadb
Russia 2007–2009, available online at http://www.gks.ru/free_doc/new_site/population/demo/demo26.xls
USA 1896–1938, Carter et al. (2006, Table Ab656–703). Expectation of life at birth all races: 1850–1998.
USA 1958–1970, National Center for Health Statistics (2007), Table 11. Life expectancy by age, race, and sex:
Death-registration states, 1900–1902 to 1919–1921, and the United States, 1929–1931 to 2004.
USA 1970–2007, National Center for Health Statistics (2010), National Vital Statistics Reports 58(19), May 20,
2010, Table 8. Life expectancy at birth, race, and sex: the United States, 1940, 1950, 1960, 1970, and 1975–2007.

of Russia, Belarus, and Ukraine have about the same
values as 50 years earlier and, to that extent, have had
the poorest performance in mortality over the period.
This was the case especially for sex differentials in
mortality, which increased substantially in the Slavic
and Baltic parts of the FSU, where they are now
among the highest in the world. The other republics,
in Central Asia and the Caucasus, started from a lower
baseline in 1950, but now report levels similar to those
of the Slavic republics, although the caveats about data
quality should be noted.

Reported trends in adult mortality in many of the
smaller FSU republics should be treated with cau-
tion; consequently, this chapter gives most attention
to patterns of adult mortality in Russia, the largest
and best documented of the FSU states (Anderson and
Silver 1997; Chenet and Telishevska 2000; Vlassov
2000). More information about the Central Asian FSU
Republics is included in “Adult Mortality in Asia,”
Chapter 6.

Excess Mortality Associated with Recent
Russian Mortality Patterns

While the trend for the past four decades was for
Russian adult mortality to increase (Brainerd and
Cutler 2005; Lutz et al. 1994; Shkolnikov et al. 2004),
there were striking changes so that life expectancy
improved sharply for a short period around 1985–
1987, especially for men, to values similar to those
of 1960, before two major crises occurred in the early
1990s and around 2000 (Fig. 4.2).

The sharp increase in mortality following the
collapse of the Soviet Union in 1991 attracted consid-
erable attention, although it was overlaid on a contin-
uing mortality crisis. The fact that the increase was
clearly concentrated among working-age adults was
identified early (Bobak and Marmot 1996; DaVanzo
and Farnsworth 1996; Shkolnikov and Meslé 1996).
Relative to the high point of mortality improvement
in 1987, age-standardized overall mortality had risen
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by just under one-half for males and one-quarter for
females by 1994, but the values for children (under
age 15) were actually lower in 1994 than in 1987
(Table 4.3). All other age groups showed increasing
mortality, with the largest proportionate increases at
ages 30–44, of 140% for men and 90% for women. For
the latest date for which comparable data are available,
2006, values in all adult age groups were higher than
in 1987, but childhood (including infant) mortality has
continued to fall over the whole period. While care is
needed in interpreting short series of data, there has
been a substantial improvement in mortality between
2005 and 2009 (Table 4.2). Even so, values of life
expectancy at birth for men were still lower in 2009
than in 1995, although values for women probably at
their historical maximum (Table 4.2).

The progress of Russian adult mortality in the recent
turbulent period may be assessed by comparing the
observed values with those at key time points: 1964,
when mortality in the USSR reached a value similar to
that of the United States; 1984, just before the series
of major societal transformations occurred; 1987, the
high point of success in lowering mortality associated
with Gorbachev’s short-term anti-alcohol campaign

(discussed later, White 1996); or with a continuation
of the trend from the period 1959–1984, before the
sharp rise and falls in life expectancy trend (Fig. 4.3).
The estimate of the extent of the mortality crisis will
depend on which choice is made.

Trends in age-specific Russian mortality over the
period from 1980 to the early part of the twenty-first
century may also be compared with those of the EU-15
Western European countries (Table 4.4). In 1980 age-
standardized overall Russian mortality was about 50%
higher than in the EU-15, but by 2006, while Russian
male mortality had risen 9% and female mortality had
risen 2%, in the EU both male and female mortality
had fallen by over one third. In both areas childhood
mortality fell substantially, rather more in the EU than
in Russia. However, in Russia there were increases at
adult ages, especially substantial at younger working
ages, e.g., rates for men aged 15–44 were twice as
high in 2006 as in 1987, and the increase in women’s
rates was only slightly less. The continuing relative
increase of Russian adult mortality is striking, with
the result that in 2006 male mortality at ages 30–44
was seven times higher than in the EU and female
mortality over four times higher. Working-age

Table 4.3 Age standardized mortality rates per 100,000 by age and sex, Russian Federation, selected years 1980–2006

Age-group

All ages 0−14 15−29 30−44 45−59 60−74 75 and over

Males
1980 1, 873 282 313 776 1, 867 4, 929 15, 432
1984 1, 880 264 289 743 1, 900 5, 009 15, 594
1987 1, 630 243 198 464 1, 509 4, 571 14, 681
1994 2,382 233 389 1,116 2,831 6,177 17,684
1998 1, 879 207 352 782 2, 037 5, 245 13, 953
2003 2, 306 166 381 1, 061 2, 702 6, 132 17, 258
2004 2, 232 155 386 1, 061 2, 623 5, 901 16, 551
2005 2, 227 147 392 1, 082 2, 624 5, 861 16, 418
2006 2, 039 136 369 969 2, 317 5, 408 15, 384
Females
1980 959 204 79 212 658 2, 300 11, 140
1984 974 192 75 207 660 2, 374 11, 392
1987 899 170 61 150 553 2, 269 10, 849
1994 1,109 167 103 287 897 2,733 12, 080
1998 962 151 101 209 676 2, 392 11, 047
2003 1, 082 123 108 293 865 2, 602 12,137
2004 1, 039 114 108 295 836 2, 499 11, 554
2005 1, 034 107 111 305 830 2, 459 11, 569
2006 977 101 103 276 746 2, 304 11, 244

Note: Largest value in group shown as italicized bold.
Source: WHO-HFA, available online at http://www.euro.who.int/hfadb
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Fig. 4.3 Russia and Sweden
life expectancy at age 20
(e20). Includes regression line
for Russia fitted over period
1959–1984 and values for key
years 1965, 1984 and 1987
(see text). Source: Human
Mortality Database

Table 4.4 Ratio of age-standardized mortality rates (percent) by age and sex in Russian Federation to rates in EU-15,
selected years 1980–2006

Age-group
All ages 0–14 15–29 30–44 45–59 60–74 75 and over

Males
1980 162.1 209.7 281.6 381.4 219.7 154.1 121.8
1984 170.4 238.2 275.1 380.1 237.6 164.3 127.1
1987 154.2 241.1 191.8 241.0 199.3 156.9 124.4
1994 250.5 325.3 387.6 544.7 435.8 240.4 164.3
1998 209.8 347.3 396.7 448.4 339.2 221.1 132.7
2003 283.0 325.4 500.6 692.4 481.1 299.5 173.9
2004 289.6 319.6 534.6 726.3 485.7 304.1 177.3
2005 293.0 311.7 564.3 770.5 490.6 309.7 177.2
2006 277.6 294.6 552.9 706.4 441.5 295.7 172.8
Females
1980 138.4 199.6 183.5 198.0 164.2 144.2 121.8
1984 149.3 226.4 190.3 206.9 176.0 157.8 130.4
1987 144.0 220.2 162.0 153.9 153.5 157.6 129.5
1994 198.1 296.7 294.5 308.4 280.1 217.2 158.4
1998 180.4 316.9 311.6 248.1 224.1 206.7 148.2
2003 214.0 295.8 387.0 387.1 300.5 254.3 165.8
2004 217.9 285.4 398.7 408.7 300.0 256.9 169.0
2005 219.5 280.2 434.4 433.4 300.9 258.1 170.0
2006 214.6 273.8 421.1 406.5 275.8 248.5 172.2

Note: Largest value in group shown as italicized bold.
Source: WHO-HFA, available online at http://www.euro.who.int/hfadb
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mortality was the driver of overall mortality increase
in Russia since 1987; the improvement in infant and
child mortality actually mitigated the overall mortality
increase, and mortality rates for older people remained
relatively constant. Compared with 1994, the ratio of
Russian to EU mortality was higher for every adult
age group in 2005, and much higher at working ages
(Table 4.4), even though 2005 was a period of relative
social and economic stability compared with the
previous two decades. The year 2005 rather than 1994
might be regarded as the time of worst adult mortal-
ity; for example, the difference between Russia and
Sweden in life expectancy at age 20 and the probability
of survival between ages 20 and 65 peaked in that year
(Fig. 4.2).

Considerable attention was given to the unantic-
ipated sharp mortality increase of the early 1990s,
especially if compared with a year such as 1987, since
there appeared to be no precedent for such an event in a
developed country, nor any mechanism that would lead
to such catastrophic mortality increase concentrated
among working-age people in a society without major
armed conflict, virulent pandemic, or mass starvation,
none of which was present. However, changing pat-
terns of cause of death suggest possible mechanisms
(Dutton 1979).

Causes of Death in the Former Soviet
Union

In Russia in 2006, circulatory system diseases
accounted for 57% of deaths at all ages, external
causes (accidents and violence) for 13%, and can-
cers for 12%, with other causes accounting for the
remaining 18%. This distribution is broadly similar to
that in many developed countries, with adult deaths
predominately due to noncommunicable rather than
communicable diseases (Notzon et al. 2003). Mortality
rates from most causes of death are higher in Russia
than in the EU-15; of these three principal causes, can-
cer rates are higher than but broadly similar to those
in other European countries, whereas both circulatory
system disease and external causes of mortality are
substantially higher. At working ages, circulatory sys-
tem diseases account for about 40% of deaths, but
external causes outnumber cancers substantially when
both sexes are combined. While the distribution of

deaths by cause did not change substantially in Russia
between 1980 and 2006, the contrasts with Western
Europe increased, with the ratio of Russian to EU-
15 circulatory system death rates at ages 25–64 rising
from a value of just over two to seven. Some of the
more detailed causes show even more extreme pat-
terns, with tuberculosis death rates in 2006 being over
100 times higher in Russia than in Western Europe
for men and 60 times higher for women. Mortality
rates from some external causes are much larger for
Russian people of working age than for those in the
EU-15; for example, 25 times higher for accidental
poisoning (mostly associated with alcohol consump-
tion) and 30 times higher for homicide, suggest-
ing considerable potential for reducing “avoidable”
mortality (Table 4.5, see also “Avoidable Mortality,”
Chapter 23).

Explanations for the Observed Patterns

While the main trends of adult mortality in Russia
are well established, there is less consensus about the
explanations for them. Particular attention has been
given to factors that might explain increases in the
main causes of death among working-age men, espe-
cially circulatory system disease and external causes.
While there were problems with pollution in Eastern
Europe (Bobak and Marmot 1996), these did not
appear large enough to account for the observed pat-
terns, and explanations have tended to concentrate on
three main areas:

1. individual risk factors such as smoking and diet, but
in particular the role of alcohol abuse, especially
in Russia (different patterns of alcohol consump-
tion in other parts of the FSU, such as the mainly
Muslim Central Asian republics, mean that such an
explanation will not be as valid in all parts of the
FSU);

2. macro-level factors such as changing standard of
living or level of income inequality;

3. social stress arising from societal transformation in
the FSU.

These areas clearly interact and potentially rein-
force each other, and a number of possible explanations
have been identified, including the following.
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Artifact

There was no evidence of increases in communica-
ble diseases large enough to produce the sharp and
unanticipated changes in mortality after 1990 (see
Table 4.3). But chronic conditions were assumed to
arise from long-term accumulation of insult, and thus
would not be expected to lead to such sharp increases,
either. It was therefore suggested that these results
might be due to error or inaccuracy in data collection
or processing, including the possibility of underrecord-
ing of deaths in earlier periods (although much of
this discussion centered around the different way of
recording infant deaths in the Soviet Union, which
yielded infant mortality levels about 22% lower than
they would have been if the standard WHO defini-
tion of infant mortality had been used; Anderson and
Silver 1986). However, the fact that recorded cancer
deaths remained relatively constant, whereas deaths
from causes such as cardiovascular disease and acci-
dents and violence increased substantially, suggested
that changing statistical coverage could not account for
these findings, a point that was reinforced after detailed
analyses of mortality statistics by both Russian and
Western demographers (Leon et al. 1997). Therefore,
the trends recorded by official statistics in Russia were
real, and other explanations are required.

Alcohol

The causes of the mortality crisis are complex and
due to a range of distal historical, cultural, social, eco-
nomic, and political factors. Alcohol is an important
proximal cause. The roots of Russian drinking pat-
terns are many centuries old (McKee 1999; Stickley
et al. 2009) and are not the product of a particu-
lar political system. It is unclear whether alcohol is
strongly implicated in the long-term increase in mor-
tality, because suitable data for the period before 1990
do not exist, but consumption of alcohol increased in
the postwar period (Dutton 1979; Treml 1997), with
such harmful consequences that it had become a major
concern to the Soviet government by the mid-1980s.
The result was a wide-ranging anti-alcohol campaign
initiated by Mikhail Gorbachev (White 1996); in the
2-year period 1985–1987, life expectancy increased
2 years. While the health benefits were clear-cut, the
anti-alcohol campaign, like earlier sudden changes in

alcohol availability (Stickley et al. 2009), was unsus-
tainable: it was unpopular, and the government of the
USSR obtained a substantial fraction of its revenues
from taxes on officially produced alcohol, so the pol-
icy was reversed in 1987. After 1990 considerable
attention was given to the role of alcohol in Russia,
although the sharp increase in life expectancy, espe-
cially for men, that occurred simultaneously with the
1985–1987 anti-alcohol campaign had already pro-
vided evidence for the direct sensitivity of mortality to
alcohol availability (no other plausible explanation has
been advanced for these patterns).

The mechanisms whereby changes in alcohol avail-
ability led to almost instantaneous changes in car-
diovascular mortality remained unclear, since alcohol
abuse was mainly associated with long-term effects
such as cirrhosis of the liver. Indeed, on balance
alcohol consumption is often considered to reduce
CVD: around this time, it was estimated that in the
established market economies more male deaths were
averted than were caused by alcohol consumption,
although the averted deaths tended to occur at older
ages (Murray and Lopez 1996, Fig. 6.4). However,
in Russia, although per capita quantities of alcohol
drunk were not particularly high compared with other
countries such as France, binge drinking and heavy
consumption of spirits led to much worse outcomes
than did the moderate drinking patterns more common
elsewhere (Bobak et al. 1999; Leon et al. 2007; McKee
1999). At the time, few studies had investigated the
health outcomes for binge drinkers; but later it became
apparent that alcohol not only contributed substan-
tially to external causes of death, such as motor vehicle
accidents, poisoning, homicide, and suicide, but also
directly affected cardiovascular disease via arrhyth-
mia (Britton and McKee 2000; Malyutina et al. 2002;
Rehm et al. 2007). Indeed, cardiovascular disease mor-
tality was substantially higher on the weekend and on
Mondays than other days of the week because of the
effects of binge drinking over the weekend (Chenet
et al. 1998).

After the restrictions of the anti-alcohol campaign,
the harmful effect of binge drinking was compounded
by a substantial switch toward home-produced alcohol,
which was often of unreliable quality (McKee 1999).
Russia exhibits heavy consumption of home-produced
spirits (samogen) and nonbeverage alcohol liquids,
such as antifreeze and after-shave (Leon et al. 2007).
In one Russian city such risky drinking accounted for
about half of deaths among men aged 25–54, a figure
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confirmed in a later large-scale study of three Russian
cities which found that 59% of deaths to men aged
15–54 were alcohol-related, as were 33% of those for
women (Zaridze et al. 2009). The higher availability of
low-quality alcohol in rural areas suggests that this is
at least as great a problem there.

The lack of attention given to reducing the harmful
effects of alcohol, apart from the short-term and ulti-
mately unsuccessful attempt by Gorbachev, shows the
difficulties in changing individual behavior, especially
in a society whose institutional tolerance of alcohol
was exemplified by the public behavior of the late
Russian president Boris Yeltsin. It is likely that alco-
hol abuse was stimulated by societal transformation
in the 1990s: large numbers of men lost employment
and social prestige, and privatization of the former
state-run alcohol industry led to increased marketing of
alcohol. Poverty may have led to increased use of the
most harmful types of nonbeverage alcohol. Alcohol
abuse remains an important factor in the increase of
adult mortality in recent decades (Zaridze et al. 2009).

Smoking

Russia has one of the world’s highest rates of smok-
ing among men, 60% compared with 30% in typical
Western countries; rates for women are about 15%
(Bobak et al. 2006). But rates of lung cancer mor-
tality are not particularly high by international stan-
dards and were actually falling from the early 1990s
(Shkolnikov et al. 1999), largely because tobacco had
been given high priority during the war but was rela-
tively restricted immediately after it (Shkolnikov et al.
2004). However, in FSU countries smoking contributes
to high levels of mortality, especially from cardio-
vascular disease, and, in the Russian Federation in
particular, smoking contributes to the extreme sex dif-
ferential in adult mortality given the differences in
smoking patterns between the sexes. Present high lev-
els of smoking are likely to result in higher mortality
than would otherwise be the case in future years.

Diet and Nutrition

About 60% of Russian adults have higher than rec-
ommended cholesterol levels, and about 20% are at
high risk and in need of medical attention (Plavinski

et al. 1999). The Russian diet is particularly deficient
in micronutrients such as those obtained from veg-
etables (Shkolnikov et al. 2004), and its effects are
compounded by lack of exercise. Russian nutrition is
poor in both quantity and type of foods consumed
(Popkin et al. 1997), although neither the risks of this
diet nor the changing patterns of consumption fully
explain Russian mortality over this period (Brainerd
and Cutler 2005). Diets low in micronutrients and high
in animal fats are likely to lead to poor outcomes when
levels of cardiovascular disease are already high, and
are likely to reinforce negative health trends.

Health Services

Both the quality and the quantity of health care in
the former USSR and its successor states have been
identified as potential contributors to the mortality
crisis. At the Alma Ata declaration and conference
in 1970, the Soviet primary health care system had
been strongly endorsed as a model for other countries
to follow. This system was effective at ensuring
high rates of coverage for vaccination, but received
few resources and low priority compared to other
parts of the economy. Access to advanced medicine
and pharmaceuticals was limited, and the healthcare
system tended to fall behind Western performance
levels over time. In addition, the Soviet health system
gave little emphasis to individual responsibility for
health. However, the fact that mortality increases
were so strongly concentrated among working-age
people, especially men, the group who make least
use of health services, suggested that deficiencies in
those services could only have played a minor part in
mortality trends over the past four decades.

Stress and Living Conditions

Psychosocial problems in Russia were accentuated
by the drastic changes in the economic transition.
Reduction in the social safety net in the last 15 years
and perceived lack of control before 1990 have been
identified as contributors to the increase in Russian
mortality over the period (Brainerd and Cutler 2005;
Cornia 2003; Cornia and Paniccia 2000; Leon and
Shkolnikov 1998). Increases in unemployment were
associated with increased mortality (Stuckler et al.
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2009). The increase in suicide suggested that stress
was implicated in the mortality swings after 1990.
The poorest groups in society were most affected by
societal transformation, and they are the most likely
to drink excessively and to consume nonbeverage
alcohol. Also, general inequalities (which have an
independent effect on mortality) increased. While the
USSR had been a highly egalitarian state in terms
of income distribution, socioeconomic differences
in mortality by educational level were at least as
large in pre-1990 Russia as in Western countries
(Shkolnikov et al. 1998), and were stronger for men
than for women. More recently, these differentials
have increased substantially across a number of
countries of the FSU (Shkolnikov et al. 2005). While
adult mortality of those with tertiary education has
decreased since 1990, mortality of those with sec-
ondary education has increased, and mortality among
those with only primary level education has increased
very sharply (Murphy et al. 2006).

Even though the Soviet economic system had sub-
stantial inefficiencies and relatively poor pay, the rapid
transition from a system with stable employment and
little or no unemployment or job insecurity, plus a high
regard for people engaged in heavy manual labor, to
a privatized system seriously worsened living condi-
tions (“shock therapy”) and contributed to the increase
in mortality not only in the FSU but also in much
of the former Communist bloc after 1990 (Stuckler
et al. 2009). The preexisting tradition of binge drink-
ing compounded the effect among the groups most
affected, working-age men. The effect of this soci-
etal transformation was both longer and greater in the
Slavic states of the FSU. A number of reasons may
account for this: Russia not only lost its existing sys-
tem but had no potential to gain autonomy as some of
its client states did; the Russian transition was plagued
with conflict between those who wanted to retain much
of the old system and others who want to abolish it; and
the transition was poorly managed, with breakdown of
governance and a lack of support structures to replace
the now-defunct state.

Summary, Conclusions, and Implications

While the patterns of overall mortality in Russia are
paralleled by those in the other Slavic and Baltic states,
it is too simple to attribute them to a single cause.

Over a long period of time, a series of factors have
reinforced each other to shape the current outcome.
Historically, Russia, like some other parts of northern
Europe, has had patterns of binge drinking of spirits,
but other countries in the region such as the Nordic
countries did not show a similar increase in adult mor-
tality. The series of economic and social shocks that
occurred in a society that had provided the majority
of its population with a stable and predictable exis-
tence, albeit at a level that fell increasingly below
that of other industrialized nations, appears to have
reduced the ability of the adult population to adjust
to new crises. Discussion about whether societal trans-
formation or alcohol was primarily responsible for the
fluctuations after 1990 is unhelpful: they were both
important and mutually reinforcing. Russia, in par-
ticular, had a damaging combination of factors, such
as poor diet, low levels of exercise, hazardous drink-
ing traditions, centralized but ineffective health care
systems, and little emphasis on public health or respon-
sibility of individuals for maintaining their own health,
that led to mortality increases from the 1960s as the
relatively easily achieved postwar benefits wore out.
The subsequent changes from 1990 added a series of
new problems: the new Russian Federation political
system continued to give little attention to the health
care system, and some risk factors increased, including
higher levels of smoking, hazardous drinking, unem-
ployment, poverty, and financial uncertainty (the 1998
banking crisis is often asserted to be the cause of the
second mortality crisis about 2000). Social stress aris-
ing from the economic and physical shocks led to
considerable loss of prestige among some occupations,
compounding the problems for working-age men.

The long-term decline has been by far the
most important driver of Russia’s poor current adult
mortality levels, and the crises since 1990 are relatively
unimportant in comparison: indeed, if the trend of
the period 1959–1984 were to be continued into the
future, men’s mortality in the early twenty-first century
would actually lie above this trend line. Because the
FSU trends are extreme and unique, it is difficult
and perhaps impossible to definitively determine the
relative importance of the responsible proximal and
distal factors. It is likely that social upheavals that bore
particularly on certain groups and sharp reductions in
living standards contributed to the substantial increases
in working-age adult mortality observed since 1990.
But the longer-term combination of historical
factors, such as alcohol consumption, poor diet,
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and low priority given to improving health, was
responsible for the longer-term trend of the past four
decades.

Mortality has been decreasing almost continuously
in most parts of the world for many decades. However,
adult mortality in Russia and some of its neigh-
bors remains very high, with little evidence of sus-
tained improvement 20 years after the former system
collapsed, even in comparison with some countries
in Eastern Europe with a similar experience: the
Appendix to this chapter contains a number of rel-
evant studies and sources of additional information.
The optimistic assumption that political and economic
change would automatically lead to Western European
patterns has been dashed. It is clear that the under-
lying causes are multifactorial and of long standing.
Mortality is only one indicator of poor health status
in Russia (Andreev et al. 2003); addressing this crisis
will require early interventions in a number of areas,
such as improving diet and reducing consumption of
tobacco and alcohol. The health system not only is
underfunded in general (health expenditure accounted
for 5.3% of GDP in 2006, about half of the proportion
of Western European countries and about one ninth of
the expenditure per capita of that in the United States,
World Bank n.d.), but also gives low priority to pub-
lic health measures. Poverty, compounded by a rapid
increase in income inequality and population aging
(the proportion of the Russian population aged 65 and
over is projected to rise from 18 to 30% between 2010
and 2030, United Nations n.d.), remains a major social
and health issue, especially in the neglected rural areas.
The tombstone of Karl Marx, the intellectual father
of Communism, bears the sentence “The philosophers
have only interpreted the world in various ways; the
point however is to change it.” A similar point may be
made with respect to improving future health status in
the former Soviet Union, where priority will need to be
given to implementing appropriate actions.

Appendix: List of Additional Databases
with Data on Mortality and Related
Issues in FSU Countries

Information is available from national statistical
offices, e.g., State Committee of the Russian
Federation on Statistics: http://www.gks.ru/eng/
default.asp.

Addresses for nation-specific sites are available
online at http://www.who.int/whosis/database/
national_sites/index.cfm

World Health Organization country page: http://www.
who.int/countries/rus/en/

WHO Regional Office for Europe: http://www.euro.
who.int/countryinformation, including

European health for all database (HFA-DB)
Mortality indicators by 67 causes of death, age, and sex

(HFA-MDB)
European detailed mortality database (DMDB)
Country highlights on health, e.g., http://www.

euro.who.int/countryinformation/CtryInfoRes?
COUNTRY=RUS

US Census Bureau International Data Base (IDB):
http://www.census.gov/ipc/www/idb/

UNICEF Innocenti Research Centre: http://www.
unicef-irc.org/databases/transmonee/#TransMONEE

Electronic version of bulletin Naselenie i obschestvo
(Population and Society)

Institute of Demography at the State University Higher
School of Economic http://demoscope.ru/weekly/
includes statistics such as life expectancy at birth at
http://demoscope.ru/weekly/app/app40e0e.php

CIA World Factbook for Russian Federation:
https://www.cia.gov/library/publications/the-world-
factbook/

Additional Selected Publications with
Data on Mortality and Related Issues
in FSU Countries

World Bank

Dying Too Young: Addressing Premature Mortality
and Ill Health Due to Noncommunicable Diseases
and Injuries in the Russian Federation. Available
online at http://siteresources.worldbank.org/INTECA/
Resources/DTY-Final.pdf

UNDP

Vishnevsky, A. and S. Bobylev (eds.). 2009.
“Human Development Report 2008 for the
Russian Federation: Russia Facing Demographic
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Challenges.” Available online at http://hdr.undp.org/
en/reports/nationalreports/europethecis/russia/NHDR_
Russia_2008_Eng.pdf

World Health Organization Regional
Office for Europe

The European Health Report 2005: Public Health
Action for Healthier Children and Populations.
Available online at http://www.euro.who.int/ehr2005

“Highlights on Health in the Russian
Federation 2005.” Available online at http://www.
euro.who.int/highlights

European Observatory on Health Systems
and Policies

Marc S., L. Rocco, M. McKee, S. Mazzuco, D. Urban,
and A. Steinherr. “Economic Consequences
of Noncommunicable Diseases and Injuries in
the Russian Federation.” Available online at http://
www.euro.who.int/InformationSources/Publications/
Catalogue/20070411_1

M. Suhrcke, S. Walters, S. Mazzuco, J. Pomerleau, M.
McKee, and C.W. Haerpfer. “Socioeconomic
Differences in Health, Health Behaviour
and Access to Health Care in Armenia,
Belarus, Georgia, Kazakhstan, Kyrgyzstan,
the Republic of Moldova, the Russian
Federation and Ukraine.” Available online at
http://www.euro.who.int/Document/E91873.pdf
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Chapter 5

Adult Mortality in Latin America and the Caribbean

Alberto Palloni and Guido Pinto-Aguirre

Introduction

This chapter reviews mortality trends during the twen-
tieth century in selected countries of Latin America
and the Caribbean (LAC). The chapter focuses only
on female and male mortality patterns over age 5 dur-
ing the period 1900–2000. For some countries, we
reconstruct the trajectory from very high mortality pre-
vailing at the beginning of the century to high levels of
life expectancy attained by the year 2000. For others,
we are able to estimate trajectories starting in 1950.
Somewhat surprisingly, current levels of life expectan-
cies in some of these countries are lower than those
experienced in high-income countries.

The chapter is organized as follows: in “A Brief
History of Mortality Statistics in LAC,” we briefly
summarize the nature of the relevant information for
LAC countries. In “Estimation of Adult Mortality in
LAC During 1900–2000,” we identify problems and
gaps in extant estimates of life expectancies and trends.
In this section we summarize the procedures we apply
to estimate adjusted life tables for intercensal periods.
In all cases, we use only a combination of population
censuses and vital statistics and ignore adult mortal-
ity estimates from indirect methods. The adjustments
we implement are those designed to correct for com-
pleteness of census and death registration as well as
for age misstatement in both sources. In “Evaluation
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of Estimates,” we compare our estimates with alter-
native ones obtained using different methodologies,
including those based on orphanhood, widowhood, and
sibling survival as well as with those generated by
a number of agencies using a mixture of adjustment
procedures whose origin and nature are not always
transparent. Our decision to forego estimation using
well-established indirect methods, such as those based
on orphanhood and sibling survival, stems from a
desire to avoid assumptions about underlying age pat-
terns of mortality which, per force, must be invoked
to generate a complete life table above age 5 if any
of these methods are applied. We invoke a similar
rationale for excluding existing estimates of mortality
for the period 1900–1950 for those countries with no
existing vital statistics prior to 1950.

In “Mortality Trends,” we summarize observed
trends and attempt to indirectly identify the deter-
minants responsible for the post-World War II gains
in adult survival. In “The Contribution of Causes of
Death,” we estimate the contribution of major groups
of causes of death to those survival gains; whereas in
“The Determinants of Mortality Trends: 1950–2000,”
we estimate relations between life expectancy and
macro determinants. We also assess the magnitude
of gains accrued in the period 1950–2000 that are
associated with shifts independent of improvements
in measured covariates. The section “Mortality at Old
Ages” examines patterns of mortality at older ages.
Current theories of longevity and the assessment of
the likely trajectory of future life expectancy have
been informed by and based largely on what we know
about mortality patterns in developed countries, those
whose mortality transition began well before 1900.
The contribution to this discourse from the experience
of countries, whose mortality decline begins late, right
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before, or immediately after World War II, is scarce.
This is an important lacuna, since the nature of mortal-
ity decline in these countries in general, and in LAC
in particular, is sharply different from the mortality
decline in more developed societies. The peculiarities
of the mortality transition in LAC, including its highly
compressed character and the evolution of a regime,
where modern chronic conditions coexist with infec-
tious diseases, may have important implications for the
potential trajectory of life expectancy. The last section
concludes.

A Brief History of Mortality Statistics
in LAC

Theories of mortality decline have been formulated,
tested, and then reformulated mostly by exploring
the characteristics of mortality changes in what are
now high-income countries.1 The most fundamental
of these contributions by McKeown (1976) is entirely
based on the experience of England and Wales. So,
it is the expansion of McKeown’s conjecture formu-
lated by Fogel (2004). Similarly, mortality trends in
France, Italy, and Spain (Caselli 2002; Schofield and
Reher 2002; Vallin 2002), for example, have helped to
refine the foundations of what could be considered a
well-tested theory about the mechanisms that produce
the transition from high- to low-mortality regimes.
Nothing of the sort exists for low-income countries in
general and Latin America in particular. Perhaps the
first incursion into this unknown territory can be traced
back to the work by Arriaga (1968) and by Arriaga
and Davis (1969). Arriaga not only produced the first
set of historical life tables for the majority of Latin
American countries but, in collaboration with Davis,
formulated a theory, albeit simple, about the condi-
tions that explained the evolution of mortality up until
1970. But the seminal work by Arriaga was never fol-
lowed up, challenged, modified, or updated, with one
exception. This was the work by Stolnitz (1965) and
especially by Preston who, in a series of classic papers,

1 These theories are distinct from classificatory frameworks such
as those proposed by Omran (1982) in that they explicitly seek
identification of the ultimate causes of changes in mortality and
morbidity regimes.

articulated a theory of mortality decline using statis-
tics from a blend of low- and high-income countries
(Preston 1976, 1987; Preston and Nelson 1974). This
research, however, is not distinctly applied to Latin
America but is an accounting of mortality decline in
general. In addition, and with counted exceptions, this
body of work is based on unadjusted statistics for the
low-income countries included in the analyses.

During the period of 1970–2000, there was an
explosion of new methods to estimate child and adult
mortality using indirect techniques. Multiple estimates
were produced for different countries largely for the
period 1950–2000. But these efforts have three short-
comings. First, estimates were produced for the age
group 0–5 or for adult mortality without generating
entire life tables. Calculations of entire life tables
were the result of stitching together the estimates
for early childhood and adulthood, an operation that
rested on assumptions about underlying age patterns
of mortality. Second, the estimates were never assem-
bled to generate a systematic account of the trajectory
of mortality in the continent. Exceptionally, however,
Centro Latinoamericano de Demografia (CELADE),
the United Nations (UN), and Pan American Health
Organization (PAHO) released adjusted estimates of
mortality for almost all countries in Latin America
for the period following 1950. These organizations
employed a number of adjustments that rarely spelled
out in detail the adjustment procedures. The excep-
tion was the work done in the late 1970s by the UN,
which led to a redesign of models of mortality patterns
(UN 1982). The data base used by the UN consisted
of mortality statistics adjusted for completeness in the
age segment 0–10 but rarely or never adjusted for
adult mortality. Absent from this effort, however, was
an attempt to explain the great intercountry hetero-
geneity. Third, with only one exception, the statistics
available were never analyzed under the scope of an
explicit theory of mortality decline, such as the one
put forward by Arriaga and Davis (1969) or Preston
(1976). This exception (Palloni and Wyrick 1981) fell
short and did not fill the gaping vacuum of knowl-
edge, since it focused on standardized death rates (total
and by causes of deaths), and only some of these
were known to be of sufficient accuracy, while a cloud
of uncertainty covered all others. One finding from
this work that deserves attention, because it partially
confirms Preston’s conjectures, is that the mortality
decline that took place in LAC countries between 1950
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and 1980 was associated mostly with the implementa-
tion of public health policies and the application of new
medical technology and much less so with improve-
ments in standards of living. Furthermore, and echoing
the work that had been done in the case of Ceylon—
now Sri Lanka (Frederiksen 1970; Gray 1974)—Latin
American countries whose mortality regime was heav-
ily dominated by debilitating infectious diseases, such
as malaria, benefited much more than expected from
reduction of these diseases. Palloni and Wyrick pro-
posed the idea that reduction or elimination of malaria
in the period 1940–1960, following the massive appli-
cation of dichloro-diphenyl-trichloroethane (DDT),
led to improvements in immune function and nutri-
tional status which, in turn, contributed to the decline
of other infectious diseases even in the absence of addi-
tional interventions or improvements in the health care
systems.

The last effort to produce a comprehensive review
of adult mortality in Latin America is a volume edited
by Timaeus and colleagues (1996). It consists of chap-
ters devoted either to just one country, to an assessment
of the quality of vital statistics, to a handful of dis-
eases, or to an evaluation of estimates from indirect
methods for a few countries with very poor vital statis-
tics on adult mortality. The book lacks, and was not
intended to produce, a consistent set of estimates for all
countries covering a significantly long period of time,
nor does it venture into the riskier territory of theory
construction and falsification.

In this chapter, we attempt to move the discussion
forward and generate adjusted estimates of mortality
above age 5. We also engage directly in a discussion
of the nature of forces that led to the sharp mortality
decline in the region.

Estimation of Adult Mortality in LAC
During 1900–2000

The State of Vital Statistics in the Region

Many countries of the LAC region have carried out
censuses at regular intervals since 1900. And in most
of them, the establishment of a vital statistics sys-
tem has made possible the collection of information
on births, deaths, and marriages since at least 1940
and from as early as 1900–1920 in only a handful of

them. Andean and some Central American countries—
suspected to have the highest levels of mortality—have
yet to develop thorough vital statistics systems and
only erratically carried out national censuses, though
this has improved since 1970.

We concentrate exclusively on mortality above age
5 two reasons. First, this chapter mostly reviews and
identifies trends in adult mortality that are usually quite
distinct from trends in childhood mortality. Second, the
adjustment of mortality estimates before age 5 must
rely almost exclusively on sources other than vital
statistics (that is, indirect methods), and requires spe-
cial procedures to join them together with estimates of
mortality above age 5 to arrive at a unique life table.
Our aim was to rely exclusively on estimates derived
from two sources, censuses and vital statistics, with
no support from external assumptions regarding age
patterns of mortality.

Armed with a series of censuses and intercensal
vital statistics, it would be a routine matter to construct
a series of life tables extending as far back as 1900–
1920 for some countries or to 1950 for all of them,
were it not for the fact that the mortality rates thus
calculated are affected by three types of errors: com-
pleteness of death registration, completeness of census
enumeration, and age misreporting.

Completeness of Death Registration

The first type of error and the one to which demogra-
phers have devoted most of their attention is due to the
fact that vital statistics are incomplete. In some coun-
tries, such as the Dominican Republic for example, the
completeness of death registration was not higher than
60–70% as recently as 1990. In others, such as Mexico,
vital statistics improved steadily over time to the point
that unadjusted estimates of life expectancy are deceiv-
ing and may give the impression of an excessively
slow upward trend. Finally, in other countries, such as
Argentina, vital statistics have been virtually complete
for many years, although their quality fluctuates from
year to year and, more likely, from decade to decade.

Completeness of Census Enumeration

The second difficulty is that completeness of census
enumeration is highly variable and, in some cases,
well below acceptable standards. Not all countries
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carry out post-enumeration surveys to calibrate cen-
suses and pinpoint with some precision the amount of
under (over) count. Furthermore, the naïve assumption
that census coverage inevitably improves over time,
which is roughly satisfied in the case of vital events,
is not always realistic as census coverage can fluctuate
sharply, following the vagaries of political transforma-
tions, economic crises, and the dynamics of internal
population displacements.

Age Misstatement

The two aforementioned problems can lead to esti-
mated mortality rates that are too high, too low, or
right on the mark. Thus, unless we have the means to
estimate the completeness of death registration relative
to census coverage, we will not be able to construct
accurate life tables, let alone an accurate time series
of life expectancy. A number of methods developed in
the late 1970s had as a central objective the estimation
of relative completeness of death enumeration (see, for
examples, Bennet and Horiuchi 1981; Brass 1975; Hill
1987; Martin 1980; Preston 1983).

Most of these methods are flexible, do not rely
on stifling assumptions about stability of the popula-
tion or age patterns of mortality, and are simple to
apply. Although it can be shown that these procedures
produce satisfactory results when all assumptions on
which they rest are approximately satisfied, none of
them addresses the third difficulty we face when
attempting to estimate mortality in a context with defi-
cient statistics. This difficulty is that there appears to
be a large amount of age misstatement both in censuses
and deaths. By this we mean not just age heaping (or
concentration around preferred digits), but a systematic
propensity to over (under) state the true age.

Surprisingly enough, rising awareness about the
potentially harmful effects of age misstatement on
mortality estimates attracted widespread attention in
the United States with the controversy about the so-
called “mortality crossover,” according to which the
survival curves of US blacks tended to converge toward
or even crossover that of whites. Some researchers
attributed this to the role of unmeasured heterogeneity
(Vaupel et al. 1979, whereas others argued that con-
vergence and/or a crossover was an artifact of race
differentials in age overstatement (Coale and Kisker
1990; Preston et al. 1996).

The idea that age overstatement could lead to
misleading results was extended by Preston and col-
leagues to other developed countries (Condran et al.
1991) as well as to a handful of countries in Latin
America (Dechter and Preston 1991; Grushka and
Preston 1995) and to Puerto Rico (Rosenwaike and
Preston 1984). In a nutshell, the main finding of this
body of research is this: in most countries of the LAC
region, there is a pronounced and systematic tendency
to overstate ages both in census and death statistics, but
much more so in the latter than the former. This ten-
dency is particularly strong at older ages (above ages
45 or 50 and especially above age 60). The pattern is
pervasive and affects all countries with available vital
statistics (Dechter and Preston 1991; Grushka 1996;
Grushka and Preston 1995). Furthermore, although
there are empirical indications that age overstatement
diminishes over time, the trend is by no means uni-
form, because it is confounded with the contribution of
errors associated with coverage in censuses and vital
statistics. Our own investigation suggests that, after
adjusting for completeness of death registration and
errors of census coverage, the levels and patterns of
age overstatement experience noticeable amelioration
over time.

The most important problem posed by a pattern
whereby age overstatement of deaths dominates age
overstatement in the population is that mortality rates
will be systematically biased downward at older ages,
with the resulting overestimation of life expectancy for
the older population.2 Furthermore, the age pattern of
mortality will appear to be one where the level of mor-
tality over age 60 is lower than expected, given the
level of mortality prevailing in the age span 5–60. As

2 Overstatement of ages in the population always leads to under-
estimates of the mortality rates provided that (a) the proportion
overstating ages is invariant or increases with age and (b) the
age distribution slopes downward as age increases. The effect of
age overstatement of ages at death is not straightforward, since
it depends on three factors: (a) the age-dependency of the pro-
portion of deaths whose ages are overstated, (b) the magnitude
of the downward slope of the age distribution at older ages, and
(c) the magnitude of the upward slope of the force of mortality
at older ages. In most countries of the regions, there are condi-
tions that translate overstatement of ages at death into under (not
over) estimation of mortality rates at older ages. If so, age over-
statement of population and deaths will have offsetting effects
and may actually lead to overstatement (not under) of mortality
rates.
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a consequence, the study of the relationship between
early and late adult mortality and especially longevity
and its progression over time can be severely compro-
mised. The biases on estimates of life expectancy at
age 5 are of lesser magnitude, since the proportion
of years lived over age 60 or so is, as a norm, not
high relative to the proportion lived over age 5. But
as mortality improves, the proportion of years lived
over 60 as a proportion of years lived over 5 tends
to increase more rapidly than the proportion of years
lived between 5 and 60. As a result, the persistence
of patterns of age overstatement of deaths will lead
to biases in estimates of life expectancy at age 5 that,
ceteris paribus, will increase in magnitude as mortal-
ity improves. This, in turn, will lead to the misleading
impression that the pace of gains is more rapid than it
really is.

Methods for the Adjustment of Observed
Death Rates

In a companion paper (Palloni and Pinto 2004), we
describe in detail the strategy to adjust observed inter-
censal death rates. What follows is a sketchy summary
of the procedure.

We first estimate relative completeness of any two
consecutive censuses using a procedures suggested by
Brass (1975). As first intuited by Hill (2002), this
estimate is remarkably robust to departures from sta-
bility and age misstatement. We then use this estimate
to obtain corrected age-specific intercensal rates of
population growth. These are then used as inputs for
the method first proposed by Bennett and Horiuchi
(1981) to estimate relative completeness of death reg-
istration under conditions of non-stability.3 The final
step consists of using estimates obtained from sim-
ulations of age misstatement to retrieve the level of
net overstatement of both population and deaths once
these are adjusted for completeness. The level of net
overstatement is relative to a standard pattern of age
over (under) statement, referred to as the “Costa Rican

3 In a companion paper (Palloni and Pinto 2004), we justify
the choice of Bennet-Horiuchi methods as the one producing
minimum errors over a variety of simulated conditions.

standard,” for it was derived from the only empirical
research that establishes a relation between “true” age
and age declared in a census for a representative sam-
ple of a national population (Rosero and Brenes 2003).
We assume that this observed pattern underlies both
the age pattern of age misstatement of population cen-
suses and the age pattern of misstatement of age at
deaths in all countries of the region (Palloni and Pinto
2004).4 Table 5.1 shows a list of countries and census
years as well as intercensal deaths that were used in the
estimation exercise.

Table 5.2 displays the adjusted values of life
expectancy at ages 5 and 60 for males and females for
all intercensal periods in the countries included in the
data base.

Evaluation of Estimates

To evaluate the quality of our estimates, we follow
two strategies. The first contrasts our estimates of life
expectancies at age 5 and 60 with alternative ones.
The second examines the implied age patterns of the
adjusted adult mortality estimates and searches for
anomalies to reveal residual errors.

Global Assessment: Alternative
Estimates5

For the period 1950–2000, there are alternative esti-
mates of life expectancy at age 5 and 60. For the period
prior to 1950, there are a handful of estimates avail-
able to us. In the post-1950 period, the estimates of life
expectancy at age 5 and 60 that we use in this chap-
ter are always slightly higher (by not more than 5%)
that those from CELADE. We suspect that this behav-
ior is due to the fact that CELADE estimates may be
constructed adjusting separately, rather than jointly as

4 Note that we are not requiring that the level of age mis-
statement be the same as the Costa Rican but only the age
pattern.
5 To save space, we only provide a brief evaluation based on
tables and figures that are available on request from the authors.
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Table 5.1 Countries and data sets used in the estimation exercise
Countries Census Deaths Countries Census Deaths

Argentina 1947 1947–1960 Guatemala 1950 1950–1964

1960 1960–1970 1964 1964–1973

1970 1970–1980 1973 1973–1981

1980 1980–1991 1981 1981–1994

1991 1991–2001 1994 1994–2002

2001 2002

Brazil 1980 1980–1991 Honduras 1950 1950–1961

1991 1991–2000 1961 1961–1974

2000 1974 1974–1988

1988

Chile 1920 1920–1930 Mexico 1921 1921–1930

1930 1930–1940 1930 1930–1940

1940 1940–1952 1940 1940–1950

1952 1952–1960 1950 1950–1960

1960 1960–1970 1960 1960–1970

1970 1970–1982 1970 1970–1980

1982 1982–1992 1980 1980–1990

1992 1992–2002 1990 1990–2000

2002 2000

Colombia 1938 1938–1951 Nicaragua 1950 1950–1963

1951 1951–1964 1963 1963–1971

1964 1964–1973 1971 1971–1995

1973 1973–1985 1995

1985 1985–1993

1993 1993–2001

2001

Costa Rica 1927 1927–1950 Panama 1950 1950–1960

1950 1950–1963 1960 1960–1970

1963 1963–1973 1970 1970–1980

1973 1973–1984 1980 1980–1990

1984 1984–2000 1990 1990–2000

2000 2000

Cuba 1953 1953–1970 Paraguay 1950 1950–1962

1970 1970–1981 1962 1962–1972

1981 1981–2002 1972 1972–1982

2002 1982 1982–1992

1992 1992–2002

2002

Dominican 1950 1950–1960 Peru 1961 1961–1972

Republic 1960 1960–1970 1972 1972–1981

1970 1970–1981 1981 1981–1993

1981 1981–1993 1993 1993–2005

1993 1993–2002 2005

2002

Ecuador 1950 1950–1962 Uruguay 1963 1963–1975

1962 1962–1974 1975 1975–1985

1974 1974–1982 1985 1985–1996

1982 1982–1990 1996 1996–2004

1990 1990–2001 2004

2001

El Salvador 1950 1950–1961 Venezuela 1950 1950–1961

1961 1961–1971 1961 1961–1971

1971 1971–1992 1971 1971–1981

1992 1981 1981–1990

1990 1990–2001

2001

Note: In all cases we used reported 5-year distributions, which were converted into single-year distributions
by applying Sprague multipliers.
Source: United Nations Demographic Yearbooks.
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Table 5.2 Life expectation at ages 5 and 60, Latin America countries 1925–2000

Males Females

Countries Years E5 E60 E5 E60

Forerunners
Argentina 1953 60.9 14.4 65.8 17.7

1965 62.4 15.0 69.1 19.3
1975 63.7 15.8 70.2 19.9
1985 64.8 16.2 71.7 20.7
1996 66.3 17.2 73.0 21.6

Chile 1925 46.8 12.5 48.0 13.2
1935 49.5 12.5 51.0 13.9
1946 52.1 13.1 55.4 15.0
1956 58.7 14.8 62.7 16.8
1965 59.8 15.4 65.1 17.8
1976 61.8 15.7 68.1 19.1
1987 65.9 17.5 72.1 20.8
1997 68.8 19.1 74.4 22.4

Costa Rica 1938 52.8 12.8 54.8 13.9
1956 64.1 17.0 66.5 18.4
1968 66.6 18.2 70.0 19.9
1978 68.5 19.3 72.9 21.5
1992 70.9 20.8 75.5 23.4

Cuba 1961 63.8 16.4 66.1 17.9
1975 67.9 18.3 71.2 20.7
1991 68.8 19.4 72.1 21.3

Panama 1955 60.6 15.7 61.8 17.3
1965 64.1 16.9 65.8 18.4
1975 66.1 18.1 68.9 19.8
1985 67.9 19.1 72.3 21.5
1995 69.0 20.2 74.0 22.9

Laggards
Brazil 1985 61.5 15.8 68.1 18.5

1995 63.0 17.0 70.2 20.3
Colombia 1944 52.9 13.9 55.8 15.1

1957 59.2 15.8 61.5 16.7
1968 61.0 15.2 64.7 17.5
1979 62.9 16.7 68.2 19.0
1989 63.8 18.4 70.2 19.9
1999 64.7 19.3 72.1 21.2

Dominican 1955 55.9 14.9 58.7 16.9
Republic 1965 59.7 15.3 63.1 17.7

1975 62.5 16.0 66.0 18.4
1987 64.5 17.4 69.5 19.9
1997 66.2 19.2 72.1 22.0

Ecuador 1956 56.1 15.8 57.2 16.5
1968 60.9 16.7 62.7 17.7
1978 63.7 18.2 67.3 19.7
1986 65.5 18.7 69.4 20.2
1995 67.2 21.0 71.4 22.1

El Salvador 1955 52.9 14.5 56.2 15.5
1966 59.0 16.1 62.6 17.2
1981 55.6 16.2 66.0 18.6
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Table 5.2 (continued)

Males Females

Countries Years E5 E60 E5 E60

Guatemala 1957 51.7 14.0 52.8 14.4
1968 55.8 15.3 58.0 15.9
1977 57.6 16.2 61.3 17.0
1987 59.5 16.6 64.7 18.1
1998 62.0 18.8 68.1 19.9

Honduras 1955 51.4 15.3 54.0 16.1
1967 56.9 15.4 58.4 16.4
1981 61.4 17.1 65.0 17.9

Mexico 1925 43.8 12.9 46.7 12.9
1935 45.4 12.3 47.0 12.2
1945 50.8 13.8 53.9 14.4
1955 57.1 15.9 60.1 16.4
1965 60.5 16.9 63.8 17.7
1975 62.9 17.9 67.5 19.3
1985 64.1 18.4 70.5 20.6
1995 67.6 20.0 72.2 21.4

Nicaragua 1956 51.5 13.8 54.2 14.2
1967 56.2 15.0 59.4 15.6
1983 60.4 16.9 65.8 18.1

Paraguay 1956 62.4 16.3 66.1 19.0
1967 63.1 16.4 67.1 19.3
1977 64.2 16.6 68.2 19.4
1987 66.2 17.5 69.4 19.6
1997 67.0 18.5 70.9 20.6

Peru 1966 57.7 15.2 59.9 16.9
1976 61.9 16.6 65.4 18.8
1987 64.6 17.9 68.1 19.8
1999 66.0 18.4 70.5 20.7

Uruguay 1969 63.6 15.4 69.9 19.3
1980 64.8 16.1 71.1 20.1
1990 65.6 16.3 72.5 21.0
2000 66.5 17.2 73.9 22.3

Venezuela 1955 58.5 14.5 60.4 15.8
1966 61.4 15.3 65.0 17.2
1976 63.2 16.5 68.2 18.8
1985 65.2 17.6 71.0 20.5
1995 66.0 18.7 71.7 21.1

Source: Own estimates using data from U.N. Demographic Yearbooks.

we do here, for completeness of death registration and
censuses. To test this, we performed a few experiments
which suggest that CELADE’s estimates may take into
account only completeness of death registration, some-
times ignoring entirely census completeness (Jaspers
and Orellana 1996). By and large, though, both sets of
estimates are quite consistent with regard to trends.

For the pre-1960 period, we were able to con-
trast our estimates with those calculated by Arriaga
(1968). Of a total of 62 possible comparisons, 16 are

for the period before 1950 and involve Brazil, Chile,
Colombia, Costa Rica, and Mexico. In all these cases,
Arriaga’s estimates are lower than ours by 0.5–4 years.
Of the remaining contrasts, 24 pertain to the period
1950–1959, and in the bulk of these cases, Arriaga’s
estimates are either very close or slightly lower (not
more than 5%) than ours. For the period 1960–1969
(22 contrasts), Arriaga’s estimates are slightly higher
than ours. This result for the most recent period is con-
sistent with expectations: the backbone of Arriaga’s
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method, the assumption of stability, is weaker after
the year 1950 for some countries and after 1960 for
all of them. A quasi-stable population induced by
mortality decline will lead the observer who assumes
stability to underestimate the force of mortality. Since
our adjusted life expectancies do not depend on sta-
bility, they are not affected by mortality decline and
we should expect them to be, ceteris paribus, lower
than those derived from a procedure that assumes sta-
bility. It is more difficult to explain why Arriaga’s
estimates are lower than ours for the period when these
populations were approximately stable, that is, before
1950. One possible explanation is that since our esti-
mates depend on mortality statistics whereas those of
Arriaga’s depend only on population enumerations,
the error associated with age exaggeration of deaths
imparts a larger upward bias to our estimates of life
expectancy than to those from Arriaga’s. But if this is
so for Brazil 1945–1950, Chile 1920–1945, Colombia
1940–1950, and Costa Rica 1930–1945, why this is not
also the case for Mexico 1930–1950, or, for that mat-
ter, for any of the other countries with more deficient
vital registration systems?

An important factor to consider is that whereas we
adjust intercensal rates of increase for relative under
(over) enumeration in population censuses, Arriaga
does not. It is well known that errors in the observed
rate of natural increase lead to sizeable biases in stable-
based estimates (Coale and Demeny 1967), though the
direction of these biases will depend on the nature of
the under (over) count and should not always lead to
overstated estimates of mortality.

Despite these caveats, we should not make too much
of the observed discrepancies for two reasons. First,
only in a few cases do they exceed 5%. The worst dis-
crepancies are for Paraguay, a wretched case for which
the stable population assumption is completely unre-
alistic, since the age distribution is severely distorted
by wars that devastated the male population. Second,
for periods when we cannot produce estimates due to
lack of vital statistics, our estimates line up remark-
ably well with those produced by Arriaga for the earlier
period. The consistency is so tight that simple linear
backward extrapolations of our estimates yield val-
ues that are indistinguishable from those obtained by
Arriaga, precisely for the period when the assumption
of stability was more reasonable. In summary, the con-
trasts with Arriaga’s estimates suggest that there are

some irregularities in a few of our estimates perhaps
attributable to age misstatement, but also that there is
an overall consistency in the estimation of trends.

Local Assessments: Age Patterns

An important innovation of our estimates is that they
include adjustments for age overstatement, a flaw
known to be pervasive in Latin American’s vital statis-
tics and censuses. To check the outcome of these
adjustments, we calculate “expected values” for life
expectancy at age 60 implied by our estimates of
life expectancy at age 5 using all four Coale-Demeny
model mortality patterns. We know that age overstate-
ment is more likely to occur at ages over 45 or 50
(Dechter and Preston 1991) and that this should impart
an upward bias to life expectancies above those ages,
but particularly at ages over 60. If age overstatement
swamps our estimates, the expected life expectancy at
age 60 from Coale-Demeny life tables with equiva-
lent life expectancy at age 5 should be always lower
than our estimates regardless of model pattern. This
is not the case. Indeed, as shown in Fig. 5.1, the val-
ues implied by the North model lead to a quasi normal
dispersion of deviations centered at 0, as it should be
if there is no systematic deviation from the pattern.
Instead, the deviations associated with the remaining
models are almost always centered at values well over
0. Why should the North model lead to a “better” fit of
adult patterns of mortality?

One explanation is related to the nature of the mor-
bidity and mortality regimes that underlie the Coale-
Demeny North model life table. This model is based
on mortality in Northern European countries, most
of which experienced high endemicity of respiratory
tuberculosis (TB) before the beginning of the twen-
tieth century (Coale and Demeny 1966). Thus, life
expectancy at age 5 should be lower relative to life
expectancy at older ages in the North model when
compared to other model mortality patterns due to
the presence of selection, because high prevalence of
active TB inflates mortality levels for younger adults
relative to that of older adults. Is this consistent with
the experience of the LAC region? Although TB was
endemic in some of these countries, and levels of mor-
tality due to TB around 1950–1960 remained quite
high, we find only a weak relationship between the
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Fig. 5.1 Differences between observed and expected life expectancies at age 5, for West, North, East, and South Models, LAC
countries, 1925–2000

magnitude of deviations associated with all four sets
of deviations and lagged mortality rates due to TB in
all age groups.6

A second feature of interest is that the absolute mag-
nitude of deviations between observed and expected
life expectancy at age 60 increases gradually over
time. This is inconsistent with the explanation invok-
ing prevalence of respiratory TB, as this would lead

6 We used mortality rates due to TB for age groups 0–19, 20–39,
40–59, and 60+ with lags of 5 and 10 years. Rates were averaged
over 5 and then over 10 years prior to the time for which we had
the measure of model pattern deviation. We used pooled esti-
mators of effects and in no case did we obtain a positive and
significant effect of mortality rates due to TB and magnitude of
the deviations. On the assumption that the observed deviation
could be due to age overstatement and mortality rates due to TB,
we also estimated a fixed effect model (that assumes that effects
of age overstatement are invariant over time). But the expected
patterns did not materialize.

one to expect that deviations should decrease over
time, apace with the dissolution of a mortality regime
with high endemicity of respiratory TB. Overall, we
conclude that one cannot impute the observed agree-
ment with the North model and the pattern of devi-
ations from the other models to the influence of
respiratory TB.

It is indeed possible that our adjusted mortality rates
may still be contaminated by age overstatement that
mimics the effects that past levels of respiratory TB
would impart on the age pattern of mortality. That
is, the similarity between LAC adult mortality pat-
terns and those in the North model could be an artifact
of age overstatement. But this interpretation is also
unsupported by the data. Evidence for severe age over-
statement decreases sharply and steadily over time, as
shown by the systematic convergence to unity of the
age-specific ratio of expected to observed deaths. As
an illustration, Table 5.3 displays these ratios for two
countries. Ratios for other country-intercensal periods
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Table 5.3 Ratio of enumerated to expected population in Chile and Uruguay

Age groups 1930–1940 1940–1952 1960–1970 1982–1992 1992–2002 1963–1975 1975–1985 1985–1996 1996–2004

Chile Uruguay
Males
40+ 1.749 1.639 1.398 1.437 1.412 1.379 1.336 1.310 1.264
45+ 1.104 1.006 0.994 1.049 1.025 0.993 1.009 1.017 0.993
50+ 1.188 1.100 1.027 1.067 1.047 0.999 1.029 1.033 1.008
55+ 1.311 1.141 1.078 1.099 1.070 1.026 1.052 1.052 1.014
60+ 1.468 1.268 1.073 1.105 1.070 1.052 1.077 1.075 1.027
65+ 3.505 2.320 1.200 1.160 1.108 1.145 1.151 1.160 1.037
70+ (–) (–) 1.488 1.319 1.175 1.295 1.205 1.313 1.084
Females
40+ 1.632 1.538 1.336 1.359 1.332 1.315 1.295 1.241 1.210
45+ 1.096 1.030 0.986 1.037 1.010 1.000 1.026 1.013 0.992
50+ 1.212 1.123 1.023 1.058 1.032 1.020 1.051 1.026 1.004
55+ 1.344 1.213 1.062 1.081 1.049 1.046 1.086 1.040 1.006
60+ 1.577 1.394 1.065 1.110 1.054 1.090 1.115 1.069 1.018
65+ 7.325 4.450 1.254 1.199 1.108 1.230 1.227 1.147 1.020
70+ (–) (–) 1.639 1.438 1.201 1.545 1.394 1.288 1.069

Note: In parenthesis are negative values.
Source: Own estimates using data from UN Demographic Yearbooks.

show similar patterns. A decrease in the value of the
indicator in Table 5.3 signals certain decrease in the
severity of age overstatement. But this improvement
over time is incompatible with the foregoing interpre-
tation that attributes over time increases of deviations
from model patterns to age overstatement. We can-
not have it both ways: either the deviations from
model patterns increase over time due to increased
severity of age overstatement, in which case the indi-
cator in Table 5.3 should have a behavior opposite
to the observed one, or the indicator in Table 5.3
reflects a true decrease in age overstatement, in which
case the increased deviations from model patterns
must be unrelated to age overstatement and instead
may reveal a peculiarity of old-age mortality in the
region.

An alternative test is to contrast the age pattern of
adjusted old-age mortality in countries of the region
with those obtained for developed countries. To do this,
we estimate models of the following form:

ln(
Mx

1 − Mx
) = α + βϕ(x)

where ϕ(x) is the logit transform of a standard set
of mortality rates estimated by Himes et al. (1994).
Systematic overstatement of ages at death must lead
to two outcomes. The first is a downward bias (away
from unity) in the estimate of β. The second is an

exaggeration of the absolute value of α.7 Estimates of
β systematically below 1 and relatively high negative
values of α are consistent with the conjecture about age
overstatement. Table 5.4 displays the estimates of both
parameters for the populations included in our analy-
ses. A glance at the table reveals an important feature:
estimates of β are systematically below one but much
less so in the past than in recent years. This is con-
sistent with the conjecture of gradual improvements
in declaration of ages at death. The behavior of the
parameter α is, as it should be, a bit more erratic as
it reflects both the push of changes in levels of mortal-
ity and the impact of age overstatement, both of which
will lead to increments in its absolute magnitude. With
some exceptions, the estimated (absolute) values of α

increase regularly over time. An important feature is
that countries reputed to have the best quality vital
statistics (Argentina, Chile, Costa Rica, Cuba, Panama,
and Uruguay) all yield estimates of β that are close to
1, particularly in the most recent periods.

7 If α is held constant, sub-estimation of Mx produced by age
overstatement should lead to overestimates of β. However, when
both parameters are free to vary, the best linear fit is always
achieved at the expense of a more negative value of α and an
estimate of β that is smaller than one.
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Table 5.4 Estimated coefficient of the regression between the logit of old-age mortality rates in LAC
countries and European mortality standard, 1925–2000

Males Females

Countries Years α β α β

Forerunners
Argentina 1953 –0.061 0.874 –0.132 0.860

1965 –0.156 0.880 –0.169 0.911
1975 –0.287 0.870 –0.219 0.921
1985 –0.199 0.911 –0.233 0.947
1996 –0.311 0.922 –0.442 0.924

Chile 1925 –0.240 0.712 –0.136 0.684
1935 –0.264 0.713 –0.128 0.711
1946 –0.380 0.713 –0.235 0.729
1956 –0.518 0.746 –0.302 0.776
1965 –0.689 0.709 –0.388 0.782
1976 –0.521 0.781 –0.361 0.840
1987 –0.413 0.889 –0.285 0.930
1997 –0.436 0.955 –0.409 0.955

Costa Rica 1938 –0.320 0.727 0.008 0.756
1956 –0.815 0.844 –0.662 0.817
1968 –0.412 0.927 –0.311 0.894
1978 –0.593 0.915 –0.401 0.925
1992 –0.641 0.954 –0.492 0.961

Cuba 1961 –0.193 0.930 –0.158 0.865
1975 –0.295 0.986 –0.442 0.893
1991 –0.440 0.961 –0.365 0.918

Panama 1955 –0.422 0.823 –0.483 0.744
1965 –0.266 0.920 –0.343 0.826
1975 –0.425 0.918 –0.392 0.861
1985 –0.454 0.948 –0.385 0.922
1995 –0.570 0.951 –0.478 0.936

Laggards
Brazil 1985 –0.280 0.852 –0.063 0.904

1995 –0.557 0.817 –0.433 0.862
Colombia 1944 –0.485 0.717 –0.408 0.692

1957 –0.550 0.779 –0.561 0.752
1968 –0.379 0.835 –0.142 0.794
1979 –0.400 0.869 –0.553 0.825
1989 –0.576 0.872 –0.317 0.885
1999 –0.654 0.884 –0.398 0.912

Dominican 1955 –0.690 0.695 –0.609 0.688
Republic 1965 –0.467 0.799 –0.611 0.726

1975 –0.432 0.846 –0.584 0.764
1987 –0.546 0.866 –0.500 0.850
1997 –0.849 0.816 –0.790 0.817

Ecuador 1956 –0.670 0.760 –0.415 0.730
1968 –0.460 0.841 –0.332 0.803
1978 –0.773 0.801 –0.574 0.811
1986 –0.725 0.840 –0.511 0.850
1995 –1.050 0.775 –0.817 0.795

El Salvador 1955 –0.551 0.713 –0.523 0.667
1966 –0.646 0.755 –0.512 0.729
1981 –0.814 0.685 –0.520 0.773
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Table 5.4 (continued)

Males Females

Countries Years α β α β

Guatemala 1957 –0.584 0.687 –0.229 0.682
1968 –0.635 0.722 –0.333 0.741
1977 –0.708 0.731 –0.313 0.782
1987 –0.705 0.749 –0.346 0.806
1998 –1.016 0.718 –0.589 0.796

Honduras 1955 –1.031 0.599 –0.898 0.582
1967 –0.419 0.801 –0.219 0.753
1981 –0.582 0.830 –0.321 0.824

Mexico 1925 –0.681 0.590 –0.145 0.661
1935 –0.418 0.655 0.194 0.728
1945 –0.526 0.691 –0.149 0.731
1955 –0.748 0.705 –0.352 0.748
1965 –0.785 0.735 –0.432 0.773
1975 –1.016 0.709 –0.653 0.774
1985 –0.850 0.769 –0.563 0.835
1995 –0.950 0.799 –0.586 0.855

Nicaragua 1956 –0.547 0.694 –0.532 0.635
1967 –0.843 0.663 –0.905 0.592
1983 –0.775 0.745 –0.578 0.749

Paraguay 1956 –0.199 0.911 –0.576 0.783
1967 –0.021 0.967 –0.152 0.890
1977 –0.227 0.925 –0.253 0.881
1987 –0.292 0.942 –0.292 0.891
1997 –0.504 0.906 –0.509 0.858

Peru 1966 –0.657 0.722 –0.510 0.723
1976 –0.584 0.803 –0.550 0.783
1987 –0.549 0.861 –0.512 0.826
1999 –0.533 0.894 –0.534 0.857

Uruguay 1969 –0.123 0.910 –0.104 0.935
1980 –0.258 0.891 –0.228 0.928
1990 –0.128 0.949 –0.269 0.954
2000 –0.330 0.922 –0.591 0.905

Venezuela 1955 –0.351 0.789 –0.316 0.738
1966 –0.427 0.808 –0.388 0.775
1976 –0.574 0.804 –0.454 0.809
1985 –0.616 0.833 –0.525 0.848
1995 –0.707 0.842 –0.533 0.863

Note: α is the constant and β the slope of the logistic model.

While this test shows that the behavior of our esti-
mates of adult life expectancies is consistent with an
interpretation invoking distortions due to overstate-
ment of ages at death, it does not prove the case, much
in the same way as the test based on the Coale-Demeny
mortality patterns could not: true peculiarities of old-
age mortality in the region could produce exactly the
observed pattern.

In summary, evaluation of the quality of age
adjustments of mortality rates is not unequivocal but

instead sends painfully mixed signals. First, our esti-
mates of life expectancy at age 5 line up fairly well
with alternative estimates, and there are no strong sig-
nals that the adjustments result in systematic biases.
Second, the estimated age patterns of mortality reveal
evidence of peculiarities and one of the alternative
explanations, but not the only one, is age at death over-
statement. The evidence from model patterns is contra-
dictory. On the one hand, findings from comparisons
with Coale-Demeny mortality models are inconsistent
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with a view that singles out age overstatement as an
important factor. On the other hand, evidence from
comparisons with a modern standard of mortality at
old ages behaves as we would expect if the adjusted
estimates continue to contain effects of systematic age
overstatement.

Mortality Trends

Gains in life expectancy at age 5 during a period
of time, say (t, t+n), are a function of the initial
level of mortality associated with causes of death
that contribute the most to mortality at time t and
that, simultaneously, are potentially more vulnerable to
the effects of new infrastructure (water and sewage),
diffusion of knowledge, adoption of new behaviors
and public health interventions, improvements in stan-
dards of living and nutrition, and medical technology.
Infrastructure refers to large undertakings designed
to supply clean water and safe disposal of sewage.
They require large investments and almost always
depend on interventions by a central state. Diffusion
of knowledge refers to new ideas that influence benefi-
cial behavior, such as personal hygiene, that minimizes
exposure to disease. As plentiful empirical evidence in
Western Europe (McKeown 1976) and North America
(Preston and Haines 1991) shows, the role of these
factors is influential particularly at the beginning of
the secular mortality change. Adoption of deleterious
behaviors, such as diet, sedentary lifestyles, and smok-
ing, become important brakes of mortality decline but
only after the initial phase of the transition toward
lower mortality. Due to lack of information, we can
only speculate on their influence on illnesses such as
diabetes, heart disease, and neoplasms. Improvements
of standards of living and nutrition refer to average
levels of per family income and supply of sources
of calories (as opposed to nutritional status),8 respec-
tively. Finally, medical technology refers to resources
generated by improved medical knowledge that are
deployed to reduce exposure to disease (vector eradi-
cation campaigns), increase resistance (antibiotics and
vaccines), and improve recovery (new medications and
treatments).

8 See Preston (1976) and Fogel and Costa (1997).

Increases in life expectancy after 1950 were in
all likelihood fueled by the widespread diffusion of
medical technology, even though other determinants
continued to play a role in most countries. The bulk of
mortality improvements over age 5 associated with the
diffusion of medical technology throughout the region
must have taken place after 1950, since prior to that
period, direct medical interventions on a massive scale
were rare in most countries. The widespread diffusion
of antibiotics, sulfas, and vaccines that made a signifi-
cant dent on the prevalence of infectious diseases was
not feasible before 1950 for two reasons. First, because
generalized application of these innovations in more
developed countries took well over 30 years and was
not firmly established until the period around World
War II. Second, because their implementation requires
institutional strength and complexity which, with some
exceptions, was not in place in LAC until much later,
during the post-World War II period.

Increases in life expectancy that took place prior
to 1950 are more reasonably attributed to one of two
determinants. The first is deployment of public health
measures, including large-scale infrastructure (water
purification systems, piped water, sewage processing
and disposal), foreign-funded campaigns to eradicate
vector-borne diseases (mainly malaria, dengue, yellow
fever), and sanitation techniques to prevent exposure
in households and among individuals. The second
determinant is increases in standards of living and
improvements in nutrition.

The two determinants identified above reinforce
each other and produce synergisms that prevent a clear-
cut attribution of effects to each one of them separately.
For example, eradication of malaria through DDT
spraying reduces exposure and has spillover effects by
reinforcing individual immune function, thus promot-
ing increased resistance to other infectious diseases.
Similarly, reduction of incidence of diarrhea and other
wasting intestinal conditions, a result of water purifica-
tion, sewage treatment, and shifts in individual behav-
ior, boost nutritional status, even in the absence of
direct increases in nutrient intake. In turn, improved
nutritional status strengthens individuals’ resistance
and recovery.

In what follows, we summarize the trajectory of
gains in life expectancy at age 5 during the period
1950–2000 and, whenever possible, attempt to identify
the determinants that played the most important role.
To facilitate description, we divide our observations
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as follows: we classify as “forerunners” (Argentina,
Chile, Costa Rica, Cuba, Panama, and Uruguay) coun-
tries that by 1950 had already attained levels of life
expectancy at age 5 of 58.7 years among females and
56.6 years among males. These values correspond to
life expectancies at age 5 attained by Norway around
1900, that is, after mortality had been declining for
50 or more years in the absence of advances of medi-
cal technology. Thus, the level attained around 1900 in
Norway could only be associated with public health or
better standards of living or a combination of the two.
The remaining countries are classified as “laggards.”

Figure 5.2 displays the values of life expectancies
at age 5 (E5) for females by group of countries. Two
lines are drawn at values of E5 for Norway during 1900
and 2005.9 The estimated difference in E5 between the
two groups of countries around 1950 was close to 4
years, but by the year 2000 it was reduced to no more
than 2 years. The reduction in the difference between
the two groups is explained by the fact that after 1950,
the laggard group experiences the beneficial effects of
medical technology, public health, and better standards
of living simultaneously, whereas the forerunners had
already succeeded in controlling an important fraction
of infectious diseases before 1950. Thus, the diffusion
effects of medical technology among the forerunners
should have been more muted and contributed some-
what less to gains in life expectancy.10

Gains in life expectancy at age 5 during a period
of time, say (t, t+n), are a function of the initial
level of mortality associated with causes of death that
contribute the most to mortality at time t and that,
simultaneously, are potentially more vulnerable to the
effects of new infrastructure (water and sewage), dif-
fusion of knowledge and public health interventions,

9 It will not go unnoticed that the trends in both groups of coun-
tries are almost linear, with a slight but noticeable decreased
slope in the last 10 years among forerunners. The same applies
to trends of life expectancy at age 60 (see Part VIII). These reg-
ularities, combined with the fact that the rate of decline in infant
and child mortality has decreased in the last 10 years, imply that
the trajectory of life expectancy cannot be linear but rather must
follow a quadratic form. This goes against inferences made by
Oppen and Vaupel (2002) from a pooled sample of life expectan-
cies using a mixture of countries with wildly heterogeneous
mortality regimes.
10 The graph for males is omitted since it leads to the same
conclusions.

improvements in standards of living and nutrition, and
medical technology. We use McKeown’s (1976) clas-
sification of diseases (waterborne, vector-borne, and
airborne) to identify the relation between their initial
levels and subsequent gains in life expectancy at age 5.
We predict the relative rate of change in life expectancy
at age 5 during a period, say (t, t+k) as a function of
lagged values of the log of the mortality rates for each
of the groups of causes mentioned above. To attenuate
the influence of fluctuations, we construct the average
rate over the first 5 years prior to the beginning of
the period (between t–4 and t) and then the average
value over the second past 5 years (between t–5 and t–
9). We will refer to these as the first and second lag,
respectively. We should expect that relative changes
in life expectancy at age 5 during the period (t, t+k)
should be responsive to changes in the determinants
identified above. Since we do not have information on
these changes, we use as a proxy the levels of mortal-
ity caused by illnesses that could be improved (more or
less) by the unmeasured interventions. Thus, for exam-
ple, in a country with high prevalence of malaria, an
intervention designed to eradicate the vector will result
in a sizeable change in life expectancy. If the interven-
tion is inefficient or inexistent, it should have no effect
on changes in life expectancy, regardless of how high
the mortality level due to malaria may be. If instead
mortality rates due to malaria are low, the interventions
should have no effects regardless of how effective it
might be. The expected relations are as follows:

Intervention

Disease
group Eradication

Infrastructure
(other public
health) Medical Behavioral

Vector-
borne

+ – – –

Waterborne – + + +
Airborne – – + +

where “+” signifies that the intervention has strong
impact, whereas “–” signifies that the intervention has
weak impact. As an illustration, assume that vector-
borne diseases weigh heavily on life expectancy at age
5 at time t and that effective interventions are in place
also at time t. We would then expect that the estimated
effects of mortality rates due to vector-borne diseases
(with pertinent lags) on the relative change in life
expectancy at age 5 during the period (t, t+k) will be
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Fig. 5.2 Female life expectancies at age 5 by Group of LAC Countries, 1925–2000

high and significant. Instead, if a group of causes exert
little influence on life expectancy at age 5 and/or there
are no efficient interventions in place, the relations will
be weak.

Table 5.5 displays estimated regression coefficients
using the first lag for the mortality rates and the abso-
lute change in life expectancy between two successive
intercensal periods.11 The results are presented sepa-
rately for each of the two groups of countries (laggards
and forerunners). Vector-borne and waterborne dis-
eases play the most important role for countries in the
laggard group. Indeed, the effects of vector-borne mor-
tality rates on the absolute change in life expectancies
over two intercensal periods are substantial and statisti-
cally significant. Thus, for example, a 1% change in the

11 Estimates in the table are from pooled sample. Fixed effects
models yield somewhat different values for the estimates but
lead to the same conclusions and are not presented here. The
addition of lag 2 (10 years) does not improve model fit and was
ignored.

magnitude of the initial level of mortality due to vector-
borne diseases brings about a gain in life expectancy of
about 0.023 per year. A similar change in waterborne
diseases entails gains that are twice as large, 0.044 per
year. Among forerunners, the heavy lifting is done by
airborne diseases, as neither vector-borne nor water-
borne diseases play an important role. A 1% increase
in the initial levels of mortality due to airborne diseases
potentiates life expectancy gains of the order of 0.044
per year.

These results are in agreement with expectations.
First, with one or two exceptions (Cuba and Panama),
vector-borne diseases were more prevalent among
laggards and played no significant role in sculpt-
ing the mortality patterns among forerunners. Second,
although eradication campaigns in Cuba and Panama
began early in the century, most other countries expe-
rienced the benefits of vector eradication later in the
century, mainly after World War II. Third, waterborne
diseases were highly prevalent throughout LAC, but
the large infrastructure required to contain them was in
place before 1950 only among forerunners, not among
laggards. This suggests that after 1950, they should
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Table 5.5 Estimated
coefficients of the regression
between absolute change in
life expectancy and lagged
causes of death in LAC
countries, 1950–2005

Causes of deaths All countries Laggards countries Forerunners countries

Vector-borne 0.155∗ 0.023∗ 0.007
(0.006) (0.009) (0.008)

Waterborne 0.022 0.045∗ 0.004
(0.013) (0.017) (0.020)

Airborne 0.020 –0.004 0.044
(0.022) (0.027) (0.038)

Intercept 0.167 0.221 0.096
(0.071) (0.090) (0.120)

Adj R-squared 0.541 0.590 0.474
N 37 24 13

Note: The independent variables are the natural logarithm of the causes of death. (standard
errors are in parentheses)
∗p < 0.05.

have played a major role among the latter not the for-
mer. The data bear this out. Finally, airborne diseases
(streptococcus pneumonia, respiratory TB, measles)
are highly responsive to vaccination campaigns that
were probably more efficiently implemented among
forerunners and increasingly so during the post-World
War II period. This is reflected in the stronger influ-
ence of airborne diseases on the absolute changes in
life expectancies.

The Contribution of Causes of Death

In this section, we summarize the contribution of
groups of causes of deaths to gains in life expectancy
between 1950 and 2000.

Trends in Mortality by Causes of Death

Trends by causes of death in Latin American countries
reflect advances in medical technology, improvement
in health care systems, and changes in lifestyles and
living conditions of their populations. As suggested
by the “epidemiological transition” framework (Omran
1982), we find a sudden shift in the profile of deaths
by causes and age groups from one dominated by
communicable diseases to one swamped by chronic
and degenerative diseases. However, in contrast to
Omran’s framework, we will also observe that in some
countries, chronic diseases coexist with still prevalent
infectious diseases.

Figure 5.3 a–f display time trends of leading groups
of causes of death, namely, neoplasms, circulatory
diseases, diabetes, infectious diseases, accidents and

violence, and ill-defined causes in 18 Latin American
countries. On average, these groups of causes account
for nearly 70% of all deaths in the period under
examination, from 1950 to 2005.

Figure 5.3a reveals mostly upward trends for neo-
plasms. There are some irregularities in the middle
of the period but, by and large, the rates move up
particularly during the last 10 years of the period exam-
ined. This increase in mortality due to neoplasms is
universal: it applies to both genders and to forerun-
ners as much as laggards, though there is important
heterogeneity in the rates of acceleration.

Figure 5.3b shows evidence of large heterogeneity
in trends of circulatory diseases, and there are only
faintly discernible patterns. Among forerunners, mor-
tality rates due to circulatory diseases tend to drop
or to stay steady after the middle of the period (circa
1960–1970), whereas the majority of laggards experi-
ence increases from the beginning or from the middle
of the period under examination. The drop among
forerunners mirrors the experience of more developed
countries where death rates due to circulatory diseases
have come down substantially. The experience of lag-
gards appears to follow the trajectory of countries that
started the epidemiological transition more recently.

Figure 5.3c is perhaps the most telling. It shows
an almost universal and sometimes sharp increase in
mortality rates due to diabetes. Cuba, Costa Rica,
and Uruguay are the only countries where the impact
of diabetes remains steady, behaves somewhat errat-
ically around fixed levels, or declines slightly. The
sharp increase elsewhere is a hallmark of these coun-
tries, where the obesity epidemic has progressed
swiftly, independently of the past history of mortal-
ity decline. An important similarity is that death rates
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due to diabetes do not show the stark gender con-
trast observed in mortality due to cancer or circulatory
diseases.

Figure 5.3d shows an unsurprising and universal
precipitous decline in infectious diseases. In some
cases, there are small short-run increases, perhaps
reflecting the impact of economic crises (Palloni
and Noronha 2010). This is particularly the case
in Argentina and Brazil, two of the countries that
experienced massive economic contractions and sharp
increases of poverty after the middle of the 1990s.

As illustrated in Fig. 5.3e, and as happens in most
high-income countries, there is a marked excess of
male death rates due to accidents, suicides, and vio-
lence. There are no clearly identifiable time trends,
only spikes of significance in countries that experience
war and protracted political upheavals (El Salvador,
Guatemala, and Colombia).

Finally, mortality rates due to ill-defined causes
(including those classified as senility) displayed in
Fig. 5.3 f drop significantly in all countries as a result
of increases in the proportion of properly certified
deaths. The magnitude of the rates and the slope of the
downward trends are much flatter in countries that have
a long tradition of virtually complete death coverage,
most of which pertain to the group of forerunners.12

Contributions of Causes of Deaths
to Increases in Life Expectancies

Figure 5.4 a–b display the contribution of number of
years gained (lost) of life expectancy at age 5 during
the period 1950–2000 associated with each group of
causes. Figure 5.4a is for forerunners whereas Fig. 5.4b

12 If the category “ill-defined” had a distribution of cause of
deaths proportional to the observed one, none of the inferences
drawn before would change. There is no evidence to suggest that
the observed distribution is unlike that of “ill-defined causes”
and even less reason to assume that deaths categorized as ill-
defined are attributable to causes that are difficult to diagnose. It
is more likely that the ill-defined causes are composed dispropor-
tionately of deaths associated with mortality among the poorest
segments of the population, namely, infectious diseases.

corresponds to laggards. These calculations were car-
ried out using a decomposition method suggested by
Pollard (1983) and Arriaga (1984).

With the exception of diabetes, which leads to losses
of life expectancies of the order of 0.5 for both males
and females, changes in all other groups of causes of
deaths tend to increase life expectancy at age 5 among
forerunners. The single-most important contributor is
the group of causes associated with circulatory dis-
eases that contributes with average gains between 1
and 2 years among males and between 1.8 and 3 years
among females. Lower contributions are associated
with neoplasms and infectious diseases.

The contrast with countries in the laggard group
could not be starker. Among these, the single-most
important contributor to life expectancy gains are
reductions in infectious diseases, which led to gains of
between 0.5 and 5 years of life. The only commonality
between forerunners and laggards is found in the per-
verse role of diabetes, since also among laggards this
disease leads to losses in life expectancy of about 0.5
years.

Finally, Table 5.6 displays estimates of the con-
tributions made by mortality reductions in broad age
groups and by groups of causes within the two groups
of countries. These figures show that among forerun-
ners, the reduction in mortality during the period is
mostly attributable to adult ages (over 20), whereas
among laggards, the largest contributions are associ-
ated with ages between 5 and 20 and with infectious
diseases. The figures for diabetes reveal that despite
the generalized upward trend, it is mostly among indi-
viduals in the oldest age group that the disease has a
significant impact.

The Determinants of Mortality Trends:
1950–2000

What were the forces behind the rapid change in
mortality during the period 1950–2000? In a pre-
vious section, we conjectured that forerunners, well
into the transition at the beginning of the period
under study, experience early improvements that were
mostly rooted in increases of standards of living and
nutritional status as well as in the creation of mas-
sive infrastructure for water and sewage that reduced
exposure to waterborne diseases particularly. These
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Fig. 5.4 Contributions of
changes in life expectancies at
age 5, 1950–2000 a.
Forerunner countries,
b Laggard countries
(Note: the dots are outliers
that are beyond the 75th/25th

percentiles)

changes took place before 1950, perhaps beginning
immediately before and after World War I, and were
associated with incipient industrialization, large flows
of foreign capital, and an active export sector and
export-based social class that secured access not just
to solid reserves in foreign currency but also con-
stituted a portal for the dissemination of new ideas
about minimization of exposure. Furthermore, in two
of these countries (Cuba and Panama), early eradica-
tion campaigns played an important direct and indi-
rect role. Forerunners benefited during the post-World

War II period from the diffusion of modern med-
ical technology, but the spillover effects that these
might have had otherwise should be lower, since
standards of living had already inched upward and
exposure to waterborne diseases had been reduced
considerably.

This storyline does not fit laggard countries
well. Mortality reductions in this group were most
likely originated in vector eradication financed by
foreign countries that were heavily invested in
export sectors and, especially, in the importation
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of medical technology. The role of better standards
of living and improved infrastructure is probably
secondary.

To test these conjectures, we follow closely the
ideas put forward by Preston (1976, 1980) and Palloni
and Wyrick (1981). We first estimate the relation
between life expectancy at age 5 and various indica-
tors of standards of living: Gross Domestic Product
(GDP), proxies for infrastructure (proportion of house-
holds with potable water and electricity; proportion
of population living in urban areas) and, finally, the
proportion literate among the adult population. The
relation is estimated for two periods, the years before

1970 and those after 1970. Unlike previous research,
we use three different models to assess the relation
between the variables of interest.

The first is a logistic model for country i and year t
of the form:

E5it = αt

1 + exp(βZit)
(1)

αt is a free parameter reflecting the maximum value
of E5, β is a vector of parameters, including a con-
stant, and Zit a vector of covariates for country i and
year t, including a column of ones. No error term is
specified.
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The second specification is a double log model for
the pooled sample in each period. It has the following
form

ln E5it = ϕZ∗
it

+ εit (2)

where ϕ is a vector of elasticities of E5 relative to
a vector of covariates Z∗

it
(in log form) and εit is

a normally distributed error term independent of the
covariate vector.

The third model is the fixed effects version of model
(2) and takes the following form:

ln E5it = λi + θZ∗
it + δit (3)

where λi is a country-specific fixed effect and δit are
independent, normally distributed variates (with mean
0 and variance 1). All three models are estimated sep-
arately for the pooled years 1950–1969 and 1970+.
Since we only use data for intercensal intervals (rather
than year-to-year observations), each country is at most
represented twice in each pooled period.

The Nature of the Variables

While the analysis carried out initially by Preston
(1976) placed heavy emphasis on the role of income,
the later versions of his model were more fully
specified and included a number of covariates, among
them literacy (Preston 1987). Similarly, the analysis
by Palloni and Wyrick (1981) relies on a model that
places more emphasis on a specification with variables
that reflect different dimensions of the process. The
formulation that we follow here has a simple ratio-
nale. A measure of income (real GDP) is a proxy for
general standards of living, though it probably leaves
much to be desired on that front as much as it does
regarding nutritional status. GDP is not the best mea-
sure of material wealth, general standards of living,
or nutritional status. But it is the only one we have
at our disposal. The most important interventions to
reduce exposure to infectious diseases are vector erad-
ication campaigns and large infrastructure to supply
clean water and safe sewage disposal. We use propor-
tion of households served by piped water and with
electricity to proxy for the magnitude and reach of
infrastructure and complement these with a measure of

urbanization. Instead of using the mortality level asso-
ciated with vector-borne illnesses at the outset of the
period as a proxy for the potential for vector eradi-
cation campaigns, we leave it unspecified, as part of
the error term in the equations. We attempt ex-post to
account for its role.

The variable literacy deserves special consideration.
There is a fair amount of research indicating that edu-
cation is the best predictor of fertility and mortality
both at the individual and aggregate levels. What is
less known and still the object of controversy is exactly
what the nature of the relation is. At a very aggregate
level, the connection between literacy and mortality is
probably minimally related to individual levels of abil-
ity to obtain, process, and react to information. It is
more plausible that literacy level, as in the case of the
analysis of fertility, is a good proxy of institutional
complexity, social integration, and the existence of
flows from large institutions to individuals. This much
was intuited by Caldwell (1976) in his classic treat-
ment of the relation between massive schooling and
fertility decline. Something similar could be at work
with mortality. As we show later, literacy is as close to
a perfect predictor for life expectancy at age 5 as we
can possibly aspire to.13

The Nature of the Models

The logistic model is defective. Though originally sug-
gested by Preston for the very broad cross section
of countries he studied, it is under-identified in our
sample since the observations we have do not allow
estimation of the inflection point of the logistic curve.
The result is that the parameter estimates reflect only
the upward bending part of the logistic curve. Although
the fit of this model is very good, the interpretation of
parameters is not as clear cut as would be true had we
been able (perhaps with more observations) to identify
the point of inflection of the logistic curve.

13 The effect of education we are posing here is broader than and
distinct from the effect usually identified in the literature that is
reflected in the association between individual level of education
and mortality. What we have in mind is that the aggregate level
of education (in this case literacy) represents not just the average
individual effects, but an added and more important influence of
the strength of social institutions.
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The pooled log model replicates closely the
reformulated Preston model (Preston 1987) and the
one suggested by Palloni and Wyrick after a search
in the Box-Cox space of transforms. Both the logistic
and the pooled log model are vulnerable to an impor-
tant threat: the estimates will be inconsistent if the
error is correlated with some of the covariates. We
know for sure that we are omitting a variable reflect-
ing eradication campaigns and another proxying for
magnitudes of the flows of medical technology (in the
form of vaccination or effective use of antibiotics).
These factors are likely to be related to one of the
variables included in the model. The solution is to
estimate a fixed effects model where the effect of the
country-specific unmeasured factor is removed.

Results

Estimation of effects is carried out in a pool of obser-
vations corresponding to the period before 1970 and
in another one containing observations for the period
after 1970. The rationale behind this partition is that
during the earlier period, wealth should have played
the most important role, whereas later (unmeasured)
interventions and medical innovations should play a
more important role.

After estimating alternative specifications, we
settled on one that ignored the variables for electricity,
water, and urbanization, since they contribute trivially
to the explained variance in all three models. We set-
tled on a specification that included GDP and literacy.
The astonishing part of our results is that literacy is
not only properly signed everywhere but also predicts
almost perfectly the dependent variables, regardless
of the role played by GDP. Furthermore, the esti-
mated elasticity of life expectancy relative to liter-
acy varies across models within a very small range
(0.15–0.31) and the effects are highly significant
regardless of model specification. Table 5.7 displays
the main results. Several features of the estimates are
worth noting. First, the logistic model fits extremely
well (R2 = 0.99) in both periods. The effects of literacy
are properly signed and highly significant. In contrast,
the direction of the effect of GDP is opposite to the
expected, though statistically insignificant. Second, the
pooled log model also fits very well in both periods,
though is clearly less powerful than the logistic if one

judges by the R2. Again, the effects of literacy are
powerful and bear the proper sign, whereas the effects
of GDP are trivial, incorrectly signed, and statistically
insignificant.

The fact that the estimated effects of GDP bear the
wrong sign and are statistically insignificant is sus-
picious. Admittedly, it could be explained partly by
invoking measurement error and partly by arguing that
mean income without a measure of inequality reveals
very little. An alternative explanation is that there are
unmeasured factors affecting life expectancy at age 5
that are themselves related to GDP. Figure 5.5 suggests
potential representation of the (unobserved) relations.
Now suppose that flows (and their effects) of medical
technology as well as vector eradication campaigns are
positively related to life expectancy (γ > 0), but that
the relation between GDP and the unmeasured traits is
negative (β < 0). The total (estimated) effect of GDP
is α + β∗γ and α > 0. It follows that our estimates
will be biased downward and may have a negative
sign. Why would β be negative? There are at least
two powerful reasons to suspect that this will be so.
First, import of medical technology may have occurred
selectively and flows of vaccines, antibiotics, and the
like may have disproportionally targeted low-income
countries. The same applies to interventions involving
vector eradication campaigns. Second, both interven-
tions should have been more effective in low-income
countries, since it is there where the pool of potentially
troublesome communicable diseases is more densely
populated.

The estimates from the fixed effects model are
consistent with our interpretation. First, note that the
estimated effects of literacy are again powerful and sta-
tistically significant in both periods and, for the latest
period, larger than in the other two models. However,
the effects of GDP are properly signed and, in the
earliest but not in the latest period, strong and statis-
tically significant. This suggests that at least during
the earliest period, country wealth played a role that
complemented that of institutional factors proxied by
literacy.

Decomposition of Effects

The next step is to decompose the gains in life
expectancy at age 5 into two components. The first
is associated with changes in literacy and GDP
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Table 5.7 Estimated
coefficients of the regression
between life expectancy at age
5 and socioeconomic
determinants, LAC countries,
1950–2005

Type of specification
and period Intercept

Gross domestic
product (GDP) Literacy

Adj
R-squared N

Logistic before 1970 138.221 0.007 –0.365∗ 0.999 31
(5.229) (0.007) (0.031)

Logistic after 1970 147.348 0.008∗∗ –0.424∗ 0.999 45
(3.249) (0.004) (0.032)

Linear before 1970 4.236 –0.003 0.206∗ 0.813 31
(0.042) (0.004) (0.020)

Linear after 1970 4.302 –0.004∗∗ 0.233∗ 0.795 45
(0.023) (0.002) (0.019)

Fixed effects before
1970

3.561 0.072∗∗ 0.155∗∗ 0.328 31

(0.275) (0.028) (0.070)
Fixed effects after

1970
4.130 0.015 0.313∗ 0.625 45

(0.123) (0.011) (0.057)

Note: The dependent variable is the logarithm of life expectancy at age 5 in linear and fixed
effect models. The independent variables are the natural logarithm of the GDP and literacy.
(standard errors are in parentheses)
∗p < 0.10, ∗∗p < 0.05.

Wealth(GDP)

Import of medical
technology

E5

γ

α

β

Eradication campaigns 

Fig. 5.5 Relations between a
measure of wealth (GDP), life
expectancy at age 5 and
unmeasured conditions

across the two periods. The second is associated with
changes in the relation between the variables and
must be attributed to the role played by unmeasured
factors among which we include vector eradication
campaigns, diffusion of medical technology, and
unmeasured effects of infrastructure. To do this, we
need to settle on a model. To increase comparability
with results obtained by Palloni and Wyrick (1981) and
by Preston (1980), we settled on the logistic model.
None of the inferences we draw from the decomposi-
tion exercise are different if we had instead used any of
the other two models.

The first application of the previous estimates is
to decompose the gains in life expectancy at age 5

between the two periods for each country. Figure 5.6
displays the estimated proportion of the total change
that is attributable to changes in the variables and
changes in the parameters. Among laggards, more
than 60% of the changes in life expectancy at age 5
are attributable to changes in the values of parame-
ters. Instead among forerunners and with the exception
of Paraguay, the bulk of gains are associated with
changes in literacy. There is a clear shift in the rela-
tion that favors laggard countries. This shift should be
attributed to unmeasured conditions that have either a
strong (among laggards) or a weak (forerunners) influ-
ence. Two factors can account for such a shift. The
first is interventions to eradicate vector-borne diseases.
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Rapid elimination of malaria, for example, is likely to
have a multiplying effect, since it not only leads to
gains associated with deaths due to malaria, but it also
affects the average resistance of the population to other
infectious diseases by boosting the immune function.
Secondary gains will be obtained as increased resis-
tance to other infectious diseases improves nutritional
status.

The second factor is the diffusion of medical tech-
nology, particularly antibiotics and vaccinations. These
surely had important effects in all countries, but their
impact must have been large in those before 1950 had
made only minor inroads in survival gains. If these two
factors are indeed responsible for the shift, we should
see an association between the fraction of gains in life
expectancy at age 5 and proxies for the potential gains
associated with the aforementioned factors. Table 5.8
displays estimates of the regression coefficients of the
log of the proportion of gains in life expectancy at age
5 associated with changes in parameters and variables
and the log of deaths rates due to water, vector, and
airborne diseases as of the beginning of the period.
As expected, both vector-borne and waterborne dis-
eases are positively related to the log of the fraction
of gains attributable to shifts in the relations, but only
the coefficient of waterborne diseases is marginally
significant. The opposite is true for airborne diseases:
they are positively related to the fraction of gains
attributable to changes in the variables and negatively
related to the fraction of gains attributable to changes

in parameters. Although these estimates are based on
few cases, they suggest that the conjectures we put for-
ward at the outset are not contradicted by the observed
relations.

In summary, gains in life expectancy at age 5
during the period 1950–2000 are tracked tightly by
increases in literacy, not by changes in measures of
wealth or indicators of infrastructure. This relation is
intriguing but not unknown to demographers study-
ing fertility, as there too the association is very tight.
Rather than attributing to literacy effects related to
mechanisms involving access to and use of information
only, it is preferable to deploy a broader interpretation,
suggesting that this indicator is a proxy for social inte-
gration and, most important, for the ability of central
governments to allocate resources to the population at
large. These flows may imply a number of advantages,
including learning and information, access to health
care, and to resources such as clean water supply, ade-
quate housing and, more generally, to environments
that reduce exposure to infectious diseases. Yet, lit-
eracy cannot proxy for all of the factors that explain
changes over time. Indeed, our analysis suggests that
the relation shifted in the period 1950–2000, and that
countries experienced gains in life expectancy even if
levels of literacy remained unchanged. All laggards
benefited greatly from this shift. Among forerunners,
the relative gains associated with the shift are of
marginal importance. We interpret this as an indication
that the shift was produced by changes induced by
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Table 5.8 Estimated
coefficients of the regression
between the proportion of
gains in life expectancy at age
5 and cause of death, LAC
countries, 1950–2005

Causes of Deaths
Gains associated to
changes in parameters

Gains associated to
changes in variables

Vector-borne 0.045 –0.026
(0.036) (0.055)

Waterborne 0.232∗ –0.346∗
(0.123) (0.191)

Airborne –0.189∗ 0.256
(0.101) (0.156)

Intercept –0.658∗ –0.857
(0.371) (0.573)

Adj R-squared 0.446 0.275

N 16 16

Note: Dependent and independent variables are expressed as natural logarithm. Rates of
mortality are considered for the total population. (standard errors are in parentheses)
∗p < 0.10.

two factors that are omitted in our models: vector
eradication campaigns and the diffusion of medical
innovations, particularly those that control exposure
and increase resistance to waterborne diseases. Indeed,
there is a tangible though not strong relation between
the magnitude of gains associated with the shift of
the relation and the magnitude of death rates due
to illnesses that could be attenuated by these two
factors.

Mortality at Old Ages

In this last section, we make a brief incursion into an
important territory, that of progression of longevity.
For this purpose, we focus on mortality over age
60, and the best indicator we have available is life
expectancy at age 60. Figure 5.7 displays the values
of female life expectancy at age 60 for laggards and
forerunners. In this case, we only draw one horizon-
tal line at the top of the graph at around 24.8, the life
expectancy at age 60 among females in Norway circa
2005. At the outset, the differences between the two
groups of countries are of the order of 2 years and,
like the case of life expectancy at age 5, there is some
convergence, though a gap still remains at the end of
the period. Importantly, and unlike the case for life
expectancy at age 5, life expectancy at age 60 among
forerunners grows linearly and there is a hint of a slow-
down of improvements by the end of the period of
reference.

The trajectory of mortality at old ages is astonish-
ing. Gains per year are of the order of 0.13 in both
groups of countries. If one assumes that the force
of mortality at older ages has been decreasing at a
constant and age-invariant rate during the period, the
observed yearly gains in life expectancy at age 60
imply an average reduction per year of about 0.045.
This is four times as high as the rate of reduction in
the yearly force of mortality experienced by developed
countries after 1960 (Kannisto et al. 1994) though,
admittedly these are progressing from higher levels
of life expectancy at age 60. But even conceding that
point, the march toward longevity occurs at a very
accelerated pace.

To what extent are these gains an artifact of age
overstatement? As pointed out before, age overstate-
ment is particularly serious at older age and, despite
our best efforts, some residual errors may remain. But
these should affect the level of life expectancy at age
60, not the trends. Or put in another way, if there is
residual age overstatement, and if we also observe a
marked tendency toward better age declaration over
time, the observed trend must underestimate the speed
of change in the force of mortality. Thus, it is very
likely that the rate of gains in survival over age 60 that
we estimate here is a lower bound.

An entirely different matter is whether the rhythm
of gains observed in the past can be sustained for
long. We argue elsewhere that there are ominous signs
pointing to the possibility of rapid deceleration of
gains as a result of the nature of mortality decline
and the consequent composition by frailty of cohorts
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who will become 60 and over during the next 30
years (Palloni and Noronha 2010; Palloni and Pinto
2004). But this is not all. In fact, Fig. 5.7 shows signs
of a slowdown among forerunners at least. Indeed,
among forerunners, the rate of increase per year in life
expectancy at age 60 has dropped from 0.14 in the
period before 1980 to 0.09 after that period. Laggards,
on the other hand, experienced lower rates of gains in
before 1980 (0.12) but it increased after 1980. Thus,
among countries that have attained higher levels of
life expectancy at age 60, there are clear signs of
deceleration.

Conclusions

Although the inferences contained in this chapter are
not inconsistent with a body of research done in the
past, they introduce more precision and allow a more
nuanced interpretation of the mechanisms that were
at play in the rapid decrease of mortality in the LAC
region. First, we work with a body of data that avoids
strong assumptions about model mortality patterns.
Mortality rates have been adjusted for completeness
of death registration, census enumeration, and age

misstatement. If any errors remain, they are likely to be
of trifling magnitude and cannot constitute a stumbling
block against our inferences.

Second, the evidence we marshal here indicates that
adult mortality (over age 5) was reduced at unprece-
dented speed beginning before 1940 in selected coun-
tries and after 1950 for most of them. The levels
attained as of the end of the twentieth century are close
to those in a handful of developed countries. For others,
a gap remains. This gap, however, is closing rapidly. Of
particular importance is the rapid decrease in mortality
over age 60 and the gains in longevity that this implies.
The fact that Costa Rica and Cuba experience levels of
life expectancy at age 60 similar to or even above those
in some developed countries may be startling but can-
not be attributed to faulty data. The progress during the
period 1950–2000 has been fast but appears to be slow-
ing down and may run into important obstacles in the
years to come.

Third, for the most part, mortality trends by causes
have progressed according to expectations, though
there are singularities that stand out. Thus, infectious
diseases have plummeted and circulatory diseases have
ceased to be as dominant as they were early in the
period. The most important peculiarity is the rapid
increase in diabetes.
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Fourth, the analysis of determinants confirms the
broad outlines but not the detail of Preston’s original
conjectures. They also replicate the findings previously
uncovered by Palloni and Wyrick in LAC made with
a much-less refined data base. Wealth, as measured
by GDP, plays an important role early on the pro-
cess, but a much more modest one in the latter part
of the period under study. Instead, literacy is always a
potent driver of changes, perhaps reflecting the effects
of institutional changes unrelated to country wealth
that are required to alter the exposure and resistance
to diseases.

Fifth, decomposition of gains over the period 1950–
2000 shows that countries who are forerunners in the
mortality decline took advantage of structural changes
(as reflected in GDP and literacy), as these explain the
bulk of gains in life expectancy at age 5. Instead, coun-
tries whose mortality decline starts late in the period
showcase the important role of selected interventions
and of the diffusion of medical technology, neither of
which we are able to measure directly. More than 60%
of these countries’ gains are associated with these two
unmeasured factors and the rest with improvements in
institutional contexts and standards of living. This esti-
mate is much smaller among forerunners. Our analysis
thus illustrates the payoffs of examining shifts in the
relation between mortality and its determinants sepa-
rately by groups of countries with very heterogeneous
experiences.

What remains undone is a more thorough analy-
sis of gender differentials which, at least under some
conditions, may provide clues about underlying deter-
minants. Similarly, the extension of the analysis to the
period 1900–1950 for a larger number of countries is
sorely needed to complete the description of mortal-
ity trajectories. This will also help us to identify and
assess the role of standards of living, nutritional sta-
tus, and of early interventions embedded in the creation
of large infrastructure as these must have undoubtedly
contributed to diminish exposure to infectious diseases
well before medical technologies and massive eradica-
tion campaigns sealed once and for all the transition to
very low mortality levels.
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Chapter 6

Adult Mortality in Asia

Zhongwei Zhao

Introduction

Asia, the largest and most populous continent in the
world, has experienced a rapid demographic transition
since the end of World War II. According to a recent
estimate by the United Nations Population Division
(UN Population Division 2009), between 1950–1955
and 2005–2010 life expectancy at birth in Asia has
increased from 41 to 69 years and the total fertility rate
has fallen from 5.7 to 2.4 children per woman. Largely
driven by these changes, Asia’s population size has
nearly tripled. More than four billion people, account-
ing for 60% of the world total, now live in some 50
countries and areas in Asia (UN Population Division
2009).

Asia is the most diverse continent in many respects.
People in Asia live in hugely varied natural envi-
ronments, and many populations have a distinctive
history, cultural tradition, and religion. Many Asian
countries have radically different political and social
systems, and have pursued different routes to develop-
ment in recent history. Partly for these reasons, many
Asian populations are now at very different stages of
the demographic transition, with remarkably different
demographic characteristics.

Asia has two of the world’s most populated coun-
tries, China and India, which between them have
2.5 billion people, but some small countries such as
Maldives or Brunei Darussalam have populations of
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fewer than half a million. Singapore, among all Asian
countries, has the highest population density, with
more than 7,000 persons/km2, but in Mongolia, only 2
persons live in an area of the same size. Japan has long
completed the classic demographic transition, and its
population, with one of the oldest age structures in the
world, has already started to decline. But countries like
Yemen are still in the early stage of the demographic
transition, with a very young age structure and a high
rate of population growth. Marked mortality differen-
tials are also found in Asia. The Japanese now enjoy
the highest life expectancy ever achieved by a national
population, close to 83 years, but at current mortality,
people in Afghanistan can expect to survive for less
than 44 years, the lowest life expectancy in the world
(UN Population Division 2009).

The great disparities summarized above make the
discussion of adult mortality in Asia both interesting
and challenging. The challenge is further exacerbated
by the lack of detailed and reliable mortality data, espe-
cially for the older ages. Because of this constraint,
this chapter concentrates on mortality of people aged
15–59, and old-age mortality is addressed only briefly.
For the same reason, the discussion focuses on mor-
tality changes, sex differentials in survival, and causes
of death in Asia’s national populations in recent years,
although mortality declines in subnational populations
or over a longer period are mentioned in some sections
of the chapter.

Following this introduction, the second section of
the chapter examines the availability of mortality data
in Asian countries and its impact on the study of adult
mortality. Subsequent sections discuss changes in adult
mortality, gender differences in survival, and major
causes of death in Asia, respectively. The last sec-
tion of the chapter summarizes a number of lessons
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learned from the mortality transition in Asia and major
challenges that the Asian population faces in further
improving health and mortality.

Mortality Data Collection in Asia

Four major data sources are commonly used in the
study of mortality. The first is death records made
through nationwide vital registration. These records
can provide detailed information on all deaths in the
population over a long period and are widely regarded
as the best data source for mortality study (Murray
et al., 1992). The second is death records gathered
through censuses or nationwide health or mortality sur-
veys. These data also provide important information
about mortality in a population, but they tend to be col-
lected for a short period, generally 1 year. They are also
less adequate for the investigation of cohort mortality,
because the census is usually conducted only every 5
or 10 years in most countries. The third major source is
death records obtained through various kinds of sam-
ple surveys or registration systems (including hospital
registration) established in parts of the country, either
randomly or nonrandomly. These records often are of
better quality than those collected from the whole pop-
ulation, but are subject to sampling errors or selective
biases when they are used to estimate mortality in the
national population. The last source comprises death
records found in family genealogies, parish registers,
or other kinds of registration, which have been increas-
ingly used in the study of mortality in the past (Zhao
2008).

The collection of mortality data is less satisfac-
tory in Asia than in Europe, North America, South
America, and major countries in Oceania. Out of some
50 countries and areas in the region, life tables con-
structed continuously for a period of over a 100 years
are available for only Japan and Taiwan, and for the
latter, mortality data gathered in recent decades have
not been reported by the World Health Organization
(WHO) or the UN Population Division for political
reasons. In most countries and areas, mortality data
covering a large part of the population and with high
or moderate quality simply did not exist until the mid-
or even late-twentieth century.

As the UN Department of International Economic
and Social Affairs (1982a) noted, around 1950 only a

few countries and territories in Asia had “complete”
vital registration (i.e., with 90% or more of all deaths
recorded). This situation did not change significantly
in the next 25 years; in 1975, the number of countries
and territories having such “complete” registration
remained small. Except for Japan, the countries and
territories that did—such as Singapore, Hong Kong,
and Sri Lanka—were arguably atypical, were small,
and accounted for an insignificant share of Asia’s pop-
ulation (UN Department of International Economic
and Social Affairs 1982a). In the last quarter of the
twentieth century, countries with nationwide vital reg-
istration increased notably in Asia, but they were still a
minority, and records collected through such registra-
tion were available for only a short period in many of
these countries (Lopez et al., 2000).

Some Asian countries and territories collect mor-
tality data through population censuses or nationwide
mortality or health surveys. But before 1980, mor-
tality data obtained through these methods, those of
good quality in particular, were also limited. This was
a major reason why only 36 life tables (18 for each
sex) were selected from 11 Asian populations and used
in the construction of the United Nations Model Life
Tables for Developing Countries in the early 1980s
(UN Department of International Economic and Social
Affairs 1982b). Since then, the role of censuses in
collecting mortality data has increased, but in compar-
ison with Europe, North America, and major countries
in Oceania, Asia is still far behind in the systematic
gathering of national mortality data.

Facing the urgent need to monitor health and mor-
tality and the difficulty of gathering health and mortal-
ity data for the whole population, Asian countries have
made great efforts to collect the required data through
specially designed sample surveys or various kinds
of registration systems in randomly or nonrandomly
selected areas. Examples include the Demographic and
Health Surveys conducted in many countries, vital reg-
istration in the Matlab district of Bangladesh, and the
Disease Surveillance Points system in China. Death
records obtained through these activities have already
become a major data source for mortality study in Asia.

Mortality data collected from most Asian popu-
lations, just like those gathered elsewhere, are often
affected by under-registration and other reporting
problems. The impact of such problems sometimes
is so severe that an adjustment or estimation must
be made before any meaningful conclusion about
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mortality in the population can be drawn. Many mor-
tality statistics, especially some of those published by
the WHO and the UN Population Division, are in fact
estimated rather than computed directly from available
data. This is particularly the case for mortality statistics
for earlier time periods or for older people.

In producing detailed mortality estimates for most
Asian populations, both the WHO and the UN
Population Division have made great efforts to eval-
uate and adjust available mortality data. While their
results arguably represent the best mortality estimates
that one could have, they may have some limitations.
These estimates may be affected by sampling errors
or selective biases when they are made on the basis
of mortality data collected from a subnational rather
than national population, especially if the subnational
population is not selected randomly. These estimated
results may also be affected by the assumptions used
(e.g., assumptions about the age pattern of mortality
in the population) when they are derived from incom-
plete data (e.g., death rates of limited age groups).
Uncertainties arising from such limitations are often
related positively to the seriousness of the registration
problems in the population. They could have consid-
erable implications when these estimates are used to
study changes in age patterns of mortality or survivor-
ship at old ages.

Because of the constraints imposed by data avail-
ability and the issues summarized above, the following
discussion concentrates on recent mortality changes
in the population aged 15–59, gender differences, and
major causes of death. The decision to examine mor-
tality at these ages rather than in the 20–59 year age
group, as in some other chapters of this book, is largely
due to the fact that for many Asian populations, mortal-
ity statistics computed for the 20–59 age group are not
available in early years. To maintain internal consis-
tency in the data used, I base the discussion primarily
on mortality estimates made by the WHO, although in
a number of places I also cite estimates published by
the UN Population Division, especially those for years
before 1990.

It is worth noting that while mortality statistics
for 2007 provided by the WHO and those for 2005–
2010 provided by the UN Population Division are
largely consistent, with fairly small differences in
recorded or estimated life expectancies at birth, there
are noticeable discrepancies in their estimated adult
mortality for the following countries: Armenia, the

Democratic People’s Republic of Korea, Indonesia,
Iraq, the Lao People’s Democratic Republic, Lebanon,
Maldives, Myanmar, Nepal, Oman, Pakistan, Qatar,
Saudi Arabia, the Syrian Arab Republic, and Viet Nam.
Adult (both male and female) mortality estimated for
these countries by the WHO is more than 20% higher
than that estimated by the UN Population Division,
with only two exceptions. For Maldives and Qatar,
adult mortality reported by the WHO is more than
20% lower than that released by the UN Population
Division.1 These differences may be related to the fact
that mortality statistics provided by the WHO are only
for a single year while those obtained from the UN
Population Division are for a period of 5 years, but
they could also arise from differences between the
two organizations in the procedures and data used in
making these estimates. These differences and their
potential implications should be kept in mind by any-
one using these estimated results or considering some
of the suggestions made in this chapter.

Changes in Adult Mortality in Asia
Since 1950

Asia witnessed an extraordinary mortality decline in
the last 60 years: life expectancy at birth increased
by 28 years from 1950–1955 to 2005–2010. This
improvement is far greater than that recorded in any
other continent or in the world population as a whole,
where the life expectancy rose by 21 years from 47
to 68 years (and this change would be smaller if Asia
were excluded). During this remarkable transition, two
major changes took place in Asia. First, because of
the reduction in infant and child mortality, the chance
of surviving to adulthood greatly increased, and those
who could live to age 15 rose from some 70% to nearly
95%. Second, mortality in the adult population also fell
significantly, and people who have entered adulthood
now live much longer than before.

1 Detailed adult mortality data used in this comparison have
been provided by the WHO and the UN Population Division.
The relative difference between the two sets of adult mortality is
computed using (45qWHO,2007

15 − 45qUN,2005−10
15 ) ÷ 45qWHO,2007

15 .
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If we accept the estimate made by the UN
Population Division, then in the first half of the 1950s,
life expectancy at age 15 (e15) was probably around 40
years for the Asian population as a whole. At this mor-
tality level, around 50% of those who reached age 15
were expected to die between age 15 and 59. It would
be more useful if adult mortality differentials between
countries or regions were also examined, but this is
not possible because of the lack of data collected at
national or subnational levels.

A noticeable decline in adult mortality was
observed in many Asian countries during the 1950s
and 1960s. According to the data published by the
UN Population Division and other researchers, life
expectancy at age 15 reached 45 years or higher in
Bangladesh, China, India, Japan, and Pakistan by the
early 1970s. Indonesia was the only country with more
than 50 million people where life expectancy at age
15 did not reach this level. Improvement was particu-
larly notable in Japan and some other populations. By
the early 1970s, male life expectancy at age 15 had
reached 55 years or higher in Hong Kong, Iran, Israel,
Japan, Kuwait, and Sri Lanka. Female life expectancy
at the same age was close to or higher than 60 years
in Hong Kong, Israel, Japan, Kuwait, and Singapore
(UN Department of International Economic and Social
Affairs 1982a: 132; UN Population Division 2007;
Zhao and Kinfu 2005).

Adult and old-age mortality declined further in
Asia between the early 1970s and 1990. As Table 6.1
shows, in the early 1970s life expectancies at age 15
ranged from 39.8 to 57.0 years for males and from
42.0 to 61.9 years for females among the listed pop-
ulations. By 1990, life expectancies at this age had
increased notably in most of these populations, rang-
ing from 49.7 to 61.7 years for males and from 49.6
to 67.6 years for females. In three of the listed popula-
tions, Iran, Lebanon, and Sri Lanka, however, male life
expectancy at age 15 declined over this period, likely
because of wars during the 1980s.

Because of improvement in collecting mortality
data, detailed mortality estimates for Asian popula-
tions, especially those produced by the WHO and the
UN Population Division, have increasingly become
available since the second half of the 1980s. These
data allow a closer examination of changes, varia-
tions, and sex differentials in adult mortality in Asia.
Table 6.2 presents probabilities of dying between age
15 and 59 (45 q15 ) in Asian populations by sex in

1990 and 2007. Percentage changes, computed using
Percentage of change = (

45
q2007

15
−

45
q1990

15
) ÷

45
q1990

15
,

are also shown.
According to the statistics published by the WHO,

many countries and areas experienced at least a 25%
reduction in adult mortality in both male and female
populations over the period 1990–2007. These popu-
lations can be broadly divided into two groups. One
group consists of Brunei Darussalam, Cyprus, Hong
Kong, Kuwait, the Republic of Korea, Singapore, and
the United Arab Emirates. All of these populations,
except for the Republic of Korea, are small, have expe-
rienced rapid development in recent decades, and enjoy
considerable wealth. Their life expectancy was already
high in 1990 and has improved further since. Bahrain,
Israel, Japan, and Qatar in many respects are similar
to these populations, although their mortality decline
has been somewhat slower. The second group con-
sists of populations that in 1990 had notably lower
levels of socioeconomic development and only moder-
ate life expectancies. Populations in this group include
China, the Islamic Republic of Iran, Jordan, Lebanon,
Maldives, Sri Lanka, the Syrian Arab Republic, and
Turkey. Timor-Leste has also witnessed a marked
improvement in adult survival, but its mortality level
was and still is much higher than in this group of
countries.

In contrast to those listed above, the following
populations showed a slow decline, no notable
changes, or even an increase in adult mortality over
the period 1990–2007: Afghanistan, Cambodia,
the Democratic People’s Republic of Korea, Iraq,
Kazakhstan, Kyrgyzstan, Mongolia, Myanmar,
Thailand, Turkmenistan, and Uzbekistan. Many of
these populations have recently experienced wars,
social unrest, famines, restructuring after the col-
lapse of the former USSR, or the spread of AIDS,
which at least partly contributed to their poor perfor-
mance in lowering adult mortality in recent years.
For the Democratic People’s Republic of Korea,
the seemingly unchanged adult mortality shown in
Table 6.2 is partly a result of the lack of accurate
data.2

2 There are clear differences between mortality estimates for
the Democratic People’s Republic of Korea made by the WHO
and the UN Population Division. According to the WHO, life
expectancies were 64.5 for males and 68.4 for females in 1990,
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Table 6.1 Changes in life
expectancies at age 15 in
selected Asian populations,
1970–1990

Male Male Female Female
Populations c1970 1990 c1970 1990

Bangladesh 46.3 50.8 46.1 49.6
China 54.0 55.8 56.4 58.6
China, Hong Kong

SAR
54.6 60.3 61.9 65.9

India 49.1 50.3 47.6 52.0
Indonesia 39.8 51.6 42.0 52.9
Iran (Islamic

Republic of)
54.8 51.4 56.2 55.5

Israel 57.0 60.9 60.1 64.3
Japan 56.0 61.7 61.1 67.6
Jordan 48.2 53.6 50.1 57.9
Kuwait 55.4 59.0 59.5 61.4
Lebanon 54.0 51.3 57.6 56.7
Malaysia 54.0 55.1 58.6 59.7
Myanmar 49.3 49.7 52.7 53.8
Pakistan 47.1 52.4 46.2 53.9
Philippines 51.8 52.4 56.4 57.7
Republic of Korea 48.3 53.6 55.5 61.9
Singapore 53.1 58.4 59.1 63.1
Sri Lanka 54.8 51.2 57.5 59.9
Syrian Arab

Republic
51.8 53.3 55.0 57.0

Taiwan 54.0 57.3 58.6 62.5
Thailand 51.6 52.9 56.2 58.8
Turkey 53.2 54.5 55.4 58.3

Sources: UN (1982a), WHO (2009a), UN (2007), HMD;
http://sowf.moi.gov.tw/stat/english/elife/5th-f.htm; and http://www.censtatd.
gov.hk/products_and_services/products/individual_statistical_tables/index.jsp

There are still marked regional variations in adult
mortality across Asia today. The lowest adult mortality
is recorded in eastern Asia, followed by western Asia
and southeastern Asia. South-central Asia has the high-
est adult mortality. The ten Asian populations with
the lowest adult (male and female combined) mor-
tality are Brunei Darussalam, Cyprus, Hong Kong,
Israel, Japan, Kuwait, Qatar, the Republic of Korea,
Singapore, and the United Arab Emirates. All of them
are world or regional economic powers, or small and
wealthy countries. In these populations, where stan-
dards of living and levels of health care are generally
high, the probability of dying between ages 15 and 59
is lower or considerably lower than 0.10.

and 64.4 for males and 68.4 for females in 2007 (WHO 2009a).
According to the latest estimates made by the UN Population
Division, life expectancies were 66.1 for males and 73.6 for
females in 1990–1995, and 65.1 for males and 69.3 for females
in 2005–2010 (UN Population Division 2009).

On the other end of the spectrum, the ten
Asian populations with the highest adult mortal-
ity are Afghanistan, Bangladesh, Cambodia, Iraq,
Kazakhstan, the Lao People’s Democratic Republic,
Mongolia, Myanmar, Nepal, and Turkmenistan. For
these populations the probability of dying between
ages 15 and 59 ranges from 0.25 to 0.49, markedly
higher than the average for all of Asia. Most of
these countries have low levels of socioeconomic
development and standards of living. Many of them
have recently experienced no decline, or even some
increase, in adult mortality. Other Asian countries and
territories spread between the two extreme groups,
with their probabilities of dying at adult ages ranging
between 0.10 and 0.25.

Old-age mortality also shows great variations in
Asia. At age 60, for example, life expectancies are only
12.9 and 14.5 years for male and female populations
in Afghanistan, but they are almost doubled in Japan,
where men and women at the same age can expect to
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Table 6.2 Changes in adult mortality in Asia, 1990–2007

Populations
q15 males
1990

q15 males
2007

Percentage of
change

q15 females
1990

q15 females
2007

Percentage of
change

Afghanistan 0.501 0.524 4.6 0.447 0.448 0.2
Armenia 0.280 0.242 −13.6 0.135 0.102 −24.6
Azerbaijan 0.285 0.219 −23.2 0.165 0.137 −17.3
Bahrain 0.106 0.116 9.9 0.107 0.083 −22.1
Bangladesh 0.306 0.251 −17.9 0.333 0.258 −22.5
Bhutan 0.345 0.265 −23.1 0.266 0.194 −26.9
Brunei

Darussalam
0.151 0.108 −28.4 0.112 0.080 −28.1

Cambodia 0.317 0.313 −1.2 0.231 0.213 −7.9
China 0.193 0.142 −26.5 0.148 0.085 −42.5
China, Hong

Kong SAR
0.121 0.077 −36.2 0.060 0.038 −37.6

Cyprus 0.110 0.083 −24.9 0.061 0.044 −28.6
Dem. People’s

Republic of
Korea

0.232 0.233 0.6 0.166 0.166 0.0

Georgia 0.242 0.219 −9.5 0.110 0.085 −22.8
India 0.306 0.250 −18.2 0.257 0.177 −31.2
Indonesia 0.286 0.229 −19.9 0.266 0.188 −29.1
Iran (Islamic

Republic of)
0.291 0.161 −44.6 0.208 0.100 −51.8

Iraq 0.253 0.386 52.9 0.171 0.180 5.6
Israel 0.107 0.086 −20.2 0.071 0.048 −32.6
Japan 0.109 0.088 −18.7 0.053 0.044 −18.0
Jordan 0.241 0.181 −24.7 0.166 0.117 −29.5
Kazakhstan 0.318 0.427 34.3 0.150 0.185 23.2
Kuwait 0.112 0.071 −37.0 0.084 0.049 −41.7
Kyrgyzstan 0.290 0.320 10.0 0.156 0.166 6.7
Lao People’s

Dem.
Republic

0.386 0.320 −17.0 0.354 0.291 −17.7

Lebanon 0.291 0.198 −32.1 0.193 0.133 −31.3
Malaysia 0.209 0.184 −12.1 0.129 0.098 −23.5
Maldives 0.287 0.110 −61.7 0.341 0.079 −76.9
Mongolia 0.263 0.401 52.3 0.196 0.192 −1.8
Myanmar 0.331 0.366 10.6 0.238 0.266 11.9
Nepal 0.352 0.285 −19.0 0.350 0.276 −21.0
Oman 0.202 0.161 −20.1 0.131 0.091 −30.5
Pakistan 0.265 0.216 −18.5 0.235 0.192 −18.5
Philippines 0.282 0.231 −17.9 0.167 0.121 −27.5
Qatar 0.094 0.077 −18.2 0.082 0.054 −33.7
Republic of

Korea
0.237 0.114 −51.9 0.102 0.047 −54.0

Saudi Arabia 0.222 0.192 −13.4 0.148 0.116 −21.3
Singapore 0.152 0.081 −46.8 0.093 0.047 −49.0
Sri Lanka 0.368 0.213 −42.1 0.159 0.095 −40.1
Syrian Arab

Republic
0.248 0.181 −27.2 0.187 0.121 −35.3

Taiwan 0.179 0.148 −17.6 0.090 0.062 −31.2
Tajikistan 0.217 0.188 −13.2 0.180 0.163 −9.4
Thailand 0.259 0.282 9.0 0.147 0.141 −4.1
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Table 6.2 (continued)

Populations
q15 males
1990

q15 males
2007

Percentage of
change

q15 females
1990

q15 females
2007

Percentage of
change

Timor-Leste 0.413 0.287 −30.5 0.293 0.200 −31.7
Turkey 0.216 0.150 −30.5 0.147 0.086 −41.5
Turkmenistan 0.301 0.372 23.6 0.192 0.210 9.1
United Arab

Emirates
0.140 0.081 −42.1 0.111 0.060 −45.6

Uzbekistan 0.250 0.226 −9.6 0.144 0.141 −1.9
Viet Nam 0.236 0.193 −18.1 0.168 0.113 −32.7
Yemen 0.312 0.258 −17.2 0.248 0.187 −24.8

Sources: WHO (2009a); http://sowf.moi.gov.tw/stat/english/elife/te965210.ht; and http://www.censtatd.gov.hk/
products_and_services/products/individual_statistical_tables/index.jsp

live for 22.7 and 28.2 years, respectively. A very strong
positive relationship between adult and old-age mortal-
ity has been found in many Asian countries. Generally,
populations with a relatively low adult mortality also
have relatively low old-age mortality, and vice versa,
so that many of the conclusions drawn above about
adult mortality could also be applied to old-age mor-
tality in Asia. Nonetheless, there are exceptions. There
are eight female populations where the probabilities
of dying between ages 15 and 59 are all very low,
ranging from 0.04 to 0.06. Of these, in Cyprus, Israel,
Japan, the Republic of Korea, and Singapore, female
life expectancies at age 60 have reached 23.6, 24.5,
28.2, 24.7, and 25.4 years; but in Kuwait, Qatar, and
the United Arab Emirates they have achieved only
21.3, 17.9, and 22.5 years, respectively. Although the
difference between Japan and Qatar in the probability
that an adult woman will die before age 60 is only 0.01,
the gap between them in her life expectancy at age 60
is more than 10 years. In contrast, the gaps in male life
expectancy at age 60 among populations with very low
adult mortality are relatively small.

Sex Differentials in Adult Mortality
in Asia

Sex differentials in mortality are affected by the bio-
logical and genetic makeup of males and females,
and the differences in their exposure to the risks of
morbidity and mortality (Waldron 1983). This expo-
sure is often related to different roles played by
males and females in productive activities and human
reproduction, their different status in the family and
society, and their different risky behaviors (Bhatia

1983; Hetzel 1983; Kamel 1983; Verbrugge 1983). For
these reasons, notable mortality differences are fre-
quently found between males and females, and such
differences also vary greatly across populations and
over time (Lopez 1983).

In the late 1970s and early 1980s, a number of
researchers and the UN Population Division examined
sex differentials in mortality in some Asian popula-
tions on the basis of available mortality data. Their
investigations revealed that in contrast to most devel-
oping countries studied, in India in 1970–1972, Iran
in 1973–1976, Sri Lanka from the late 1940s to the
early 1960s, and the Matlab district of Bangladesh in
1974–1976, male mortality was either lower than or
very close to female mortality. In these populations,
higher mortality was recorded in the female popula-
tion aged from 1 to 44 (starting from age 0 in India
and Iran) than for males. In contrast, in some popu-
lations in Eastern and Southeastern Asia (Hong Kong
from the early 1960s to the mid-1970s, the Republic
of Korea in 1971–1975, Singapore in 1969–1971, and
Taiwan in 1960 and earlier), female mortality was
much lower than male mortality, especially at age
45 and above (Goldman 1980; UN Department of
International Economic and Social Affairs 1982b; UN
Population Division 1983). Goldman suggested that
“large sex differences in death rates” at older ages were
found “only in Far Eastern populations,” and this was
a major characteristic of the so-called Far Eastern mor-
tality pattern (Goldman 1980: 17; 2003). My recent
study has shown that while a high sex ratio in adult
and old-age mortality was indeed observed in some
Asian populations at the time, the Far Eastern mortality
pattern is not region-specific. Changes in sex differ-
entials in mortality are closely related to the stage of
mortality transition or the level of mortality, in addition
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to other factors (Zhao 2003, 2004). This suggestion has
been supported by recent changes in sex differentials in
mortality in Asia and other parts of the world.

Sex differentials in mortality showed notable
changes in the 1970s and 1980s in many Asian popu-
lations where available data allow these changes to be
examined. In general, mortality decline has been faster
among females than males. The number of countries
and areas with higher female than male mortality has
decreased greatly. In many populations (e.g., Japan,
the Republic of Korea, Singapore, and Taiwan) where
female mortality was already lower than male mortal-
ity in the early 1970s, the gap between male and female
life expectancies has further widened (UN Population
Division 2009; Zhao and Kinfu 2005). One of the
major factors contributing to this change is the increase
in sex differentials in mortality among people aged
15–59.

Table 6.3 shows sex ratios of adult mortality for
Asian populations in 1990 and 2007, which are calcu-
lated using the Sex ratio of adult mortality = 45qm

15 ÷
45q f

15. According to the statistics provided by the
WHO, sex ratios of adult mortality have not changed or
have decreased slightly over this period in the follow-
ing countries: Azerbaijan, Brunei Darussalam, Japan,
Lebanon, Myanmar, Pakistan, Sri Lanka, Tajikistan,
and Uzbekistan. However, in more than 80% of Asian
populations, sex ratios of adult mortality have further
increased. Changes of this kind are particularly notice-
able in Bahrain, China, Iraq, Maldives, Mongolia,
Qatar, Taiwan, and Viet Nam, where the relative
increase in the sex ratio of adult mortality is greater
than 20%. These changes conform to a general pattern
that mortality differentials between males and females
tend to increase in the process, especially in the early
stages, of mortality decline.

Table 6.4 lists Asian populations by their life
expectancies and sex ratios of adult mortality.
According to the data presented in this table, sex dif-
ferentials of adult mortality in Asia in the early twenty-
first century show the following patterns. While there
are exceptions, higher sex ratios (1.75 and above) of
adult mortality are largely found in two groups of
countries or areas according to the estimates made
by the WHO. The first includes Japan, the Republic
of Korea, Hong Kong, Israel, Cyprus, and Taiwan
(Singapore can also be listed in this group if the
figure published by the UN Population Division is

used).3 All these populations have very low overall
mortality—similar to that observed in most developed
countries worldwide, where life expectancy at birth
is around 76 years and the sex ratio of adult mortal-
ity is 2.3, according to the estimates made by the UN
Population Division in 2006.4

The second group of countries with sex ratios
of adult mortality of the same magnitude consists
of five former members of the Union of Soviet
Socialist Republics, Armenia, Georgia, Kazakhstan,
Kyrgyzstan, and Turkmenistan, plus Mongolia. These
countries generally have a life expectancy of less than
70 years. Their mortality patterns share some com-
mon characteristics with those of other former Soviet
Republics and Eastern European countries (Holzer and
Mijakowska 1983). According to the estimates made
by the UN Population Division in 2006, in Eastern
Europe, the life expectancy at birth was about 68
years and the sex ratio of adult mortality was 2.8.
In Russia and the European members of the former
Union of Soviet Socialist Republics life expectan-
cies ranged from 64 to 72 years and sex ratios of
adult mortality were even higher than the average for
Eastern Europe, between 2.9 and 3.3 in the period
2000–2005 (UN Population Division 2007). This is a
remarkable feature of the adult mortality found in these
populations.

In contrast to those listed in the first group, countries
and areas with a relatively low sex ratio of adult mortal-
ity are generally those with high-mortality risks. This
group consists of Afghanistan, Bangladesh, the Lao
People’s Democratic Republic, Nepal, and Pakistan.
In these countries and areas, life expectancies at birth

3 The data for Taiwan are reported by the Taiwanese govern-
ment.
4 In this and the following two paragraphs, I use life expectan-
cies at birth and sex ratios of adult mortality that are com-
puted from mortality estimates for 2000–2005 made by the UN
Population Division as an approximation to compare with mor-
tality statistics for 2007 calculated from the data obtained from
the WHO, because detailed adult mortality estimates for 2005–
2010 are not available. The statistics for developed countries,
Eastern European countries, and least developed countries are
published by the UN Population Division, and the WHO has a
different way of grouping its member countries. According to
the latest estimate made by the UN Population Division, life
expectancy at birth is around 77 years in more developed regions
in the world (UN Population Division 2009).
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Table 6.3 Sex ratios of adult mortality in Asia, 1990 and 2007

Populations 1990 2007 Populations 1990 2007

Afghanistan 1.12 1.17 Malaysia 1.63 1.87
Armenia 2.07 2.37 Maldives 0.84 1.40
Azerbaijan 1.73 1.60 Mongolia 1.35 2.09
Bahrain 0.99 1.39 Myanmar 1.39 1.37
Bangladesh 0.92 0.97 Nepal 1.01 1.03
Bhutan 1.30 1.37 Oman 1.54 1.77
Brunei Darussalam 1.35 1.35 Pakistan 1.13 1.13
Cambodia 1.37 1.47 Philippines 1.68 1.90
China 1.30 1.67 Qatar 1.15 1.42
China (Hong Kong

SAR)
2.02 2.03 Republic of Korea 2.33 2.44

Cyprus 1.80 1.89 Saudi Arabia 1.51 1.66
Dem. People’s Republic

of Korea
1.40 1.40 Singapore 1.64 1.71

Georgia 2.21 2.59 Sri Lanka 2.32 2.24
India 1.19 1.42 Syrian Arab Republic 1.32 1.49
Indonesia 1.08 1.22 Taiwan 1.99 2.39
Iran (Islamic Republic

of)
1.40 1.61 Tajikistan 1.21 1.16

Iraq 1.48 2.15 Thailand 1.75 1.99
Israel 1.52 1.80 Timor-Leste 1.41 1.43
Japan 2.04 2.02 Turkey 1.47 1.75
Jordan 1.45 1.55 Turkmenistan 1.56 1.77
Kazakhstan 2.12 2.31 United Arab Emirates 1.26 1.34
Kuwait 1.34 1.45 Uzbekistan 1.74 1.60
Kyrgyzstan 1.86 1.92 Viet Nam 1.40 1.71
Lao People’s

Democratic Republic
1.09 1.10 Yemen 1.26 1.38

Lebanon 1.51 1.49

Sources: WHO (2009a); http://sowf.moi.gov.tw/stat/english/elife/te965210.ht; and http://www.censtatd.
gov.hk/products_and_services/products/individual_statistical_tables/index.jsp

range from 41.5 to 63.6 years, or 15–41 years lower
than those recorded in the populations listed in the
first group. Patterns of sex differentials of mortality in
these countries are similar to those indicated by mor-
tality estimates made by the UN Population Division
in 2006 for the least developed countries in the world,
where the life expectancy at birth was 53 years and
the sex ratio of adult mortality was 1.14 in 2000–
2005 (UN Population Division 2007). Although sex
ratios of adult mortality are slightly higher in Bhutan,
Cambodia, India, Myanmar, Timor-Leste, and Yemen,
they are very similar to those of the five countries listed
above and can be classified into the same group.

In other Asian countries and territories, sex ratios
of adult mortality largely fall between the two
extremes described above. These results further con-
firm that the increase in sex differentials of mor-
tality is closely related to the mortality decline. In

populations currently having a low or relatively low
life expectancy, the sex ratio of adult mortality is likely
to increase. This will further widen the gap between
male and female life expectancies in these countries.
Nonetheless, it is notable that among countries and
areas that have reached similar life expectancies, many
Arabic populations tend to have a lower sex ratio
of adult mortality than their eastern and southeastern
Asian counterparts. For example, life expectancies in
Bahrain, Kuwait, Qatar, and the United Arab Emirates
(and also Brunei Darussalam) are very close to those
achieved in Hong Kong, Japan, the Republic of Korea,
and Taiwan, but their sex ratios of adult mortality are
considerably lower, as Table 6.4 shows.

Sex differentials of mortality among people aged 60
and over are broadly similar to those identified among
people aged 15–59. Populations where females have
a much lower mortality than males in adult ages are
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Table 6.4 Distribution of Asian populations by life expectancy at birth and sex ratio of adult mortality, 2007

Adult mortality ratio

Life expectancy ≤1.24 1.25–1.49 1.50–1.74 1.75–1.99 2.00+

<60 Afghanistan Myanmar
60.0–64.9 Bangladesh

Lao People’s
Democratic
Republic

Nepal
Pakistan

Bhutan
Cambodia
India
Timor-Leste
Yemen

Turkmenistan Iraq
Kazakhstan
Mongolia

65.0–69.9 Indonesia
Tajikistan

Dem. People’s
Republic of
Korea

Azerbaijan
Uzbekistan

Kyrgyzstan Armenia

70.0–74.9 Lebanon
Maldives
Syrian Arab

Republic

China
Iran (Islamic

Republic of)
Jordan
Saudi Arabia
Viet Nam

Malaysia
Oman
Philippines
Thailand
Turkey

Georgia
Sri Lanka

75.0 + Bahrain
Brunei
Darussalam
Kuwait
Qatar
United Arab

Emirates

Singapore Cyprus
Israel

Japan
Republic of Korea
Taiwan
Hong Kong

Sources: WHO (2009a); http://sowf.moi.gov.tw/stat/english/elife/te965210.ht; and http://www.censtatd.gov.hk/
products_and_services/products/individual_statistical_tables/index.jsp

usually the populations where females have a consid-
erably higher chance of surviving to very old ages
than their male counterparts. A notable division is
again observed in the populations where life expectan-
cies at birth reach 75 years or higher. In Hong Kong,
Japan, the Republic of Korea, Singapore, and Taiwan,
ratios of male to female life expectancies at age 60
vary between 0.80 and 0.86. They are very similar to
those found in western, southern, and northern Europe,
where this ratio ranges from 0.82 to 0.84.5 But in
Bahrain, Brunei Darussalam, Kuwait, Qatar, and the
United Arab Emirates, ratios of male to female life
expectancies at age 60 are higher, ranging from 0.90
to 1.13.

5 The ratios for the Asian populations are derived from data pro-
vided by the WHO, and those for the three European regions
are computed using the estimates made by the UN Population
Division in 2006. Even if the UN estimates are used to compute
the ratios for the Asian populations, the conclusion persists.

Major Causes of Death in Asia

Variations in levels and age patterns of mortality and
their sex differentials are closely related to causes of
death. Knowledge about these causes plays an impor-
tant role in developing and implementing interventions
to improve population health and reduce mortality
(Murray et al., 1992). In his classic work on the epi-
demiological transition, Omran correctly pointed out
that during this transition the impact of infectious and
parasitic diseases, which greatly affected population
health in the pretransition society, declines gradu-
ally. As a result, cardiovascular diseases and cancers
become the major killers and mortality falls progres-
sively (Omran 1971). Changes in causes of death and
their variations across Asia provide additional evi-
dence for the epidemiological transition theory and
shed further light on recent mortality decline in the
continent.

Collecting data on causes of death is even more dif-
ficult than recording the number of deceased people
and often needs to be carried out by qualified med-
ical professionals. For this reason, data on causes of
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death collected from a large population over a long
period were difficult to find in the past. In a book
dedicated to the discussion of adult mortality and pub-
lished in the early 1990s (Feachem et al., 1992), only
seven Asian populations were listed as having com-
plete recent vital registration data classified according
to causes of death.

Since then, the WHO has made further efforts to
collect and estimate cause-specific mortality data for
its member countries. One of its latest endeavors is the
recent update on causes of death and burden of dis-
eases for 2004, but these data have two limitations.
First, they do not provide detailed information by age
groups, and can be used to examine major causes of
death only in a whole country rather than in its adult
population. This prevents us from establishing direct
links among causes of death, adult mortality, and its
sex differentials. Second, for a large number of coun-
tries, the cause-specific death rates are estimated from
incomplete registration data, which could lead to con-
siderable uncertainties about their reliability. Despite
such limitations, these data can highlight some major
changes in adult mortality and their variations in Asia
at the beginning of the twenty-first century.

Available evidence shows that death from infec-
tious diseases was high in many Asian populations
in the past, and marked changes in the causal struc-
ture of deaths have taken place in the last half century
(Abeykoon 2005; Choe and Chen 2005; Kim 2005;
Murray et al., 1992; Nagaraj et al., 2008; Ruzicka
and Hansluwka 1982; Zhao and Kinfu 2005). As a
general trend, deaths caused by infectious diseases
have fallen drastically in many countries, leading to a
great reduction in overall mortality. As the epidemi-
ological transition theory predicts, cardiovascular dis-
eases, cancers, and other noncommunicable diseases
have increasingly become the major health threat.
Remarkable progress has been made in treating car-
diovascular diseases and other degenerative diseases
in recent decades. Because of this success, a num-
ber of Asian populations now share among the highest
life expectancies ever recorded in the world. The epi-
demiological transition is not linear, however. In some
other populations, some of the old infectious diseases
have resurfaced. This together with the spread of new
diseases such as AIDS and other health threats has
greatly hampered further improvement in population
health. Disparities in the causal structure of mortality
in contemporary Asia remain very large.

Asia’s populations can be broadly divided into three
groups, reflecting patterns of major causes of death
according to the data recently made available by the
WHO (2009b). The first group consists of Japan,
Bahrain, Brunei Darussalam, China, Cyprus, Georgia,
Israel, Kuwait, Oman, Qatar, the Republic of Korea,
Singapore, the Syrian Arab Republic, and the United
Arab Emirates. In these countries, standardized mor-
tality rates are all lower than 8.0 per thousand and
those for deaths caused by communicable, maternal,
perinatal, and nutritional conditions are lower than
1.0 per thousand. The contribution of these deaths to
the standardized mortality rates ranges from 3.6 to
17.6%. Standardized mortality rates for noncommu-
nicable diseases are also low (6.8 per thousand or
lower) in these populations, though their contribution
to overall mortality is relatively high, reaching 76.4%
or higher. Standardized mortality rates for injuries are
0.7 per thousand or lower. Their contribution to total
mortality accounts for less than 12.0%. It can be said
that these countries and territories have led the epi-
demiological transition in Asia, and some of these
countries have long been in what Olshansky and Ault
(1986) identified as “the age of delayed degenerative
diseases.” (Table 6.5).

The second group consists of Afghanistan,
Bangladesh, Cambodia, India, Indonesia, Iraq,
Kazakhstan, Kyrgyzstan, the Lao People’s Republic,
Maldives, Myanmar, Nepal, Pakistan, Sri Lanka,
Tajikistan, Turkmenistan, and Yemen. These coun-
tries all have a standardized mortality rate that is
higher than 12.0 per thousand. The reasons for
their high mortality vary, however. In Afghanistan,
Bangladesh, Cambodia, India, the Lao People’s
Republic, Myanmar, Nepal, and Pakistan, standard-
ized mortality rates for communicable, maternal,
perinatal, and nutritional conditions are still higher
than 3.8 per thousand. These countries seem to be
still in the late stage of the classic epidemiological
transition, where communicable, maternal, perinatal,
and nutritional conditions still contribute more than
31.0% to total mortality. In 2005 maternal mortality
ratios in these populations were still very high, all
above 300 maternal deaths per 100,000 live births. In
Afghanistan, Bangladesh, Cambodia, the Lao People’s
Republic, and Nepal, the ratios ranged from 540 to
1,800 maternal deaths per 100,000 live births—135
to 450 times higher than the lowest level (4 maternal
deaths per 100,000 births) recorded in Asia. Bhutan



144 Z. Zhao

Table 6.5 Standardized mortality rates (/1,000) in Asia, 2004

Populations All causes Type 1 Type 2 Type 3

Afghanistan 23.67 9.61 13.09 0.97
Armenia 11.83 0.75 10.64 0.44
Azerbaijan 10.55 1.73 8.56 0.27
Bahrain 7.77 0.62 6.78 0.37
Bangladesh 12.43 4.13 7.30 1.00
Bhutan 11.83 3.76 7.08 0.99
Brunei Darussalam 5.40 0.37 4.73 0.29
Cambodia 15.65 6.60 8.32 0.73
China 7.86 0.86 6.27 0.73
Cyprus 4.73 0.35 4.12 0.27
Democratic People’s Republic of Korea 10.22 3.17 6.43 0.62
Georgia 6.72 0.98 5.54 0.20
India 12.07 3.77 7.14 1.16
Indonesia 11.95 2.72 6.91 2.33
Iran (Islamic Republic of) 8.74 0.92 6.87 0.95
Iraq 18.58 3.55 10.18 4.86
Israel 4.23 0.26 3.68 0.29
Japan 3.62 0.39 2.84 0.39
Jordan 8.48 0.78 7.12 0.59
Kazakhstan 14.65 1.69 11.45 1.52
Kuwait 5.38 0.53 4.54 0.32
Kyrgyzstan 12.67 1.60 10.12 0.95
Lao People’s Democratic Republic 14.02 4.45 8.28 1.30
Lebanon 8.86 0.80 7.15 0.91
Malaysia 8.37 1.61 6.23 0.53
Maldives 12.78 1.60 9.53 1.65
Mongolia 11.62 1.52 9.24 0.86
Myanmar 13.83 5.13 7.75 0.96
Nepal 13.52 4.63 7.69 1.19
Oman 7.29 0.26 6.64 0.39
Pakistan 12.11 4.03 7.17 0.91
Philippines 9.65 2.85 6.20 0.60
Qatar 6.09 0.61 5.13 0.35
Republic of Korea 5.69 0.32 4.70 0.67
Saudi Arabia 8.52 0.98 6.78 0.76
Singapore 4.52 0.79 3.45 0.27
Sri Lanka 12.52 1.13 6.81 4.58
Syrian Arab Republic 7.91 0.66 6.79 0.46
Tajikistan 12.27 3.10 8.84 0.34
Thailand 8.32 2.25 5.16 0.92
Timor-Leste 11.67 4.21 6.63 0.83
Turkey 8.21 0.82 7.01 0.39
Turkmenistan 14.24 2.53 11.00 0.71
United Arab Emirates 5.27 0.80 4.10 0.37
Uzbekistan 10.94 1.64 8.80 0.49
Viet Nam 8.44 1.70 6.11 0.64
Yemen 13.65 3.14 9.41 1.10

Source: WHO (2009b).
Notes: (1) Data for Hong Kong and Taiwan are not available. (2) Type 1: Communicable, maternal, perinatal, and
nutritional conditions; Type 2: Noncommunicable diseases; and Type 3: Injuries.
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Table 6.6 Adult mortality rates (/1,000) by major causes of death in selected WHO regions, 2004

Male Female

Region All causes Type 1 Type 2 Type 3 All causes Type 1 Type 2 Type 3

World 5.01 1.25 2.41 1.35 3.44 1.22 1.67 0.55
EMR (B) 2.90 0.21 1.67 1.03 1.78 0.24 1.22 0.32
EMR (D) 6.10 1.21 3.08 1.80 3.94 1.40 1.93 0.61
EUR (B) 4.02 0.27 2.96 0.79 1.97 0.15 1.64 0.18
SEAR (B) 5.92 1.56 2.35 2.01 4.72 1.14 1.98 1.60
SEAR (D) 5.36 1.52 2.50 1.33 4.15 1.38 1.94 0.83
WPR (A) 2.21 0.09 1.50 0.62 1.11 0.04 0.88 0.19
WPR (B) 3.29 0.45 1.96 0.89 1.98 0.22 1.29 0.46

Source: WHO, Deaths: WHO subregions, at http://www.who.int/healthinfo/global_burden_disease/estimates_regional/
en/index.html.
Notes: (1) Type 1: Communicable, maternal, perinatal, and nutritional conditions; Type 2: Noncommunicable dis-
eases; and Type 3: Injuries. (2) EMR B: Bahrain, Iran (Islamic Republic of), Jordan, Kuwait, Lebanon, Libyan
Arab Jamahiriya, Oman, Qatar, Saudi Arabia, Syrian Arab Republic, Tunisia, and United Arab Emirates. EMR D:
Afghanistan, Djibouti, Egypt, Iraq, Morocco, Pakistan, Somalia, Sudan, and Yemen. EUR B: Albania, Armenia,
Azerbaijan, Bosnia and Herzegovina, Bulgaria, Georgia, and Kyrgyzstan, Poland, Romania, Serbia and Montenegro,
Slovakia, Tajikistan, the former Yugoslav Republic of Macedonia, Turkey, Turkmenistan, and Uzbekistan. SEAR B:
Indonesia, Sri Lanka, and Thailand. SEAR D: Bangladesh, Bhutan, Democratic People’s Republic of Korea, India,
Maldives, Myanmar, Nepal, and Timor-Leste. WPR A: Australia, Brunei Darussalam, Japan, New Zealand, and
Singapore. WPR B: Cambodia, China, Cook Islands, Fiji, Kiribati, Lao People’s Democratic Republic, Malaysia,
Marshall Islands, Micronesia (Federated States of), Mongolia, Nauru, Niue, Palau, Papua New Guinea, Philippines,
Republic of Korea, Samoa, Solomon Islands, Tonga, Tuvalu, Vanuatu, and Viet Nam.

and Timor-Leste can also be classified into this group,
although their overall mortality is marginally lower.

In contrast, in Kazakhstan, Kyrgyzstan, Maldives,
Tajikistan, Turkmenistan, and Yemen (and to some
extent in Afghanistan and Iraq), the standardized mor-
tality rate of deaths caused by communicable, mater-
nal, perinatal, and nutritional conditions is relatively
low, and their high overall mortality is largely driven
by the relatively high standardized mortality rate for
noncommunicable diseases, which are all higher than
8.8 per thousand. Mortality caused by these diseases
in all these countries, except Afghanistan and Iraq,
accounts for more than 69.0% of the overall mortal-
ity. Armenia, Mongolia, and Uzbekistan also have a
high standardized mortality for noncommunicable dis-
eases and can be classified into this group, although
their standardized mortality rates for all deaths are
slightly lower. Another noticeable characteristic in the
causal structure of deaths in many high-mortality coun-
tries is the large proportion of people who died from
road traffic accidents, AIDS, wars, and violence. For
example, Sri Lanka and Iraq have extremely high stan-
dardized mortality rates for injuries (more than 4.5 per
thousand), a result of war. These and other types of
avoidable deaths will be further discussed in the next
section.

Standardized death rates in other populations fall
between the above two groups, ranging from 8.2 to
11.8 per thousand. In most of these populations, stan-
dardized mortality rates computed for communicable,
maternal, perinatal, and nutritional conditions, non-
communicable diseases, and injuries are also at levels
intermediate within Asia.

While there is no detailed data to compute adult
mortality by causes of death for every Asian country,
this can be done for some regions using data pro-
vided by the WHO. These results, which are shown
in Table 6.6, are limited by the fact that they are cal-
culated according to the WHO regional classifications,
and some of these regional groups include non-Asian
countries.6 The results, therefore, can only approx-
imate the causal structure of deaths among Asian
populations in the listed regions, which are noted
underneath the table.

Mortality statistics shown in Table 6.6 confirm the
major conclusions drawn earlier. There are notice-
able sex differentials in adult mortality, with male to

6 Further information about the WHO’s classifications of
regional groups can be found on its website and in many of its
publications.
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female mortality ratios ranging from 1.3 to 2.0 in the
selected regions. Among these regions, high adult mor-
tality is observed in the WHO Eastern Mediterranean
Region Group D and the WHO Southeast Asia Region
Groups B and D, where mortality rates for all three
broad categories of deaths are high for both male and
female populations. These regions include the follow-
ing Asian countries: Afghanistan, Bangladesh, Bhutan,
the Democratic People’s Republic of Korea, India,
Indonesia, Iraq, Maldives, Myanmar, Nepal, Pakistan,
Sri Lanka, Thailand, Timor-Leste, and Yemen. In
contrast, adult mortality rates are markedly lower in
the WHO Eastern Mediterranean Region Group B
and WHO Western Pacific Region Groups A and B.
The Eastern Mediterranean Region Group B consists
mainly of oil-rich Arab countries in the Middle East.
The Western Pacific Region is largely dominated by
China and Japan, although Malaysia, the Philippines,
the Republic of Korea, Viet Nam, and some other
Asian countries are also clustered into this group. In
the WHO European Region Group B, where seven
former members of the Union of Soviet Socialist
Republics and Turkey are found, the mortality rate
due to noncommunicable diseases is rather high, in
male populations in particular, although death rates
from communicable, maternal, perinatal, and nutri-
tional conditions and injuries are relatively low. These
observations provide further evidence for the conclu-
sions drawn earlier.

Asian Mortality Transition: Some
Lessons and Challenges

Many Asian countries have made significant progress
in improving population health and lowering mortality.
Their successful experiences not only provide further
support to the theories of demographic and epidemi-
ological transition, but also offer new lessons and
insights that have greatly enriched our knowledge of
these changes.

Asia’s mortality decline and its variations further
confirm the close link between the level of socioe-
conomic development and that of mortality. Because
a low level of development often results in a low
standard of living, unsanitary environment, poor nutri-
tion, and inadequate health facilities, all of which
directly affect population health, countries with an

underdeveloped economy generally exhibit high mor-
tality. It is due to this close link that promoting
sustainable development and fighting poverty are over-
whelmingly regarded as the most important strate-
gies in improving population health and mortality.
Sometimes, however, the level of development, espe-
cially when it is measured at the national level and
exclusively in terms of the outcome of production or
income, such as GDP or per capita GDP, may not give
an accurate indication of health and mortality in the
population, because the relationship between them is
frequently affected by other factors. Indeed, relatively
low mortality was achieved in a number of Asian pop-
ulations when their economic development level was
still rather low. This made a considerable contribution
to the mortality decline in the world.

In the 1970s and 1980s, a positive correlation
between per capita GDP and life expectancy was
widely observed. Many countries had a life expectancy
of less than 60 years even when their per capita GDP
reached more than US $6,000. Differing from this
general pattern, China, Sri Lanka, Kerala in India,
Costa Rica, and some other populations achieved life
expectancies of 66 years or higher even though their
per capita GDP was still very low—in the three Asian
populations, below US $320. According to Caldwell
(1986), this impressive success, which was regarded as
showing the route to low mortality in poor countries,
was attributable to relatively egalitarian economic and
social policies, including an emphasis on providing
basic health to all or most people, the promotion of
education, and a comparatively high degree of female
autonomy. It is interesting to note, however, that the
survival advantage observed in China and Sri Lanka
has largely disappeared in recent years. Viet Nam is
perhaps the only notable exception where a compara-
tively high life expectancy has been reached while the
level of per capita GDP is still relatively low.7 This
seems to suggest that the relationship between mortal-
ity level and per capita GDP has become stronger than
before.

While economic development is widely seen as the
major driver of improvement in standards of living,
nutritional intake, living and working environments,

7 The comparison was made on the basis of mortality data pro-
vided by the WHO (2009) and the World Development Indicator
Database constructed by the World Bank (2008).
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and availability of and access to medical care, which
in turn contribute to the reduction in mortality, various
other factors determine whether such benefits reach
all subpopulation groups. These factors include certain
social practices and traditions, distribution of wealth
in the population, gender differences in roles and sta-
tuses in society or family, and people’s health knowl-
edge and risk-preventing behavior. This is another area
where Asia’s experiences can considerably enrich our
knowledge about the mortality transition.

The evidence provided in this chapter has shown
that as far as sex differentials in mortality are con-
cerned, there is a notable divide between some Asian
populations. In many of the former Republics of the
Soviet Union and a few countries that share some
characteristics with them, a marked female survival
advantage has been observed. In contrast, a compara-
tively low sex ratio in mortality (as shown in Table 6.4)
has been found in some South Asian and Western
Asian populations. The notable male mortality disad-
vantage in the first group is partly attributable to certain
risky behaviors such as alcohol abuse and smoking that
have been widespread in their male populations. The
comparatively small female survival advantage in the
second group, at least in some countries, is likely to be
related to the relatively low status and lack of auton-
omy of women, as Caldwell (1986) suggested. These
conclusions are largely consistent with and are sup-
ported by those drawn from other studies (Bhatia 1983;
Caldwell 1986; Holzer and Mijakowska 1983; Chapter
4 by Murphy, this volume). Another possible factor
contributing to the small sex difference in adult and
old-age mortality in some of these countries may be
the relatively low prevalence of smoking in their male
populations.

Asia has great potential for further improving pop-
ulation health and reducing mortality. According to
the medium variant of the latest population projection
made by the UN Population Division, life expectancy
in Asia will increase from its current 69 to 77 years
by 2050 (UN Population Division 2009). During this
process, there will be further changes in the causal
structure of deaths. Adult mortality will continue to
fall. Sex differentials in mortality will widen in many
countries. Although mortality improvement will take
place widely in Asian populations, great discrepancies
in their mortality levels, gender differences, and age
patterns of overall and cause-specific mortality will
remain.

Asian populations face enormous challenges in
achieving the UN projected outcomes in improving
population health and lowering mortality. These chal-
lenges are clearly indicated by the significant gap
in health situation and survivorship between a large
number of Asian countries and developed countries
worldwide. In many of these Asian countries, mortality
attributable to communicable, maternal, perinatal, and
nutritional conditions is still high. Many of them still
suffer greatly from certain infectious diseases that were
common in the past, their reemergence, or the spread of
new infectious diseases. Their life expectancies are 15–
40 years lower than those achieved in many developed
countries. These populations are still working toward
what had been accomplished by developed countries
half a century or even a century ago. One of the best
examples is the level of maternal mortality. According
to the WHO, in high-income countries worldwide in
2005, the maternal mortality ratio was less than 10 per
100,000 live births, but there were still 14 Asian coun-
tries where maternal mortality ratios were higher than
300 per 100,000 live births, with many women dying
from childbearing-related causes (WHO et al., 2007).
If these countries could greatly reduce their mater-
nal mortality by the year 2015, as recommended by
the Millennium Development Goals, their female adult
mortality rates would be markedly lower.

After the completion of the classic epidemiologi-
cal transition as described by Omran, major causes of
death have been replaced by noncommunicable dis-
eases, such as cardiovascular diseases and cancers,
in most Asian populations. There are great variations
across countries in age-standardized mortality rates
for noncommunicable diseases, however, as Table 6.5
shows. In Japan, Singapore, and Israel, these death
rates have already fallen below 4 per thousand, but the
rates in many other countries are significantly higher.
In contrast to fighting traditional infectious diseases,
which could be achieved through immunization and
vaccination, public health campaigns, or other rela-
tively easily implemented health programs, lowering
mortality caused by cancers, cardiovascular, and other
degenerative diseases usually requires more expen-
sive medicine, sophisticated medical technology, and
long-term or even lifetime treatment. Combating these
diseases is often costly and needs to be supported
by adequate health facilities and health care systems.
From this point of view, fighting major noncommu-
nicable diseases is a more challenging task that most
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Asian countries, just like many other parts of the world,
will face in the twenty-first century.

Another major challenge facing many Asian pop-
ulations is reducing avoidable mortality. It is worth
noting that, accompanying the epidemiological transi-
tion, there are substantial changes in major health risk
factors and strategies of risk prevention. When mortal-
ity was high, effective intervention was usually con-
centrated on reducing poverty, eradicating unsanitary
living conditions, improving availability of and access
to health services (though often very basic), and imple-
menting immunization and vaccination programs. But
when mortality fell to moderate levels, promoting indi-
vidual awareness about achieving a healthy lifestyle
became increasingly important (Devasahayam 2005).
The discussion of causes of death presented earlier has
shown that in Asia many deaths are behavior-related
and therefore could be prevented with sufficient public
and individual effort. This is clearly demonstrated by
the following examples.

First, smoking is a major health threat in Asia,
where a large number of people die each year from
smoking-related diseases. According to the latest esti-
mates made by the WHO, more than half of adult
males are smokers in many Asian countries, includ-
ing Armenia (55%), China (60%), the Democratic
People’s Republic of Korea (59%), Georgia (57%),
Indonesia (66%), Jordan (63%), the Lao People’s
Democratic Republic (65%), Malaysia (54%), the
Republic of Korea (53%), and Turkey (52%). In coun-
tries like Bangladesh, Japan, the Philippines, and Viet
Nam, proportions of smokers among adult males are
higher than 40% (WHO 2008b). Although it has been
well established that smoking is a major risk factor for
certain types of cancers and cardiovascular diseases,
it remains a serious health problem in these countries.
For this reason, their death rates for certain diseases,
lung cancers for example, are likely to increase in the
near future.

Second, mortality caused by injuries, traffic-
accident-related injuries in particular, remains rela-
tively high in many Asian countries. In Iran, Iraq,
Lebanon, Mongolia, and Yemen, standardized mortal-
ity rates for deaths caused by traffic accidents alone
reached more than 0.4 per thousand (WHO 2009b). A
reduction of 50% in traffic-accident-related deaths will
make a considerable contribution to mortality decline
in these countries.

Third, population health is threatened by the spread
of HIV/AIDS in some Asian countries. According
to the WHO, prevalence rates of HIV among people
aged 15 years and over were more than 1.0 per thou-
sand people in nearly 20 Asian populations in 2005.
In Cambodia, Myanmar, and Thailand, the prevalence
rates were particularly high, at 14.68, 9.82, and 11.44
per 1,000 people, respectively. The cause-specific mor-
tality rates for HIV/AIDS in Cambodia, Myanmar, and
Thailand reached 1.14, 0.73, and 0.33 per 1,000 people
in the same year (WHO 2008a). As the latest UNAIDS
publication reports, the epidemic in these three coun-
tries has shown a slight decline in recent years, but
in some other countries such as Pakistan, Viet Nam,
and Indonesia, the estimated number of people liv-
ing with HIV increased markedly between 2000 and
2005. The total number of people living with HIV has
reached five million in Asia (UNAIDS 2008). A signif-
icant reduction in these behavior-related deaths would
make a major contribution toward improving popula-
tion health and survival, especially adult mortality, but
this will require great efforts made jointly by both the
government and all members in the society.
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Chapter 7

Adult Mortality in Africa

Georges Reniers, Bruno Masquelier, and Patrick Gerland

Introduction

In the 1960s and 1970s, it was common for observers
to speculate about a global convergence in mortal-
ity patterns (Omran 1971; Stolnitz 1965; UN 1975).
The optimism was based on the diffusion of medical
knowledge and technologies in the post-World War II
period, which facilitated faster improvements in the
life expectancy of developing countries compared to
the eighteenth- and nineteenth-century mortality tran-
sitions in Western Europe (Davis 1956; Omran 1971).
Meanwhile, the optimism about anticipated trajecto-
ries of mortality around the world has been replaced
by more uncertainty, and more cautious—in some
instances pessimistic—assessments of mortality pat-
terns and speculations about future trends (Moser et al.
2005; Sen and Bonita 2000; Wilson 2001). The chang-
ing tone in the literature is led by observations of mor-
tality reversals in a wide range of populations and for a
variety of reasons: over the last two decades, about one
out of four countries in the world experienced a mortal-
ity crisis and decreasing life expectancy due to conflict
(e.g., Rwanda, Angola, Sierra Leone, Liberia, Iraq,
Somalia), economic crises and the failure of health
systems (e.g., Russia, Kazakhstan, Belarus, Ukraine,
Democratic People’s Republic of Korea, Zimbabwe),
and, most importantly, because of the mortality impact

G. Reniers (�)
Department of Sociology and Office of Population Research,
Princeton University, Princeton, NJ 08544, USA
e-mail: greniers@princeton.edu

of the HIV/AIDS epidemic (UN 2009). The idea of a
global convergence in mortality patterns is also chal-
lenged by unabated gains in life expectancy in many of
the industrialized countries since the 1970s (Vallin and
Meslé 2004), and persistent health inequalities within
countries.

African countries often contribute in conspicuous
ways to the growing global inequality in mortality
levels and life expectancies, but a thorough analysis
is constrained by the lack of reliable and exhaustive
vital events data for the region. The paucity of vital
statistics is problematic for estimating adult mortal-
ity in particular because information on infant and
child mortality is—in principle—easily elicited from
the mothers. In this chapter, we present a review
of all-cause adult mortality estimates based on sib-
ling survival data from the Demographic and Health
Surveys (DHS), and complement these with estimates
from United Nations (UN) agencies. In some coun-
tries, adult health has drastically deteriorated since the
1980s, leading to an increasing heterogeneity in adult
mortality levels. More hopeful are the first indications
of a decline in adult mortality in some of the coun-
tries that are hardest hit by the HIV/AIDS epidemic.
Sparse information on causes of death suggests, how-
ever, that the extremely high adult mortality levels in
some of the southeastern African countries are not
the sole result of the HIV/AIDS epidemic, but due to
the triple burden of infectious and chronic diseases,
as well as external injuries (Box 7.2). Before present-
ing these results in greater detail, we discuss some
of the existing approaches for estimating adult mor-
tality in African populations and the methodological
challenges involved (see also Box 7.1).
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Approaches for Estimating Adult
Mortality

A review of adult mortality trends in Africa inevitably
induces controversies about data sources and methods
of estimation, and these intensified following the resur-
gence of epidemics, HIV/AIDS in particular. Because
of a lack of reliable data for estimating adult mor-
tality, a common practice has been to derive adult
mortality indices for populations in developing coun-
tries from childhood mortality estimates and model
mortality schedules. Even though it was well under-
stood that the construction of model life tables hardly
relied on empirical data from populations to which
they were applied, it was deemed to produce satis-
factory results for most purposes. The estimation of
maternal mortality rates serves as an illustrative excep-
tion. HIV/AIDS, however, drastically changed the age
structure of mortality, and, therefore, the relation-
ship between childhood and adult mortality implied in
these model age patterns of mortality. In addition, the
HIV/AIDS epidemic complicates the task of estimat-
ing child mortality itself (Hallett 2010). The limitations
of this childhood mortality-matching methodology in
populations with generalized HIV/AIDS epidemics
thus invigorated the search for alternatives. This sec-
tion presents a cursory overview of some of the direct
and indirect approaches for estimating adult mortality
that have been developed or that received more atten-
tion since the advent of HIV/AIDS. Other—in some

instances—more comprehensive discussions are pre-
sented elsewhere (Bradshaw and Timaeus 2006; Brass
1996; Gakidou et al. 2004; Hill 2003; Hill et al. 2005,
2007; Timæus 1991b; UN 1983, 2002).

The crux of all difficulties in estimating adult
mortality in most African countries is the absence
of an accurate vital registration system. Apart from
the northern African countries, only Mauritius, Cape
Verde, Réunion, and South Africa have consistently
provided nationally representative vital statistics over
the last few decades (Table 7.1). Furthermore, the qual-
ity of vital registration in developing countries has
not changed much in the last few decennia (Cleland
1996; Mahapatra et al. 2007; Mathers et al. 2005; Setel
et al. 2007). Despite these shortcomings, vital events
registration has proven useful for documenting the
severe mortality impact of HIV/AIDS in South Africa
and Zimbabwe (Dorrington et al. 2001; Feeney 2001).
Parish registers and burial surveillance, data sources
reminiscent of those used in historical mortality studies
in Europe, have been used in South Africa, Namibia,
and Ethiopia (Katzenellenbogen et al. 1993; Notkola
et al. 2000; Reniers et al. 2009), but these remain local-
ized endeavors that are unlikely to be reproduced on a
large scale. Sample vital registration systems, which
restrict the registration of vital events to a nationally
representative selection of population clusters, have
been used with some success in India and China only
(Bhat 2002; Cleland 1996; Hill et al. 2007; Setel et al.
2005).

Table 7.1 Number of African countries with data for estimating mortality, by type of information and period (n = 54)

Type of information collected 1950–1959 1960–1969 1970–1979 1980–1989 1990–1999 2000 and later

Infant and child mortality
– Children ever born and

children surviving only
5 20 27 33 37 39

– Maternity histories − − 10 20 35 38

Adult mortality
– Household deaths 5 14 20 22 20 20
– Maternal orphanhooda − 5 13 26 18 13
– Paternal orphanhooda − 5 13 20 15 13
– Survival of siblings − − − − 23 32
– Widowhood − − 6 5 − 1
– Vital registration 11 15 14 10 13 11

Source: (UN 2007).
Notes: In some countries, the same information has been collected on multiple occasions. In the case of household deaths, for
example, this question has been asked at least once for 40 of the 54 countries.
aSome surveys (e.g., DHS) collect data on maternal and paternal survival for youngsters under the age of 18. These are not included
in the table.
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In populations with reasonable coverage of vital
registration, population censuses provide the denomi-
nator for calculating death rates. An obvious disadvan-
tage of this approach is that the events of interest and
the exposure time are obtained through different data-
generating systems, and these are not necessarily char-
acterized by the same coverage. In these situations, a
variety of death distribution methods (e.g., growth bal-
ance, synthetic extinct generations, or a combination
of both) can be used to evaluate the completeness of
death registration and enumerated census populations,
and to adjust mortality estimates in case of reporting
or coverage deficiencies (Bennett and Horiuchi 1984;
Hill 1987; Hill et al. 2005, 2009; Preston et al. 1980;
Timæus 1991b).

Where vital registration data are lacking, censuses
can also provide direct estimates of adult mortality
via the inclusion of questions about the number of
household deaths in the past calendar year or another
reference period. More than 40 countries have included
these questions in one or more of their censuses or
surveys (Table 7.1), and even though the same death
distribution methods can be used for evaluating data
quality and correcting mortality estimates, the results
can be variable and characterized by considerable
uncertainty due to extensive underreporting of deaths
(Hill et al. 2009; Timæus 1991b). Murray and col-
leagues (2010) therefore suggest that the corrected
estimates produced by death distribution methods need
to be evaluated alongside other estimates of adult
mortality.

In countries with multiple censuses, intercensal sur-
vival methods can be used to derive adult mortality
estimates from successive census counts (UN 1983,
2002). Besides potential problems with intercensal
migrations, age distributions often suffer from age
heaping, age exaggeration, and variation in census
coverage rates, and these undermine the accuracy of
the ensuing estimates (Pison 1995).

Population censuses and surveys have proven to be
a more useful source of child mortality estimates based
on the Brass questions of children ever born alive and
children surviving. The Brass estimation approach was
one of the first of a family of methods commonly
referred to as indirect estimation techniques. Brass and
his students later developed a set of related methods
based on the survival status of parents (i.e., the orphan-
hood method), spouses (i.e., the widowhood method),
and siblings (e.g., the sisterhood method) (Brass and

Hill 1973; Graham et al. 1989; Hill and Trussell 1977;
Timæus 1991a; Timæus et al. 2001). All these meth-
ods depart from the idea that mortality estimates can
be derived from the survival status of a relative, as long
as exposure time can be assessed via the age of the
respondent. Calculations typically make use of the pro-
portion of living mothers, sisters, or spouses at the time
of the survey. In the maternal orphanhood method, for
example, the proportion with mothers who are alive is
closely related to the life table probability of surviving
for a number of years equal to the age of the respon-
dent and starting from the mean age at childbearing at
the time of the respondent’s birth. Because these esti-
mates pertain to a mortality regime of the past, part of
the difficulty consisted of developing schemes for dat-
ing those estimates (e.g., Brass and Bamgboye 1981;
Palloni and Heligman 1985; Zlotnik and Hill 1981).

Much of the progress in estimating mortality in the
majority of African countries thus rested on the devel-
opment of more sophisticated methods for data that
are not suitable for calculating conventional events-
exposure type rates. The alternative has been to collect
better and more comprehensive data on smaller and
thus more manageable geographic units. Sample vital
registration systems are an example, but more com-
mon in Africa are the Demographic Surveillance Sites
(DSS). Over 20 such sites exist in Africa (many are
part of the INDEPTH Network), and they typically
cover a population ranging from 50,000 to 200,000
(INDEPTH Network 2002). The methodology used for
the surveillance varies, but usually consists of regu-
lar (e.g., trimestrial, semestrial, or annual) household
visits by an enumerator to record all vital events. In
recent years, the registration of a death in the house-
hold is often followed by a verbal autopsy interview
with a close relative or caretaker of the deceased
(Soleman et al. 2006). Routine verbal autopsy col-
lection in most DSS sites has contributed to a bet-
ter understanding of the cause-of-death structure in
African populations (see Box 7.2). Often-cited weak-
nesses of the DSS for adult mortality estimates are the
modest size of the enumerated population and their
non-representativeness. The latter may result from the
fact that some sites have been selected for their par-
ticular epidemiological profile. In addition, nearly all
DSS sites are in rural settings, and that limits our
understanding of mortality patterns in urban areas
(exceptions are the DSS in Bissau, Dar es Salaam,
Ouagadougou, and Nairobi).



154 G. Reniers et al.

None of the data sources or approaches discussed
above have been formally embraced by international
organizations for producing time series of adult mor-
tality because they do not usually produce estimates
for all African countries, and because of the challenges
involved in (1) reconciling differences between esti-
mates from different sources and methods for each
country (see Box 7.1), (2) reconstructing internally
consistent national time series (e.g., avoiding implausi-
ble sex crossovers by age and over time), and (3) ensur-
ing that levels and trends by country are coherent with
key relationships (e.g., between 5q0 and 45q15, between

45q15 and e60) inferred from trustworthy demographic
datasets (e.g., DSS, Human Mortality Database) and
model life tables.

Box 7.1 Reconciling Adult Mortality
Estimates

Mortality estimation for African populations is
not only hindered by the lack of data. In settings
where multiple data sources exist, the estimates

are often discrepant. In this short exposition,
we demonstrate that the reconciliation of these
estimates is complex, an exercise that is often
complicated by simultaneous changes in mortal-
ity patterns and the quality of the data that are
available for estimating those trends.

Figure 7.1 depicts female adult mortality esti-
mates for Zimbabwe derived from (adjusted)
vital registration data, (adjusted) household
deaths, indirect maternal orphanhood estimates
from census and DHS data, as well as data
from a longitudinal population-based survey in
Manicaland. These are compared with estimates
from the United Nations Population Division
(UNPD) and the sibling survival estimates
reported in Table 7.3. Most of these estimates
correspond relatively well, both in terms of the
mortality level and in terms of the trends. If any-
thing, the slope of the trend in 45q15 based on
the sibling survival data is not as steep as the one
suggested by reported household deaths or the
UNPD estimate, and they tend to diverge more
toward the end of the estimation period. The
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Fig. 7.1 Zimbabwe: female 45q15 by estimation method and
data source. Notes: Sibling survival and UNPD estimates are
those reported in Fig. 7.7. Estimates based on vital registration
data come from Feeney (2001) and Dorrington et al. (2006),

adjusted household deaths from Dorrington et al. (2006), indi-
rect maternal orphanhood estimates from census and DHS data
are based on our own calculations. The small area data from the
Manicaland DSS come from Lopman et al. (2006)
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Fig. 7.2 Senegal: female 45q15 by estimation method and data
source. Notes: Sibling survival and UNPD estimates are those
reported in Fig. 7.7. Household deaths are based on estimates
from ORSTOM, INSEE, and INED (1967) and Pison (1995).
Indirect maternal orphanhood estimates from census and DHS
data come from Cantrelle et al. (1986), Pison (1995), Timæus
(1991c, 1999), and own calculations. Estimates based on vital

registration data for urban centers come from Diop (1990) the
Direction de la Statistique (Senegal 1981), Waltisperger and
Rabetsitonta (1988). Small area data for the Bandafassi, Mlomp,
Niakhar, N’gayokhème, Peul Bande, and Paos-Koto DSS have
been retrieved from the INDEPTH Network (2002), Pison et al.
(1982, 1995, 1993, 1985), Condé (1980), Waltisperger and
Rabetsitonta (1988), Garenne (1981), and Cantrelle et al. (1986)

situation for Senegal is more complex (Fig. 7.2).
In addition to the UNPD and sibling survival
estimates, we present in these plots estimates
based on reports of household deaths, indirect
maternal orphanhood reports from census and
DHS data, vital registration data for a few urban
centers (left panel) as well as small area data
from various DSS (right panel). Put together,
these estimates suggest a decline in adult female
mortality in the second half of the twentieth cen-
tury. Apart from that, however, the discrepancies
between various sources and estimates are some-
what larger than is the case for Zimbabwe. This
is true for the level of mortality, and in the case
of the sibling survival estimates, also for the
suggested trend. Even though there are only a
few data points covering the most recent period,
the sibling survival estimates appear rather low.
Whereas the sibling survival estimates of 45q15
are of a magnitude comparable to indirect esti-
mates based on the orphanhood method applied

to DHS data, they are considerably lower than
estimates based on reports of deaths in the house-
hold (1988 census) and indirect estimates based
on maternal orphanhood reports (2005 DHS).
The UNPD estimates, derived from a 5q0 esti-
mate matched to the Timæus Sahelian age pat-
tern of mortality (“Notes on a Series of Life
Table Estimates of Mortality in the Countries of
the Sub-Saharan Africa Region.” Unpublished
manuscript prepared for the WHO) using a Brass
relational logit model is substantially higher than
siblings survival mortality estimates and consis-
tent with the overall level and trend provided
by six rural DSS. A plausible yet unconfirmed
explanation for the relatively large discrepancy
between estimates based on the survivorship of
siblings and those from other sources is that the
greater complexity of family structures in west-
ern African populations (in part due to the higher
incidence of polygyny) produces greater under-
reporting of dead siblings, parents, and others.
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Fig. 7.3 Comparison of female 5q0 and 45q15 relationship
between data sources. Notes: HMD (2009), Indepth Network
(2004), and DHS sibling survival data (own estimates), matched

with 5q0 from UNPD estimates for the years 1988, 1993, 1998,
and 2003 (UN 2009). Each country often contributes more than
one data point

The case of Senegal illustrates that distilling the
most reliable path of adult mortality from a vari-
ety of estimates can be complex; the challenge is
not just one of resolving the regional heterogene-
ity in the accuracy of estimates from different
sources.

A comparison with the historical record pro-
vides the first indications of another lurking
problem in mortality estimation, namely, the
temporal variation in the quality of data inputs.
In Fig. 7.3 we plot female 5q0 against 45q15 for
all life tables included in the Human Mortality
Database (HMD), estimates from 17 African
DSS, and the direct sibling survival estimates
reported in Fig. 7.7 (UNPD data are used for
5q0). We have singled out the sibling survival
estimates for a number of countries that we dis-
cuss below. The HMD contains only life tables
that are of presumed good quality. It contains
4,084 life tables spanning the period from 1757
to 2007 for 40 countries or subpopulations. They
are plotted as a background cloud of observa-
tions representing the historical experience in the
age structure of mortality. Unfortunately, none of
these life tables pertain to African populations.

The first observation to be made from the
plot is that some countries (e.g., Zimbabwe)

contribute data points with a much higher ratio
of adult over child mortality than has been
recorded in the HMD. Given the disproportion-
ate impact of HIV/AIDS on adult mortality in
these countries, this is to be expected. The sec-
ond observation from Fig. 7.3 is that the sibling
survival data for Niger and Morocco and a few
other countries produce consistently lower esti-
mates of the ratio of adult to child mortality
than observed in the HMD. None of the DSS
estimates are suggestive of a comparably low
ratio, and that suggests that sibling survival esti-
mates of adult mortality are too low. We cannot
exclude, however, that the DSS underestimate
both adult and child mortality, but that is not as
likely. Importantly, the underreporting of adult
mortality in the sibling survival reports does not
seem to be a phenomenon that only character-
izes western and northern African countries. It
also characterizes the earlier data points from
the countries that are now severely affected by
the HIV/AIDS epidemic (e.g., Zimbabwe). For
the more recent period, the downward bias in
sibling survival data is obfuscated by the large
impact of HIV/AIDS on adult mortality, and no
longer visible in Fig. 7.3. This observation leads
to two different hypotheses about the nature
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Fig. 7.4 Sibling survival estimates of adult mortality com-
pared with subsequent revisions of UNPD’s World Population
Prospects. Notes: For each country, sex and source, estimates
are plotted for 1988, 1993, 1998 and 2003. The sibling survival

estimates are computed by the authors and are the same in both
plots. The UNPD estimates come from the World Population
Prospects (UN 2005, 2009)

and sources of bias in mortality estimates that
we explore further by means of a comparison
of the sibling survival estimates with subse-
quent revisions of the UNPD’s World Population
Prospects (Fig. 7.4). In interpreting these plots,
one needs to keep in mind that the UNPD
uses UNAIDS HIV prevalence data as standard
inputs for generating its mortality estimates (see
Bongaarts, Pelletier, and Gerland, Chapter 7),
and that UNAIDS estimates have been subject
to a considerable downward adjustment follow-
ing the publication of results from an increasing
number of DHS that included an HIV testing
component (Ghys et al. 2008).

Sibling survival estimates of adult mortal-
ity are generally lower than UNPD estimates
presented in the 2004 revision of the World
Population Prospects, and that observation holds
irrespective of the HIV prevalence of the pop-
ulation in question (Fig. 7.4, left panel). The—
possible—downward bias in sibling survival
estimates is also visible in comparison with the
2008 revision of the World Population Prospects,
but this time only for countries with low HIV
prevalence. For high prevalence countries, the

estimates from both sources are, on average,
about equal (Fig. 7.4, right panel). More than one
explanation can be formulated for this temporal
difference in the degree with which the estimates
from both sources line up. One hypothesis is that
the 2008 revision of the UNAIDS HIV preva-
lence estimates are more accurate than the earlier
versions, and that there is indeed regional varia-
tion in the quality of sibling survival data with
more reliable estimates for eastern and south-
ern Africa (coincidentally also those countries
that are hardest hit by the HIV/AIDS epidemic).
An alternative explanation is that the sibling
survival estimates underestimate adult mortality
irrespective of the region, but that a downward
bias also characterizes the adult mortality esti-
mates from the 2008 World Population Prospects
for countries with large HIV/AIDS epidemics.
One possible reason for that is systematic down-
ward bias in HIV prevalence estimates pub-
lished by UNAIDS for countries with severe
epidemics (Reniers and Eaton 2009). New and,
hopefully, better data will assist us in pars-
ing out which of these scenarios is the most
plausible.
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Table 7.2 Input data and methodology for backgrounda adult mortality estimates by the United Nations Agencies (Africa, n = 55)

Input UNPD 1990 UNPD 2008 Input WHO 2007

Life table (adjusted or not) from
vital registration or censuses

15 7 Life table (adjusted or not) from vital
registration

3

5q0, 45q15 and relational Brass
logit life table system

− 7 5q0, 45q15 and modified Brass logit life
table system with global standard

5

5q0 only and model life table 20 41 5q0 and modified logit with global
standard

43

Not availableb 20 − Not Available 4

Total 55 55 Total 55

Sources: United Nations Population Division (UN 1991, 2009) and the World Health Organization (WHO 2008b).
aBackground adult mortality excludes AIDS mortality.
bNo technical notes were published to explain the data sources or methods that were used to compute the estimates.

The UNPD and the World Health Organization
(WHO) thus continue to derive adult mortality esti-
mates for the majority of African countries from child
mortality indices and a set of model life tables (or, in
the case of the WHO, an extension of the Brass logit
life table system (Murray et al. 2003) (Table 7.2)). The
UNPD uses a multistep estimation protocol in coun-
tries where adult HIV prevalence exceeds 1%. For
these populations, background mortality (i.e., the mor-
tality pattern net of AIDS) is still routinely derived
from child mortality and model age patterns, and AIDS
mortality is subsequently added as an extra cause to
obtain the overall mortality estimates from all causes
combined (UN 2010). The estimation of AIDS-specific
mortality combines an epidemiological and multistate
model to simulate the dynamics of the HIV/AIDS epi-
demic, its diffusion through subpopulations, and its
demographic impact by age, sex, and duration since
infection (Stover et al. 2008). In a similar vein, the
WHO adds a UNAIDS estimate of the number of adult
AIDS deaths to its estimates of background mortality.
The estimates that ensue are usually contrasted with
those from other sources (including direct sibling sur-
vival estimates) and for other countries in the same
region. If deemed necessary, the analyst may adjust
the UN estimates to reconcile discrepancies. As a
result, the estimates of the UN agencies are not entirely
independent of the estimates from other sources. As
more and better empirical data for a country become
available, estimates for earlier periods are sometimes
retroactively adjusted.

This chapter presents adult mortality estimates from
the UN agencies and compares those with direct
estimates from sibling survival data collected as part

of the maternal mortality modules in many DHS. As
the number of surveys is accumulating, this data source
has become an increasingly viable resource for timely
and comparable adult mortality data in countries with
weak vital registration systems. The sibling survival
estimates are not free of bias, however, and the sec-
tion below discusses our estimation methodology and
highlights some of the potential flaws therein (see also
Box 7.1). A separate section presents the distribution
of causes of death based on verbal autopsy data from a
few DSS (Box 7.2).

Box 7.2 Causes of Death

An understanding of the causes of deaths in
adults can be obtained from the DSS sites that
are scattered over eastern, western, and southern
Africa. In most DSSs, verbal autopsy interviews
are routinely conducted with caregivers and rel-
atives of deceased residents, and the reported
signs and symptoms are subsequently used to
ascertain the most likely cause of death. The
assignment of causes of death is usually done
by local physicians, but there has been consid-
erable experimentation with various automation
procedures for standardizing and accelerating
that task (Soleman et al. 2006). In Fig. 7.5,
the cause-specific mortality fractions obtained
from verbal autopsies are used in conjunction
with all-cause death rates (ages 15 and above)
to produce cause-specific death rates by broad
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DSS sites and Africa as a whole (1999–2003). Notes: BF:
Burkina Faso (Nouna), ET: Ethiopia (Butajira), GH: Ghana
(Navrongo), MZ: Mozambique (Manhica), SA-1: South Africa

(Agincourt), SA-2: South Africa (ACDIS-Kwazulu Natal), SN:
Senegal (Niakhar), TZ-1: Tanzania (Ifakara), TZ–2: Tanzania
(Rufiji). Sources: Data for the DSS sites are adapted from Adjuik
et al. (2006). Data for Africa as a whole come from the Global
Burden of Disease study (WHO 2008a)

disease group. We also present estimates for a
few specific causes of death that are of particular
interest. The rates are standardized using an
INDEPTH model age distribution. The fraction
of deaths with unclassifiable diagnoses varies by
site and depends on the protocol that was used
for assigning causes of death (see Adjuik et al.
(2006)). For comparative purposes, estimates are
included from the Global Burden of Disease
study for Africa as a whole (WHO 2008a).

In all sites, infectious diseases still constitute
the main mortality threat in adults. This is in
large part due to tuberculosis and AIDS mortality
(here combined), but in some of the DSS sites,
malaria is a more immediate cause of concern
(e.g., Navrongo (GH), Niakhar (SN), and Rufiji
(TZ)). In Manhica (MZ), both HIV and malaria
account for a substantial fraction of adult mortal-
ity. More striking perhaps is that the high burden
of mortality in southern African populations is
not the sole result of the heavy toll that HIV is
taking in these populations. In the Mozambican
and South African DSS, the mortality rates are
relatively high for all-cause-of-death groups
(infectious, non-infectious, as well as injuries).

The Agincourt DSS stands out as an exception,
but its population has a more rural character with
presumably lower HIV prevalence rates than in
northern Kwazulu Natal, where the ACDIS DSS
site is located. The burden of chronic diseases in
southern Africa is high and has been increasing
in recent years (Mayosi et al. 2009; Tollman
et al. 2008). In Fig. 7.5, that is evidenced
by the relatively high mortality levels due to
cardiovascular problems. Contributing to this
phenomenon are the relatively high prevalence
of hypertension and stroke, the persistence of
pre-transitional diseases (e.g., rheumatic fever
and idiopathic cardiomyopathies), and the emer-
gence of obesity and diabetes. Ischemic heart
disease is uncommon in the black population
(Mayosi et al. 2009). The heavy burden of non-
communicable diseases has also been reported
for other African populations, in some instances
accompanied by assertions that age-standardized
rates are higher than those in established market
economies (Duthé and Pison 2008; Unwin et al.
2001). Despite high fertility levels, the African
population is expected to age considerably
over the next few decades. For example, the
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population above age 25 is expected to increase
from 39 to 57% between 2010 and 2050 (UN
2010), and the increasing burden of chronic
diseases will be a straightforward implication
of that demographic trend. Additionally, dietary
and lifestyle changes could contribute to the
increasing importance of non-communicable
diseases.

The southern African DSS sites also confirm
the region’s notoriety for violent deaths. In South
Africa as a whole, the injury death rate is nearly
twice the global average (Seedat et al. 2009).
In sum, the relatively high adult mortality lev-
els in southern Africa are the result of the triple
burden of resurgent or persistent infections, the
diseases of “modernity,” and high death rates
from external injuries. It is quite plausible that
the prevalence of non-communicable diseases
is on the rise in other African populations as
well. They may have better prospects, however,
to avoid an AIDS epidemic of the magnitude
known in the east and southeast, and hopefully
also to avoid the level mortality from external
causes currently observed in South Africa.

Sibling Survival Data as a Source
of Direct Mortality Estimates

Starting with the Sudanese survey in 1990, sibling
survival histories have been collected from female
respondents (ages 15–49) as part of a maternal mor-
tality module in over 50 African DHS (Table 7.1). In
about one fifth of these surveys, questions about sibling
survival are also included in the male questionnaire. In
a standardized set of questions, respondents are asked
to list all siblings born to the same mother by birth
order, and then to provide information about their gen-
der, survival status, and current age, or age at death
and years since death. Such data provide an opportu-
nity to estimate rates directly because both events and
exposure time are known. When successive DHS are
available for one country, they can be pooled together,
which allows for the estimation of longer-term trends
and to model recall bias (see below).

Despite their widespread availability, sibling
histories remain underutilized. Many researchers

remain skeptical about the quality of the data. This
skepticism is primarily due to underreporting of
deaths, especially when the reference period stretches
over more than a few years (Gakidou et al. 2004;
Timæus and Jasseh 2004). Analysis of bias for the
period 1989–1995 suggests that there is evidence of
omissions by older respondents in particular (Gakidou
et al. 2004; Stanton et al. 2000). Worth noting is that
recall problems will only affect the estimates if the
omitted siblings survived to age 15.

Aside from underreporting, sibling history data
suffer from three structural limitations (Trussell and
Rodriguez 1990). First, groups of siblings (also
referred to as sibships) with high mortality will be
underrepresented because no information is available
for sibships without a surviving member. Second,
low mortality sibships are overrepresented because
the experience of the respondent’s siblings is counted
multiple times when more than one sibling might be
interviewed (as is the case in the DHS surveys). Third,
the respondents themselves are not counted in the
denominator, which produces upward bias in the mor-
tality estimates. Even though each of these sources of
bias are potentially worrisome for the analyst, Trussell
and Rodriguez (1990) have shown mathematically that
these limitations neutralize each other, provided that
there is no association between mortality and sibship
size. Whereas such an assumption would be clearly
violated in childhood, it is less problematic in adult-
hood.

Gakidou and King (2006) developed a weighting
scheme to correct for the underrepresentation of sib-
ships with high mortality. The logic is to give less
weight to sibships where many siblings survived, by
computing family-level weights of the form B/S, where
B is the number of siblings at the start of the observa-
tion period and S is the number of surviving siblings
at the time of the survey (respondents are counted
as well). A weighted average of the proportion of
dead siblings reported by each survivor, using B/S
as weights, will give the true proportion for sibships
with at least one survivor. When applied to individual-
level data files, this weight takes the form 1/S. Further
adjustments need to be made because families without
survivors are not represented.

This weighting scheme is a promising approach
to correct for the mortality selection bias in sib-
ling survival data. In a recent analysis of the DHS,
Obermeyer and colleagues (2010) have used a similar
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weighting scheme and obtain adult mortality estimates
that are considerably higher than those computed with-
out weighting. Unfortunately, their weights include
siblings who died in childhood (and include brothers,
whereas they only use data from female respondents).
They also use weights of the form B/S with individ-
ual data, and that is likely to inflate mortality rates in
settings where fertility and mortality are correlated. In
sum, we consider the debate about the adjustment of
estimates from sibling survival data unresolved, and
with the understanding that this may lead to lower
bound estimates, we present unweighted data only. We
also reiterate that we do not correct for sibships without
survivors.

The basis for the estimation approach used here
has been developed by Timæus and Jasseh (2004). We
extend their estimates for all standard African DHS
with sibling survival histories available on May 1,
2010. We disregard the DHS for the Sudan (1990)
because the dataset is not standardized, the DHS for
Nigeria (1999) because the data are presumably not
of very good quality (Timæus and Jasseh 2004), and
the DHS for Sierra Leone (2008) because the survival
status is unknown for as much as 9% of all siblings.
Our study thus covers 56 surveys from 30 different
African countries. Each available dataset with a sibling
survival module has first been reshaped into a person-
years file. All surveys—including those for males if
the relevant questions were asked—are merged for
a given country. The mean date of the last survey
is used as the most recent cutoff point for calculat-
ing exposure. Data related to siblings whose gender
or survival status is unknown are discarded, as well
as data for periods prior to nine completed years
before the survey. This last restriction on the dataset
is imposed because estimates for earlier points in time
may suffer from excessive recall bias (time-reference
problems and underreporting), and the estimates tend
to become erratic because the data get sparser as we
go back farther in time (e.g., because the age range
of the respondents in the DHS is restricted to 15–49
for women, and 15–54 or 15–59 for men, relatively
few respondents will have brothers and sisters older
than 50 more than 10 years prior to the survey). To
discard the peak of the genocide, the recall period
was reduced to 6 years for the 2000 Rwanda DHS
(Timæus and Jasseh 2004). Data for the 56 surveys
sum to 101,000 deaths and 16,600,000 person-years of
exposure for siblings aged 15–60, and for the period

ranging from 1983 to 2006. DHS survey weights were
used.

As noted by Timæus and Jasseh (2004), sample
sizes are too small to allow for the direct calculation
of age-specific rates for each country. We therefore
fit a quasi-Poisson regression model to the observed
deaths with exposure time as an offset parameter. The
main features of that model are discussed below, and
we refer to their article for a more detailed description
of the estimation methodology. The overall mortal-
ity level and sex differences therein are allowed to
vary by country. Both follow a log-linear trend with a
country-specific rate of increase. A standard mortality
pattern is introduced in the model to smooth non-AIDS
mortality, which implies that death rates are linked to
this standard with a relational two-parameter model.
We use the General Pattern of the United Nations life
tables for developing countries (UN 1982), but a differ-
ent choice does not produce substantial differences in
the estimates. The background age pattern of mortal-
ity is specific to each country, but is not assumed to be
time-dependent. An exception is made, however, for
countries that are severely affected by the HIV/AIDS
epidemic: 4 years after HIV prevalence reaches 1%,
it is assumed that AIDS deaths start increasing, and
the age pattern of mortality is allowed to change along
with the duration of the epidemic. Whereas Timæus
and Jasseh (2004) let it vary in a similar way across
all the countries of their sample, we assume a regional
age pattern of mortality increase. A quadratic term is
added for countries with a stalling or decreasing HIV
prevalence to accommodate possible declines in adult
mortality. The HIV prevalence figures used for this
application as well as those cited in this chapter come
from UNAIDS (2008).

In 16 out of the 30 countries of our sample, ref-
erence periods for successive surveys overlap and it
is thus possible to assess how the completeness of
death reporting changes as we go back farther in time
(Obermeyer et al. 2010; Timæus and Jasseh 2004). In
other words, estimated death rates for distant periods
of recent surveys can be compared with those obtained
for recent periods of earlier surveys to get an estimate
of the relative underreporting of deaths in the more-
distant past. The time prior to the survey is coded in
blocks of 3 years, overlapping periods for all surveys
are pooled together, and the model described above
is fitted for each sex separately. Coefficients indicate
that (1) deaths are progressively underreported for
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reference periods that are located further back in time,
and (2) that the underreporting is significantly stronger
for reports on brothers than for sisters. Compared to
the 3 years immediately prior to the survey, the fit-
ted age-specific death rates for females (sisters) are
83% lower 6–9 years prior to the survey. The rela-
tive underreporting is not significant for the period 3–6
years before the survey, but this could be the result of a
digit preference for 5 (respondents are asked how many
years have passed since the death of their sibling).
For males (brothers), there is significant underreport-
ing as soon as 3–6 years before the survey (91%),
and past that point, completeness of death reporting
drops to approximately 75%. Because of this rapid
decline in the completeness of death reporting, unad-
justed estimates are likely to exaggerate the rate of
recent mortality increases. We thus present adjusted
estimates for all countries and assume the sex-specific
pattern of underreporting described above.

We present our results in terms of synthetic or
period probabilities of survival between ages 15 and 60
(45q15). In other words, this version of 45q15 does not
necessarily reflect the lived experience of a real cohort,
but is a summary measure of the mortality regime for
a snapshot in time. Compared to other indices of adult
mortality that include the elderly (e.g., e15), 45q15 is
not as susceptible to age misreporting.

Trends in Adult Mortality

Long-term trends in adult mortality starting from
the 1950s are displayed in Fig. 7.6. These estimates
come from the 2008 revision of the UNPD’s World
Population Prospects (UN 2009). Most African coun-
tries experienced a decline in adult mortality between
the 1950s and mid to late 1980s. The pace of the
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Fig. 7.6 Long-term trends in 45q15 by region (box plots, both
sexes combined, 1950–2010). Notes: Northern Africa includes
Algeria, Egypt, Libyan Arab Jamahiriya, Mauritania, Morocco,
Sudan, Tunisia, and the Western Sahara; Western Africa includes
Benin, Burkina-Faso, Cape Verde, Côte d’Ivoire, Gambia,
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Malawi, Mauritius (MUS), Mozambique, Namibia, South
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United Nations Population Division (UN 2009) includes previ-
ously unpublished data for the period prior to 1980 for countries
with generalized HIV/AIDS epidemics, and prior to 1995 for all
other countries and regions
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decline was faster in the north, center, and south than in
the other two regions, and is very much in line with the
trajectories in south-east and south-central Asia (not
shown). A 20%-point improvement in the probability
of surviving from age 15 to 60 was not uncommon. The
attentive reader will realize, however, that these trends
in the distribution of mortality estimates by region
will conceal short-term fluctuations or even temporary
reversals in country-specific mortality trends.

Northern African countries are the success story
on the continent: they have witnessed a sustained
adult mortality decline since the 1950s with rates that
are now comparable to those in southern and cen-
tral America. Mortality levels are declining in western
Africa as well, but that decline is by no means as steep
as in northern Africa. In the other regions, the first
signs of the mortality impact of HIV/AIDS become
visible in the early 1990s. These were the precursor

for one of the most drastic reversals in adult mortal-
ity that have been documented to date: in southern
Africa in particular, the mortality gains made during
the previous four decades have been wiped out in less
than 10 years. In eastern Africa, adult mortality lev-
els have already peaked, and seem to be declining
again. The increasing heterogeneity in adult mortality
levels in some regions testifies to the unequal impact
that HIV/AIDS has had. In central Africa, the mor-
tality reversal is the result of the combined effects
of rising HIV prevalence levels (e.g., Cameroon) and
civil strife (e.g., Democratic Republic of Congo and
Chad). Internal conflicts have been an important deter-
minant of adult mortality in Rwanda, Angola, Liberia,
Somalia, and Sierra Leone as well.

In Fig. 7.7 and Table 7.3, the focus shifts to the last
two–three decades for which sibling survival estimates
of mortality can be produced. Figure 7.7 contains
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Table 7.3 Estimates in 45q15 by country and sex derived from sibling histories (Africa, 1990–2005)

Females Males

1990 1995 2000 2005 1990 1995 2000 2005

Northern Africa
Morocco 0.100 0.085 0.073 0.149 0.130 0.113 −
Western Africa
Benin 0.209 0.214 0.223 0.236 0.305 0.303 0.307 0.315
Burkina Faso − 0.286 0.282 − − 0.355 0.338 −
Cote d’Ivoire 0.277 − − − 0.373 − − −
Guinea − 0.247 0.292 − − 0.262 0.324 −
Mali 0.241 0.250 0.259 0.270 0.250 0.277 0.308 0.342
Nigeria 0.254 0.240 0.228 0.218 0.271 0.247 0.227 0.208
Nigeria − − 0.304 0.271 − − 0.343 0.297
Senegal 0.195 0.196 0.198 − 0.236 0.235 0.234 −
Togo 0.205 0.246 − − 0.260 0.303 − −
Central Africa
Cameroon 0.223 0.277 0.322 − 0.302 0.370 0.426 −
CAR 0.367 − − − 0.478 − − −
Chad 0.248 0.253 0.258 − 0.276 0.289 0.303 −
Congo − − 0.405 0.249 − − 0.563 0.312
Gabon − 0.277 0.291 − − 0.402 0.418 −
Eastern Africa
DR Congo − − 0.289 0.274 − − 0.365 0.340
Ethiopia − 0.391 0.322 0.220 − 0.480 0.382 0.251
Kenya 0.182 0.268 0.347 − 0.223 0.316 0.397 −
Madagascar 0.318 0.250 0.191 − 0.394 0.329 0.276 −
Rwanda − 0.538 0.391 − − 0.775 0.523 −
Uganda 0.371 0.418 0.422 0.382 0.481 0.539 0.550 0.512
Tanzania 0.221 0.278 0.329 − 0.316 0.376 0.424 −
Southern Africa
Lesotho − − 0.455 − − − 0.610 −
Malawi 0.281 0.470 0.544 − 0.309 0.515 0.602 −
Mozambique 0.174 0.210 0.254 − 0.257 0.285 0.319 −
Namibia 0.163 0.244 0.360 − 0.287 0.383 0.508 −
South Africa 0.103 0.171 − − 0.286 0.369 − −
Swaziland − − 0.514 0.615 − − 0.631 0.681
Zambia 0.314 0.536 0.608 0.494 0.361 0.596 0.669 0.552
Zimbabwe 0.205 0.373 0.522 0.594 0.291 0.491 0.643 0.705

Notes: Sibling survival estimates have been produced with inputs from the Demographic and Health Surveys. See Fig. 7.7 for a list
of surveys included.

country-specific estimates of 45q15 by sex derived from
sibling survival data, plotted along with estimates from
the UNPD and the WHO. In Table 7.3 we present direct
sibling survival estimates for 1990, 1995, 2000, and
2005.

Overall, DHS sibling histories yield estimates that
are lower than those from the UNPD (or the WHO),
especially in countries that have not been severely
affected by the HIV epidemic. The discrepancy in

sibling survival and UN-based estimates are particu-
larly large for some of the Sahelian countries (Senegal,
Mali, and Niger). Pinning down the reasons for this
is difficult. On one hand, underreporting of sibling
deaths might be more severe for some western African
countries because of the greater complexity in family
structures, and that could lead to downward bias in
the sibling survival estimates. On the other hand, the
Sahelian populations are notorious for their relatively



166 G. Reniers et al.

high levels of mortality between the ages 1 and 5
(Hill and Amouzou 2006; Timæus 1993) and because
that age pattern of mortality does not fit any of the
classical model life tables particularly well, the child
mortality-matching procedure may lead to overesti-
mates of adult mortality. In recent revisions of the
World Population Prospects, however, that additional
complication has been addressed by using a model age
schedule of mortality for the Sahel that was developed
by Timæus (“Notes on a Series of Life Table Estimates
of Mortality in the Countries of the Sub-Saharan Africa
Region.” Unpublished manuscript prepared for the
WHO). A third possible explanation is that the sibling
survival data produce low estimates of adult mortal-
ity for countries across the continent, but that the
bias is obscured for high HIV prevalence populations
because the UN estimates for these countries are also
characterized by downward bias (see Box 7.2).

The WHO estimates are comparable to those from
the UNPD, but in a number of western African coun-
tries, they are considerably higher. This observation
contrasts with a comparison of earlier versions of esti-
mates from both agencies, which suggested that the
WHO estimates were higher for high HIV prevalence
countries in particular (Bradshaw and Timaeus 2006).
Setting aside differences in the level of the estimates
by source, the mortality trends that they highlight are
often reasonably consistent.

Morocco is the only northern African country with
DHS sibling survival data. In terms of the estimated
trends, all sources suggest a slow but steady decline
in adult mortality throughout the 1980s and 1990s.
Morocco’s adult mortality level was comparable to that
of South Africa (females), and Zimbabwe (both sexes)
in the 1980s. By the turn of the century, however, it is
by far the country in Fig. 7.7 with the most favorable
adult mortality regime.

Sibling survival data for western Africa are gen-
erally suggestive of stagnant or even increasing adult
mortality levels. While systematic bias in estimates
from sibling data is plausible (e.g., differences in the
quality of subsequent DHS surveys for the same coun-
try may corrupt the estimated trend based on pooled
sibling survival data), the stagnation or deterioration
of adult health regimes in populations that are not seri-
ously affected by the HIV/AIDS epidemic (e.g., Mali,
Benin, and Guinea) is not reflected in the UNPD or
WHO estimates, and deserves further inquiry. Because
of a significant HIV/AIDS epidemic that attained a

maximum HIV prevalence of 6.3% in 1998, the level of
adult mortality has risen sharply in Côte d’Ivoire in the
late 1980s and early 1990s, reaching 0.33 for women
and 0.41 for men in 1994.

In central Africa, the increasing adult mortality lev-
els in Cameroon are probably related to an HIV/AIDS
epidemic of comparable proportions to the one in Côte
d’Ivoire. In Chad, adult health is deteriorating even in
the absence of a serious HIV/AIDS epidemic, and that
is possibly related to the political instability and ethnic
rivalry that has characterized the country throughout
the 1990s and beyond. In that case, the trend based on
sibling survival data is corroborated by estimates from
the UNPD and the WHO. The estimated trends in adult
mortality for the Central African Republic, the Congo,
and Gabon are based on one DHS only, and should be
considered tentative.

The same applies to the estimates for the
Democratic Republic of Congo in eastern Africa. The
adult mortality trends in Rwanda reflect the post-
genocide mortality decline, and a decrease in AIDS
mortality. The Rwandan HIV/AIDS epidemic reached
a maximum prevalence of 7.1% in 1993, and a declin-
ing adult mortality in the late 1990s would be the
logical epidemiological implication of that. In other
eastern African countries such as Kenya, Tanzania,
and Uganda, AIDS mortality contributed to a sig-
nificant increase in adult mortality throughout most
of the 1990s. As one of the earliest African coun-
tries with a generalized epidemic capable of keeping
its HIV prevalence rates in check, Uganda is also
one of the first countries where adult mortality trends
reversed: according to the sibling histories, in 1998
the 45q15 reached a level of 0.55 for men and 0.42
for women, and modest declines have been registered
ever since. Madagascar is the only eastern African
country shown here with a relatively steady decline
in mortality. Madagascar has not known a generalized
HIV/AIDS epidemic. The high levels of adult mortal-
ity in Ethiopia in the 1980s and 1990s are probably
the result of a combination of recurrent droughts and
local famines, civil strife, and a border conflict with
Eritrea that ended in 2000. On a national scale, adult
HIV prevalence never exceeded 3%.

Southern African countries experienced the most
severe HIV/AIDS epidemics. Starting in the early
1990s, increases in adult mortality levels outpaced
those on the rest of the continent. In some coun-
tries, such as Malawi and Zambia, adult mortality
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is again declining, but the peak occurred at much
higher levels than in, for example, Uganda. In Zambia,

45q15 reached a maximum at 0.67 and 0.61 for
men and women, respectively. Our estimates sug-
gest that this occurred in 2000, and that is well
before the widespread availability of antiretrovirals. In
Zimbabwe, adult mortality levels are still on the rise,
despite falling HIV prevalence rates. In addition, it is
unlikely that the extremely high levels of adult mortal-
ity (45q15 in 2005 is 0.70 for men and 0.59 for women)
are the consequence of the HIV/AIDS epidemic only
(see also Box 7.2). Mortality levels in Mozambique
are generally lower than in the other southern African
countries, but the impact of recent increases in HIV
prevalence have yet to be felt.

A careful evaluation of the sibling survival esti-
mates in Fig. 7.7 and Table 7.3 also suggests that 45q15

in countries with severe HIV/AIDS epidemics (e.g.,
Uganda and Zimbabwe) increased faster for men than
for women in the early stages of the epidemic. In read-
ing that result, one should keep in mind that AIDS
mortality affects women at younger ages than men, and
because of the young age structure of African popu-
lations, the sex differential in the absolute number of
deaths may be smaller.

Discussion

Reliable vital events estimates for many African coun-
tries will remain elusive for the foreseeable future, and
controversies over data collection approaches and esti-
mation methods are unlikely to fade. Resolving any of
these controversies falls beyond the scope of this chap-
ter. Instead, we juxtaposed estimates based on sibling
survival data extracted from the DHS and estimates
from the UN agencies. At first glance, there appears
to exist a puzzling regional heterogeneity in the quality
of direct mortality estimates from sibling survival data,
but the discrepancy in the estimates between sources is
as likely to be the result of systematic downward bias
in adult mortality estimates from the UN agencies for
countries with severe HIV/AIDS epidemics (see Box
7.1). Overall, sibling survival data seem to produce
lower bound estimates of adult mortality, but despite
their potential flaws, they capture the most important
trends in adult mortality and correctly locate them in
time. They do, in other words, present an important

empirical counterpoint to model-based estimates, and
deserve a place in the methodological machinery for
monitoring adult health and mortality in resource-poor
settings.

Substantively, the information conveyed by the lev-
els and trends in adult mortality reveals a mixture
of success and failure. With the exception of north-
ern Africa, adult mortality declines have been modest,
and in some populations, drastic mortality reversals
have been observed because of the HIV/AIDS epi-
demic. In some eastern and southeastern African coun-
tries, mortality is again declining. For Uganda, the
textbook example of a country where HIV preva-
lence rates were contained relatively early, this is
expected, but we also witness recent adult mortality
declines in a few of the southeastern African coun-
tries (e.g., Malawi and Zambia). If real, this implies
that the renewed mortality declines occurred before
the widespread availability of antiretroviral therapy,
and that we should expect further declines in adult
mortality following the expansion of these antiretro-
viral therapy programs (and in the absence of drug
resistance).

In a few countries, war and civil unrest have led
to temporary but substantial mortality crises, and it
remains questionable whether our methods and data
sources are capable of accurately documenting the true
magnitude of these conflicts (e.g., Obermeyer et al.
2008; Reed and Keely 2001). Even in populations that
are not severely affected by the HIV/AIDS epidemic
or conflict, adult mortality declines have been mod-
est in recent years. In some western African countries,
the sibling survival data even suggest that mortality in
adulthood has been increasing (e.g., Mali and Guinea).
While this could be an artifact of the data, mortal-
ity reversals driven by an increase in chronic diseases
cannot be excluded. The increasing burden of chronic
diseases has been documented for populations with
reasonably good data on age- and cause-specific adult
mortality (e.g., South Africa). For most populations
the available adult mortality data are not very refined,
however, and often limited to synthetic summary mea-
sures of the kind that we presented in this chapter. For
countries with generalized HIV/AIDS epidemics, these
summary measures are dominated by the large mor-
tality impact of HIV/AIDS, and do not shed light on
trends in other causes of death. Reversals in what is
sometimes referred to as background mortality would
be a serious public health concern, but such strong
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claims require the support from independent and high
quality data sources.
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Chapter 8

Global Trends in AIDS Mortality

John P. Bongaarts, François Pelletier, and Patrick Gerland

Introduction

The global HIV/AIDS1 pandemic is one of the dead-
liest epidemics of modern times. In 2007, a total of
2.0 million men, women, and children died of AIDS
worldwide. The death toll will remain high in the
future because 33 million individuals are currently
infected and about 2.7 million new HIV infections
occur each year (UNAIDS 2008). Most of these cur-
rently and newly infected individuals are likely to die
of AIDS eventually, despite the increasing availability
of antiretroviral treatment (ART).

Although the HIV virus has reached all corners of
the globe, the sizes of epidemics vary widely among
countries (UNAIDS 2008). In 2007, HIV prevalence
(measured as the percent of adults aged 15–49 who
are currently infected) in world regions outside Sub-
Saharan Africa averaged a fraction of 1%. In contrast,
prevalence in Sub-Saharan Africa was 5.0%—an order
of magnitude larger than in the rest of the world (see
Fig. 8.1). Even larger differences in epidemics exist
within Sub-Saharan Africa, where prevalence levels
range from less than 1% in a few countries in Western
Africa to above 15% in parts of Eastern and Southern
Africa. Worldwide, approximately 0.8% of adults are
infected with HIV.

J.P. Bongaarts (�)
Population Council, New York, NY 10017, USA
e-mail: jbongaarts@popcouncil.org

The views and opinions expressed in this chapter are those of
the authors and do not necessarily reflect those of the United
Nations.
1 HIV is the Human Immunodeficiency Virus responsible for
the Acquired Immune Deficiency Syndrome (AIDS), which left
untreated results in premature death.

This huge variation in epidemic sizes is partly
explained by the fact that HIV is not a particularly
infectious agent in heterosexual relationships, which is
the dominant mode of transmission in many countries.
On average, in low-income countries the risk of trans-
mission per act between an infected man or woman and
his or her uninfected heterosexual partner is about 3–4
per 1,000 in the absence of commercial sex exposure
(Boily et al. 2009). This low transmission risk prevents
large epidemics in most populations. The exceptions
are populations in which a substantial proportion of the
population engages in high-risk sexual behavior (i.e.,
frequent change of partners and multiple concurrent
partners), especially if—as in Southern Africa—male
circumcision is limited, the use of condoms is low,
and additional risk factors such as other sexually trans-
mitted infections (STIs) and genital ulcers are present
(Bongaarts et al. 2008; Caldwell 2000; Halperin and
Epstein 2004, 2007; Powers et al. 2008; Shapiro
2002).

This chapter begins with a summary of data sources
and then reviews the evolution of the epidemic over
time. This is followed by a summary of the dynamics
of HIV infection and mortality from AIDS. The sec-
ond part of the chapter describes past trends and future
projections in AIDS mortality indicators, including
numbers of AIDS deaths, the proportion of all deaths
that are due to AIDS, and life expectancy.

Data

Estimates of HIV prevalence and incidence and AIDS
mortality from 1980 to 2007 and projections from
2008 to 2030 were calculated for 58 countries by

171R.G. Rogers, E.M. Crimmins (eds.), International Handbook of Adult Mortality, International Handbooks
of Population 2, DOI 10.1007/978-90-481-9996-9_8, © Springer Science+Business Media B.V. 2011
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Fig. 8.1 HIV prevalence in 2007 among adults aged 15–49. Source: UNAIDS (2008)

the United Nations Population Division as part of the
preparation of the 2008 Revision of World Population
Prospects (United Nations et al. 2009a). The starting
points for these calculations are estimates of country-
specific HIV prevalence for selected years provided by
UNAIDS (2008). Annual estimates and projections of
prevalence are obtained by refitting UNAIDS estimates
and extrapolating them using a model developed by the
UNAIDS Reference Group on Estimates, Modeling,
and Projections (Brown et al. 2008; Ghys et al. 2008;
UNAIDS Reference Group 2002) that was adopted
and customized by the Population Division for its own
needs. Further details on the projection methodology
and assumptions are provided by the United Nations
(2006, 2009b). Once trends in HIV prevalence are
established, the model calculates HIV incidence as
well as deaths attributable to AIDS. These estimates
and projections are made for the same set of 58 coun-
tries, which includes all countries with HIV prevalence
above 1% as well as very populous countries with
lower prevalence (China, India, the United States, the
Russian Federation, and Brazil). For those 58 coun-
tries, which accounted for 93.2% of all AIDS deaths
in 2007, information by age for different indicators
and events, including deaths, is available by calendar
year.

To obtain global estimates of AIDS deaths at the
world and regional levels, estimates for all other coun-
tries for the period 1980–2007 produced by UNAIDS

(2008)2 were used and added to the estimates for the
58 countries. The projection of AIDS deaths at aggre-
gated levels for the period 2008–2030 is based mainly
on the 58 country-specific projections and assumes that
the proportion of AIDS deaths that occurred in those
countries in 2007 at the world level (that is 93.2%)
remains constant in the future (a similar assumption
is made at the regional level, though the proportion of
AIDS deaths varies by region). Consequently, the pro-
jected numbers of AIDS deaths presented worldwide
are based on the 58 countries adjusted by a factor of
1.073 to account for AIDS deaths in other countries.

The Evolution of the Epidemic

HIV prevalence levels from 1975 to 2030 are plotted
in Fig. 8.2, Panel a for selected non-African countries
and in Panel b for selected African countries. The verti-
cal line in this and other figures separates estimates up
to 2007 and projections from 2008 onward. The epi-
demics in Sub-Saharan African countries in Panel b

2 For some countries and for specific periods, estimates
extracted from Spectrum files were also used. For consistency
purposes, slight prorating adjustments were also made when
deemed necessary.
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are all larger than those in countries in other conti-
nents in Panel a (note the difference in scales on the
vertical axes of these figures). Epidemics also started
at different times—for example, the ones in the United
States and Uganda started relatively early and the ones
in the Russian Federation and South Africa relatively
late. Despite these differences, the general shapes of
the prevalence patterns are broadly similar. Epidemics

initially spread slowly, are followed by a period of
rapid expansion, and end with a plateau. In a number
of countries, a significant decline started before 2007.
Nearly all epidemics reached their plateau in the 1990s
or the early 2000s.

The appearance of recent plateaus is one of the
epidemic’s most interesting and important features. A
stable or declining infection level implies that the virus
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is present in a proportion of the population yet is not
spreading any further. There are several explanations
for such an unexpected development (Bongaarts et al.
2008; Potts et al. 2008; Shelton et al. 2006).

First, high-risk behavior has declined in a number of
countries, in part because of prevention programs that
encourage abstinence, sexual fidelity, and condom use
and that discourage needle-sharing. For example, in
Uganda, following a vigorous campaign that started in
the late 1980s, HIV prevalence declined by about half.
There is strong evidence that behavioral change con-
tributed to this decline, and both men and women have
reported a reduction in sex with non-regular partners
and a rise in condom use (Stoneburner and Low-Beer
2004). Declines in high-risk behavior and infection
rates have also occurred in Kenya, Malawi, Thailand,
and Zimbabwe (UNAIDS 2006, 2007, 2008).

A second explanation for the decline in HIV preva-
lence is that epidemics have reached their natural
limits. Every population consists of a heterogeneous
mixture of subgroups with widely varying infection
risks. Sex workers and their clients, needle-sharing
intravenous drug users (IDUs), and homosexual men
are at relatively high risk, while men and women
living in monogamous unions or without sexual part-
ners are at low risk. At the onset of an epidemic, the
virus quickly invades the highest-risk groups, but then
encounters resistance when the pools of high-risk and
most-susceptible individuals are infected or die out3.
The epidemic reaches a plateau when the virus has
achieved maximum penetration of the vulnerable sub-
groups. This point seems to have been reached in most
countries by the early 2000s. In the United States and
Europe, for example, parts of the homosexual and IDU
groups are at relatively high risk of infection, but infec-
tion risks are much lower for the vast majority of het-
erosexuals. As a result, HIV prevalence among hetero-
sexuals in these regions is a fraction of 1%. In contrast,
Southern African populations have relatively large
high-risk groups of sex workers and their partners,
and the virus spreads more readily among the gen-
eral population through diffuse networks of multiple
and concurrent sexual partners (Halperin and Epstein

3 Assuming the presence of proper screening of blood supply
and organ donors from high-risk groups to prevent non-sexual
transmission to the general population through medical proce-
dures.

2004, 2007). The overall size of a country’s epi-
demic depends on the sizes of the different risk groups
and their behaviors (i.e., frequency of partner change,
condom use), physiological characteristics (e.g., male
circumcision), and the prevalence of other STIs.

A third contributing factor is that the initial wave
of infections in the epidemic leads about a decade
later to a wave of AIDS deaths (in the absence of
ART). These deaths remove infected individuals from
the population (and from the numerator of the HIV
prevalence rate), thus contributing to plateaus or
declines in prevalence levels.

It is not possible to quantify precisely the roles of
any of the factors outlined above. Behavioral change
is likely to have occurred in countries where HIV
prevalence is declining, but epidemics can also reach
a plateau without significant behavioral change when
the epidemic runs its natural course.

The Dynamics of HIV Infections and AIDS
Deaths

The preceding analysis relied on HIV prevalence rates
to assess epidemic trends. HIV prevalence is the most
widely available indicator of epidemic size and it is
readily interpreted. But prevalence is a lagging indi-
cator of HIV infections. The numerator of the HIV
prevalence rate consists of all currently infected adults
(15–49), regardless of the time when they became
infected. Because in the absence of ART individuals
survive about a decade after infection, the estimated
prevalence in a given year is determined by the num-
ber of infections that occurred in the past decade or
earlier. The HIV incidence rate (i.e., the annual rate of
new infections among adults aged 15–49) is therefore
a better indicator to track epidemic trends. The total
infected population at a point in time is the net result of
past additions to the infected population through new
infections and subtraction through deaths. The inci-
dence rate measures the rate of new additions to the
pool of infected individuals.

Figure 8.3 presents estimates of incidence rates
(solid lines) for Botswana and Uganda, two countries
with large epidemics. As mentioned before, HIV inci-
dence typically rises rapidly in the initial years of the
epidemic, followed by a peak and then a large but
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slower decline. As expected, the peaks in incidence in
Botswana (46 per 1,000 per year) and Uganda (31 per
1,000 per year) are more than an order of magnitude
higher than the peaks in countries in other continents.
The timing of the peaks in incidence also varies sig-
nificantly. The first occurred in the United States and
in Uganda in the mid-1980s. The ongoing declines in

incidence in most countries are caused by the same
factors noted above for prevalence trends: saturation
of high-risk groups and changes in high-risk behav-
ior. But there is an additional third factor: a decline
in the average infectiousness of infected individuals
because fewer are in the acute post-infection stage
and because of higher levels of ART. Note that the
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peaks in incidence seen in Fig. 8.3 occurred several
years before the peaks in prevalence shown in Fig. 8.2,
Panel b.

In the absence of treatment, HIV disease runs its
natural course, which means that in infected people
the infection is followed by a period of years in which
few symptoms are present before the onset of AIDS
and then death. The distribution of the survival inter-
val from infection to death has a mean of 11 years
for males, 12 years for females, and a rather large
variance. Some individuals die shortly after infec-
tion, about half die within the first 11 years, and
one in four survive more than 15 years even without
treatment.

Figure 8.3 includes the estimated and projected
trends in death rates because of AIDS (AIDS deaths
per 1,000 population aged 15–59 as dashed lines).
Note that the peaks in the death rates occur about
a decade after the peaks in the incidence rates. The
peaks in death rates are also lower in magnitude than
the corresponding peaks in incidence rates because
survival times between infection and death because
of AIDS vary substantially among individuals, and
because treatment reduces death rates. The trajectory
of the AIDS death rate in Botswana shows a sudden
decline between 2003 and 2006. This decline is largely
attributable to a very rapid increase in the availabil-
ity and use of ART during and shortly before this
period.

As expected, the AIDS death rate of a country
depends on the size of the HIV epidemic. Figure 8.4
plots the AIDS death rate in 2005–2010 by HIV
prevalence in 2000 for 58 countries. The correlation
is high (R2 = 0.91), but still below one. Countries with
high levels of ART (e.g., Botswana and Namibia) tend
to have lower than expected death rates for a given
level of prevalence because treatment suppresses the
disease.

Trends in AIDS Mortality

The UN projection model provides detailed country-
level estimates of AIDS deaths and mortality rates by
age and sex from 1980 to 2030 for the 58 countries
for which the demographic impact of the HIV/AIDS
epidemic was estimated and projected explicitly. To
simplify the presentation below, only selected findings

for both sexes combined are presented. Except for
Fig. 8.5, which encompasses global estimates, all
other findings are based on the estimates and pro-
jections provided by the United Nations Population
Division.

AIDS Deaths

Panel a of Fig. 8.5 plots the estimated and projected
global number of AIDS deaths from 1980 to 2030.
This number rose from near 0 in 1980 to 2.1 mil-
lion in 2007, with a peak at 2.2 million in 2005. The
estimate for 2007 is virtually the same as that pro-
vided by UNAIDS (2.0 million with a range of 1.8–2.3
million). The projection indicates only a slight rise in
the global number of AIDS deaths, reaching a maxi-
mum value of 2.36 million in 2030. A notable feature
of the global projection is the modest fluctuations in
the future number of AIDS deaths. The initial decline
in AIDS deaths starting around 2006 is partly related
to the ongoing intensive global effort to provide ART
to increasing proportions of AIDS patients. However,
AIDS deaths subsequently rise again because of the
postponement of deaths related to treatment and the
occurrence of new infections; a changing population
size and age distribution may also contribute to these
fluctuations.

The noticeable inflection point in 2015 and the
subsequent increase in the number of AIDS deaths
are also partly related to assumptions made with
respect to the future treatment coverage levels.
The proportion of the HIV-positive adult popula-
tion receiving treatment in each country is consis-
tent with estimates prepared by the World Health
Organization (WHO/UNAIDS/UNICEF 2008), which
averaged 36% in 2007 among the 58 countries, with
country levels ranging from 8 to 99%. The projected
coverage levels for the treatment of adults are expected
to increase substantially and reach on average 64% for
the 58 affected countries, with country levels ranging
from 40 to 99% by 2015. However, coverage levels
are then assumed to remain constant until 2030 at the
level reached in each country in 2015. The assumptions
made for treatment coverage levels as well as for other
parameters in modeling the demographic impact of the
58 countries most affected by the HIV/AIDS epidemic
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have major bearing on the projected number of AIDS
deaths at the world and regional levels.

The number of AIDS deaths varies widely by
region, with the largest number in Sub-Saharan Africa
(see Panel a, Fig. 8.5). In 2007 an estimated 1.5 million
AIDS deaths occurred in Sub-Saharan Africa, which
represent 72% of the global total. In the rest of the
world, which contains nearly 9 out of 10 of the world’s

people, the number of AIDS deaths is estimated at 0.6
million (mostly in Asia).

Panel b of Fig. 8.5 plots the proportion of all deaths
that are attributable to AIDS for the world, as well
as for Sub-Saharan Africa and Asia. For the world
as a whole, this proportion peaked in 2004 at 3.9%.
As expected, the proportion is much higher in Sub-
Saharan Africa (15% in 2004) than in the rest of the
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world (1.2% in Asia and 1.1% in other regions). The
global proportion is expected to decline modestly to
3.3% by 2030.

AIDS Deaths by Age

AIDS deaths are concentrated among young adults
and children. The reason for the large impact of the
epidemic among young adults is that sexual inter-
course is the dominant mode of HIV transmission.
The secondary mode of transmission, from infected

mother to infant around the time of birth, leads to
substantial infection levels among infants, particularly
in countries where fertility is high and treatment of
pregnant women is lacking.

In 2007 an estimated 86% of AIDS deaths occurred
among adults aged 15–59 in the 58 countries included
in the UN projections (see Fig. 8.6, Panel a). In con-
trast, only 14% of AIDS deaths occurred in age group
0–14 and 0.4% in age group 60 and over. By 2030 only
a slight change in the proportion of AIDS deaths at
ages 15–59 (to 91%) is expected, but the proportions
under age 15 and over age 60 are expected to decline
and rise, respectively. Three factors are responsible for
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the projected decline in the proportion under age 15:
a rise in prevention of mother-to-child transmission of
HIV (PMTCT), expanded access to ART treatment of
pregnant mothers and infected children, and a decline
in fertility.

The proportion of all deaths due to AIDS is much
higher among adults aged 15–59 than in other age
groups. As shown in Fig. 8.6, Panel b, this propor-
tion reached 5.6% for all ages combined in 2004, but
equaled 16% in age group 15–59, and just 3.2% for age
group 0–14. This finding is explained by the concen-
tration of AIDS deaths among young adults, combined
with the fact that death rates from other causes are very
low in this age group.

As shown in Fig. 8.7, the proportion of deaths due
to AIDS among adults aged 15–59 has reached very
high levels in a few countries in Sub-Saharan Africa
(e.g., 85% in Botswana in 2003 and 61% in Uganda in
1996). These two countries have very large epidemics,
and by African standards they have a relatively high
quality of healthcare, so that their death rates from
other causes are relatively low. In contrast, in many
countries outside Sub-Saharan Africa, the proportion
of deaths attributable to AIDS is typically well below
10%.

The projections to 2030 suggest that the proportion
of AIDS deaths at ages 15–59 will remain approxi-
mately at current levels for the 58 countries combined

(see Fig. 8.6, Panel b). The same is true in many
individual countries, as shown in Fig. 8.7. The excep-
tions to this general trend are countries with relatively
rapid declines in HIV incidence, which are expected
to see future declines in proportions of deaths due to
AIDS (e.g., in Uganda).

Life Expectancy at Age 15

Life expectancy at age 15 (denoted e15) is a widely
used and easily interpretable indicator of adult mor-
tality; it represents the average number of additional
years that individuals reaching their 15th birthday
expect to live. The epidemic’s impact on this indi-
cator can be assessed by comparing the “AIDS” and
“No-AIDS” scenarios prepared by the United Nations
Population Division as part of its 2008 Revision of
World Population Prospects (United Nations et al.
2009a). The AIDS scenario incorporates the impact
of the HIV/AIDS epidemic since its inception in the
1980s. In the No-AIDS scenario, the mortality rates
of uninfected individuals are applied to the entire
population, leading to a hypothetical scenario of what
the mortality in each country would have been in the
absence of AIDS.
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Estimates of e15 from 1980 to 2007 and projections
from 2008 to 2030 are plotted in Fig. 8.8 for selected
non-African (Panel a) and African countries (Panel
b). The net reduction in e15 caused by the epidemic
(i.e., the difference between the No-AIDS and AIDS
scenarios) is plotted in Fig. 8.9. According to these
results, the epidemic’s impact on e15 in the non-
African countries has been relatively modest—around

1 year or less in 2005–2010 (the large decline in e15 in
the Russian Federation between the late 1980s and the
early 2000s is unrelated to the HIV/AIDS epidemic).
In contrast, a much larger impact is evident in African
countries. For example, in Botswana in 2000–2005
the epidemic reduced e15 by 17.8 years, from 56.6
in the No-AIDS scenario to 38.9 years in the AIDS
scenario. As previously noted, the modest rebound in



8 Global Trends in AIDS Mortality 181

–18.0

–16.0

–14.0

–12.0

–10.0

–8.0

–6.0

–4.0

–2.0

0.0

19
80

–1
98

5

19
85

–1
99

0

19
90

–1
99

5

19
95

–2
00

0

20
00

–2
00

5

20
05

–2
01

0

20
10

–2
01

5

20
15

–2
02

0

20
20

–2
02

5

20
25

–2
03

0

Period

Ye
ar

s 

Russian Federation
Brazil

Nigeria

South Africa

Uganda

U.S.A. India

Botswana

Fig. 8.9 Change in life expectancy at age 15 due to AIDS, selected countries, 1980–2030. Source: United Nations et al. (2009a)

Zimbabwe

Swaziland

Botswana

Lesotho

South Africa

Zambia

Namibia

Malawi

Kenya

Mozambique

Uganda

Nigeria
U.S.A.

Brazil
India
Russia

R2= 0.96

0.0

5.0

10.0

15.0

20.0

25.0

0.0 5.0 10.0 15.0 20.0 25.0 30.0
HIV prevalence (%)

A
bs

ol
ut

e 
di

ffe
re

nc
e 

in
 e

15
 le

ve
ls

 (
Y

ea
rs

)

Note: The size of the symbol is proportionate to the adult ART coverage in 2007

Fig. 8.10 Absolute difference in e15 levels, AIDS versus No-AIDS scenarios, 2005–2010 by HIV prevalence among adults aged
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e15 in recent years in Botswana is due to the wider
availability and use of ART.

As was the case for the AIDS death rate, a
country’s reduction in e15 caused by AIDS mortal-
ity varies directly with the size of the HIV epi-
demic. Figure 8.10 plots the decline in e15 in

2005–2010 by HIV prevalence in 2000 for all 58
countries. The small proportion of the variance not
explained by the regression (R2 = 0.96) is largely
due to the mortality-reducing effect of ART in coun-
tries with high ART coverage (e.g., Botswana and
Namibia).
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Conclusion

Based on our estimates, a cumulative total of 24 mil-
lion people have died from AIDS between 1980 and
2007, and by 2030 this cumulative total is projected
to reach 75 million. This pandemic is one of the most
serious epidemics of modern times, and the eventual
death toll will substantially exceed the toll from the
1918 influenza epidemic. In 2004, HIV/AIDS was the
sixth leading cause of death at the world level and
the fourth leading cause in low-income countries, after
lower respiratory infections, ischemic heart disease,
and diarrheal diseases (WHO 2008).

Despite these grim statistics and the exceedingly
rapid spread of this new disease during the 1980s
and 1990s, the epidemic has reached a major turning
point in recent years as the incidence of new infec-
tions peaked and began to decline. Several factors were
responsible for this turnaround, including a reduction
in high-risk behavior, the natural limits of the epi-
demic, and a decline in the infectiousness of people
living with HIV. The peak in new infections is fol-
lowed by a peak in death rates about a decade later
because of the long average interval between infec-
tion and the onset of AIDS. Our estimates indicate that
the global number of new HIV infections peaked in
the mid-1990s and the number of AIDS deaths peaked
at 2.16 million in 2005. Worldwide, the proportion
of all deaths that are caused by AIDS reached 3.9%
in 2004. This proportion varies widely from a high
of 15% in Sub-Saharan Africa to around 1% in Asia
and other regions. In the future, the number of AIDS
deaths and the proportion of deaths due to AIDS are
projected to remain approximately at their current lev-
els. Modest fluctuations may occur partly because of
the rapidly spreading availability of treatment, which
initially delays deaths, pushing them to later years.
Fluctuations also arise because of the assumptions
made with respect to future coverage levels of treat-
ment. The size and age composition of the population
are also partly responsible for the projected trends in
the number of AIDS deaths.

The AIDS epidemic’s impact on life expectancy at
age 15 is less than a year in much of the world outside
Africa but has amounted to over 10 years in Southern
Africa. Projections indicate that life expectancies with
AIDS will increase for nearly all countries from their
current depressed levels. The impact of AIDS on e15

is expected to remain approximately at current levels
until 2030 except in a few countries (e.g., Uganda and
Zimbabwe) where the epidemic is declining substan-
tially.

These projections depend on the assumptions under-
lying them and further interventions—in particular,
prevention efforts—could reduce the number of AIDS
deaths to lower levels. Uncertainty regarding the
accuracy of the estimates of past trends in HIV
prevalence, incidence, and AIDS deaths, as well as
an incomplete understanding of the dynamics of the
epidemic and its behavioral and biological determi-
nants, makes any projections tentative. The difficulty
of predicting future trends in behavior, prevention
efforts, and affordable access to treatment must also
be considered. Further research on these issues is
essential to improve the accuracy of medium-term
projections.
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Chapter 9

Early Life Conditions and Later Life Mortality

Jennifer Karas Montez and Mark D. Hayward

Introduction

The preponderance of research on adult mortality over
the past several decades emphasizes the impact of rela-
tively proximate social and behavioral factors in adult-
hood. Mortality’s associations with job conditions,
income, wealth, education, smoking, obesity, and mar-
riage, for example, are well documented even if the
mechanisms are not completely well characterized
(Davey Smith et al. 1998b; Lillard and Waite 1995;
Marmot and Shipley 1996; Preston and Taubman 1994;
Rogers et al. 2000). Researchers have also become
increasingly sensitive to the mortality effects of social
and behavioral factors at different points in adulthood.
For example, research on occupational careers and
mortality points to cumulative effects of occupational
conditions both early and later in the career (Cambois
2004; Moore and Hayward 1990; Pavalko et al. 1993).

With the growing interest in the effects of exposure
to social conditions over the adult life course, it is not
surprising that researchers have also begun to attend
to the ways in which early life conditions influence
adult mortality. And, in fact, this has become one of
the liveliest areas of research on adult mortality. How
strong is the association between early life conditions
and adult mortality? Which early life conditions mat-
ter the most? How do early life conditions combine
with adult conditions to influence mortality? What are
the social and biological pathways through which early
life conditions influence adult mortality? These general
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Department of Sociology and Population Research Center,
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questions have shaped the development of research in
this area.

Here, we review the development of the theoret-
ical ideas and empirical evidence on this topic. Our
discussion begins with a historical overview of the
growth of research examining the association between
early life conditions and adult mortality. What were the
types of studies and key findings that have shaped cur-
rent understanding of the association? We then discuss
the two major conceptual frameworks, which we call
biological imprint and social pathways frameworks,
and weigh the evidence for these frameworks. Because
the evidence appears highly contingent on the types
of childhood exposure, we review the associations
and mechanisms linking types of childhood social
exposures (socioeconomic and family conditions) and
physical exposures (infectious disease and nutrition)
with adult mortality. We then illustrate empirically how
childhood exposures are associated with adult mortal-
ity through the biological imprint and social pathways
mechanisms, drawing on the Health and Retirement
Study. This analysis points to key conceptual and ana-
lytical challenges facing researchers that will likely
motivate new longitudinal studies, measures, and anal-
yses. We end the chapter by noting the importance
of historical conditions in contextualizing the associ-
ations and mechanisms that link early life conditions
with adult mortality.

History of the Idea that Early Life
Conditions Shape Adult Mortality Risks

The idea that early life conditions shape later life mor-
tality risks is not new. As early as the 1600s, public
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health advocates began implicating childhood condi-
tions, particularly nutrition, as factors shaping adult
health and vitality (Bengtsson and Mineau 2009). By
the early twentieth century, researchers in public health
and epidemiology, as well as government officials
and private-sector actuaries, were reporting nontrivial
associations between childhood conditions and adult
mortality (Kuh and Davey Smith 1993). Initial evi-
dence was based largely on birth cohort and ecological
mortality differentials. More recently, the availabil-
ity of individual-level data from prospective studies
has reinvigorated interest in the association. That said,
the notion that childhood conditions are associated
with adult mortality, net of adult circumstances, has
not gone uncontested. Nor has the idea consistently
remained in the forefront of scholarly thinking about
the origins of adult mortality. The following section
briefly reviews the development of the idea over the
twentieth century.

Birth cohort studies provided some of the first
empirical evidence linking childhood mortality risks
with later life mortality risks. For instance, studies of
the secular mortality decline in England and Wales
uncovered patterns that suggested that childhood mor-
tality experiences act as an anchor for mortality expe-
riences in adulthood (Derrick 1927; Kermack et al.
1934). These scholars claimed that the secular decline
could be better understood by examining the decline
across successive years of birth cohorts rather than the
conventional years of death. Indeed, Derrick (1927:
144–45) wrote that “nearly the whole of the tempo-
ral change [in mortality from 1846 to 1923] is due
to an entirely independent ‘generation’ influence, each
generation being endowed with a vitality peculiarly
its own, which persistently manifests itself throughout
the succeeding stages of its existence.” While some
scholars remained unconvinced that childhood condi-
tions were such potent determinants, others accepted
the notion but disagreed about the causal mechanisms
(see Derrick 1927; Kermack et al. 1934).

As promising as these studies were, around World
War II, attention in many disciplines shifted from
childhood to adulthood conditions as major risk factors
for adult mortality (Bengtsson and Mineau 2009; Kuh
and Davey Smith 1993). The shift occurred for sev-
eral reasons. First, the mortality regularities reported
earlier in England and Wales were now less apparent
as childhood mortality continued to decline without a
commensurate decline in old-age mortality. Moreover,

the rise in lung cancer and ischemic heart disease in
industrialized countries, combined with emerging evi-
dence that smoking was a major contributor to lung
cancer etiology, shifted the focus from the effect of
childhood conditions on all-cause mortality in later
life to the effect of adult risk factors on cause-specific
mortality (Kuh and Davey Smith 1993).

During the 1970s, there was a resurgence of inter-
est in the role of childhood conditions in the etiology
of adult mortality (Lynch and Davey Smith 2005).
However, this wave of research was based largely on
ecological data, focused on cause-specific mortality,
and used area-based infant mortality rates as a proxy
for early life conditions, such as nutrition, poverty, and
pathogen exposure. For example, using county-level
mortality data from Norway, Forsdahl (1977) discov-
ered that counties that experienced high infant mor-
tality rates also experienced high mortality rates when
those cohorts were middle-aged adults. The strength
of the association was strongest for arteriosclerotic
heart disease for men and women, and lung cancer and
cerebrovascular disease for men, leading Forsdahl to
speculate that undernutrition in childhood may cause
permanent biological damage or susceptibility to high-
fat diets in adulthood. These findings were replicated
using state-level data from the United States (Buck and
Simpson 1982). Later ecological studies in England
and Wales expanded the emerging hypotheses by sug-
gesting that the causal processes may start earlier than
was previously thought, that is, in utero (Barker 2007;
Barker and Osmond 1989; Barker et al. 1989). For
instance, Barker and colleagues examined the spa-
tial correlations of neonatal and postneonatal mortality
with subsequent adult mortality from specific causes.
The positive association was particularly pronounced
between neonatal mortality and adult mortality from
cardiovascular diseases, leading them to hypothesize
that the intrauterine environment is a crucial factor
because neonatal mortality is strongly linked to low
birthweight.

Taken together, the birth cohort and ecological stud-
ies offered compelling evidence that childhood condi-
tions leave an indelible imprint on later life mortality
risks. But numerous uncertainties remained. First, it
was unclear whether the association was causal. It was
conceivable that the association was due simply to the
fact that children raised in adverse socioeconomic con-
ditions tend to experience similar conditions as adults,
and the adult environment may be the salient factor
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(Gillman and Rich-Edwards 2000). It also remained
unclear whether childhood conditions played a larger
role than adulthood conditions, and which biological,
behavioral, and/or psychosocial pathways explained
the association.

As individual-level, prospective data became avail-
able in the 1980s and 1990s, studies confirmed many
of the patterns and hypotheses derived from cohort
and ecological data. These studies also expanded our
understanding of the association in a number of ways.
They identified specific childhood factors associated
with adult mortality, including prenatal and postnatal
nutrition, exposure to infectious diseases and environ-
mental pathogens, socioeconomic environment, and
family environment. They also demonstrated that sev-
eral childhood factors influence adult mortality risks
net of adult conditions. Finally, more recent studies
support the idea that the relative contributions of child-
hood and adult circumstances depend on the specific
health condition (Davey Smith et al. 1998a; Lawlor
et al. 2006) and age of death (Su 2009).

Theoretical Frameworks

One of the most powerful conceptual frameworks
accounting for the links between early life conditions
and later life mortality risks was developed by Preston
and colleagues (Preston et al. 1998). Their framework
is a two-dimensional typology showing that the associ-
ation between childhood and adulthood mortality risks
can be direct or indirect on one dimension, and it
can exhibit a positive or negative correlation on the
other. For example, a direct and positive association
indicates that survivors of pernicious childhood envi-
ronments carry a lifelong vulnerability to adverse adult
circumstances, or simply to natural aging processes.
This association, termed “scarring,” is consistent with
the cohort pattern of the historical mortality decline
(Crimmins and Finch 2006). On the other hand, a
direct and negative association indicates that survivors
carry a lifelong immunity from the types of diseases
they survived in childhood. This association, termed
“immunity,” is consistent with the hygiene hypothesis,
which posits that a lack of pathogenic challenges in
childhood permanently compromises immune function
(Strachan 2000). Alternatively, an indirect and pos-
itive association, labeled “correlated environments,”

suggests that adverse (salutary) circumstances in child-
hood elevate (reduce) adult mortality because indi-
viduals tend to experience similar health-damaging
(enhancing) circumstances throughout the life course.
Findings from Preston et al. (1998) supported this
scenario. Finally, an indirect and negative associa-
tion, termed “selection,” implies that inherently robust
individuals survive adverse childhood environments,
and thus carry a survival advantage throughout their
lifetimes.

The Biological Imprint Framework

Scholars tend to conceptualize the four scenarios
described above as falling within two broad frame-
works. One framework encompasses the scarring and
immunity scenarios. It is referred to by many names
including critical period, latency, biological program-
ming, biological imprint, biological embedding, or in
specific cases, the fetal origins hypothesis. It asserts
that certain experiences, or “exposures,” in early life
permanently and irreversibly alter the structure and/or
function of organs, tissues, and systems (Barker 1997;
Ben-Shlomo and Kuh 2002). It further claims that
exposures in adulthood may temporarily moderate the
baseline level of structure and function, but they can-
not erase the body’s “memory” of early exposures.
For example, prenatal nutrition influences the num-
ber of pancreatic β-cells that create and release insulin
(Van Assche and Aerts 1979), while infant nutrition
influences the baseline number of ovarian follicles in
women (Hardy and Kuh 2002), and ambient temper-
atures during the first 3 years of life determine the
lifelong number of functioning sweat glands (Diamond
1991). As these examples illustrate, this framework is
generally concerned with exposures that occur in utero
or in early childhood, developmentally active peri-
ods when humans exhibit a high degree of phenotypic
plasticity.

Phenotypic plasticity is an important concept within
this framework and in life history theory more gener-
ally. It is “the ability of a single genotype to produce
more than one alternative form of morphology, physi-
ological state, and/or behavior in response to environ-
mental conditions” (West-Eberhard 1989: 249). Life
history theory posits that conditions in utero provide
clues to the fetus about the postnatal environment.
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From these clues, the fetus allocates resources such as
nutrition across three areas—growth, maintenance, and
reproduction—to optimize its survival chances in the
postnatal world (McDade 2005; Worthman and Kuzara
2005). However, when resources are limited, allocating
resources to one area leaves fewer resources for others.
For example, a fetus may respond to malnutrition by
diverting resources away from less critical metabolic
systems toward those more critical for short-term sur-
vival such as the brain (Barker 1997). While this
optimizes survival chances in a nutritionally poor post-
natal world, it may create a biological vulnerability to a
nutritionally abundant one. Resource allocation contin-
ues during childhood. For instance, infectious disease
exposure in early life diverts resources away from
growth and toward maintenance—in this case, immune
function activation (see McDade 2005). Indeed, the
well-documented relation of infectious disease burden
and undernutrition in childhood to adult height is one
manifestation of this resource tradeoff (Fogel 2004).
Life history theory also asserts that when prenatal and
postnatal environments are similar, phenotypic plastic-
ity is advantageous, particularly from an evolutionary
perspective (Worthman and Kuzara 2005). Thus, bio-
logical imprinting is not the categorically pathological
process that it is often depicted to be. As McDade
(2005: 92) states, “the early origins of disease and the
early origins of developmental plasticity can be seen as
merely two sides of the same coin.”

Another important concept within this framework is
the distinction between critical and sensitive periods,
which identify the appropriate time frames for cap-
turing exposures. Ben-Schlomo and Kuh (2002: 288)
define a critical period as a “limited time window
in which an exposure can have adverse or protective
effects on development and subsequent disease out-
come,” and a sensitive period as a “period when an
exposure has a stronger effect on development and
hence disease risk than it would at other times.” While
critical periods typically concern biological subsys-
tems, sensitive periods generally concern behavioral
development.

The Pathway Framework

The pathway framework is similar to the correlated
environments scenario described by Preston et al.

(1998). In contrast to the imprint framework, it does
not view childhood conditions as directly and perma-
nently leaving a biological imprint on adult mortality
risks. Instead, it views these conditions as having an
indirect influence because they set in motion lifelong
trajectories of health-related advantages or disadvan-
tages, and it is the temporally proximate adult con-
ditions that influence mortality risks (e.g., Lundberg
1993). For instance, this framework posits that child-
hood poverty elevates later life mortality risks because
children raised in economically adverse environments
tend to experience similar environments throughout
life (e.g., Blau and Duncan 1967; Palloni et al. 2009).
In contrast, the imprint framework would assert that
characteristics of poor childhood environments, such
as undernutrition and pathogen exposure, cause perma-
nent biological damage, which elevates adult mortality
risks. According to the pathway framework, health-
related exposures occur and accumulate over the life
course. They can accumulate as random and unre-
lated events, or more commonly, in chains or clusters
(Ben-Shlomo and Kuh 2002). For example, not only
are adults with low education more likely to expe-
rience economic hardship, they are also more likely
to smoke, drink heavily, avoid physical exercise, and
report fewer and lower-quality social supports (Ross
and Wu 1995). Moreover, exposures can accumulate
additively or interactively, although this issue has been
understudied. The few studies that have tested whether
childhood and adulthood socioeconomic conditions
accumulate additively or interactively for all-cause
mortality risks generally support an additive relation-
ship (Hayward and Gorman 2004; Kuh et al. 2002a).
However, a study of premature mortality in Norway
found a significant interaction between housing char-
acteristics in childhood and adult income: adults who
suffered poor conditions in both periods had markedly
higher risks for all-cause and cardiovascular mortality
among both men and women, for accidental and vio-
lent deaths among men, and for psychiatric mortality
among women (Claussen et al. 2003). The relatively
small number of adults who experience significant
intra-generational social mobility within most longi-
tudinal studies hinders empirically finding an inter-
action between childhood and adult socioeconomic
conditions.

A well-known concept from sociology and labor
economics, “health selection,” is closely linked to the
pathway framework. In the present context, health
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selection refers to the potential for good (poor) health
status in early life to increase the chance of achiev-
ing a higher (lower) socioeconomic status (SES) in
adulthood, which, in turn, reduces (elevates) mor-
tality (Palloni 2006). The notion of health selection
does not dismiss the possibility that early health sta-
tus has a direct, biological effect on mortality risks.
Instead, it stresses that at least part of the asso-
ciation between early and later life health operates
indirectly through cognitive and noncognitive traits
(e.g., height) that derive from early health status and
are rewarded in the labor market. Indeed, a study of
British males estimated that 10–12% of the association
between adult social class (measured by occupation)
and self-reported health at 41–42 years of age was
attributable to early health selection into those social
classes (Palloni et al. 2009).

Biological Imprint, or Pathway, or Both?

Scholars often evaluate the imprint and pathway frame-
works as competing hypotheses within a given study.
A common approach is to first confirm a statistical
association between a childhood condition (e.g., birth-
weight) and adult mortality risks, and then determine
whether adjusting for adult conditions (e.g., educa-
tion, health behaviors) mediates the association. If
the association is unaffected, this is considered evi-
dence for the imprint hypothesis. If it is largely
eliminated, this is taken as evidence for the pathway
hypothesis.

However, some scholars have expressed concerns
about pitting the frameworks against each other as
mutually exclusive and exhaustive explanations (Ben-
Shlomo and Davey Smith 1991; Lundberg 1993; Lynch
and Davey Smith 2005). Ben-Shlomo and Davey Smith
(1991: 533) state that “it is unhelpful to consider an
either/or model, which would exclude the possible
interaction and cumulative effect of factors acting early
and later in life.” Another consideration is that the
relative importance of earlier versus later life expo-
sures will vary by cause of death because of unique
etiologies (Davey Smith et al. 1997, 1998a; Lawlor
et al. 2006). For example, a study of Scottish males
found that childhood socioeconomic conditions exhib-
ited a strong influence on the risks of death from
stomach cancer and stroke that was unaltered by

adjusting for adult SES (an imprint process); part of
their influence on deaths from coronary heart disease
(CHD) and respiratory diseases was mediated by adult
status (a cumulative process); most of their associa-
tion with lung cancer deaths was mediated by adult
circumstances (a pathway process); and they showed
no bivariate association with deaths from accidents
and violence (Davey Smith et al. 1998a). In addition,
childhood conditions may be more crucial for cer-
tain types of cancer. Swedish adults raised in manual
social classes had higher mortality rates from stomach,
liver, pancreatic, and lung cancers, but not from colon,
breast, brain, or lymphatic cancers, or from melanoma
or leukemia (Lawlor et al. 2006).

Thus, a third framework has emerged that inte-
grates imprint and pathway processes. The cumula-
tive framework claims that some childhood exposures
leave a biological imprint while others set in motion
health-related trajectories, and that adult exposures
add to, exacerbate, or ameliorate earlier exposures
(Ben-Shlomo and Kuh 2002; Halfon and Hochstein
2002; Power and Hertzman 1997). This framework
also allows for biological interactions between imprint
and pathway processes. Some exposures in adulthood,
for example, may have a more pronounced effect
on adults who are biologically vulnerable because of
earlier exposures. For instance, having a low house-
hold income or a manual occupation in adulthood
elevated the risk of CHD more for men who were
thin at birth than for those who were not (Barker
et al. 2001). Conversely, early childhood exposures
that minimize biological vulnerabilities may ward off
the effects of later life health risks (Luo and Waite
2005).

The three frameworks are depicted in Fig. 9.1. The
dotted line shown within the imprint process indicates
that adult circumstances may be able to compensate
temporarily for compromised structure of organs and
tissues (e.g., muscle hypertrophy via exercise), but the
structural damage is irreversible and will inevitably
cause health to deteriorate earlier and/or faster than in
adults without structural damage. For instance, while
both childhood and adult circumstances influence the
age of onset of functional limitations, only childhood
socioeconomic environment and health influence the
rate of decline after onset (Haas 2008). This process is
in contrast to the similarly positioned solid line within
the cumulative framework, which indicates that some
circumstances can fully ameliorate earlier exposures.
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Fig. 9.1 Three frameworks linking early life conditions with adult mortality risks adapted from Berkman 2009

Social Exposures in Childhood and
Adulthood Mortality Risks

Childhood conditions that shape adult mortality
risks can be generally classified as either social or
physical exposures. Key social exposures include
socioeconomic conditions and the family environment,
while key physical exposures include nutrition and
infectious diseases. Other social and physical expo-
sures exist; however, these four have captured scientific
attention. Each type of exposure can influence adult-
hood mortality risks through imprint and pathway pro-
cesses. This section briefly summarizes key literature
that has documented these associations, although the
review is admittedly modest. A crude diagram of the
associations discussed below is provided in Fig. 9.2.
In the figure, solid lines indicate biological imprint
processes, while dotted lines indicate pathway pro-
cesses that link childhood exposures with subsequent
adult mortality. In reality, the associations are certainly
more complex and the distinctions between processes
somewhat blurred.

Socioeconomic Environment as an Imprint
Process

One of the most widely studied childhood exposures
is the socioeconomic environment, perhaps because
it may be the best single indicator of a collection
of related exposures, such as nutrition, health behav-
iors, psychosocial stressors, hygiene, pathogen expo-
sure, housing structure, and neighborhood context.

The association between childhood socioeconomic
conditions and adult mortality risks, net of adult con-
ditions, is widespread and substantial. It has been
documented in numerous countries including Norway
(Claussen et al. 2003), Sweden (Lawlor et al. 2006;
Peck 1994), Finland (Notkola et al. 1985; Pensola
and Martikainen 2003), South Korea (Khang and Kim
2005), Scotland (Davey Smith et al. 1997), the United
States (e.g., Turrell et al. 2007), and England (e.g., Kuh
et al. 2002a). The association is also quite strong. For
example, the risk of death among working-age British
adults was roughly twice as high among those who
were raised in the lowest socioeconomic group as it
was among those from the highest group, irrespective
of adult social class (Kuh et al. 2002a).

The notion that childhood socioeconomic condi-
tions exert an imprint on adult mortality risks is
supported by studies which find that their effect per-
sists after researchers adjust for adult circumstances.
Childhood socioeconomic conditions are particularly
influential on the risk of death from cardiovascular
disease and stomach cancer (Beebe-Dimmer et al.
2004; Claussen et al. 2003; Davey Smith et al. 1998a).
Childhood socioeconomic conditions may be more
crucial for certain cardiovascular disease subtypes,
such as stroke, while adult conditions may be more
crucial for others, such as CHD (Galobardes et al.
2006).

Most studies that focus on childhood socioeco-
nomic exposures do not investigate which causal
mechanisms (e.g., nutrition, pathogens, stress) under-
lie the association. However, the fact that the link is
more pronounced among certain causes of death offers
some clues. For instance, the strong link with stomach
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cancer suggests that crowded and unsanitary childhood
environments may be to blame because they elevate
the risk of exposure to Helicobacter pylori, a precur-
sor to stomach cancer. The link with cardiovascular
disease likely has multiple intervening mechanisms,
including inadequate nutrition (Barker et al. 1989)
and compromised immune function development. For
instance, susceptibility to upper respiratory infection
among adults is linked in a dose–response relation-
ship with the number of childhood years in which
their parents owned their home (Cohen et al. 2004),
and parental education and family income exhibit an
inverse gradient with biomarkers of infectious dis-
ease burden among US children (Dowd et al. 2009).
Another potential mechanism is prenatal exposure
to nicotine. In many industrialized countries today,
smoking is more common among low socioeconomic
groups. Mother’s smoking during pregnancy predicts
low educational attainment and worse health among
adult offspring, net of birthweight (see Case et al.
2005).

Socioeconomic Environment as a Pathway
Process

The intergenerational transmission of educational
attainment, income, and occupational status remains
strong in many regions of the world (Palloni 2006;
Palloni et al. 2009). Thus, childhood SES can influence
adult mortality risks simply by placing people into sim-
ilar adult statuses, and it may be the temporally proxi-
mate adult status that is important. Indeed, the inverse
association between adult SES and mortality risks has
been consistently documented around the world (see,
for example, Chapter 12 by Hummer and Lariscy,
this volume). As an example of pathway processes, a
study of US men found that many childhood socioe-
conomic conditions (e.g., father’s occupation, parental
nativity) were significant predictors of adult mortality
risks (Hayward and Gorman 2004). However, with the
exception of parental nativity, their influence operated
through adult education, income, wealth, occupation,
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and health behaviors. Childhood SES may also oper-
ate through adult conditions for mortality from lung
cancer (Davey Smith et al. 1998a), heart attack risk for
men (Hamil-Luker and O’Rand 2007), and depression,
CHD, and chronic bronchitis (Marmot et al. 2001).
Yet it is rare that childhood socioeconomic conditions
operate entirely through adult pathway mechanisms. It
is more commonly reported that a fraction of the asso-
ciation operates in this manner. For instance, part of the
association with the risk of death from CHD and respi-
ratory diseases operates through adult socioeconomic
attainment (Davey Smith et al. 1998a).

In addition to setting the stage for adulthood SES,
childhood status shapes adult mortality risks through
its influence on a range of behavioral and psychosocial
characteristics. Lifestyle and psychosocial character-
istics are often engrained when children are social-
ized for certain behaviors or proclivities. For exam-
ple, childhood SES predicts a host of adult behaviors
including smoking, drinking, diet, and physical activ-
ity (Lynch et al. 1997); psychosocial characteristics,
such as the degree of hopelessness and cynical hostility
(Lynch et al. 1997); and risk taking, deferred gratifica-
tion, and a sense of personal control (Elo and Preston
1992). All of these factors can, in turn, influence later
life mortality risks.

Family Environment as an Imprint Process

Early development of psychosocial resources and reg-
ulatory systems, such as the immune, metabolic, and
autonomic nervous systems, and the hypothalamic-
pituitary-adrenal (HPA) axis, is molded by the fam-
ily environment. Environments characterized by sta-
bility, emotional support, and cognitive stimulation
provide a solid foundation for adult health, while
those characterized by dissension, distress, and dis-
ruption can have deleterious consequences. A recent
review concluded that three characteristics of the fam-
ily environment have direct and indirect long-term
consequences for health and mortality risks: conflict,
anger, violence, and abuse; lack of warmth, cohesive-
ness, and emotional support; and a parenting style
that is either controlling and dominating or unin-
volved and unstructured (Taylor et al. 1997). With
respect to direct mechanisms, prolonged exposure
to psychosocial stressors such as these chronically
overworks regulatory systems, keeping them in a

constant state of stimulation without the ability to
promptly turn on or off in response to a stressor
(McEwen 1998). These chronic exposures can then
permanently alter the “set point” and functioning of
regulatory systems. The resulting wear and tear on the
brain and body, termed allostatic load, facilitates a host
of adult health problems, including hypertension, dia-
betes, atherosclerosis, inflammatory and autoimmune
disorders, immunosuppression, and neuronal atrophy
(see McEwen 1998).

Family disruption (e.g., divorce, death) is a sig-
nificant source of emotional and financial distress in
childhood. Because adults who experienced parental
divorce in childhood have an increased risk of poor
psychosocial health (Crosnoe and Elder Jr. 2004; Kuh
et al. 2002b) and mortality (Preston et al. 1998;
Schwartz et al. 1995), net of adult circumstances,
they also may be at greater risk of long-run adverse
health and mortality outcomes. Exposure to abuse or
household dysfunction in childhood increases the risk
of ischemic heart disease, cancer, chronic lung dis-
ease, skeletal fractures, and liver disease in adulthood,
net of adult education (Felitti et al. 1998). Parent–
child affection may also have long-term impacts on
health. For instance, experimental studies with rat pups
found that those who received no maternal attention
secreted more glucocorticoids in response to stress at
all ages and had higher basal glucocorticoids at older
ages, which accelerated hippocampal neuron loss and
aging-related cognitive deficits (Meaney et al. 1988).
Even prenatal exposure to the mother’s physiological
responses to psychosocial stressors can permanently
alter the structure and function of the child’s HPA axis,
which has in turn been linked with cognitive deficits,
altered immune function, and behavioral problems (see
Worthman and Kuzara 2005).

Family Environment as a Pathway Process

The childhood family environment can indirectly influ-
ence adult health and mortality risks through multiple
mechanisms. Environments characterized by dissen-
sion within the family home, family disruption, or a
lack of emotional support from parents can disrupt the
development of psychosocial resources, create chronic
stress that strains immune function and increases
susceptibility to illness, increase the likelihood of
maladaptive health behaviors and coping mechanisms,
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impair emotion regulation and social competence, and
increase the risk of experiencing family disruption in
the children’s own adult lives—all of which elevate the
risk of poor health and mortality in adulthood (Taylor
et al. 1997).

A handful of studies support the hypothesis that
family dissension, disruption, and divorce elevate adult
health and mortality risks through pathway processes
(Felitti et al. 1998; Lundberg 1993; Schwartz et al.
1995). For instance, life expectancy among US adults
who experienced parental divorce before age 21 was
4.5 years less than among those who did not (Schwartz
et al. 1995). The authors speculated that the causal
pathways include unhealthy behaviors, stress and
coping mechanisms, and few social supports in adult-
hood. Exposure to abuse or household dysfunction in
childhood increases the likelihood of behavioral risk
factors in adulthood, including smoking, alcoholism,
drug use, physical inactivity, and obesity (Felitti et al.
1998). In addition, a lack of emotional support from
parents during childhood increases the risk of poor
physical and mental health in adulthood by disrupting
development of psychosocial resources, including
personal control beliefs, self-esteem, and healthy
social relationships, which in turn have negative health
consequences (Shaw et al. 2004). Chronic exposure
to psychosocial stressors in the childhood home also
taxes the immune system and increases the frequency
of illnesses, such as respiratory tract infections among
children (Drummond and Hewson-Bower 1997).
To the extent that this translates into missed school
days and impaired academic performance, childhood
stressors can ultimately affect mortality by disrupting
socioeconomic achievement. Finally, divorce within
the childhood family can indirectly increase adult
mortality risks because the children of divorce are
more likely to divorce as adults which, in turn, elevates
the risk of mortality.

Physical Exposures in Childhood and
Adulthood Mortality Risks

Nutrition as an Imprint Process

For decades, David Barker and colleagues have
advanced the hypothesis that undernutrition in utero
and in infancy permanently alters the structure and

function of organs, tissues, and systems, predispos-
ing the individual to morbidity and mortality from
cardiovascular and metabolic conditions in adult-
hood (Barker 1997, 2007; Barker et al. 1989; Hales
and Barker 1992). They hypothesize that a fetus
or infant adapts to undernutrition through quanti-
tative responses, such as slowing the rate of cell
division of organs and tissues that are undergo-
ing critical periods of development, and qualita-
tive responses, such as modifying the cells them-
selves so that they function abnormally. They claim
that the resulting “thrifty phenotype” has an ele-
vated risk of cardiovascular and metabolic condi-
tions in a nutritionally abundant postnatal environ-
ment (Hales and Barker 1992). Fogel (2004) has also
argued that changes in early life nutrition have influ-
enced secular trends toward increased stature, robust-
ness, and longevity of humans over the past three
centuries.

A large body of empirical work supports the hypoth-
esized link between early nutrition and adult morbidity
and mortality. Low birthweight—a marker of inade-
quate prenatal nutrition—is associated with the risk
of impaired glucose tolerance, type 2 diabetes, hyper-
tension, stroke, and CHD in adulthood (Barker 1997).
It also increases the risk of poor educational attain-
ment, net of parental characteristics, and may thus sig-
nal permanent cognitive damage caused by nutritional
deficiencies (Black et al. 2007; Conley and Bennett
2000). Some scholars have raised the possibility that
the relationship between birthweight and adult health
is spurious because it may actually be due to envi-
ronmental or genetic influences. However, mortality
risks associated with low birthweight appear inde-
pendent of childhood socioeconomic circumstances
(Osler et al. 2003). In addition, a study of Norwegian
twins discounted a purely genetic explanation by doc-
umenting that the lower birthweight twin had worse
short-term outcomes for APGAR scores and infant
mortality risks, and worse long-term outcomes for
educational attainment, earnings, height, body-mass-
index, and IQ (Black et al. 2007). Genetics may play
some role, however, because parents who were low
birthweight infants are more likely to have a low birth-
weight child, net of other family factors, sparking an
intergenerational cycle of disadvantage (Conley and
Bennett 2000). Postnatal nutrition is also important.
For example, a study of Finnish men found that the link
between childhood SES and adult mortality risks from
CHD was better explained by adult height—a marker
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of early nutrition—and smoking than by adult SES,
cholesterol levels, or blood pressure (Notkola et al.
1985).

Early malnutrition can also impair multiple aspects
of immune system function (see McDade 2005). For
example, a study in the Philippines found that pre-
natal undernutrition reduced antibody responsiveness
to vaccinations among adolescents who reported poor
current nutrition (McDade et al. 2001a), and it reduced
thymopoietin production (McDade et al. 2001b). It
is less clear whether immune deficiencies caused by
early malnutrition persist in adulthood, although exper-
imental research with rats found that prenatal mal-
nutrition caused deficiencies that persisted through
third-generation offspring, despite nutritionally ade-
quate postnatal diets (Beach et al. 1982).

Nutrition as a Pathway Process

Early nutrition can also indirectly influence adult
mortality through at least three pathways, including
height, cognitive endowment, and behaviors. However,
the importance of these pathways is contingent on
social, cultural, and economic contexts. For exam-
ple, height may increase access to health-enhancing
resources, such as marriage and employment, only
within contexts where it is a perceived marker of
socially desirable attributes, including strength, attrac-
tiveness, social esteem, leadership, and intelligence
(see Judge and Cable 2004).

It is well established that early nutrition and height
are positively correlated (e.g., Fogel 2004), although
genetic influences and childhood disease exposures
also matter. Height may indirectly shape mortal-
ity risks through marriage prospects, because adults
who exhibit physical characteristics associated with
good health such as tall stature are more likely to
marry than those who appear in poor health (Fu
and Goldman 1996; Murray 2000). Marriage, in turn,
reduces mortality risks through economic and psy-
chosocial resources and healthier lifestyles (Hu and
Goldman 1990; Murray 2000; Ross et al. 1990).
Another pathway through which height may indirectly
shape mortality risks is labor market achievement.
Height is positively related to earnings, even after
researchers control for weight, age, and intelligence
(Judge and Cable 2004).

Early nutrition may also indirectly shape adult mor-
tality risks through its influence on cognitive develop-
ment and function. Indeed, low birthweight is associ-
ated with poor cognitive performance in late childhood
(Palloni 2006) and lower educational attainment (Case
et al. 2005), net of parental and household characteris-
tics. Stunting is also associated with lower scores on
intelligence tests in late childhood (Berckman et al.
2002). Even irregularities in childhood meal patterns
may have implications (see Bellisle 2004). Impaired
cognitive development may, in turn, elevate mortal-
ity risks through lower educational attainment, at least
for men (Hemmingsson et al. 2006; Kuh et al. 2004).
The indirect pathway between early nutrition, cogni-
tive function, and mortality is particularly salient in
industrialized countries, where cognitive ability and
higher education are essential for acquiring resources
such as good jobs, high incomes, and good health
care.

Early nutrition may also indirectly influence
adult mortality through behavioral mechanisms that
ultimately impede educational attainment and the
health-enhancing resources education provides. For
example, severe iron deficiency in infancy pre-
dicts poor cognitive function and behavioral prob-
lems, such as anxiousness, depression, and atten-
tion problems, net of parental and household fac-
tors (Lozoff et al. 2000). Behavioral problems may
in turn impede educational attainment. For instance,
British males who scored high on behavioral malad-
justment at age 10 achieved lower education as adults
(Palloni 2006).

Infectious Diseases as an Imprint Process

Childhood exposure to pathogens, such as infectious
diseases, bacteria, and environmental toxins, may leave
a biological imprint that shapes adult mortality risks.
However, researchers disagree about whether pathogen
exposure decreases or increases adult mortality risks.
One school of thought asserts that childhood expo-
sure reduces adult mortality risks because pathogenic
challenges in early life promote regulation of inflam-
matory responses and immune function (Strachan
2000). For example, allergic diseases are less preva-
lent among adults from large families, suggesting that
frequent exposure to infection in childhood teaches the
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immune system to respond appropriately to pathogens
(Strachan 2000). Evidence from the Philippines shows
that exposure to pathogens in infancy is associated with
enhanced immune function in adolescence (McDade
et al. 2001a).

In contrast, a second school of thought asserts that
chronic exposure to infectious pathogens in childhood
elevates adult mortality risks. Chronic exposure may
damage organs and cause lifelong inflammation, which
then promotes atherosclerosis and death due to heart
disease (Crimmins and Finch 2006). In fact, the secular
decline in old-age mortality risks across birth cohorts
exhibits a much stronger correlation with early life
mortality risks (which were largely due to infectious
diseases) than with mid-life mortality risks; and the
concomitant increase in height suggests that reduc-
tions in infectious disease burden freed up resources
for growth that were previously spent on immune
responses (Crimmins and Finch 2006). Similarly, Buck
and Simpson (1982) reported that exposure to diarrhea-
inducing infections during the first 2 years of life was
associated with higher mortality rates from arterioscle-
rotic heart disease among US adults. Moreover, US
adults who experienced a major infectious illness in
childhood were 2.5, 1.7, 4.9, and 1.8 times more likely
to report cancer, cardiovascular conditions, lung condi-
tions, or arthritis in adulthood, respectively (Blackwell
et al. 2001). Both schools of thought provide com-
pelling evidence. Reconciliation may require greater
attention to contextual circumstances (e.g., average
levels of nutrition or industrialization in a region) and
to the timing of effects over the life course, and recog-
nition that there may be an optimal infection challenge
in childhood, so that too little challenge promotes an
unregulated immune system while too much promotes
inflammation and atherosclerosis.

Infectious Diseases as a Pathway Process

Infectious disease exposure in early childhood can
also indirectly mold adult mortality risks through
several mechanisms, including school absenteeism,
impaired academic performance, and short stature.
Children 5–17 years of age lose an average of three
school days per year to infectious diseases (Adams
et al. 1996). Among college students, upper respi-
ratory infections result in missed classes and poor

academic performance (Nichol et al. 2005). Serious
illness in childhood (Kuh et al. 2004) and infectious
disease exposure in childhood (Berckman et al. 2002)
also predict lower cognitive ability in late childhood
through permanent damage to cognitive systems (an
imprint process) and/or school absenteeism (a pathway
process).

Another indirect pathway by which infection can
shape adult mortality risks is through its effect on
height. Infectious disease exposure, particularly when
chronic, can result in short stature because the body
diverts resources such as nutrition away from growth
toward expensive immune responses (McDade 2005).
The height-related consequences of the resource trade-
off may be more severe during critical periods of
growth and/or when resources are scarce. For exam-
ple, a study of 2- to 4-year-olds in Bolivia found that
children in low-pathogen environments grew 2.35 cm
during a 3-month period compared with just 1.97 cm
of growth among children in high-pathogen environ-
ments (McDade et al. 2003). A relationship between
infectious disease burden and height has also been
reported among children in the United States (Dowd
et al. 2009). Shortened stature may then indirectly
shape mortality risks because height is positively
associated with marriage and employment prospects
and the social and economic resources they confer.
See “Nutrition as a Pathway Process” for further
explanation.

Association of Childhood and Adult
Conditions with the Risk of Death
Among Older US Adults

This section illustrates the ideas described above by
documenting the mortality risks associated with certain
childhood and adulthood conditions among US adults
50 years of age and older. We first show the bivari-
ate associations between theoretically important child-
hood conditions and the risk of death in adulthood.
We then expand the statistical models to assess the
contributions of imprint and/or pathway mechanisms
in explaining these associations. Although clearly not
an exhaustive or causal analysis, our results high-
light the involvement of both pathway and imprinting
mechanisms in linking early life conditions and adult
mortality.
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The statistical models are based on the 1998–2006
waves of the Health and Retirement Study (HRS),
when questions about childhood conditions were
asked of the full sample. Well-known to American
social scientists, the HRS is a longitudinal survey
representative of US adults over age 50. The sur-
vey currently contains a national sample of persons
born before 1947, with younger birth cohorts sched-
uled for inclusion in upcoming survey waves. We
take advantage of the large sample size to exam-
ine the childhood–mortality associations separately for
the major race/ethnic groups: non-Hispanic whites,
non-Hispanic blacks, and Hispanic respondents. We
excluded a few respondents (fewer than 1%) who
did not provide information on educational attain-
ment or their height, which are the two potentially
mediating adulthood conditions of interest in this anal-
ysis. Because of sample size limitations, we included
Hispanic adults only as a single group even though
this group includes people with differing countries
of birth, years lived in the United States, and so on.
Nonetheless, our results offer a glimpse into how child-
hood conditions might shape mortality risks differently
for this important demographic group.

Our outcome of interest is the risk of death from any
cause. HRS respondents are asked about several impor-
tant dimensions of their childhood environment and
experiences before age 16. Respondents were asked
whether their childhood health was excellent, very
good, good, fair, or poor. We collapsed this measure
into a dichotomous indicator of fair/poor (hereafter
poor) health, because our analyses showed a marked
increase in mortality risks for those reporting poor
childhood health, and because respondents who report
poor health are likely to have experienced an infectious
or autoimmune condition in childhood (Haas 2008).
We incorporated several dichotomous indicators of
childhood SES, including whether the respondents
thought that their childhood family was poor; whether
their father had a blue-collar occupation; whether they
ever moved for financial reasons; and two indicators
for whether each parent had less than 8 years of edu-
cation. In some cases, respondents did not know their
parents’ education level or their father’s occupation.
We assigned these respondents to the low-education
and blue-collar categories, respectively, because they
were similar on other economic and health vari-
ables (see, e.g., Luo and Waite 2005). Unfortunately,
the HRS does not inquire about childhood family

structure. However, we extracted some information
about family disruption from responses to the question,
“Before age 16, was there a time of several months
or more when your father had no job?” This allows
us to compare adults who stated that they never lived
with their father or their father was not alive with those
who had a father in the home. Finally, we included
two adult conditions often posited as important medi-
ating mechanisms: educational attainment (less than
high school, high school, and more than high school
as the omitted reference) and height measured in race–
gender-specific quartiles.

We estimated the risk of death associated with each
childhood and adult condition from logistic regression
models. The models were based on a person-year data
structure in which each respondent was represented
by an observation for the survey year and each sub-
sequent year until his or her year of death or the end
of the 2006 follow-up period if the respondent sur-
vived. We first estimated bivariate models using age
and a single childhood or adult condition to show the
“zero-order” associations. We then estimated multi-
variate models that included age and all childhood and
adult conditions to illustrate whether childhood condi-
tions operate via imprint and/or pathway mechanisms.
All models were stratified by gender–race/ethnicity
and weighted to account for the HRS sample design.
Although the stratification strategy clearly reduces sta-
tistical power, we chose this approach to enhance the
level of detailed information given the exploratory
nature of our analysis.

Results

Table 9.1 shows the distribution of childhood and
adulthood conditions for each race–gender group. For
illustrative purposes we retain the categories for miss-
ing parental education and occupation in this table
only. The table highlights numerous race/ethnic dis-
parities in childhood and adulthood conditions. Non-
Hispanic white adults tend to report better child-
hood health, more favorable childhood socioeconomic
conditions for all indicators, and higher educational
attainment in adulthood than non-Hispanic blacks
and Hispanics, illustrating the health advantages that
they garner across the entire life course. Comparisons
between black and Hispanic adults are mixed. While
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Table 9.1 Distribution of select childhood and adulthood conditions by gender and race/ethnicity among adults 50 years and
older in the Health and Retirement Study 1998–2006

Non-Hispanic white Non-Hispanic black Hispanic

Childhood and adult conditions Men Women Men Women Men Women

Self-reported childhood health
Excellent 0.551 0.536 0.509 0.465 0.435 0.403
Very good or good 0.402 0.401 0.430 0.448 0.486 0.488
Fair or poor 0.048 0.063 0.062 0.087 0.079 0.108
Mother’s education
8 years or more 0.772 0.747 0.534 0.520 0.266 0.266
Less than 8 years 0.139 0.173 0.264 0.304 0.573 0.591
Missing 0.089 0.080 0.202 0.176 0.161 0.143
Father’s education
8 years or more 0.685 0.665 0.358 0.361 0.235 0.264
Less than 8 years 0.188 0.210 0.321 0.325 0.516 0.497
Missing 0.128 0.126 0.321 0.315 0.249 0.238
Perceived childhood economic

status
Pretty well off financially 0.077 0.076 0.047 0.044 0.071 0.078
Average 0.646 0.676 0.512 0.554 0.486 0.517
Poor 0.277 0.247 0.441 0.402 0.442 0.405
Ever moved due to financial

reasons
0.168 0.159 0.218 0.170 0.258 0.192

Father’s occupation
White collar 0.224 0.233 0.052 0.055 0.100 0.124
Blue collar 0.474 0.505 0.466 0.490 0.446 0.446
Missing occupation 0.301 0.262 0.482 0.454 0.455 0.430
Father never present in household 0.054 0.059 0.183 0.204 0.113 0.140
Adulthood height (meters) 1.781 1.629 1.775 1.634 1.716 1.583
Adulthood educational attainment
More than high school 0.523 0.441 0.331 0.344 0.281 0.226
High school 0.300 0.381 0.262 0.296 0.177 0.196
Less than high school 0.177 0.179 0.407 0.360 0.542 0.579
N 8,191 10,462 1,380 2,165 914 1,229

black adults tend to report better childhood health and
higher parental education (53% of black men report
that their mother had at least 8 years of education ver-
sus 27% of Hispanic men), they are somewhat less
likely to consider their childhood family “pretty well
off financially” and more likely to have a father who
never lived in the household (18% for black men versus
11% for Hispanic men).

Table 9.2 shows odds ratios that indicate the age-
adjusted risk of death for each childhood and adult-
hood condition individually. The results clearly illus-
trate elevated mortality risks among adults who expe-
rienced poor childhood health across most gender and
race/ethnic groups. For example, the odds of death
among non-Hispanic white women who experienced

poor childhood health are 1.386 times greater than
among those who did not. Being raised in unfavor-
able socioeconomic conditions also elevates the risk
of death, particularly among white adults with low-
educated or blue-collar fathers. The mortality advan-
tage for black men who reported poor childhood
economic status is curious and difficult to interpret.
Although we performed no formal statistical tests of
interactions and the sample sizes for the minority
groups are relatively small, the results in the table
suggest that there is not always uniformity in how
childhood “risks” are associated with adult mortality
across the gender/race-ethnic groups.

For adult conditions, Table 9.2 shows little asso-
ciation between height and mortality risks, with the
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Table 9.2 Bivariate odds ratios of death for each childhood and adulthood condition by Gender and Race/Ethnicity among
adults 50 years and older in the Health and Retirement Study 1998–2006

Non-Hispanic white Non-Hispanic black Hispanic

Men Women Men Women Men Women

Childhood conditions
Self-reported fair or poor

childhood health
1.074 1.386∗∗∗ 1.526∗∗ 1.721∗∗∗ 1.577∗ 1.034

Mother had less than 8 years of
education

1.101∗ 1.061 1.007 1.180 1.098 0.852

Father had less than 8 years of
education

1.189∗∗∗ 1.126∗∗∗ 0.954 1.128 1.009 1.508∗

Perceived poor economic status in
childhood

1.070 1.105∗ 0.757∗∗∗ 1.078 0.842 0.959

Ever moved due to financial
reasons

0.960 1.058 1.276∗ 0.817 0.999 0.862

Father had blue collar occupation 1.142∗∗ 1.117∗ 0.792 0.944 1.074 1.183
Adulthood conditions
Height (using quartiles) 1.020 1.039∗∗ 0.955 1.002 0.991 0.966
Educational attainment (more than

high school)
High school 1.237∗∗∗ 1.110∗ 1.001 1.175 0.943 0.426∗∗
Less than high school 1.340∗∗∗ 1.356∗∗∗ 1.144 1.458∗∗∗ 1.134 0.913
Number of deaths 1,866 1,995 366 425 165 158
∗p < 0.10; ∗∗p < 0.05; ∗∗p < 0.01 (two-tailed tests).
Notes: All models control for age and are weighted to account for the HRS sample design. We do not report the odds ratios for
never having lived with one’s father because the question was not designed to capture this information. We report the distribution
of responses for this variable in Table 9.1 for illustrative purposes only.

exception of white women, for whom ancillary anal-
yses revealed that the excess risk is confined to women
in the top quartile of the height distribution. The
general lack of association between height and mor-
tality risks is consistent with other US studies (e.g.,
Blackwell et al. 2001) and with the notion that height
may not be a good indicator of childhood conditions in
regions with abundant nutrition and low infectious dis-
ease burden. As we expected, educational attainment
is inversely related to adult mortality risks, particularly
for white adults and black women. Educational dif-
ferences in mortality risks among Hispanic adults are
much smaller, likely because of heterogeneity within
the sample and because education brings smaller finan-
cial and health behavioral gains to Hispanics. Note also
the much smaller number of deaths for Hispanic men
and women.

We now examine whether the childhood conditions
measured in the HRS influence adult mortality risks
through imprint and/or pathway mechanisms. To that
end, Table 9.3 contains a series of multivariate logistic
regression models that begin with the complete set of

childhood conditions in Model 1, then add adult height
in Model 2, and add educational attainment in Model 3.
We focus on non-Hispanic white adults simply because
we have an adequate number of deaths for the analy-
sis. For males, Model 1 shows that when all childhood
variables are jointly modeled, only having a father
with low education continues to elevate adult mortality
risks beyond the other conditions, although it is worth
noting that having a father with a blue-collar occu-
pation elevates mortality risks at the α = 0.15 level.
Adding height in Model 2 does not attenuate any of
the childhood odds ratios, suggesting that height is not
a pathway through which these childhood conditions
operated for these men. Adding educational attainment
in Model 3 attenuates the effect of father’s educa-
tion (evidence of a pathway mechanism), although the
latter remains statistically significant (evidence of a
permanent biological imprint).

As for men, Model 1 for women shows that hav-
ing a father with low education increases the risk of
death, and part of this effect operates through educa-
tional attainment as in Model 3. Unlike men, however,
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Table 9.3 Multivariate odds ratios of death for childhood and adulthood conditions by gender among non-Hispanic white
adults 50 years and older in the Health and Retirement Study 1998–2006

Non-Hispanic white men Non-Hispanic white women

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

Childhood conditions
Self-reported fair or poor

childhood health
1.047 1.048 1.035 1.360∗∗∗ 1.352∗∗∗ 1.327∗∗∗

Mother had less than 8 years of
education

0.980 0.982 0.948 0.973 0.979 0.926

Father had less than 8 years of
education

1.177∗∗∗ 1.177∗∗∗ 1.150∗∗ 1.108∗ 1.113∗ 1.081

Perceived poor economic status in
childhood

1.040 1.041 1.024 1.057 1.059 1.037

Ever moved due to financial
reasons

0.931 0.930 0.932 1.027 1.026 1.030

Father had blue-collar occupation 1.094 1.096 1.028 1.076 1.073 1.021
Adulthood conditions
Height (using quartiles) 1.024 1.013 1.041∗∗ 1.043∗∗
Educational attainment (more than

high school)
High school 1.214∗∗∗ 1.102
Less than high school 1.298∗∗∗ 1.333∗∗∗
–2LL 1,4550 1,4549 1,4532 1,5975 1,5791 1,5772
Number of deaths 1,886 1,886 1,886 1,995 1,995 1,995
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.01 (two-tailed tests).
Notes: All models control for age and are weighted to account for the HRS sample design.

women who reported poor childhood health had sig-
nificantly increased mortality. A small portion of this
effect was explained by adult height (evidence of a bio-
logical imprint mechanism), but a larger portion was
explained by adulthood educational attainment (evi-
dence of a pathway mechanism). It is unclear whether
gender differences in the effect of childhood health
reported here are real and replicable (most studies
combine men and women), whether they are an arti-
fact of gender differences in biological frailty (men
who experienced poor childhood health may not have
survived long enough to be included in the initial
HRS sampling frame), or whether these cohorts of
white men simply had more adulthood opportunities
to compensate for poor childhood health than white
women.

Taken together, the analyses demonstrate that child-
hood conditions have an enduring influence on all-
cause mortality risks through both imprint and pathway
processes. The bivariate relationships show that experi-
encing poor health and adverse socioeconomic condi-
tions in childhood elevated mortality risks to various

degrees across our race–gender groups. The multi-
variate analyses among non-Hispanic white adults
further reveal that these adverse conditions operated
partly through low adulthood educational attainment,
while remaining in part independently significant.
Comparisons across gender and race/ethnic groups
indicate that childhood conditions may influence adult
mortality risks differently across demographic sub-
groups. These results clearly warrant greater attention
to gender and race/ethnic differences in future studies.
Our analyses are not without limitations, however. One
is that the HRS does not collect much information on
childhood conditions. Information on prenatal condi-
tions such as birthweight, postnatal conditions such as
growth trajectories, and childhood family structure and
stress would provide a more complete picture. Another
limitation is the left censoring of our data. Only adults
who survived to middle age could be included in the
HRS sampling frame. Ideally, analyses of this type
derive from prospective data that commence at birth to
avoid any systematic biases that arise from premature
mortality.
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Challenges and Directions for Future
Research

Key Conceptual and Analytical Challenges

Life-course research presents unique conceptual and
analytical challenges because it requires information
on numerous social and physical exposures spanning
multiple time points across the life course that are bio-
logically, socially, and psychologically relevant. One
challenge is selecting the appropriate window of time
for capturing the manifestation of the adult health
or mortality outcome of interest. Indeed, emerging
evidence reveals that the effect of certain childhood
conditions on adult mortality risks is contingent on the
adult age range studied (e.g., Su 2009). For example,
the influence of childhood socioeconomic indicators
on women’s mortality risks was stronger for women
who died before age 76 than for those who died
afterward (Beebe-Dimmer et al. 2004). Furthermore,
the period of manifestation may vary by gender. A
study of US adults found that childhood SES exhib-
ited a stronger association with women’s mortality
risks among young adults, a stronger association with
men’s risks for middle-aged adults, and no gender dif-
ference among older adults (Turrell et al. 2007). In
fact, age- and gender-dependent associations should
be expected, considering the interactions of social and
biological exposures across the life course, as well
as specific latency periods for various chronic dis-
eases. Note that these types of associations are difficult
to examine in studies such as the HRS, given the
age-based selection criterion for inclusion. A related
issue concerns the appropriate time frame to measure
childhood exposures: any given exposure may have
different consequences for long-term health, depend-
ing on whether it occurs during a critical or sensitive
developmental period.

Because the influence of childhood socioeconomic
indicators on adult health, and the degree to which each
is mediated by adult education and income, varies by
indicator and health outcome (Luo and Waite 2005),
researchers should also carefully select indicators of
SES that are etiologically relevant for the outcomes
of interest. Specific socioeconomic indicators operate
through different social–biological pathways to affect
health. To illustrate, a study of British males found
that father’s education and occupation influenced son’s

health in middle age through its effects on his edu-
cational attainment (a pathway mechanism), while
mother’s education and occupation influenced son’s
health through its effect on his health in early life (an
imprint mechanism) (Case et al. 2005). Our analysis
above also illustrated the sensitivity of the associ-
ations to the SES indicator as well as gender and
race/ethnicity. In addition, the strength of the associa-
tions may be influenced by how data on childhood con-
ditions were collected. Historical records such census
data and school records tend to correlate more strongly
with adult mortality risks than do retrospective mea-
sures, perhaps because of recall error (Galobardes et al.
2006; Kauhanen et al. 2006). Also problematic is how
to measure adult SES for women. Status measures
that integrate husband’s information tend to provide
a stronger relationship with health and mortality risks
than do measures based on wives’ status alone (Beebe-
Dimmer et al. 2004; Montez et al. 2009). This issue has
important implications for life-course research because
underestimating the effect of adult women’s SES can
lead to overestimating the effect of childhood SES for
women compared with men.

Another consideration is the cause of death structure
of the region studied. Industrialized countries might
show stronger associations with adulthood conditions,
while less economically developed countries might
show stronger associations with childhood circum-
stances, and these factors should be considered when
comparing results across regions and even between
cohorts within a region. For instance, South Korea
exhibits very low mortality from CHD, which has
both childhood and adulthood antecedents, but high
mortality from conditions such as stroke and stomach
cancer that have particularly strong links to childhood
circumstances. This might explain why childhood cir-
cumstances explained substantially more of the all-
cause mortality differentials in South Korea than did
adulthood risk factors (Khang and Kim 2005).

Directions for Future Research

Even though research has generated abundant evidence
that adult mortality risks are influenced by childhood
circumstances, we clearly lack a firm understanding of
the precise causal mechanisms and the contexts that
moderate their influence. Thus, future research should
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move beyond documenting the association to disen-
tangle the biological, social, and psychological mech-
anisms that underlie it. This will require careful con-
sideration of the conceptual and analytical challenges
outlined above, as well as collaboration among social
scientists, epidemiologists, and biologists. New and
innovative data sources are also needed. Prospective
studies that follow adults from birth and collect bio-
logical, anthropometric, and social data at multiple
points across the life course are the “gold standard,”
but they are also rare. Commencing studies of this kind
today would undoubtedly benefit researchers 50 years
from now. Shorter term gains could be made by link-
ing administrative data such as birthweight, APGAR
scores, school health records, and school disciplinary
records with existing data from longitudinal or cross-
sectional surveys. This alternative approach would be
immensely informative at a fraction of the cost and
time involved in prospective birth cohort studies.

Conclusions

Life-course research makes clear that the timing
and sequencing of events throughout life, and the
mechanisms in play that influence these events,
are affected by historical conditions—technologies,
schooling opportunities, nutritional abundance, envi-
ronmental pathogens, the nature of work environ-
ments, health care, opportunities for social mobility,
and so on. Obviously, these conditions change over
time and influence a population’s life-course experi-
ence. American children born in the early part of the
twentieth century had no vaccines, were exposed to
a greater array of infectious pathogens, had higher
rates of malnutrition, frequently lived in noxious urban
environments, lived in larger families, and had fewer
socioeconomic resources than children born in the
middle and later parts of the century. Similarly, early
birth cohorts experienced very different adulthoods
than subsequent cohorts—the majority did not gradu-
ate from high school, they were more likely to work
in jobs requiring physical labor and highly routine
activities, they were more likely to smoke, and med-
ical technologies were less available and efficacious in
dealing with the major chronic killers.

Much of what is known about biological imprinting
and pathways affecting adult mortality, and the social

and physical exposures involved, is almost certainly
a consequence of historical context. In birth cohorts
since the introduction of vaccines, for example, it will
probably be increasingly difficult to detect a biologi-
cal imprinting effect of childhood infectious disease.
But the growing prevalence of childhood autoimmune
conditions and obesity may allow for the emergence
of new biological imprinting and pathway mechanisms
heretofore relatively rare and difficult to document at
the population level. Comparing populations across
countries or extrapolating from one population to oth-
ers is equally tied to differences in historical context.
Some populations may be subjected to pernicious epi-
demiological environments early in life, with only
a minority of people experiencing adulthoods offer-
ing health advantages. This could potentially elevate
the importance of early life biological imprinting and
dampen the influence of pathway mechanisms, com-
pared to populations growing up in less pernicious
circumstances and more favorable adult conditions.
While historical and cross-national comparisons may
be challenging, these comparisons may also offer a
unique opportunity to understand how different pro-
cesses come into play under varying sociohistorical
conditions.

The role of historical context brings us back to a
basic point made by a growing number of researchers
(Ben-Shlomo and Davey Smith 1991; Ben-Shlomo and
Kuh 2002; Halfon and Hochstein 2002; Power and
Hertzman 1997). A cumulative framework is essential
to understanding how biological imprinting and path-
way mechanisms combine to influence adult health
and mortality. Such a framework must allow for the
fact that some childhood exposures leave a biologi-
cal imprint while others set in motion a cascade of
health-related trajectories, and that adult exposures
may add to, exaggerate, or even ameliorate earlier
exposures. Furthermore, researchers should articu-
late this framework within the sociohistorical con-
text of the population(s) under study. On one hand,
researchers will likely find themselves in the quag-
mire of reconciling disparate findings across stud-
ies from different populations and historical periods.
On the other hand, the growing number of studies
for different birth cohorts and countries may offer a
tremendous opportunity for investigating how large-
scale social changes are shaping the fundamental ways
in which early conditions shape a population’s life
chances.
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Chapter 10

Age Patterns in Adult Mortality

Jean-Marie Robine

Introduction

This chapter gives us the opportunity to revisit some
of the work of the founding fathers of demographic
science. While modern life tables usually begin with
probabilities of death, nqx, the first life tables made
in London during the seventeenth century began with
counts from the Bills of Mortality. The first life tables
were based on a very small amount of data, lead-
ing Edmund Halley (1656–1742) to conclude that
the relationship between age and mortality described
by his predecessors (Halley 1693) “has been only
done by imaginary Valuation”. Indeed, John Graunt
(1620–1674) had no real information on ages of deaths
when he published the first life table (1662). The age
at death of 1,495 individuals for whom life annuities
were subscribed by the Government of the United
Provinces (The Netherlands) from 1586 to 1590, com-
piled by Johannes Hudde (1628–1704) on the occasion
of his collaboration with Johan De Witt (1625–1672) in
1671, provides the only available dataset on mortality
by age before 1693, when Halley published data com-
piled by Caspar Neumann (1648–1715) on 6,193 reg-
istered births and 5,869 deaths by age occurring from
1687 to 1691 in Breslau, the capital of Silesia (Halley
1693). From this material, some of the major figures
of modern science hypothesized the first age patterns
of adult mortality and deduced the associated life
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tables, i.e. the corresponding survivors. This approach
led to the publication of the work of Wilhelm Lexis
(1837–1914) on usual longevity that two centuries later
gave a realistic description of the age pattern of adult
mortality for the first time (Lexis 1878). However, dur-
ing the nineteenth century and the first part of the
twentieth century, infant mortality was the main public
health issue and life expectancy at birth (i.e. the mean
life duration), summarizing the mortality experience of
the whole population, the most useful indicator.

The current emergence of the oldest old peo-
ple, nonagenarians and centenarians, has raised issues
about the ability of life expectancy at birth to pro-
vide a good indication of the duration of an ordinary
life. Indeed, a new focus on the age pattern of adult
mortality has disclosed that an increase in the adult
modal age at death of several years has occurred over
time. This silent revolution in adult longevity has been
missed by standard demographic indicators. Whether
the increase in the modal lifespan is accompanied by
a homogenization of the individual adult life durations
(the compression of mortality hypothesis) or not (the
shifting mortality hypothesis) is an important issue for
the future.

When they started working on the age patterns of
mortality, the first “demographers” had neither the
words nor the concepts or the statistical models neces-
sary to analyse mortality data. This chapter shows how
having data without concepts or vice versa leads to a
deadlock. It took at least two centuries from the work
of Graunt (1662) to gather all the necessary elements
before Lexis provided a realistic description of the age
pattern of adult mortality (1878).

This chapter covers these different topics in four
sections. The first section summarizes the historical
developments from the first hypothesized age patterns

207R.G. Rogers, E.M. Crimmins (eds.), International Handbook of Adult Mortality, International Handbooks
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of adult mortality to the Lexis’ distribution of ages at
death. The second section describes the adult longevity
revolution which paralleled the demographic transi-
tions. The third section focuses on the emergence of
the oldest old population, nonagenarians and centenar-
ians. The final section deals with directions for future
research. These topics led us to focus more on devel-
oped countries, especially European countries where
population science emerged during the eighteenth cen-
tury, and on females who are at the forefront of the
longevity revolution.

Historical Development

When Aristotle (384 BC–322 BC) gathered infor-
mation on various biometric quantities, such as the
duration of gestation, the size of a litter, and the
length of life, he did not provide information about
the length of life for humans. For other species, he
wrote “the peacock lives about twenty-five years”,
“most horses live eighteen or twenty years” (Aristotle,
The History of Animal). Francis Bacon (1561–1626)
maintained the looseness and the ambiguity of this
wording in his manuscript Length and Shortness of Life
in Living Creatures (1670) as did the Count de Buffon
(1707–1788) in his Natural History (1749). Buffon did
not give any value for the duration of life for men in his
Table on Fertility Ratios of Animals, published in 1776,
but he did provide several indications in his History
(Robine et al. 2009a).1 When he writes “the man who
does not die of accidental diseases lives around ninety
or a hundred years”, it is clear that he was not talk-
ing of a mean expectation of life. Though this notion
is still not well-established by the mid-eighteenth cen-
tury when Buffon specifies, “Man, as we know, dies at
any age, and although in general we can say that its
life is longer than the life of almost all animals, we
cannot deny it is also more uncertain and variable.”
The notions of frequency distribution and most fre-
quent values were not established before the nineteenth
century (Quetelet 1835, 1871).

1 We know the table of Buffon mainly through the version
of William Smellie (1740–1795), who placed it in the central
part of his Philosophy of Natural History (1790) Charles Elliot,
Edinburgh, 1790. First Edition.

The terminology used by European authors to
describe human longevity during the seventeenth and
eighteenth centuries – common, usual or ordinary
term and/or lifetime – seems to refer to maximum
longevity, the modern biological lifespan. However,
it is not incompatible with a few exceptional super
long-living individuals, such as the famous Thomas
Parr (1483–1635). Given this background, how do we
interpret the oft-quoted biblical threescore and ten:
as a mean, modal value or maximum? Comparing
the duration of contemporary life to the long dura-
tion of the lives of the Patriarchs, Thomas Browne
(1605–1682) hesitated between “threescore, fourscore,
or an hundred years” (Browne 1646). Indeed, the ini-
tial confusion introduced by Aristotle about the length
of life – or how long a species would live – was not
clarified until 1878, when Lexis provided estimates of
usual longevity. Within this muddled context, some of
the major figures of modern science hypothesized the
first age patterns of adult mortality.

The Number of Deaths Diminishes
with Age

John Graunt was clear that the number of deaths should
decrease with age in proportion to the number of peo-
ple. However, in his famous treatise on mortality, the
Natural and Political Observations on the Bills of
Mortality (1662), there is very little information on
ages at death. Indeed, while the bills provided Graunt
with a wealth of information on causes of death, on
gender of decedents and on the seasonality of mortal-
ity, the bills contain virtually no information on ages
at death. Thus, Graunt notes In the matter of Infants
I would desire but to know, what Searchers mean by
Infants, as whether Children that cannot speak, as the
word Infans seems to signifie, or Children under two
or three years old. . . (Chapter II, 8) and about elderly
people Onely the question is, what number of Years
the Searchers call Aged, which I conceive must be the
same, that David calls so, viz. 70. For no man can be
die properly of Age, who is much less. . . (Chapter II,
18). However, from this meagre data, Graunt extracted
two essential pieces of information – the level of
infant and child mortality and the proportion of people
surviving to age 76.
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Fig. 10.1 Reproduction of
the survival curve drawn by
Christiaan Huygens in 1669
with the survival series
estimates by John Graunt in
1662. Source: Huygens
(1669)

His famous table of survivors by age is built with
only this information: “Where as we have found, that
of 100 quick Conceptions about 36 of them die before
they be 6 years old, and that perhaps but one surviveth
76, we, having seven Decads between 6 and 76, we
sought six mean proportional numbers between 64, the
remainer, living at 6 years, and the one, which survives
76. . .” (Graunt 1662). He inferred from this line of
reasoning a decreasing series of numbers of death by
10-year age group as well as a series of survivors by
age (6, 16, 26. . .). Graunt does not compute anything
that resembles a mortality rate, as he was only looking
for the proportion and the number of males aged
from 16 to 56 years who can be soldiers. The implicit
hypothesis of Graunt, i.e., that the number of deaths
declines with age in proportion to the number of
survivors, is that the level of mortality is constant from
the 6th birthday onwards and possibly from birth (Le
Bras 2000).

In their private correspondence on life expectancy
(mean life duration) and probable or likely life
(the modern median life) based on the Graunt’s
table, Christiaan (1629–1695), Lodewijk (1631–1699)
Huygens did not call into question this hypothesis
(Rohrbasser and Véron 1999). On the contrary, they
seemed to accept it as evidenced by the great survival

curve drawn by Christiaan and annexed to his letter
dated November 21, 1669 (Fig. 10.1).

The Number of Deaths Remains Constant
with Age

In contrast, Gottfried Wilhelm Leibniz (1646–1716)
and Abraham de Moivre (1667–1754) independently
developed the hypothesis that the number of deaths
by single year of age remained constant from birth
to the end of the lifespan. Of course, this hypothe-
sis leads to a dramatic increase in the mortality rate
by age. The work of Leibniz is poorly known, as sev-
eral manuscripts were published long after his death.2

The most important, the Essay, is dated circa 1680.
In Loss- und Leibrenten (1680), Leibniz wrote that
his hypothesis of a constant number of deaths by
age is drawn from an observation made by Hudde in
Amsterdam (Rohrbasser and Véron 1998).

2 The exact contribution of Leibniz in the Breslaw’s data collec-
tion is still unknown (Le Bras 2003; Reed 1942).
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Fig. 10.3 Alternative
mortality trajectory by age
deduced from the hypotheses
on the distribution of the
number of deaths by age
according to John Graunt
(1662) and Gottfried Wilhelm
Leibniz (c. 1680), with the
empirical trajectory deduced
from the data gathered by
Caspar Neumann in Breslaw
between 1687 and 1691, and
published by Halley (1693)

The work of de Moivre is better known. He
explained himself in his Treatise of Annuities on Lives
(1725), “. . .2 or 3 Years after the Publication of the first
Edition of my Doctrine of Chances [1718], I took the
Subject into Consideration; and consulting Dr. Halley’s
Table of Observations, I found that the decrements
of Life, for considerable Intervals of Time, were in
Arithmetic Progression” (Moivre 1756).

Figures 10.2 and 10.3 summarize the two alternative
hypotheses with the first series of empirical data pub-
lished by Halley.3 On the left panel of Fig. 10.2, the
three distributions of the age of deaths that were the
entry point for this initial demographic reasoning are
shown, and on the right panel the associated survival

3 We kept track of the data assembled by Johannes Hudde thanks
to Christian Huygens to whom Hudde sent his data in August
1671 and that Huygens used under the name of Tableau de mor-
talité dressé par J. Hudde. Johan De Witt and Johannes Hudde
are possibly the first ones to understand that mortality increases
with age.

curves which were seen by Graunt and Leibniz as
a consequence of the distribution of the number of
deaths by age. Halley did not look at the survival curve,
rather focusing on the distribution of deaths by age.
Figure 10.3 displays the associated mortality trajectory
by age, which was overlooked by Graunt and Halley.
Only Leibniz paid attention to the associated mortal-
ity trajectory and provided clear explanations for his
computed mean duration of life.

Lexis’s Distribution of the Ages at Death

From this point, little progress was made until Lexis
published his work on usual longevity in 1878. While
even more data became gradually available throughout
the eighteenth century, the publication of the [Treatise
of] Annuities Upon [on] Lives of Moivre, in five edi-
tions from 1725 to 1756, consolidated the idea that the
distribution of the number of deaths by age is con-
stant. In his last edition (1756), Moivre claimed his
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Table 10.1 Slow accumulation of mortality datasets by age over the eighteenth century, after the publication of the Natural and
Political Observations of John Graunt (1662)

Data collection Data Published by
Claimed
representativeness

Year of
publication References

Hudde (1628–1704) Annuities, United
Netherlands, 1586–1590

De Witt Annuitants 1671 Correspondence of
Christiaan
Huygens (1895)

Neumann
(1648–1715)

Bills of mortality, Beslaw,
1687–1691

Halley Universal 1693 Halley (1693)

King (1648–1712) Lichfield, 1695 Laslett (1973)
Struyck

(1687–1769)
Annuitants Struyck Annuitants 1740 Struyck (1740)

Kersseboom (circa
1690–1771)

Kersseboom Universal 1742 Kersseboom (1742)

Deparcieux
(1703–1768)

Tontines (annuities), 1689
and 1696

Deparcieux Annuitants 1746 Deparcieux (1746)

Hogdson Bills of mortality, London City of London 1747 Gaeta and Fontana
(1776)

Dupré de Saint-Maur
(1695–1774)

Statistics on death for 3
main parishes in Paris
and 12 rural parishes

Buffon Universal 1749 Buffon (1749)

Smart, revised by
Simpson
(1710–1761)

Possibly, bills of mortality,
City of London,
1728–1737

Morris City of London 1751 Morris (1751)

Morris (1710–1779) Bills of mortality, City of
London, 1728–1750

Morris City of London 1751 Morris (1751)

Struyck
(1687–1769)

Statistics on deaths,
Geneva, 1741

Struyck Local 1753 Struyck (1753)

Struyck
(1687–1769)

Statistics on deaths,
Middelbourg, Zelande,
1752

Struyck Local 1753 Struyck (1753)

Wargentin
(1717–1783)

Statistics on the death in
Sweden, 1754–1756

Deparcieux Universal 1760 Deparcieux (1760)

Süssmilch
(1707–1767)

Several kingdoms and
provinces

Süssmilch Universal 1765 Süssmilch (1765)

proposal to be applied to other tables of observations.
During the eighteenth century, Johann-Peter Süssmilch
(1707–1767), Nicolas Struyck (1687–1769), Antoine
Deparcieux (1703–1768), Richard Price (1723–1791),
Gregorio Fontana (1735–1803)4 and Jean-Baptiste
Moheau (1745–1794) gathered and thoroughly exam-
ined the tables published by their predecessors as
Moivre did (Moheau 1778). This approach had many
advantages: spreading data across Europe, increasing
scientific exchange between the authors and strength-
ening the discussion. But the fame of Halley and the

4 His translation of Treatise of Moivre in collaboration with
Roberto Gaeta is accompanied by an almost complete bibliog-
raphy of previous work on mortality.

reputation of Moivre caused the authors of the eigh-
teenth century to ignore some of the implications of
their data.

However, analysis of existing data allowed the ter-
minology to be readdressed. Thus, Süssmilch ques-
tions in 1741 the idea that 90 years can be seen as
the ordinary term of life. He uses arguments similar
to those Michel de Montaigne (1533–1592) used two
centuries before him in 1595, the common term cannot
be exceptional.5 But like Montaigne, he is unable to

5 « Ne nous flattons pas de ces beaux mots: on doit à l’aventure
appeler plus tôt naturel, ce qui est général, commun, et
universel. Mourir de vieillesse, c’est une mort rare, singulière et
extraordinaire, et d’autant moins naturelle que les autres: c’est
la dernière et extrême sorte de mourir: plus elle est éloignée
de nous, d’autant est elle moins espérable: c’est bien la borne,
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Fig. 10.4 Distribution of deaths by age in four datasets assembled in the mid-eighteenth century

provide the right concept. Reading the authors of the
eighteenth century, we sense an inability to describe
adult mortality. For instance, in 1746, Deparcieux
clearly distinguishes the median life duration (high-
est age reached by half of the newborns) from the
mean life duration. He proposed calling the latter the
common life, missing his opportunity to discover the
notion of modal values.6 Süssmilch may be the one
who approached better than Halley7 the modern idea

au delà de laquelle nous n’irons pas, et que la loy de nature a
prescrit, pour n’être point outrepassée: mais c’est un sien rare
privilège de nous faire durer jusques là » Montaigne (1595).
6 « J’ai dit, page 56 [Essai 1 de 1746], que j’entends par vie
moyenne ou commune, le nombre d’années qu’ont encore à
vivre, les uns portant les autres, un nombre de personnes d’un
même âge, & non le temps au bout duquel il sera mort la moitié
des personnes auxquelles appartient la vie moyenne, comme
l’ont cru quelques personnes. » Deparcieux (1746).
7 Halley wrote in 1693 “From this Table it is evident, that from
the Age of 9 to about 25 there does not die above 6 per Annum
of each Age, which is much about one per Cent. . . From 25 to 50
there seem to die from 7 to 8 and 9 per Annum of each age; and
after that to 70, they growing more crasie, though the number

of statistical distribution when he wrote “Until the
20th year, the number of deaths decreases for increas-
ing right after to the 50th and 60th year; from the
70th year it decreases again until nobody remains to
die” (Süssmilch 1741). In 1765, when he published
his scale of mortality, he had at his disposal all the
datasets accumulated through the eighteenth century,
but he did not see the modal values present in his data
(see Fig. 10.4).

During the nineteenth century, the mean life dura-
tion (i.e. the life expectancy at birth) progressively
becomes the most important indicator of the length
of life, summarizing the mortality experience of the
whole population, even if it cannot be seen as a good
indicator of the duration of an ordinary life. Indeed, a
correct description of the distribution of deaths by age
was not provided until Lexis gave his famous lecture

be much diminished, yet the Mortality encreases, and there are
found to die 10 or 11 of each Age per Annum: From thence the
number of the Living being grown very small, they gradually
decline till there be none left to die; as may be seen at one View
in the Table.”
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Fig. 10.5 Lexis’s normal life
duration. Source: Lexis
(1878)

on the common length of life in Paris in 1878. Lexis
extends to the duration of life “the outstanding work
of Quetelet [who] have told us this interesting fact that
individuals belonging to a nationality [i.e. a popula-
tion] are more or less accurate copies of a model in
fixed proportions, and that individual differences from
the model, taken in large numbers, are grouped around
the mean, according to the well-known law of acci-
dental errors.” To determine the typical duration, “that
popular opinion believes vaguely be seventy to eighty
years”, Lexis puts aside premature mortality. Thus,
he observes that “in every generation assumed large
enough, a certain group will perform in average the
normal lifetime with differences conform to the for-
mula called by Quetelet the binomial law.” Applied
to France, his method shows a concentration of deaths
around a centre of density fixed at 72.5 years for men
and 72 for women, “representing the normal life” (see
Fig. 10.5).

Jacques Bertillon (1851–1922) immediately wel-
comed this conceptual and methodological advance
“[Lexis] established a maximum probability of death
in the years immediately following birth, then another
up to 72–73 years. Indeed, our results lose much of
their precision, when we confuse probabilities so much
different as we do by calculating the length of the aver-
age life [i.e., life expectancy at birth]. In France it is
40 years or so, though this is just an age when death
occurs most rarely” (Bertillon 1878).8

8 The same type of arguments had been used by Christiaan
Huygens in the epistolary discussion he had with his brother
about the concepts of average life and probable life.

Karl Pearson (1857–1936) was also working on the
age patterns in mortality. He can be credited with the
introduction of the modern term of mode: “We may
term that occurrence, which happens not necessarily a
majority of times, but more frequently than any other
the ‘mode’.” From that point, the distribution of deaths
by age is described with modern statistical terminol-
ogy. But all authors, from Graunt (1662) to Pearson
(1897), assume that ordinary life is unchanged since
the time of David. They do not even speak about the
possibility of change over time (Buffon 1749; Derham
1726; Maynwaring 1670; Süssmilch 1765).

The Adult Longevity Revolution

Figure 10.6 displays changes over time in the adult
modal age at death (M) for females (upper panel)
and males (lower panel) in four European countries
from the first year where official vital statistics by
age became available in each country through the year
2000. The most frequent age at death (M) for females
was 72 years in France in 1816, 76 years in Denmark
in 1835, and 68 years in Switzerland in 1876 when
national statistics became available in these countries.
It was already in the same age range in Sweden in
1751 when vital statistics by age became available at
a country level for the first time (see Fig. 10.6). These
four observations suggest that going back in the past in
Europe it is difficult to find values below 70 years for
the modal age at death, implying a kind of floor level
for this indicator of the most typical adult longevity.
“Threescore years and ten” seems to be a starting point
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for all series. See lower panel for the corresponding
male values.

In Sweden for more than a century, between 1751
and 1875, M fluctuates around 72 years for females,
with few values below 70 years and only two values
above 75 years, in 1860 and 1863. Then, in about 25
years, the female adult modal age at death increases
and reaches the vicinity of 80 years circa 1900, where
it stagnates with little fluctuation until 1950. Since that
time, M for females regularly increases in Sweden to
approach 90 years in 2000. Denmark has larger fluc-
tuations but similar changes over time. Before 1850,
M fluctuates a little above 70 years. During the second

part of the nineteenth century, it reaches a little below
80, where it stagnates until 1950. Since that time, M
for females increases regularly as in Sweden.

In France for 75 years, between 1816 and 1890,
M for females is around 72 years with little fluctuation.
Then, the female adult modal age at death increases
and fluctuates below 80 years for the 30 years from
1920 to 1950; it eventually reaches 80 years, 50 years
after Sweden has reached this value. Since that time,
M for females regularly increases in France, approach-
ing 90 years in 2000 as in the two other countries. In
Switzerland, M for females is still in the vicinity of 70
years in 1876, when the national series starts. Aside
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Fig. 10.7 Increase in the modal length of life (M) in six countries since 1947. Source of data: Period life tables, human mortality
database (HMD)
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Fig. 10.7 (continued)

from fluctuations, it increases more regularly than in
the three other countries during the last part of the nine-
teenth century and the first part of the twentieth century
and reaches the value of 80 during the Second World
War. The adult female modal age at death remains in
the vicinity of 80 years in Switzerland until 1950, and
since that time M for female regularly has increased,
attaining the value of 90 years in 2000.

In sum, these four European countries display the
same pattern of change over time after 1950. They
seem to share the same earlier female M values, pos-
sibly between 72 and 73 years. However, they differ
in the timing and in the pattern of change, leading
them from the earlier M values to the values that they

share in 1950 (circa 80 years). These differences are
due to the different timing in the demographic changes
in these countries during the nineteenth century. It is a
new facet of the first demographic transition. The lower
panel of Fig. 10.6 displays the corresponding changes
over time for males. Interestingly, males in these four
countries present different patterns of change over
time in the adult modal age at death, with patterns in
the Nordic countries, Sweden and Denmark, different
from France and Switzerland.

Figure 10.7 details the changes that occurred since
1947 for females (upper panel) and males (lower panel)
respectively, adding Japan and the United States to the
four European countries presented above. For females
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(upper panel), with the notable exception of France,
where the adult modal age at death is still increasing
in the first years of the twenty-first century reaching
the value of 92 years in 2007, the selected countries
display a similar pattern of increase in M over the
last 60 years. In 1947, right after the Second World
War, modal values for females are quite close, span-
ning from 76 (Japan) and 77 years (Sweden and the
United States) to 80 years (Denmark, France and
Switzerland). They regularly increase until the end of
the twentieth century, reaching a maximum of 88 years
in 1999 in Denmark, of 89 years in 2001 in Sweden and
in 2002 in the United States, of 90 years in Switzerland
and of 91 years in Japan in 2000. After these dates,
1999 in Denmark, 2000 in Japan and Switzerland,
2001 in Sweden and 2002 in the United States, the
modal values stagnate near their previous maximum
values, i.e. from 88 years in Denmark to 91 years in
Japan.

For males (lower panel), with the notable exception
of Denmark, where the adult modal age at death only
increased by 2 years over the period, and to a lesser
extent Sweden with an increase of 6 years only, M
strongly increased between 1947 and 2007. In most
countries, male M values stagnated at their 1947 level
for several years before increasing. Only Japan dis-
plays a steady increase from 1947 (72 years) to 2007
(87 years). In 1947, male M values range from 72 in
Japan to 81 years in Denmark (75 years in the United
States, 76 years in France, 77 years in Switzerland and
80 years in Sweden). Increase in male M values starts
in Switzerland in the early 1970s, in France in the
late 1970s, in the United States in the early 1980s, in
Sweden in the late 1990s and in Denmark not until the
2000s. Indeed, in Denmark M tends to decrease from
1947 to the early 1970s then stagnates at a low level
until the 1980s before returning to the 1947 level in
the 1990s.

Males and females do not seem to be in synchrony
in this longevity revolution in low-mortality countries,
which quietly brought typical adult longevity from 72
to 73 years in the mid-eighteenth century, to values
today (2007)9 of between 83 and 87 years for males
and 5 years higher, between 88 and 92 years for
females.

9 Except for the United States of America, where the last year
available when this chapter was written was 2006.

Emergence of the Oldest Old Population

According to the Lexis hypothesis that adult lifespans
are normally distributed when premature mortality is
disregarded, an increase in the adult modal age at
death means that the whole distribution of adult deaths
should move to higher ages (i.e. to the right). This is
illustrated in Fig. 10.8 with empirical data from Japan,
France, Sweden and Denmark for females covering
the period 1947–2007, which distributes by age the
100,000 life table deaths at 20 year intervals. In France,
until the life table of 1907 (not shown in Fig. 10.8), less
than 2% of females die at age 90 or above, 2% in 1927,
6% in 1947, 12% in 1967, 23% in 1987 and 39% in
2007. This dramatic increase in the number of deaths
occurring at age 90 and above illustrates the emergence
of the oldest old resulting from changes in the mortality
conditions.

On the whole, Fig. 10.8 illustrates three different
patterns of change over the last 60 years. In France
and Sweden, the increase in the modal age at death is
accompanied by an increase in the number of people
dying at the modal age; in other words, the distribu-
tion is more concentrated. In both cases, close to 5%
of females die at the modal age in 2007. In contrast, in
Denmark there is little change in the number of peo-
ple dying at the modal age, about 4% of females for
the whole period 1947–2007. In Japan, the number of
people dying at the modal age clearly increases from
1947 to 1987, from 2.5 to 4.6% of females, but this
concentration does not continue to increase to 2007,
remaining at 4.6%.

These different patterns affect the pace of increase
in the number of oldest old people across countries
as we will see with more detail below in the sections
devoted to the number of nonagenarians and cente-
narians. In this chapter, the terms nonagenarians and
centenarians refer to the groups of people between 90
and 99 years of age and 100 years of age and over,
respectively. However, in a few specified instances,
centenarians correspond to the single age of 100 years.
In France and in Sweden, the concentration of deaths
at the modal age limits the increase in the number
of nonagenarians and centenarians associated with the
large increase in the modal age at death (a 12-year
increase over the 60-year period in both countries). In
Denmark, the relative lack of a concentration of deaths
during the period can compensate for the relatively
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Fig. 10.8 Change in the distribution of deaths by age in four countries since 1947, females per 100,000. Source of data: Period life
tables, human mortality database (HMD)

weak increase in the modal age at death (an 8-year
increase over the 60-year period) and lead to a sig-
nificant increase in the number of nonagenarians and
centenarians. In Japan, where the modal age at death
increased by 15 years over the period, the same mech-
anism may multiply the increase in the number of
nonagenarians and centenarians.

Lexis and his contemporary colleagues understood
the centre of density (Lexis 1878), i.e. the maximum
probability of death (Bertillon 1878) or the mode
(Pearson 1897) as a constant characteristic of human
longevity. In 1939, Major Greenwood (1880–1949)
and Joseph O. Irwin (1898–1982) suggested that the
adult mode increased over time, but the increase in M
was not clearly demonstrated until the work of Väinö
Kannisto (1916–2002), published in 2001. Kannisto
also showed that the increase in the modal age at death
is accompanied by a reduction in the dispersion of ages
at death occurring after the modal age. These obser-
vations allowed him to formulate the hypothesis that
there is an “invisible wall” against which mortality
would gradually compress as the modal age increases
(Kannisto 2001).

But more recent research following the thread of
Kannisto’s work suggests that the dramatic increase in

the modal age at death in the low-mortality countries
after the 1950s may no longer be accompanied by a
reduction in the dispersion of ages at death beyond this
mode (Cheung and Robine 2007). This scenario, called
“shifting mortality”, was described by John Bongaarts
in 2005. These two current assumptions, “compres-
sion” and “shifting mortality”, correspond exactly to
the two scenarios devised by the Marquis de Condorcet
(1743–1794) in 1793: “Indeed the average length of
life that must continually increase as we plunge into
the future may receive increases according to a law
such that this duration approaches continually a limited
extent without ever being able to reach it, or accord-
ing to a law such that the same term may acquire in
the immensity of the centuries an ever greater extent
than any specific amount assigned as limit.” This text is
dated October 4, 1793.10 As an aside, its publication in
1795 sparked the ire of Thomas Malthus (1766–1834)
and led him to write his famous Essay on the Principles
of Population, published in 1798.

10 Condorcet was arrested March 27, 1794, and found dead in
his cell the next day.
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The Number of Centenarians

The most spectacular consequence of this silent adult
longevity revolution, occurring when almost every-
body was looking at infant and/or young adult pre-
mature mortality, is the explosion of the number
of centenarians. This phenomenon is illustrated in
Fig. 10.9 for 14 European countries taken together
and Japan. In both settings, the number of centenar-
ians is extremely low in the middle of the twentieth
century. For instance, in 1963, when the Japanese
Ministry of Health and Welfare started to publish
an annual List of Centenarians, the total number of
centenarians is as low as 154. By 2009, Japan enumer-
ates more than 40,000 centenarians. In 1946, the 14
European countries having available centenarian fig-
ures at this date have 1,333 individuals aged 100 or
over. By 2006, the same 14 countries have more than
43,000 centenarians. While in both cases, the pattern
of change over time is exponential growth as rep-
resented in Fig. 10.9, it is clear that the number of
centenarians is increasing much faster in Japan than in
Europe.

This dramatic increase in the number of centenar-
ians contradicts most writings from the second part
of the twentieth century, at least until the 1990s. In
the tradition of Buffon researchers stated that there
were no more centenarians than in the past as far back
as when Homo sapiens appeared; only a few indi-
viduals could live for 100 years and thus achieve the
maximum potential longevity of the species (Cutler
1985; Hayflick 1996; Walford 1985). This was one

of fundamental arguments put forward by James Fries
in 1980 to support his theory of compression of
morbidity.

While many books have been written on centenar-
ians and almost all classical authors wrote at least
some thoughts on the topic, many just copied older
documents and opinions and/or completed centenarian
lists without questioning the quality of the informa-
tion. Very few questioned the data quality; Abraham
de Moivre was an early exception (Laslett 1999;
Thoms 1873). However, modern and thorough studies
of available statistics in Denmark (Jeune 1995), France
(Robine and Saito 2009) and Japan (Robine et al. 2003)
have disclosed an identical pattern of change over time
in the number of centenarians to that illustrated for
France in Fig. 10.10.

In these three countries when vital statistics by age,
including death counts and population estimates, first
became available, they recorded a significant num-
ber of centenarians. But they also revealed, beyond
fluctuations due to small numbers, a decreasing trend
over time. In France and in Denmark, where the pro-
cess spanned over two centuries, we can identify three
periods. During the first period which lasted until the
1870s in France, the number of centenarians reported
in the national statistical series decreases. During the
second period, which lasts until the 1950s, the num-
ber of centenarians remains extremely low. According
to Bernard Jeune, during this period, centenarians are
rare but not exceptional people. Eventually, during the
third period, which started in the 1950s in Denmark
and France and in the 1960s in Japan, the numbers
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Fig. 10.9 Increase in the number of centenarians (100+) in 14 European countries since 1946 and in Japan since 1963, by sex.
Source of data: Robine and Saito (2009)
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Fig. 10.10 Increase in the number of centenarians (100+) in France since 1816, by sex. Source of data: Robine and Saito (2009)

start increasing and centenarians are no longer rare. In
Japan, where vital statistics became available only in
1899, the first and third periods nearly overlap, leav-
ing little time for a second period with a low reported
number of centenarians, but the general pattern is the
same (Robine et al. 2003).

The modern interpretation of these patterns is that
when statistical series begin, the quality of the data
is quite poor, especially for historical data and for
extreme values. Then, with the development of the
data series, or of the statistical capacity in general for
historical series, the quality of the data improves, pro-
gressively eliminating erroneous cases. Bernard Jeune
concludes that centenarians were exceptional during
the nineteenth century, rare during the first half of the
twentieth century, and are becoming more and more
frequent since the Second World War (Jeune 1995),
leading to the current emergence of the supercentenar-
ians, defined as people who have reached their 110th
birthday (Maier et al. 2010). The second major fea-
ture illustrated in Fig. 10.9 is that most centenarians are
women, but beyond the difference of numbers, the pace
of increase over time is quite similar for both sexes.

Table 10.2 gathers data for the European coun-
tries for which we have data for 2006 (27 countries
in total) and Japan. This table summarizes both the
main features of centenarians in 2006 and the main

differences between Europe and Japan. First, the cen-
tenarian (100+) sex-ratios are quite similar in the two
regions, 5.9 females for one male in Japan and 6 for
one on average in Europe. Second, the pace of increase
in centenarians is much faster in Japan than in Europe;
the number of centenarians was only multiplied by 2
in Europe between 1996 and 2006, while it was mul-
tiplied by 4.2 in Japan. Robine and Caselli (2005)
developed the centenarian rate (CR), which indicates
the chance of a person aged 60 years becoming a cen-
tenarian 40 years later. Third, the chance for a Japanese
person aged 60 years in 1966 to have celebrated his/her
100th birthday in 2006 was three times higher than the
corresponding chance for a European person. Indeed,
158 out of 10,000 Japanese people aged 60 years in
1966 became centenarians in 2006 versus only 55 out
of 10,000 on average in Europe.

Table 10.3 and Fig. 10.11 detail some of these
figures for European countries. They disclose an unex-
pected range of values for the centenarian sex-ratios,
ranging from 19.2 females for one male in Luxemburg
to 0.9 female for one male in Lithuania. While small
population numbers can possibly explain the ratio
observed in Luxemburg, local explanations includ-
ing data quality should be sought for the low ratio
observed in Lithuania. Extreme values should always
be carefully checked before being used. The pace of
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Table 10.2 Total number of centenarians in Japan and in 27 European countries in 2006 and various centenarian
indicators, by sex

Country Males Females Total Sex-ratio Males Females Total

Number of people aged 100 years and more 10 year increase

Japan 3,906 23,236 27,142 5.9 3.0 4.5 4.2
European countries 8,228 49,078 57,306 6.0 2.0 2.0 2.0

Number of people aged 100 years Centenarian rate (CR)a

Japan 1,644 9,181 10,826 5.6 49.3 259.4 157.5
European countries 3,823 20,675 24,499 5.4 18.5 86.5 55.0
aSlovenia excluded
Source of data: Robine and Saito (2009)

increase between 1996 and 2006 is more homoge-
nous among the European countries, tending to be
faster in Mediterranean countries and slower in Nordic
countries.

Figure 10.11 displays the CR for the 26 European
countries with the requisite data. The values indicate

the chance of a woman who was aged 60 years in
1966 celebrating her 100th birthday in 2006, accord-
ing to her country of residency. This chance varied
from a low of 16.7 per 10,000 in Bulgaria to a high of
156.5 per 10,000 in France, which is about ten times
larger. This range indicates the significant European

Table 10.3 Number of centenarians (100+) in 27 European countries in 2006, sex-ratio and 10-year increase since 1996

Number of centenarians (100+) by January 1, 2006 10-Year increase

Country Males Females Total Sex-ratio Males Females Total

France 1,532 10,941 12,473 7.1 2.3 2.0 2.0
Italy 1,385 7,765 9,150 5.6 2.2 2.5 2.4
Germany 1,033 7,806 8,839 7.6 1.8 2.1 2.1
England & Wales 946 7,079 8,025 7.5 1.9 1.6 1.6
Spain 1,139 4,688 5,827 4.1 2.2 2.2 2.2
Poland 420 1,544 1,963 3.7 1.9 2.0 2.0
Netherlands 195 1,203 1,398 6.2 1.0 1.6 1.5
Sweden 194 1,115 1,309 5.7 1.4 1.7 1.7
Belgium 126 1,159 1,285 9.2 1.3 1.9 1.8
Switzerland 155 821 977 5.3 1.9 1.9 1.9
Portugal 139 731 870 5.3 1.9 2.1 2.1
Austria 112 666 778 6.0 2.5 2.2 2.2
Denmark 99 581 680 5.9 1.3 1.7 1.6
Scotland 60 575 635 9.6 1.6 1.6 1.6
Norway 96 446 542 4.6 1.1 1.4 1.3
Lithuania 243 212 454 0.9 3.1 0.7 1.2
Hungary 95 330 424 3.5 2.9 2.0 2.2
Finland 50 295 345 5.9 1.7 1.6 1.6
Czech Rep 47 270 317 5.7 2.2 2.0 2.0
Ireland 38 223 262 5.8 1.5 2.0 1.6
Bulgaria 43 163 206 3.8 1.1 1.3 1.2
Latvia 22 157 179 7.2 1.7 1.4 1.4
Slovakia 28 117 145 4.2 3.2 2.0 2.1
Slovenia 14 76 90 5.2 3.6 3.3 3.3
Estonia 7 72 79 10.7 1.9 2.5 2.4
Iceland 9 24 33 2.7 1.3 1.2 1.2
Luxemburg 1 19 20 19.2 0.5 1.3 1.2
All countries 8,228 49,078 57,306 6.0 2.0 2.0 2.0

Source of data: Robine and Saito (2009)
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Fig. 10.11 Female
Centenarian rate (CR) in 26
European countries in 2006,
by sex. Source of data: Robine
and Saito (2009)

heterogeneity in old-age mortality. As expected, tradi-
tional Mediterranean and Nordic long-lived countries
cluster on the left of the figure while Eastern European
countries cluster on the right.

Nonagenarians

The last section focused on centenarians (100 years or
100+), but a review of Fig. 10.8 helps to understand
that similar results would have been discussed if the
focus had been on people aged 90, 95, or 105 years.
While the media have noted the increase in the num-
ber of centenarians because of the symbolic meaning
of the figure “100” and the custom of official cele-
brations for centenarians’ birthdays, the increase in
the numbers at all ages 90 and above remains almost
unrecognized. The increase in the number of centenar-
ians is only the tip of the iceberg of the silent adult
longevity revolution.

Directions for Future Research

This chapter detailing age patterns in adult mortality
has uncovered gaps in our knowledge. For instance, we
do not know what the typical adult length of life was
before the mid-eighteenth century. We do not know
how far we can generalize Swedish observations to
other European countries. Some studies suggest that
even if the distribution of ages at death was quite
flat, a small heaping about a mode can already be
observed for the citizens of ancient Greece (Finch

2009, personal communication) as well as for con-
temporaneous hunter-gatherers (Gurven and Kaplan
2007). These observations, combined with a modern
look at the data gathered during the eighteenth century
(see Fig. 10.4), suggest that when mortality conditions
are good enough to allow a typical length of life to
emerge, the mode is located in the age range 70–75.
This, however, needs better documentation with data
from the past as well as contemporary data from
countries and regions at different stages of economic
development.

The increase in nonagenarians and centenarians is
a new phenomenon and it is proceeding at a different
pace across countries. While the gap between Japan
and Europe is large, there is significant heterogeneity
within Europe. The uncertainty about current figures
at regional and global levels is considerable. We have
no idea of the number of nonagenarians and centenar-
ians in the vast majority of the countries of the world,
especially in less-developed countries.

Future research should give priority to the following
four topics:

• Improving data quality and expanding data collec-
tion

• Estimating modal values of age at death
• Assessing dispersions around the mode
• Understanding the mortality dynamics leading to

the observed changes.

Improving data quality is the basic requirement
if we want to extend our study of human longevity
across countries. This requires more research on age
validation, especially in countries where population or
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Fig. 10.12 Mortality according to age, in the absence of prema-
ture death (Fries 1980). Source: Fries (1980), Copyright C 1980
Massachusetts Medical Society. All rights reserved

vital registration is quite recent or where migration
is high.

Beginning with his initial work on the mode of the
distribution of ages at death, Karl Pearson (1902) high-
lighted that relative to the reliability of life expectancy
at birth or the median age at death, the modal age
at death displays more fluctuations making its correct

assessment crucial. More parametric or non-parametric
work on the determination of the modal values would
be welcome.

Figure 10.12 illustrates the most interesting pro-
posal associated with the theory of compression
of morbidity presented by James Fries in 1980.
According to Fries, after elimination of all prema-
ture mortality, natural deaths should be normally dis-
tributed, as in the Lexis’ model, around a mean value
of 85 years with a standard deviation of ±4 years. His
prediction of 85 years for the mean life duration was
much too low, but what about his prediction for the
standard deviation? His proposal implied that no one
can become a centenarian as almost nobody can exceed
four standard deviations from the mean in a normal dis-
tribution (i.e. 85 years + (4 × 4 years) = 101 years),
excepting exceptional people and in extraordinarily
large populations.

Empirical observations suggest that the distribution
of adult ages at death tends to be more concentrated
when the modal age at death increases. This tendency
is illustrated in Fig. 10.13 with data coming from
the almost 5,000 life tables gathered in the Human
Mortality Database by the year 2006 beginning with
the life tables by sex for Sweden in 1751 (Robine et al.
2008). The relationship is not linear and the figure
suggests that the standard deviation may approach a
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floor level in the vicinity of 6 years when the modal
age at death goes over the age of 90 years. This slow-
down in the decrease in the standard deviation when M
is increasing will strongly impact the pace of increase
in the number of nonagenarians and centenarians. It is
the main reason why the number of centenarians mul-
tiplied by 4 in Japan between 1996 and 2006 when
Europe only experienced a doubling of this population
over the same period (Cheung and Robine 2007).

Small changes in the standard deviation of adult
ages at death may have dramatic impact on the num-
ber and on the ages of the oldest old. More research
is needed on indicators of the shape of the distribution
and on the dispersion/concentration of deaths. In addi-
tion, research on possible changes over time, including
simulation and “what if” scenarios would be useful.

Eventually, understanding the mortality dynamics
leading to the observed changes in the modal age
at death as well as in the dispersion of individual
life durations around the central value is the ulti-
mate goal for future research. Work expanding this
approach to cause of death or introducing health deter-
minants and risk factors would be welcome. A number
of researchers are already providing additional results
in these new demographic domains (Canudas-Romo
2008; Cheung et al. 2005, 2009; Cheung et al. 2008;
Ouellette and Bourbeau 2009; Thatcher et al. 2010).

Conclusion

Knowledge on adult longevity was extremely lim-
ited before the publication of the work by Wilhelm
Lexis (1878). In the late nineteenth century, high infant
mortality was the main public health issue, and life
expectancy at birth, which averaged all individual life
durations into one unique value, provided a reliable
and valid indication of the level of high early life
mortality. Life expectancy was soon considered the
best index of the lifespan (Dublin 1923) and remains
today the most popular longevity indicator (Population
Reference Bureau 2009).

Like his predecessors, Lexis considered that adult
longevity was constant over time. Major Greenwood
and Joseph Irwin were the first scholars challenging
this idea in 1939. But again, it was probably too early;
we had to wait until the work of Kannisto in 2001
to have clearly demonstrated that an increase in the

modal lifespan occurred over time. Subsequent work
disclosed a silent adult longevity revolution. In a first
phase, which accompanied the first demographic tran-
sition, the adult modal age at death increased from
an initial value, slightly above 70 years, to about 80
years. In a second phase, which started soon after
the Second World War in the developed countries, the
adult modal age at death steadily increased until the
end of the twentieth century, reaching values approach-
ing 90 years for females. The latest observations for
the years 2000–2007 in the countries most advanced
in the longevity revolution suggest a running out of
steam in the increase in the female modal values. Is
this the end of the longevity revolution or is it merely a
pause before the modal age at death resumes again its
course to higher ages, leading the whole distribution
rightward. Only time will tell.
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Chapter 11

Hispanic Paradox in Adult Mortality in the United States

Kyriakos S. Markides and Karl Eschbach

This chapter provides an update to our earlier
review on the Hispanic paradox in adult mortality
(Markides and Eschbach 2005). We focus primarily
on manuscripts published beginning in 2005. As in
our earlier review, we concentrate on mortality at adult
and older ages. When relevant, however, we will draw
on recent literature examining other outcomes, such
as disability, health behaviors, medical conditions, and
mental health. While there is a rather extensive relevant
literature on infant mortality and low birth weight, that
literature is not brought into the discussion, given our
objectives, with one exception: the paper by Hummer
et al. (2007) on infant mortality is discussed because
of its importance to the overall debate in the Hispanic
mortality literature.

This review devotes greater attention to the influ-
ence of the community context on Hispanic mortality.
Because high neighborhood Hispanic concentration
appears to be protective of the health of Hispanics,
we believe that it plays a role in helping explain
the mortality paradox. Below we provide some his-
torical background to the Hispanic Paradox literature
followed by a review of recent relevant literature.
Our conclusion suggests another “new” paradox also
alluded to by us, as well as by others (e.g., Sudano
and Baker 2006), namely, that Hispanics as a whole
have lower mortality rates but higher disability rates,
and generally poorer health than older non-Hispanic
whites. This other apparent paradox is discussed in
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the context of recent evidence in trends in the preva-
lence of poor health and disability in the general United
States population, similar trends in other Western
countries, as well as trends in the health of older
Mexican Americans using data from the Hispanic
Established Population for the Epidemiological Study
of the Elderly (EPESE), an ongoing longitudinal study
in the Southwestern United States. Since much of what
appears to be a mortality advantage among Hispanics
(specifically Mexican Americans) can be explained
by selective migration, we question the tendency in
the literature to speak of an “Immigrant Paradox”
since it is widely accepted, and for good reasons, that
immigrants to Western societies are selected for good
health.

Background to the Hispanic Paradox
Through 2004

The first paper to use the term “epidemiologic para-
dox” to describe the health of Hispanics appeared
almost 25 years ago (Markides and Coreil 1986). It
focused on the health of Hispanics in the Southwestern
United States who were mostly Mexican Americans.
The epidemiologic paradox basically stated that the
health status of Hispanics in the Southwestern United
States was comparable to the health status of non-
Hispanic whites and was considerably better than the
health status of African Americans with whom they
were more similar socioeconomically. This conclu-
sion was based on reviews of evidence on several
health indicators, including infant mortality, overall
life expectancy, and mortality from cardiovascular
diseases and most major cancers. Hispanics were
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clearly disadvantaged vis-à-vis the general population
on other health indicators, such as diabetes and infec-
tious and parasitic diseases (see also, Hayes-Bautista
1992; Vega and Amaro 1994).

As we previously argued (Markides and Eschbach
2005), the existence of a paradox at the time was
not based on superior health profiles, but on what
appeared to be similar health profiles of Hispanics and
non-Hispanic whites. Similarity in health profiles was
still paradoxical, given wide disparities in socioeco-
nomic status (SES) and living conditions between the
two populations. Similar mortality profiles were evi-
dent in data from both Texas (Sullivan et al. 1984)
and California (California Center for Health Statistics
1984) and were primarily due to relatively low death
rates of Hispanics from major causes of death, espe-
cially among men. Explanations offered at the time
focused on certain cultural practices, strong families,
and selective migration (Markides and Coreil 1986).

It was not long before the evidence began suggest-
ing a mortality advantage among Mexican Americans
and among other Hispanic populations, and the epi-
demiologic paradox began to be commonly referred
to as the “Hispanic Paradox” or the “Latino Paradox”
(Abraido-Lanza et al. 1999; Franzini et al. 2001;
Palloni and Morenoff 2001). Franzini et al. (2001) con-
ducted a comprehensive review over a 20-year period
and concluded that the paradox was most apparent in
mortality and especially in infancy and in old age.
The authors concluded that the reasons behind the
paradox remained largely unknown and that there was
reason to believe that part of the paradox may result
from selective immigration of healthy immigrants and
selective return migration to the country of origin by
old people in poor health, a phenomenon referred to
as “salmon bias.” Abraido-Lanza et al. (1999) found
that a salmon bias accounted for some but not all the
Hispanic mortality advantage.

Because of problems inherent in the official mor-
tality statistics using vital statistics and population
enumeration data, namely, misclassification of ethnic-
ity on death certificates, investigators have employed
national community surveys linked to the National
Death Index because they avoid the misclassification
problems, since ethnicity is established up front at
the time of the interview. Such studies have tended
to find a smaller Hispanic mortality advantage but
an advantage nevertheless (e.g., Hummer et al.
2004). Palloni and Arias (2004) used the National
Health Interview Survey (NHIS) data and found

little support for the data quality, cultural factors,
and healthy migrant hypotheses in explaining the
Mexican-American mortality advantage. At the same
time, they found evidence in support of the selective
out-migration or salmon bias hypothesis, which is
consistent with the mortality advantage observed in
old age among foreign-born Mexican Americans.
They also note that the same effect for other Hispanics
for whom return migration to their countries of origin
was less likely because of their remoteness. They note
that the mortality advantage was limited to Mexican
Americans and “Other Hispanics” and did not pertain
to Cubans or Puerto Ricans.

We previously argued (Markides and Eschbach
2005) that these conclusions were limited by the
unknown provenance of “Other Hispanics” as well
as by the limitations of the NHIS sample, something
also acknowledged by Palloni and Arias (2004). We
suggested that using more recent expanded National
Longitudinal Mortality Study (NLMS) data would
be able to address some of these limitations and
would give us a better idea regarding the viabil-
ity of the salmon bias hypothesis. Furthermore, we
noted another approach to estimating mortality rates
for older people using data from the Social Security
Administration’s Master Beneficiary Record and the
NUDIMENT file. Using these data, Elo et al. (2004)
found a smaller Hispanic mortality advantage than
found using vital statistics. The presumed superiority
of these data rests on more complete follow-up than is
the case with NHIS-MCD and the NLMS.

Thus, the majority of the evidence through 2004
continued to support a Hispanic mortality advantage,
at least among Mexican Americans. At the same time,
there was one major challenge to the Hispanic Paradox,
namely, the Palloni and Arias (2004) analysis which
suggested that health selective return migration may
explain the mortality advantage of older Mexican
Americans. Since our previous review, the literature
has continued its attention to the Hispanic Paradox and
a number of studies have generated insightful analyses.
We review these below.

Recent Evidence

Our previous review included a table giving age-
specific death rates by gender for African Americans,
non-Hispanic whites, and Hispanics for the United
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States in (2000). These data, which were revised by
Anderson and Arias (2003) to adjust for misclassifica-
tion of Hispanic ethnicity on death certificates, showed
a Hispanic mortality advantage for both genders. The
overall age-adjusted ratio for Hispanic men relative to
non-Hispanic white men was 0.79. Among women, the
corresponding figure was 0.76. By contrast, mortality
rates for African Americans were higher than rates for
non-Hispanic whites at all ages except at ages 85 and
over, suggesting a persisting racial mortality crossover
(Manton and Stallard 1997; Markides and Black 1995).

Table 11.1 updates the above mortality rates with
2006 data. The table clearly shows a similar picture
to that from the 2000 data. The age-standardized rate
ratio for Hispanic men relative to non-Hispanic white
men was 0.73. The corresponding figure for women
was 0.71. Again, African-American death rates were
higher than non-Hispanic white death rates at every age
except 85 and over, suggesting the continued existence
of a racial crossover. The Hispanic advantage among
males was present at all ages beginning at age 25–
29 and was only slightly higher at older ages. Among
females, the advantage began at age 15–19 and was
relatively similar at all ages. Thus, unlike the 2000
rates, 2006 rates do not show a marked increase in the
mortality advantage at older ages among men. Arias
et al. (2008) have recently shown that the adjustment
for death certificate misclassification did not signifi-
cantly affect mortality advantages of Hispanics relative
to non-Hispanic whites.

Adjusting for Misclassification
of Ethnicity on Death Certificates

Arias et al. (2010) recently undertook the examination
of whether Hispanic origin misclassification of eth-
nicity or death certificates can explain the Hispanic
mortality advantage in another analysis that used the
National Longitudinal Mortality Study, which links
Current Population Survey data to death certificates for
the years 1979–1998. They found that Hispanic ori-
gin reporting on death certificates is quite good, with
only around 5% higher net Hispanic origin ascertain-
ment on survey records compared to death certificates.
Thus, correction for death certificate misclassifica-
tion had only a small effect on death rates among
Hispanics, with the Hispanic age-adjusted death rate
increasing from 79 to 83% of the non-Hispanic white

age-adjusted rate. Recently released life tables with
appropriate corrections for missclassification of eth-
nicity on death certificates as well as age misstate-
ment at ages 80 and over suggest the existence of a
2.5 year life expectancy advantage of Hispanics over
non-Hispanic Whites (Arias 2010).

We previously reviewed the manuscript by Elo
et al. (2004), which linked vital registration mortal-
ity data at older ages for the years 1989–1991 to
population denominators taken from the 1990 cen-
sus. This analysis applied corrections for a presumed
7% under-ascertainment of Hispanic ethnicity on death
certificates (Rosenberg et al. 1999) and for ethnic dif-
ferences in Census undercount. A Hispanic advantage
was estimated for both men and women, which was
consistent with other analyses using different data sets.
Elo et al. (2004) use of Social Security and Medicare
records included data where ethnicity of the population
and mortality data came from the same source, thus
avoiding inconsistencies found in the vital statistics
method.

Eschbach and his research team (2006) examined
the influence of ascertainment of Hispanic ethnic-
ity in California and found under-ascertainment is
lower among the foreign-born than among the US-
born. After appropriate adjustments for foreign-born
deaths, foreign-born Hispanics exhibited a significant
mortality advantage of 25–30% compared to non-
Hispanic whites. US-born Hispanics had only a slight
advantage over non-Hispanic whites, which could be
explained by misclassification of ethnicity on death
certificates. These findings reinforce the conclusion
that the Hispanic Paradox of lower mortality than is
the case among non-Hispanic whites is primarily an
immigrant phenomenon.

The Salmon Bias Hypothesis Revisited

Turra and Elo (2008) more recently used data from
the Master Beneficiary Record and NUDIMENT data
files of the Social Security Administration to provide
as yet the most rigorous test of whether “Salmon Bias,”
or return migration of older sick Hispanics to their
countries of origin, can explain the Hispanic mortality
advantage (see Abraido-Lanza et al. 1999; Palloni and
Arias 2004). They obtained results that were consistent
with the salmon bias hypothesis in that foreign-born
primary Social Security beneficiaries living abroad
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Table 11.1 Age-specific and age-standardized death rates per 100,000 persons for Hispanics, non-Hispanic whites, and
non-Hispanic blacks, 2006

Age Hispanic Non-Hispanic white Non-Hispanic black
Rate ratio Hispanic:
non-Hispanic white

Male
Under 1 year 640.7 621.9 1,453.3 1.03
1–4 years 28.8 26.7 48.2 1.08
5–9 years 13.5 14.2 23.7 0.95
10–14 years 19.3 18.0 27.6 1.07
15–19 years 98.0 79.0 134.7 1.24
20–24 years 141.4 136.5 223.0 1.04
25–29 years 111.7 137.2 253.7 0.81
30–34 years 113.9 145.2 279.9 0.78
35–39 years 142.4 183.0 336.8 0.78
40–44 years 215.6 278.0 471.1 0.78
45–49 years 326.7 417.1 732.9 0.78
50–54 years 507.1 621.0 1,199.1 0.82
55–59 years 718.7 869.7 1,662.0 0.83
60–64 years 1,030.0 1,327.5 2,355.8 0.78
65–69 years 1,553.4 2,000.1 3,190.8 0.78
70–74 years 2,393.6 3,100.3 4,451.9 0.77
75–79 years 3,720.7 4,983.5 6,441.8 0.75
80–84 years 5,719.9 8,103.3 9,165.9 0.71
85 years and over 9,435.5 14,841.1 13,403.1 0.64
Age standardized 675.6 922.8 1,241.0 0.73

Female
Under 1 year 538.3 503.7 1,220.1 1.07
1–4 years 24.0 23.2 40.3 1.03
5–9 years 10.1 11.7 17.3 0.86
10–14 years 13.7 11.9 18.4 1.15
15–19 years 30.5 38.1 38.2 0.80
20–24 years 40.0 47.6 68.6 0.84
25–29 years 38.7 55.3 93.5 0.70
30–34 years 47.7 70.2 130.9 0.68
35–39 years 69.0 103.7 196.5 0.67
40–44 years 107.0 165.1 308.4 0.65
45–49 years 177.0 246.7 467.0 0.72
50–54 years 263.9 356.7 673.7 0.74
55–59 years 389.3 528.4 929.8 0.74
60–64 years 622.4 851.6 1,348.2 0.73
65–69 years 957.8 1,306.2 1,911.3 0.73
70–74 years 1,554.8 2,107.8 2,732.5 0.74
75–79 years 2,569.3 3,400.4 4,118.7 0.76
80–84 years 4,178.9 5,718.8 6,438.9 0.73
85 years and over 8,803.5 13,150.7 12,350.5 0.67
Age standardized 468.6 660.0 828.4 0.71

Source: Heron et al. (2009).

had higher mortality rates than foreign-born benefi-
ciaries living in the United States. They also found
that a significant number of Hispanic men and women
living abroad returned to the United States when their

health declined and thus had high mortality rates. The
authors suggest that the effect of the salmon bias on
death rates is partially offset by the high mortality
of Hispanic emigrants returning to the United States.
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They conclude that while a salmon bias exists, it is too
small in magnitude to explain the Hispanic mortality
advantage.

A rather different test of the salmon bias hypothe-
sis was recently made by Hummer et al. (2007) who
used data from the US birth and infant death cohort
files from 1995 to 2000 to compute age-specific infant
mortality rates for infants born in the United States to
Mexican-origin women by nativity and in comparison
to rates for US-born non-Hispanic white women. The
very large sample enabled the computation of stable
infant death rates for the first hour of life, first day,
and first week. They found that the rates for infants
born to Mexican immigrant women were around 10%
lower than those for infants born to non-Hispanic
white US-born women. Mortality rates of infants born
to US-born Mexican-origin women were similar to
those of non-Hispanic women and were considerably
lower than those for infants born to non-Hispanic
black women. Hummer and colleagues concluded that
the favorable rates so early in life for Mexican-born
women were unlikely to be the result of out-migration
of Mexican-origin women and infants.

The SES Gradient

Turra and Goldman (2007) followed suggestions from
the literature on the Hispanic Paradox and examined
whether socioeconomic gradients in mortality differed
between Hispanics and other groups. They employed
data from the 1989 to 1994 waves of the National
Health Interview Survey (NHIS) linked to mortality
data from the National Death Index (NDI) through
1997. As expected, differences in mortality by edu-
cation were smaller for Hispanic groups than from
non-Hispanic whites. Also, as predicted from the liter-
ature (e.g., Markides and Eschbach 2005), a Hispanic
mortality advantage was not present at younger ages. A
Hispanic mortality advantage was observed in middle
age and was largest in old age. The mortality advantage
was greater among foreign-born Hispanics than among
the native-born, again, especially so in old age. The
mortality advantage was most notable among “Other
Hispanics” (other than those of Mexican, Cuban,
or Puerto Rican origin). In fact, Puerto Ricans had
higher mortality rates than non-Hispanic whites, espe-
cially at the younger and middle years. The authors
underscore an important pattern that has not received

much attention in the literature: “The Hispanic mor-
tality advantage pertains primarily to persons of lower
SES” (Turra and Elo 2007: S187). This was the case in
middle and old age. Hispanics with higher education
or income had similar or higher mortality rates than
non-Hispanic whites.

Goldman et al. (2006) investigated socioeconomic
gradients in health behaviors and health outcomes
for the Mexican-origin population compared to non-
Hispanic whites. They used data from three studies:
the Los Angeles Family and Neighborhood Survey, the
Fragile Families and Well Being Study, and the NHIS.
They found evidence of an absence of significant edu-
cational differentials for a number of health-related
variables among adults but also among adolescents and
infants in the Mexican-origin population compared to
non-Hispanic whites. The absence of such differen-
tials was especially notable in the Mexican immigrant
population. The authors suggested alternative expla-
nations, including different SES gradients in Mexico
(e.g., higher SES has been associated with more smok-
ing, alcohol consumption, and consumption of high
calorie foods), healthy immigrant selection, and nega-
tive changes in health behaviors associated with accul-
turation and assimilation. The above two studies, as
well as others, raise questions about the meaning of
low education, low income, and low SES in general
in the Mexican-origin population, especially among
immigrants. We return to this issue in the discussion
and conclusion section.

Mortality at Younger Ages

Eschbach et al. (2007) investigated mortality differ-
ences among Hispanics by nativity using Texas and
California vital registration data from 1999 to 2001
linked to 2000 US Census population data. They
focused on ages 15–44, where little attention has
been paid and where consistent Hispanic advantages
have not always been found. In addition, causes of
death at younger ages may have a different etiol-
ogy than at older ages where cardiovascular disease
and cancer account for most deaths. The results pre-
sented by 5-year age groups revealed that for most
age groups, mortality rates were lower among foreign-
born Hispanics than among non-Hispanic whites.
On the other hand, US-born Hispanic men had
higher mortality rates than non-Hispanic white men.
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Similarly, while a mortality advantage was observed
for foreign-born Hispanic women, US-born Hispanic
women had similar mortality profiles as non-Hispanic
white women.

Further analyses focused on cause-of-death pat-
terns. US-born Hispanic men had a slight advantage
in mortality from unintentional accidents and injuries
over foreign-born Hispanic men. US-born Hispanic
men had higher mortality rates from all other causes
of death. Substance abuse and circulatory diseases
accounted for the largest share of the mortality differ-
ence. Further examination revealed that homicide and
alcohol-related mortality was higher among Hispanic
immigrant men than non-Hispanic white men. These
disadvantages were offset by substantially lower rates
from suicide and substance abuse (other than alco-
hol) among Hispanic immigrant men than among
non-Hispanic white men. US-born Hispanic men had
higher mortality rates than non-Hispanic white men
for both social and behavioral causes as well as
chronic diseases. Approximately 78% of the mortal-
ity disadvantages were attributed to substance abuse,
HIV and other sexually transmitted diseases, alcohol-
related causes, and homicide. As with men, death
rates of foreign-born Hispanic women were lower than
those of US-born Hispanic women as well as those
of non-Hispanic white women. These advantages were
primarily attributable to social and behavioral causes
but also to mortality from major cancers and circula-
tory diseases. US-born Hispanic women in comparison
to non-Hispanic white women had higher death rates
from homicide, HIV, and infectious and parasitic dis-
eases. They had lower rates from suicide, substance
abuse, and unintentional accidents. As with men, no
differences were observed with respect to chronic dis-
ease mortality. Thus, the Hispanic Paradox is primar-
ily an immigrant phenomenon among both men and
women at younger ages.

One implication of the findings reported in this
chapter is that evaluation of net mortality differentials
between Hispanics and non-Hispanics should be sen-
sitive to the mix of causes of death that create them.
For example, data from the 1980s and 1990s from
both vital registration and NDI-linkage reported higher
rather than lower Hispanic mortality at younger ages.
However, between the period from 1990 to 1993 and
2004 to 2006, homicide mortality rates for adults aged
25–44 dropped by more than 50% for non-Hispanic
whites and by nearly 2/3rds for Hispanics in Texas.

While Hispanics remain disadvantaged from this cause
of death compared to non-Hispanic whites, homicide
has become a considerably smaller influence on group
differences. Motor vehicle accident mortality dropped
substantially for younger Hispanics over this period
in Texas, so that younger Texas Hispanics now report
lower rather than higher motor vehicle mortality than
non-Hispanic whites in the same state. A corollary
implication is that studies based on National Death
Index linkage may be challenged with respect to their
ability to be responsive to period changes in mortal-
ity, because they cumulate patterns of death over time,
with limited sample size in any period.

Our previous paper reported and discussed several
studies that have used data from a file that linked NHIS
survey records to the NDI (Markides and Eschbach
2005). Palloni and Arias (2004) provided the most
thorough analysis. Recently, an enlarged public-use
file was issued that included more years of survey
records (1986 through 2000) and more years of mor-
tality follow up (through 2002). A recent study used
the new and expanded file, and corroborated pre-
viously reported findings of lower mortality among
Hispanics relative to non-Hispanic whites (Borrell and
Crawford 2009). As in previously reported research
with earlier releases of the same data set, most of the
advantage occurs in old age with inconsistent findings
among younger people where higher mortality rates
were observed at age 25–44 than among non-Hispanic
whites, regardless of nativity and age. Also as in pre-
vious work, Puerto Ricans appear to have higher death
rates than other Hispanic groups. The report did not
clarify the relationship of the new data release to the
versions used in previously published studies, so it is
unclear to what extent the reported findings are inde-
pendent of those reported from previous releases of
the same data. Models reported were either crude—
though stratified in broad age bands—or fully adjusted
for a large number of covariates, so that it is difficult
to assess the degree of concordance of the reported
hazard rate ratios with previously reported studies.

The immigrant mortality advantage is not con-
fined to Hispanics. In fact, there appears to be an
overall immigrant mortality advantage that may have
increased in recent years. Singh and Hiatt (2006) esti-
mated that immigrants had a life expectancy that was
2.3 years longer than that of the US-born in 1979–
1981 (76.2 vs. 73.9 years). This immigrant advan-
tage increased to 3.4 years in 1999–2001 (80.0 vs.
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76.6) and was evident for cardiovascular diseases,
major cancers, diabetes, respiratory diseases, suicide,
and unintentional injuries. They conclude that these
trends are due in part to growing heterogeneity of
the immigrant population, continuing advantages in
behavioral characteristics, and migration selectivity.
Among men, Asian/Pacific Islander immigrants had
the highest life expectancy at birth in 1999–2001 (80.7
years) followed by Hispanic immigrants (79.0 years)
and non-Hispanic white immigrants and black immi-
grants (both at 75.6 years). Among women, US-born
Asian/Pacific Islanders had the highest life expectancy
(85.0) followed by Asian/Pacific Islander immigrants
(85.0) and Hispanic immigrants (84.1). For each eth-
nic origin, there was an immigrant advantage, except
for Asian/Pacific Islanders, which may reflect com-
positional differences between the native-born and
immigrants, especially in old age where most deaths
occur. In an analysis of disability rates using 2000
Census data, we noted an immigrant disadvantage
among older Asian Americans who were increasingly
of Filipino and Vietnamese origins compared to the
native-born, a substantial percentage of whom were of
Japanese origin (Markides et al. 2007). Singh and Hiatt
(2006) found that the largest nativity differences were
observed among blacks and Hispanics and in both gen-
ders. They conclude that health selectivity as well as
behavioral advantages such as lower smoking, obesity,
and chronic disease prevalence account for much of the
immigrant mortality advantage.

Hispanic Neighborhoods

In our work on older Mexican Americans using
data from the Hispanic EPESE, we found lower all-
cause mortality in high Hispanic density census tracts
(Eschbach et al. 2004). We concluded that cultural
factors may have contributed to the lower mortal-
ity in terms of protective support systems available
to older Mexican Americans. Similar findings were
obtained by LeClere et al. (1997) and Palloni and
Arias (2004) using National Health Interview Survey-
Multiple Cause of Death (NHIS-MCD) data. The
latter used county-level data and concluded that the
effect was too weak to account for a mortality advan-
tage of Hispanics relative to non-Hispanic whites.
Our previous review suggested that the literature had
not identified specific cultural mechanisms that might

account for lower mortality (Markides and Eschbach
2005).

We might add that in the above analysis (Eschbach
et al. 2004), we also found that high Hispanic ethnic
concentration was associated with lower prevalence
of stroke, cancer, and hip fracture, all three of which
are major contributors to mortality. Other analyses
using Hispanic EPESE data found similar results with
respect to depressive symptoms (Ostir et al. 2004)
and with respect to self-rated health (Patel et al.
2003).

A question raised was whether the above findings
on the positive influence of Hispanic concentration
were unique to older Mexican Americans. Eschbach
et al. (2005) used Surveillance, Epidemiology, and End
Results (SEER) program data and US Census Bureau
data to examine a potential protective influence of
Hispanic concentration on cancer incidence at all ages.
They found that the incidence of breast, colorectal,
and lung carcinoma decreased with increasing percent-
age of Hispanics in the census tract. More recently,
Reyes-Ortiz and colleagues (2010) found similar find-
ings with respect to cancer mortality. Both studies
concluded that the greater assimilation of Hispanics
of all ages into ethnically heterogeneous neighbor-
hoods is likely to increase their cancer incidence and
mortality in the future. A possible mechanism respon-
sible for this association is changing health behaviors
with greater residential assimilation into the larger
society.

Reyes-Ortiz et al. (2009) used data from the
Third National Health and Nutrition Examination
Survey (NHANES) from 1988 to 1994 to more
directly assess the association of Hispanic neigh-
borhood concentration and one possible mechanism
through which advantages in health and mortality
might operate: consumption of foods and nutrients
by Mexican Americans. They found somewhat mixed
results: higher percentage of Mexican Americans in
the census tract was associated with lower consump-
tion of fruits, carrots, spinach/greens, and broccoli,
and with lower levels of serum Se, Vitamin C, a-
carotene, lycopene, and folate. At the same time,
Mexican-American concentration was associated with
great consumption of other foods, such as tomatoes,
legumes, and corn products that may confer some
advantages.

Another analysis of data from NHANES III exam-
ined the association of neighborhood SES on fruit and
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vegetable consumption among non-Hispanic whites,
blacks, and Mexican Americans. A notable finding
was that the positive association of neighborhood SES
and fruit and vegetable consumption was significantly
greater among non-Hispanic whites than among blacks
and Mexican Americans (Dubawitz et al. 2008), sug-
gesting that non-Hispanic whites are better able to take
advantage of the availability of fruits and vegetables in
more affluent neighborhoods.

Lee and Ferraro (2007) report an analysis of
effects of ethnic isolation for Mexican Americans and
Puerto Ricans on two measures of physical health:
an index measure of six acute physical symptoms
and self-reported limitations of instrumental activities
of daily living. The data used are from the Midlife
Development in the United States (MIDUS) Chicago
sample. Survey cases are linked to 1990 Census data
for neighborhood clusters of residence as defined
by the Project on Human Development in Chicago
Neighborhoods. For Puerto Ricans, increased ethnic
isolation is associated with significantly poorer out-
comes on both measures. For Mexican Americans, by
contrast, a mixed effect is reported. The main effect of
ethnic isolation is associated with lower reported dis-
ability and physical symptoms that is not statistically
significant, given the sample size. However, a cross-
level interaction with immigrant generation indicates
significant reductions of both measures for generations
after the immigrant generation. Lee and Ferraro (2007)
suggest that ethnic isolation facilitates additional social
support and access to health care, but that only second
and subsequent generations living in these environ-
ments are positioned to take advantage of these assets.
As in Eschbach et al.’s papers using data from the
Hispanic EPESE, the study lacks direct evidence as to
mechanism, because the reported findings pertain only
to cross-sectional associations with census measures of
ethnic composition.

A question that has arisen in the literature is whether
it is Hispanic concentration in the neighborhood that
affords protection or whether it is the proportion of
immigrants. Osypuk et al. (2009) recently attempted
to delineate the influence of “immigrant enclaves” on
the health of Hispanics and Chinese Americans using
data from the Multi-Ethnic Study of Atherosclerosis
(MESA). They suggested that there are various mech-
anisms through which neighborhood characteristics
such as immigrant composition can influence health
outcomes over and above individual characteristics.

For example, immigrant enclaves’ social networks
and social control mechanisms may promote healthy
behaviors (see Portes and Rumbaut 2006), and ethnic
enclaves may insulate immigrants from discrimina-
tory exposures. Other structural factors may include
access to healthy ethnic food, but also may include the
deleterious effects of poverty and unsafe living envi-
ronments. Hispanic participants in the MESA were
recruited from Los Angeles, New York, and St. Paul.
Chinese-American participants were recruited from
Los Angeles and Chicago. Participants were aged 45–
84 at baseline in 2000. After adjusting for individual
characteristics and neighborhood poverty, census tract
proportion of immigrants was associated with a lower
consumption of high-fat foods among Hispanics and
Chinese Americans. In contrast, among Hispanics,
immigrant concentration was associated with lower
levels of physical activity. Subjects residing in heav-
ily immigrant neighborhoods reported greater avail-
ability of healthy food but also poorer walkability,
recreational exercise resources, safety, lower social
cohesion, and lower civic engagement. The authors
concluded that some aspects of ethnic enclaves might
be beneficial to health while others may not.

The above studies provide at best mixed evidence
that high Hispanic concentration in neighborhoods
confers advantages in health behaviors that might lead
to better health and lower mortality among Mexican
Americans. No studies have been reported that cor-
roborate Eschbach et al.’s finding of lower all-cause
mortality in high-density Hispanic census tracts, rais-
ing questions about whether the effect is specific to
that sample. Certainly, as Palloni and Arias (2004) con-
cluded, there is no evidence of a beneficial effect of
ethnic co-residence of sufficient strength to support
attributing a significant portion of the reduced mortal-
ity of Hispanics to cultural characteristics associated
with residence in barrio neighborhoods. We will return
to other possible protective mechanisms later on in the
discussion and conclusion section.

Biological Risk Profiles

Crimmins et al. (2007) reviewed the literature on the
Hispanic Paradox and noted, as have we and oth-
ers, that the majority of the evidence has identified
a Hispanic advantage principally in mortality espe-
cially among immigrants. They undertook analysis that
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went beyond mortality statistics and self-reported data
to examine whether evidence of a Hispanic Paradox
is present in biological risk factors for poor health,
such as blood pressure, blood glucose, and cholesterol.
They employed data from the NHANES for 1999–
2002 on adults aged 40 and over to compare blood
pressure and metabolic and inflammatory risk profiles
for non-Hispanic whites, blacks, US-born Hispanics,
foreign-born Hispanics, and Hispanics of Mexican
origin.

Their results showed that the risk profiles for
Hispanics were more favorable than those for blacks,
but less favorable than those for non-Hispanic whites.
After adjusting for SES, the differences between
foreign-born Hispanics and non-Hispanic whites
became non-significant. However, US-born Mexican
Americans continued to have worse biological risk
profiles than did non-Hispanic whites or Mexican
immigrants. They conclude that such results question
the notion of a Hispanic Paradox in biological risk pro-
files. At the same time, the similar Mexican immigrant
and non-Hispanic white profiles was consistent with
a migration selection hypothesis and to some extent
with differences in certain health behaviors. They also
conclude that biological measures are more amenable
to interventions and help researchers avoid pitfalls of
self-report as well as of mortality data.

Finch et al. (2009) recently added to the Mexican
immigrant health literature by examining an index of
cumulative biological risk using NHANES III data.
They found that recent immigrants were the most
advantaged on this and other measures, followed by
long-term immigrants, and subsequently by US-born
Mexican Americans, who appear to have the poor-
est health. Such findings based on biological mea-
sures add new information to reports based on such
measures as mortality and self-reports of health, and
corroborate the healthy immigrant advantage found in
numerous studies (see, for examples, Abraido-Lanza
et al. 2005; Akresh and Frank 2008; Bates et al. 2008;
Cho et al. 2004; Jerant et al. 2008; Lara et al. 2005;
Vega et al. 2009). The same relationship has been
observed with respect to mental health. For example,
Escobar et al. (2000) reviewed five large studies which
suggested that immigrants from Mexico have bet-
ter mental health than US-born Mexican Americans.
Explanations offered were similar to those found in the
physical health literature, namely, migration selection
and strong family support.

Migration Data from Mexico

While the majority of the data relevant to the Hispanic
Paradox dialogue are based on data collected in the
United States, there are now a few analyses that have
examined data from Mexico. Crimmins et al. (2005),
in addition to using data from the NHANES for 1999–
2002, employed data from the baseline of the Mexican
Health and Aging Study (MHAS) collected in 2001
to examine objective indicators of health selection of
migrants to the United States from Mexico as well as
return migrants from the United States back to Mexico.
They found that Mexican immigrants to the United
States are selected for higher education and for greater
height, which suggests better childhood nutrition and
health. At the same time, return migrants to Mexico
are shorter than migrants who stay in the United States,
suggesting the possible existence of a salmon bias.
In addition, return migrants had similar self-reported
health as people of the same age in Mexico but were
less likely to report hypertension. The authors con-
clude that their data support the role of health selection
in the Hispanic Paradox for Mexican Americans living
in the United States.

Additional analyses of MHAS data by Wong and
Palloni (2009) question the extent to which a sig-
nificant salmon bias is reflected in return migration
from the United States to Mexico. Specially, while
there is a considerable return migration to Mexico, the
data show that the vast majority of return migrants
are younger. MHAS and other data such as from the
Hispanic EPESE suggest that very few older Mexican
Americans return to Mexico in their older years, pri-
marily because their children live in the United States
(Markides et al. 2010).

Another valuable resource that is enabling addi-
tional insights into the Hispanic Paradox is the
Mexican Family Life Survey. Rubalcava et al. (2008)
examined the health of immigrants to the United
States between the 2002 and the 2005 surveys.
They employed data on 6,446 respondents aged
15–29 in 2002, some of whom moved to the United
States during the next 3 years, to find that health
significantly predicted migration among females and
rural males. But the associations were weak, with
considerable variation in the estimates between males
and females, and urban and rural dwellers. Health
measures included such objective measures as height,
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weight, and blood pressure, in addition to self-reported
measures. At this point, however, these results are
limited by the small number of migrants: 113 rural
men, 87 urban men, 90 rural women, and 55 urban
women. Another issue is the youth of the sample,
when a significant prevalence of health problems is
unlikely to occur.

Convergence to Native Levels in the
United States, Canada, and Australia

We saw earlier that health migrant selection is not
unique to Mexican Americans and other Hispanics
(Singh and Hiatt 2006). Other analyses with US
data on immigrant health corroborate the findings
on Hispanic populations and question whether the
Paradox is unique to Hispanics and whether the
Hispanic Paradox is a paradox at all. Antecol and
Bedard (2006) examined whether and how time in
the United States leads to a convergence in the health
of immigrants to American health status levels. They
used data from the 1989 to 1996 NHIS and focused
on obesity, a key mechanism for convergence often
discussed in the literature but rarely tested directly.
They found that immigrants enter the United States
with average Body Mass Index (BMI) rates that are
lower than those of native-born Americans. They
found that female immigrants converge to native BMI
rates within 10 years, while men close approximately
one third of the gap within 15 years, suggesting that
the immigrant health advantage dissipates with time
since immigration, especially among women (see ear-
lier analyses by House et al. 1990; Stephen et al.
1994).

The immigrant health advantage and subsequent
convergence to native levels has also been observed in
the two other major immigrant destinations: Canada
(Chen et al. 1996) and Australia (Donovan et al.
1992). Markides (2001) provides additional discussion
of these and other studies.

There is more recent evidence from both Canada
and Australia of the presence of a “healthy immigrant”
effect and subsequent convergence to native levels. For
Canada, McDonald and Kennedy (2004) used multi-
ple cross-sections of the National Population Health
Survey (NPHS), which showed that immigrants,

especially recent immigrants, are less likely than the
native-born to have ever been smokers. This was
especially the case for non-European-origin immi-
grants. At the same time, non-European-origin immi-
grants were less physically active, which has also
been found for Hispanic immigrants to the United
States (see earlier). It was also found that health
levels of immigrants tend to converge to Canadian-
born levels within approximately 10 years, a pattern
also present in the United States as discussed ear-
lier (Antecol and Bedard 2006). The data showed that
a healthy immigrant effect is present in both men
and women and for the incidence of chronic con-
ditions. McDonald and Kennedy (2004) found that
convergence to native levels over time reflects actual
convergence in physical health rather than conver-
gence in screening and diagnosis of existing health
problems.

Recent data from Australia corroborate the above
findings from Canada as well as those for the United
States discussed earlier. Biddle et al. (2007) used data
on immigrants to Australia aged 20–64, which showed
that immigrants have better health than the Australian-
born. Immigrants from non-English-speaking Europe
and from non-European countries had better health
upon arrival than those from English-speaking coun-
tries, such as the United Kingdom and Canada. They
also found that within 10–20 years, the health of
immigrants converges to the health of native-born
Australians.

Discussion and Conclusion

We have updated our previous review (Markides and
Eschbach 2005) with more recent evidence relevant to
the ongoing dialog regarding the Hispanic Paradox in
adult mortality. Immigrant health selection, most rel-
evant to the Mexican-origin population of a mortality
or health advantage, remains the most viable explana-
tion. We also argued that the Hispanic/Mexican-origin
advantage is not unique to the Hispanic population
in the United States in that it is present among most
immigrants to the United States as well as immi-
grants, especially those from non-Western-origins, to
Canada and Australia, the two other traditionally major
destinations of immigrants. Moreover, we noted that
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the evidence from all three countries suggests the
existence of convergence to native levels within 10–20
years of arrival.

Since our previous review (Markides and Eschbach
2005), there have been two major analyses relevant
to the “salmon bias” or return migration of unhealthy
Hispanics to the countries of origin. Turra and Elo
(2008) found that indeed there is evidence of a salmon
bias among Medicare beneficiaries, but the bias is too
small to explain the Hispanic mortality advantage. In
a rather different test of the salmon bias hypothesis,
Hummer et al. (2007) found mortality advantages in
infant deaths born to Mexican-born mothers in the
United States in the first few hours or days of life,
a time of highly unlikely migration of mothers and
infants back to Mexico. There are also data from the
MHAS, which suggest that very few older Mexican
immigrants to the United States return to Mexico in
old age (Wong and Palloni 2009), most likely because
their children live in the United States (Markides et al.
2010).

So if there is a mortality advantage of Hispanics,
especially in their older years, the search for mecha-
nisms must continue. We suggested that one area of
fruitful inquiry is communities of high Hispanic con-
centrations, which might confer some health advan-
tages. Advantages appear to be mostly confined to
immigrants, which raise questions regarding specific
mechanisms. Limited available evidence does not sup-
port that advantages are due to dietary practices or
health behaviors overall, at least not to the point of
explaining health or mortality advantages over and
above immigrant health selection. There are sugges-
tions of cultural supports that alleviate stress in immi-
grant communities, but direct tests are lacking.

With respect to mortality and health of Hispanics,
and more specifically those of Mexican origin, the
literature suggests a much weaker socioeconomic gra-
dient among Hispanics in both mortality (Turra and
Goldman 2007) and general health (Goldman et al.
2006). These and earlier findings suggest that the
meaning of low education, social class, occupational
status, and overall SES among Mexican and other
Hispanic immigrants must be scrutinized. As origi-
nally conceived, the Hispanic Epidemiologic Paradox
suggested that the health of Hispanics was similar (or
closer to) the health of non-Hispanic whites despite
their disadvantaged SES, and superior to the health

of African Americans with whom they shared sim-
ilar SES and living conditions in general (Markides
and Coreil 1986). All this evidence raises questions
about whether low social class and SES are less
detrimental among Mexican-origin individuals than
they are among African Americans or even non-
Hispanic whites. Poor Mexican immigrants appear
to be more socially engaged than other low-income
groups. Most are employed, some with multiple jobs,
many send remittances to family members in Mexico,
and may benefit from such engagement despite liv-
ing in substandard and unsafe environments. Low
income and SES likely have different meanings for
African Americans and non-Hispanic whites, the lat-
ter often drifting to lower SES and poverty because
of psychosocial and environmental forces. Certainly,
more inquiry into the above ideas and speculation is
warranted.

Finally, there appears to be substantial evidence
that the health of Hispanic and other immigrants con-
vergences to that of the native-born in the United
States. The same appears to take place in Canada and
Australia, the two other traditional immigrant destina-
tions. More attention to this recurring pattern is likely
to lead to valuable information relevant to needed
research, as well as health policy interventions to stem
the apparent decline in the health of immigrants in the
host countries. Clearly, Mexican immigrants arrive in
the United States relatively healthy, and by the time
they become old, they experience high rates of disabil-
ity for a number of reasons alluded to earlier, including
a lifetime of substandard medical care (Markides et al.
2009). We have described this as another “epidemi-
ologic paradox” (Markides and Eschbach 2005; see
also Sudano and Baker 2006), because the mortality
advantage is the highest in old age.

The above evidence begs the question whether the
Hispanic Paradox is a paradox at all, given that simi-
lar mortality and health advantages are present in other
immigrant populations and in other traditionally immi-
grant destinations. With increasing globalization and
increasing immigration from non-Western origins to
more developed societies, it is paramount that more
attention be paid to how these trends influence pub-
lic health outcomes in both Western and non-Western
countries where immigrants are likely to continue to
flock and non-Western countries where most immi-
grants originate.
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Chapter 12

Educational Attainment and Adult Mortality

Robert A. Hummer and Joseph T. Lariscy

Introduction

Throughout the twentieth century, adult mortality rates
in the United States and in all high-income coun-
tries exhibited impressive declines. The latter half
of the twentieth century was characterized by well-
documented differences in adult mortality rates across
categories of educational attainment (Elo and Preston
1996; Kitagawa and Hauser 1973; Lauderdale 2001;
Rogers et al. 2000), a social fact that now garners
much greater concern and research attention than
perhaps ever before. Clearly, socioeconomic mor-
tality differentials—including those by educational
attainment—stand at the heart of the public health
agenda of the United States. This was not always
the case. Indeed, education was added to the US
Standard Certificate of Death only in 1989; before
then, researchers had little readily available data
to examine socioeconomic differentials in mortality
(Moss and Krieger 1995). Theoretical and empirical
understanding of socioeconomic mortality differentials
was also hampered by a relative lack of academic
interest. Demographic and epidemiologic studies in the
1950s through the 1970s largely downplayed socioe-
conomic health and mortality differences because of
more pressing interest in other topics (Krieger et al.
1993). Because of growing awareness of and con-
cern over social inequalities since that time, as well
as substantial improvements in available data and
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computing power, a new generation of studies in social
demography and social epidemiology has focused on
the link between socioeconomic and survival inequali-
ties (Hoffmann 2008; Hummer et al. 1998). Moreover,
because life itself is such a treasured resource, it stands
to reason that wide socioeconomic differences in mor-
tality signal critical inequalities in the way that social
structure works to differentiate the life chances of indi-
viduals. Thus, the topic of educational differences in
adult mortality is not only one of immense scientific
and public policy interest, but also one related to issues
of opportunity, equity, and fairness within societies.

Beyond the radical improvements in human survival
across the twentieth century and the growing recogni-
tion of wide educational differences in adult mortality,
there were phenomenal changes in education itself that
need to be considered to elucidate the link between
educational attainment and adult mortality. The dis-
tribution, content, and importance of education have
changed in fundamental ways over time. Younger indi-
viduals tend to have higher levels of education, have
been exposed to more sophisticated content than ever
before, and have more at stake on their education than
individuals in previous cohorts. In terms of distribu-
tion, data from the United States illustrate that a higher
percentage of individuals graduate from high school
and college now than ever before. The percentage of
US persons aged 25 and older who were high-school
graduates was 41 in 1960, 52 in 1970, 66 in 1980, 78 in
1990, and 84 in 2005–2007 (US Census Bureau 2009).
These percentages reflect the steadily increasing levels
of education across birth cohorts in the United States.
Recent high-school graduates have been exposed to
more ideas about health promotion and disease pre-
vention than graduates from decades ago. Students
learn about the hazards of smoking, the importance
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of diet and exercise, the risk of sexually transmitted
diseases, and the prevention of air-, water-, and food-
borne diseases (Lynch 2003). Moreover, recent cohorts
of people with higher levels of education are taught to
deal with such day-to-day complexities as navigating
new forms of communication, interacting effectively
in the health care setting, and working with people in
different cultures and countries. These dramatic educa-
tional changes affect not only their ability to navigate
an increasingly fluid and global labor market, but also
their health and, ultimately, their length of life.

With these immense mortality and educational
changes in mind, the overall aim of this chapter is
to review current knowledge on adult mortality dif-
ferences by educational attainment. We focus largely
on the United States because that is where our exper-
tise is greatest, and because the enormous size of
this literature makes it impossible to provide in-depth
international coverage in a single chapter. Moreover,
reducing educational differences in mortality is a key
goal for Healthy People 2010 and will likely be one
for Healthy People 2020 when its goals, objectives,
and action plans are released sometime in 2010 (U.S.
Department of Health and Human Services [DHHS]
2008); thus, it is clear that this is a pressing area of
scientific and policy concern in the United States.

This chapter first presents a conceptual framework
for understanding educational differences in adult mor-
tality. Second, we document the basic patterns of
association between educational attainment and adult
mortality using contemporary data from the United
States. Third, we give substantial attention to how the
education–mortality relationship varies by age, gen-
der, and race/ethnicity, and over time. Although this
review and our empirical examples focus primarily on
the United States, we then briefly discuss this relation-
ship in an international context. Finally, we discuss
policy and future research issues in this area of study.

Conceptual Framework

Measuring Education

Educational attainment, the focus of this chapter, is
one of the principal components of socioeconomic sta-
tus (SES), the others being occupation, income, and
wealth (see, for example, Chapter 13 by Krueger and

Burgard, 2011, this volume). There are several very
important reasons for using educational attainment as
the key indicator of SES when studying socioeconomic
differentials in adult mortality (Preston and Taubman
1994). First, educational attainment is most often com-
pleted relatively early in adult life and usually remains
constant throughout adulthood. In contrast, occupa-
tional status, income level, and the accumulation of
wealth may vary in considerable ways throughout the
life course and, at least in part, respond to health
fluctuations (Smith 2004). Second, it follows that edu-
cational attainment may be more relevant than other
measures of SES for individuals who have retired, are
currently unemployed, or are out of the labor force.
Third, survey and census respondents, as well as infor-
mants on death certificates, are more likely to report
educational attainment (and with reasonable accu-
racy) than to report other socioeconomic indicators,
particularly income and wealth. Thus, using educa-
tional attainment rather than income or wealth tends
to prevent exclusion of individuals from study popu-
lations because of missing or imprecise data. Fourth,
the use of educational attainment rather than income,
occupational status, or wealth may make international
comparisons more relevant because of the common-
alities in educational systems across national contexts
(Valkonen 1993). Finally, educational attainment typ-
ically precedes occupational status, income, and the
accumulation of wealth in both the life course and
the causal sense. Thus, we advocate using educational
attainment as the most fundamental indicator of SES
in studies of adult mortality, though we acknowledge
that the choice of indicator must be made with substan-
tial thought and attention to the purpose of the study at
hand (Braveman et al. 2005).

Most studies focusing on educational attainment
and adult mortality measure educational attainment
using a single indicator of years of completed school-
ing. Such an indicator is used either in a contin-
uous fashion with values ranging from 0 to 17 or
so (e.g., Zajacova 2006) or in a set of categories
that demarcate important cut-points (e.g., 0–11, 12,
13–15, and 16 or more years) in the distribution
of degrees that are usually awarded after a certain
number of years of attained education (e.g., Rogers
et al. 2000). Backlund et al. (1999) specifically tested
whether a continuous or categorical specification of
years of education best captured the functional form
of the relationship between educational attainment and
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working-aged adult mortality risk in the United States.
They found that educational attainment was best spec-
ified in a trichotomous categorization (less than a
high-school diploma, a high-school diploma but no
college degree, or a college degree or more) rather
than as a continuous predictor of mortality risk. At
the same time, another recent paper using US data
shows that both a continuous measure of educational
attainment and a six-category scheme yield valuable
insights that are obscured when only one or the other
specification is used (Zajacova and Hummer 2009;
also see Elo and Preston 1996). Clearly, researchers
should continue to examine the functional form of the
education–mortality relationship, most specifically to
best determine where in the educational distribution
mortality risks are highest and lowest and especially as
this relationship changes across time and varies across
place.

It is also the case that a single measure of educa-
tional attainment based on years of completed school-
ing misses out on capturing the full extent to which
education, in a broader sense, is related to adult mor-
tality risks. One potential line of research is to examine
actual degrees awarded, rather than (or, preferably, in
addition to) years of schooling. Rogers et al. (2010),
for example, show that US adults who have com-
pleted some college but without any postsecondary
degrees have a 6% lower mortality risk than do
high-school diploma holders across a 5-year follow-
up period, while persons with an associate of arts
degree have an 18% lower mortality risk than do those
with a high-school diploma. Measures of the con-
tent of educational attainment—quality of education
received, courses taken, skills learned, and mastery
of the subject matter—are almost never available in
population-based data sets that are large enough to
analyze mortality risks. Given such a crucial data
limitation, we probably know much less about the rela-
tionship between education and adult mortality risk
than the large array of previous studies might suggest.
Much more work that considers a variety of education
indicators and subsequent mortality risks is needed.

Beyond individual-level measures of education,
some research has examined the influences of a
broader set of educational context measures—such as
the educational levels of families and neighborhoods—
on the mortality risks of individual adults. For exam-
ple, studies by Jaffe et al. (2005) and Brown et al.
(2009) have shown that, among married couples, a

spouse’s level of education importantly influences indi-
vidual mortality risk, even after accounting for the
individual’s own level of education. Similarly, Huie
et al. (2002) showed that, net of a range of individual-
level factors that include individuals’ own educational
attainment, a lower level of education within neighbor-
hoods is associated with higher mortality risks. Such
work provides evidence that the relationship between
educational attainment and adult mortality risk is best
conceptualized in a manner that not only takes into
account the individual educational characteristics of
adults, but their broader educational contexts as well.

Conceptualizing the Association Between
Educational Attainment and Adult
Mortality

No matter what schemes they use to measure educa-
tional attainment, most studies implicitly or explicitly
conceptualize that a higher level of educational attain-
ment is associated with lower mortality risk because
education helps individuals develop a very useful set
of flexible resources that shape health over the life
course and, ultimately, how and when individuals die.
A higher level of educational attainment helps indi-
viduals acquire better and more stable employment,
increase earning power, develop effective agency,
attain a greater sense of personal control over their
lives, and develop beneficial social connections. These
resources can help more educated people earn and
accumulate more money, work in stable and creative
jobs, live a healthier lifestyle, live in a safer envi-
ronment, and experience less stress and more social
support than less-educated people (Mirowsky and
Ross 2003). This conceptualization emphasizes that
education provides resources well beyond increased
income. In a broad sense, education helps individ-
uals to learn by improving reading comprehension,
increasing writing skills, enabling learners to better
follow important instructions, teaching abstract rea-
soning skills, creating a future-oriented way of think-
ing, and facilitating effective and efficient problem
solving. Compared to less-educated individuals, highly
educated individuals are also more likely to exer-
cise, abstain from tobacco use, maintain a healthy
body weight, and incorporate new health knowledge
into their lives. In short, “education enables people
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to coalesce health-producing behaviors into a coher-
ent lifestyle that improves health” (Mirowsky and Ross
2003: 52). These positive influences of education per-
sist throughout the life course, long after the formal
completion of schooling.

The strength and consistency of the inverse rela-
tionship between educational attainment and mortality
risk over time, across different places, and among indi-
viduals in different demographic groups suggests that
education is a “fundamental cause” of health and mor-
tality (Link and Phelan 1995; Phelan et al. 2004). That
is, the mechanisms by which education works to influ-
ence mortality risks—discussed above—are broad and
varied, and can and do change over time. As a result,
while the mechanisms that link educational attainment
to mortality risk may vary across contexts, the flexi-
ble resources that are shaped by educational attainment
help to make educational differences in adult mortal-
ity very resistant to change. In the section on policy
implications below, we comment on the immense chal-
lenge that this fundamental cause perspective poses
to program and policy initiatives that aim to close
education–mortality gaps.

The discussion thus far strongly suggests that edu-
cational attainment works in a causal fashion to influ-
ence adult mortality risk. And indeed, a growing and
creative econometric literature demonstrates that a
substantial portion of the association between edu-
cational attainment and adult health and mortality
risk does seem to be due to the causal influences of
higher levels of schooling (Chandola et al. 2008; Glied
and Lleras-Muney 2008; Lleras-Muney 2005; Smith
2004). Nevertheless, a primary concern of social and
epidemiologic scientists who examine the relationship
between educational attainment and mortality risk is
the possibility of spuriousness. That is, there could be
a set of factors—often unobserved by researchers—
that influence both educational attainment and adult
mortality risk that are the actual causes of this statisti-
cal relationship. For example, persons who experience
poor health during childhood and adolescence, who
have lower levels of intelligence, and/or whose par-
ents were not highly educated may complete fewer
years of schooling and die earlier than their counter-
parts, thus creating a statistical association between
educational attainment and mortality risk that is actu-
ally caused by those other underlying factors (Batty
and Deary 2005; Gottfredson 2004; Hoffmann 2008;
Palloni 2006). Recent research that has begun to take

into account some of these underlying factors—such as
intelligence scores and childhood health and socioeco-
nomic conditions—generally finds that the relationship
between educational attainment and mortality risk is
modestly weaker than without such controls, but still
strong (Hayward and Gorman 2004; Link et al. 2008;
but also see Batty et al. 2006). Clearly, this line of
research remains important, perhaps most so because
answers to critical policy questions will rely on a better
understanding of the true causal impacts of educational
attainment than most observational studies to date have
been able to demonstrate.

Mechanisms Relating Educational
Attainment to Adult Mortality Risk

The above section emphasizes that educational attain-
ment is linked to adult mortality risk because it helps
individuals acquire and use a set of flexible resources
that improve health and lessen age-specific risks of
death throughout the life course. Here, we highlight
four sets of mechanisms (or mediating factors) through
which educational attainment is thought to influence
health and mortality risk: socioeconomic attainment,
health behaviors, social psychological resources, and
access to and utilization of health care (Hoffmann
2008; Mirowsky and Ross 2003; Rogers et al. 2000;
Williams 1990). These mechanisms most likely do not
operate with equal strength across demographic groups
(age, gender, race/ethnicity), across time, or across
places.

Socioeconomic Attainment. A substantial portion of
the beneficial association between educational attain-
ment and adult mortality risk is due to the increased
income that individuals with higher levels of educa-
tion tend to earn. Income is an immediately available
economic resource that can pay for nutritious food,
high-quality housing in a safe neighborhood, health
insurance premiums, medical bills, and health club
memberships, as well as be saved for future needs
(Smeeding and Weinberg 2001). Not only does higher
education enable individuals to earn more, but it may
also improve spending choices. That is, even among
individuals who have identical income levels, more
educated individuals may be better able to navigate
through bureaucracies to obtain the most for their
money—for example, by finding the lowest interest
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rates and closing costs on a mortgage, making use
of appropriate saving and investment strategies, or
effectively budgeting their income to meet their needs
(Mirowsky and Ross 1998; Schnittker 2004). In turn,
higher family income is associated with lower mor-
tality risk among adults of all ages, women and men,
and majority and minority populations (Krueger et al.
2003; Pappas et al. 1993; Sorlie et al. 1995).

In addition to income, higher levels of education
may also work partly through employment and occupa-
tional status to decrease the risk of mortality. Education
provides the skills to navigate through tedious or dif-
ficult instructions required by some jobs and even
job applications. Frequently, workers need to have a
certain level of education to qualify for a job or a pro-
motion. More educated individuals may find employ-
ment in higher status professions, have more control
over their own work and the work of others, be more
valuable to a company, be better able to achieve work-
related agendas, be viewed with greater esteem by their
peers, and gain protection against the risks of job loss
even during layoffs. In turn, regular employment, high
status occupations, and creatively oriented jobs are
associated with better health and lower adult mortality
risks (Marmot 2004; Mirowsky and Ross 2007; Rogers
et al. 2000; Sorlie et al. 1995).

Health Behavior. A second prominent mechanism
that links educational attainment to mortality risk is
health behavior. Relative to persons with less edu-
cation, those with more education are more likely
to exercise, refrain from heavy alcohol consumption,
quit smoking or avoid smoking altogether, maintain a
healthy weight, and eat more nutritious meals. Among
all sociodemographic characteristics, education is the
only one that correlates positively and consistently
with health-enhancing behaviors (Mirowsky and Ross
1998: 419). Most important, educational attainment
influences the risk of adult mortality because less-
educated individuals are more likely to initiate smok-
ing, less likely to seek out and follow antismoking
advice, and less likely to quit (Rogers et al. 2005).
Individuals with lower education tend to confront more
immediate concerns than quitting smoking, and may
smoke as a way to cope with stressful living condi-
tions (Lawlor et al. 2003). And smoking, of course,
is a leading cause of preventable mortality, associated
with increased risks of mortality from a host of causes,
including cardiovascular diseases, various cancers, and
respiratory diseases.

In comparing mortality risks across US educational
attainment groups over a 7.5-year period, Lantz et al.
(1998) found that the odds ratio of mortality for the
lowest to the highest education group decreased by
14% with controls for smoking, alcohol use, sedentary
lifestyle, and relative body weight (also see Feldman
et al. 1989). However, the strength of these behavioral
mechanisms, particularly smoking, may be increas-
ing among more recent birth cohorts because cigarette
smoking in the United States has become increas-
ingly concentrated among individuals with low levels
of schooling (Meara et al. 2008). For example, Denney
et al. (2010) show that smoking may account for up
to 44% of the education–mortality association among
working-aged US men.

Social Psychological Resources. Social psychologi-
cal resources are another plausible mechanism through
which higher levels of education improve health and
reduce mortality (Williams 1990). Unfortunately, rel-
atively few studies in this area use data sets that
can tap into the wide array of social and psycho-
logical resources that are important for mortality
risk. Research suggests that education is perhaps
most important for increasing effective agency and
developing a heightened sense of personal control
(Mirowsky and Ross 1998). Increased agency and per-
sonal control help individuals to believe that they can
effectively alter their surroundings and therefore to
seek health-related information and adopt a lifestyle
that enhances their health trajectories and length
of life.

Additionally, more highly educated individuals may
have access to other highly educated individuals—co-
workers, religious leaders, friends, and neighbors—
who can provide advice in times of need, rein-
force healthy lifestyles, and intervene effectively and
directly in a crisis. Recent research, for example,
finds that marital status affects educational differ-
ences in adult mortality: educational differences are
particularly wide among unmarried US men and nar-
rower among married individuals (Montez et al. 2009).
Persons with more education may also encounter fewer
non-health stressors—such as marital and family prob-
lems, conflicts with friends and neighbors, legal has-
sles, and on-the-job troubles—that impair health and
increase mortality risks (House et al. 1988; Lantz et al.
2005). Further, education may help individuals ease
the impact of stressful life events such as illness and
grief.
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Access to and Utilization of Health Care. Some
research attention has been given to the possibil-
ity that access to and utilization of health care is a
mechanism linking educational attainment to mortal-
ity risk, although the consensus to date suggests that
health care most likely plays only a minor mediating
role (Hoffmann 2008). This may particularly be the
case after accounting for the increased income asso-
ciated with higher levels of education. In the United
States, the implementation of Medicare in 1966 signif-
icantly improved access to health care for the elderly
and reduced overall old-age mortality (Drevenstedt
2001); however, the program apparently did little to
reduce socioeconomic differences in old-age mortality
(Preston and Elo 1995; Preston and Taubman 1994).
This was consistent with earlier findings regarding the
implementation of the British National Health Service
in 1946 (Pamuk 1985).

It may be that highly educated individuals are more
likely than the less educated to use and successfully
navigate the medical system, by seeking care from the
most skilled and knowledgeable practitioners, comply-
ing with treatment regimens, and learning and retain-
ing crucial medical information during health care
visits and hospitalizations. For instance, highly edu-
cated persons adhere better to treatments for diabetes
and HIV than their less-educated counterparts, result-
ing in improved self-rated health among HIV patients
and a slower decline in self-rated health among
diabetics (Goldman and Smith 2002). Relatively
few population-based studies have examined such
possibilities, however, particularly in relation to
mortality.

Educational Attainment and US Adult
Mortality: Patterns of Relative Risk

In this section, we use US public use data from the
National Health Interview Survey-Linked Mortality
File (NHIS-LMF; see Lochner et al. 2008) to produce
current estimates of relative educational differentials
in mortality. In a subsequent section, we supple-
ment our analyses by focusing on findings from other
recent studies using different data sets that examine
absolute differences in mortality (in the form of life
expectancy estimates) across educational attainment
groups.

The NHIS is a multistage probability cross-
sectional sample of the US noninstitutionalized adult
population that is conducted each year by the National
Center for Health Statistics (NCHS). Here we use
aggregated data from years 1986 through 2000. The
NHIS respondents from 1986 to 2000 are matched by
NCHS to 1986–2002 death records in the National
Death Index (NDI). A probabilistic algorithm is used
to determine whether NHIS respondents match a death
record in the NDI during this follow-up period. We
chose the NHIS-LMF dataset for this because it is
current and nationally representative of the noninsti-
tutionalized US population, contains critical measures
of sociodemographic characteristics related to educa-
tional attainment and adult mortality risk, has a high
response rate, has an excellent record of matching
to subsequent death records, and contains underlying
cause of death information for respondents who died.

Because most adults complete their education by
early adulthood, our analysis includes respondents
25 years old and older. We further restrict our sam-
ple to those who report that they are non-Hispanic
white, non-Hispanic black, and Hispanic because sam-
ple sizes for other racial/ethnic groups are small.
Moreover, we exclude a small number of individuals
who did not report a value for educational attain-
ment. Thus, our analytic sample contains 831,820 adult
respondents aged 25 and over who were interviewed
between 1986 and 2000, among whom 104,238 were
determined to have died at some point during the
follow-up period. We use Cox proportional hazard
models to estimate the association between educa-
tional attainment and the risk of adult mortality across
the follow-up period (Allison 1984). Our tables depict
results from the models in the form of hazard ratios,
with persons who have 12 years of education (or a
completed high-school degree) serving as the reference
category of educational attainment in all models. Thus,
in each model hazard ratios above one indicate a higher
risk of mortality for a particular education category
compared to persons with 12 years of education, while
hazard ratios below one indicate a lower risk. Analyses
were performed in SUDAAN 10.0 to account for
the complex NHIS survey design (Research Triangle
Institute 2008).

Educational attainment is measured here in six cat-
egories (as in Zajacova and Hummer 2009): less than
9, 9–11, 12, 13–15, 16, and 17 or more years. While
some studies select different cut-points and credential
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thresholds, these categories assure a distribution that
allows for detailed documentation of mortality dif-
ferentials. The categories were selected to roughly
represent individuals with a primary school educa-
tion or less (less than 9 years), some high school
(9–11 years), a high-school diploma or its equivalent
(12 years), some college (13–15 years), a bachelor’s
degree (16 years), and graduate school or profes-
sional education (17 or more years). Age, sex, and
race/ethnicity are included as controls in the most gen-
eral models (Tables 12.1 and 12.2); subsequently, we
stratify our models by age, sex, and race/ethnicity to
show educational differences in adult mortality within
demographic subgroups (Tables 12.3, 12.4, and 12.5).

We first document educational differences in all-
cause mortality among US adults aged 25–84 in
Table 12.1. Because the relationship between edu-
cational attainment and adult mortality varies across
causes of death, we next present results for under-
lying causes of death in Table 12.2. The underly-
ing causes that we specify include heart disease,
stroke, diabetes, lung cancer, all other cancers, res-
piratory diseases, external causes, and a residual
category. We then present the education–mortality
association for specific demographic subgroups by
age, gender, and race/ethnicity in Tables 12.3, 12.4,
and 12.5; this detailed subgroup examination focuses

Table 12.1 Hazard ratios for the association between
educational attainment and US adult mortality,
1986–2002

Educational attainment
8 or fewer years 1.21∗∗∗
9–11 years 1.24∗∗∗
12 years Ref.
13–15 years 0.93∗∗∗
16 years 0.75∗∗∗
17 or more years 0.67∗∗∗

Age (25–84, continuous) 1.09∗∗∗

Sex (male=1) 1.60∗∗∗

Race/ethnicity
Hispanic 0.94∗∗
Non-Hispanic black 1.26∗∗∗
Non-Hispanic white Ref.

Observations 831,820
Deaths 104,238
–2∗Log-likelihood 748,730.3

Source: National Center for Health Statistics (2005).
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.001

on all-cause mortality rather than on cause-specific
mortality because of the relatively small number of
deaths within some age-sex-race/ethnic strata of the
data set.

Educational Attainment and Mortality
Risk Among US Adults Aged 25–84

Table 12.1 shows that, in accord with the results of
many previous studies, individuals with less educa-
tion are more likely to die during the follow-up period
than individuals with more education, net of age, sex,
and race/ethnicity. Because persons with 0–8 years and
9–11 years of schooling have similar mortality risks,
many previous studies have tended to group these cat-
egories together (e.g., Backlund et al. 1999). Among
US adults aged 25–84, individuals with eight or fewer
years of education are 21% more likely to die during
the follow-up period than are individuals with 12 years
of education. Interestingly, persons with 9–11 years of
schooling exhibit an even larger difference, of 24%.
This suggests that the relationship between educational
attainment and adult mortality risk may not be strictly
linear, at least for the (nearly) entire age range of adults
of both sexes. The results in Table 12.1 also clearly
show that adults with more than 12 years of educa-
tion exhibit increasingly lower risks of death across
the follow-up period than do individuals with 12 years
of education. And the mortality benefits of education
do not top off at 16 years: people with 17 or more
years of schooling are 33% less likely to die during the
follow-up period than are those with 12 years, in com-
parison to a 25% lower mortality risk among those with
16 years. There is a substantial difference (not specif-
ically shown in the table) between individuals with 17
or more years of education and those with either 0–8
or 9–11 years; persons in these two lowest educational
categories are about 1.8 times as likely to die in the
follow-up period as are those in the 17 and over cate-
gory (for comparable results, see Rogers et al. 2000).

The magnitude of educational differences in mor-
tality varies by specific cause of death (Kitagawa
and Hauser 1973; Phelan et al. 2004; Rogers et al.
2000), and eliminating those differences may depend
on understanding why. Education generally exhibits
a strong, inverse association with circulatory disease
mortality, the leading cause of death in the United
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Table 12.2 Hazard ratios for the association between educational attainment and US cause-specific adult mortality, 1986–2002

Heart disease Stroke Diabetes Lung cancer All other cancers Respiratory External Other causes

Educational attainment
8 or fewer years 1.32∗∗∗ 1.13∗∗ 1.30∗∗∗ 1.23∗∗∗ 1.01 1.25∗∗∗ 1.33∗∗∗ 1.16∗∗∗
9–11 years 1.28∗∗∗ 1.13∗∗ 1.39∗∗∗ 1.40∗∗∗ 1.08∗∗ 1.30∗∗∗ 1.30∗∗∗ 1.24∗∗∗
12 years Ref. Ref. Ref. Ref. Ref. Ref. Ref. Ref.
13–15 years 0.91∗∗∗ 0.92∗ 0.87∗∗ 0.87∗∗ 0.94∗∗ 0.90∗∗ 0.92 0.97
16 years 0.76∗∗∗ 0.79∗∗∗ 0.58∗∗∗ 0.61∗∗∗ 0.85∗∗∗ 0.61∗∗∗ 0.63∗∗∗ 0.77∗∗∗
17 or more years 0.68∗∗∗ 0.76∗∗∗ 0.54∗∗∗ 0.51∗∗∗ 0.76∗∗∗ 0.55∗∗∗ 0.58∗∗∗ 0.68∗∗∗

Age (25–84, continuous) 1.11∗∗∗ 1.12∗∗∗ 1.08∗∗∗ 1.07∗∗∗ 1.08∗∗∗ 1.11∗∗∗ 1.02∗∗∗ 1.08∗∗∗

Sex (male=1) 1.79∗∗∗ 1.19∗∗∗ 1.25∗∗∗ 2.21∗∗∗ 1.40∗∗∗ 1.77∗∗∗ 2.36∗∗∗ 1.41∗∗∗

Race/ethnicity
Hispanic 0.84∗∗∗ 1.02 1.97∗∗∗ 0.54∗∗∗ 0.96 0.71∗∗∗ 1.16∗∗ 1.11∗∗
Non-Hispanic black 1.26∗∗∗ 1.33∗∗∗ 2.02∗∗∗ 1.12∗∗ 1.25∗∗∗ 0.77∗∗∗ 1.12∗ 1.55∗∗∗
Non-Hispanic white Ref. Ref. Ref. Ref. Ref. Ref. Ref. Ref.

Deaths 32,830 6,749 3,221 8,705 20,399 9,490 4,525 18,319
–2∗Log-likelihood 281,248.5 73,298.7 40,862.9 99,161.9 207,287.4 100,562.8 59,896.1 184,884.7

Source: National Center for Health Statistics (2005).
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.001.

Table 12.3 Hazard ratios for the association between educational attainment and US adult mortality, stratified by age and sex,
1986–2002

Female Male

25–44 years 45–64 years 65–84 years 25–44 years 45–64 years 65–84 years

Educational attainment
8 or fewer years 1.66∗∗∗ 1.43∗∗∗ 1.12∗∗∗ 1.60∗∗∗ 1.48∗∗∗ 1.14∗∗∗
9–11 years 1.81∗∗∗ 1.40∗∗∗ 1.13∗∗∗ 1.50∗∗∗ 1.33∗∗∗ 1.13∗∗∗
12 years Ref. Ref. Ref. Ref. Ref. Ref.
13–15 years 0.91∗ 0.93∗∗ 0.94∗∗ 0.87∗∗ 0.98 0.91∗∗∗
16 years 0.64∗∗∗ 0.77∗∗∗ 0.84∗∗∗ 0.55∗∗∗ 0.72∗∗∗ 0.80∗∗∗
17 or more years 0.60∗∗∗ 0.63∗∗∗ 0.82∗∗∗ 0.52∗∗∗ 0.59∗∗∗ 0.76∗∗∗

Age (25–84, continuous) 1.09∗∗∗ 1.08∗∗∗ 1.09∗∗∗ 1.08∗∗∗ 1.09∗∗∗ 1.09∗∗∗

Race/ethnicity
Hispanic 1.43∗∗∗ 0.86∗∗∗ 0.79∗∗∗ 1.31∗∗∗ 0.84∗∗∗ 0.80∗∗∗
Non-Hispanic black 1.74∗∗∗ 1.39∗∗∗ 1.11∗∗∗ 1.88∗∗∗ 1.32∗∗∗ 1.05∗∗
Non-Hispanic white Ref. Ref. Ref. Ref. Ref. Ref.

Observations 217,467 139,785 88,098 195,621 126,049 64,800
Deaths 4,479 13,255 32,632 6,239 17,254 30,379
–2∗Log-likelihood 49,368.8 116,427.8 208,082.7 65,016.5 139,045.1 174,249.3

Source: National Center for Health Statistics (2005).
∗p < 0.10; ∗∗p < 0.05; ∗∗∗p < 0.001.

States. Cancer mortality, the second leading cause of
death, exhibits a weaker association with education
than do other causes of death (Rogers et al. 1996). Low
education is linked to higher odds of respiratory dis-
ease mortality (Rogers 1992), and perhaps increasingly
so as cigarette smoking becomes more concentrated
among individuals with low education. Diabetes mor-
tality has also been linked to low education (Zhang
et al. 1991). Higher mortality from external causes

(homicide, suicide, accidents) is also due in part to
low levels of education (Rogers et al. 2000). Similarly,
Phelan et al. (2004) find that the education–mortality
gradient is strongest for those causes of death that
they classify as most preventable. Most recently, deaths
from circulatory disease and cancer were shown to
have contributed most profoundly to rising relative
educational differentials in mortality through the 1980s
and 1990s (Meara et al. 2008).
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Our analysis by cause of death is depicted in
Table 12.2. As is true for overall mortality, there are
substantial differences in mortality risk by educational
attainment, with the most highly educated persons
exhibiting the lowest risk for each underlying cause,
net of age, sex, and race/ethnicity. For example, US
adults with 17 or more years of education are 49%
less likely to die of lung cancer during the follow-up
period than are those with 12 years. While the rela-
tive mortality risk advantages for the most educated
are smallest for the cause categories of stroke and all
other cancers, even for these causes people with 17 or
more years of education still have a 24% lower risk of
mortality than do those with 12 years. People with 8 or
fewer years of education do not differ very much from
those with 9–11 years in mortality from most causes of
death; both of these less-educated groups tend to have
cause-specific mortality risks around 13–33% higher
than do people with 12 years of education. Again, the
educational differences in other cancer-related mortal-
ity are the narrowest, while the less educated exhibit
especially heightened mortality risk for heart disease,
lung cancer, diabetes, respiratory diseases, and exter-
nal cause mortality. Future work in this area should
examine these cause-specific mortality differentials
by educational attainment specific to age, sex, and
race/ethnicity. Indeed, our next section examines such
subgroup differences in overall mortality risk by edu-
cational attainment, and illustrates that patterns for the
entire population differ to some degree from those for
these demographic groups.

Educational Attainment and US Adult
Mortality: Differences by Age and Sex

The association between educational attainment and
mortality risk does not operate the same way for all
population subgroups. For example, analyses invari-
ably show that educational disparities in mortality are
narrower at older than at younger adult ages. This
finding is consistent with an age-as-leveler hypothesis
(Beckett 2000). In contrast, the cumulative advantage
hypothesis posits that, unlike the effects of other social
and behavioral factors that may fade with increasing
age, the benefits of education for health and mor-
tality risk accumulate over the life course, through
at least age 75 (Lynch 2003; Ross and Wu 1995).
Crimmins (2005), for example, used both mortality

and health data to show that mortality selection is the
most likely reason for narrower educational differences
in mortality observed among the elderly in cross-
sectional studies; cumulative advantages operate over
the life course but are not easily observed in old-age
mortality patterns because of the effects of mortality
selection. We do not aim to untangle the age-as-leveler
and cumulative advantage hypotheses here; we merely
note that there remains considerable debate on this
issue.

Furthermore, studies suggest that educational dif-
ferences in adult mortality vary by sex, although not
dramatically. Interestingly, some previous US stud-
ies using data from the 1960s and 1970s suggested
a stronger education–mortality relationship among
women than among men (Feldman et al. 1989;
Kitagawa and Hauser 1973). In contrast, more recent
studies have found that the relationship between educa-
tional attainment and mortality risk may be somewhat
stronger for men (Backlund et al. 1999; Pappas et al.
1993). Still others have found no gender differences
in the educational gradient of adult mortality risk
(Elo and Preston 1996; Zajacova 2006). Most recently,
Zajacova and Hummer (2009) specifically examined
these relationships and found substantial similarity in
the education–mortality association between women
and men, but with some exceptions. Most notably,
they found a steeper educational gradient at high lev-
els of schooling for white men than for white women,
indicating somewhat more substantial benefits at the
highest levels of education for men than for women.

Table 12.3 uses the same NHIS-LMF data as above,
but this time shows relative differences in overall mor-
tality risk by educational attainment separately both by
sex and by three adult age groups. These six separate
models each control for individual years of age within
the broader age range and for race/ethnicity. Two sets
of important patterns, one by age and one by sex,
are evident. Relative educational differences in mor-
tality are the widest at ages 25–44, second widest at
ages 45–64, and narrowest at ages 65–84 for each sex.
While the educational mortality differences at ages 65–
84 appear smaller, and are smaller in a relative sense,
than those seen among younger adults, it is important
to remember that overall death rates are far higher in
this age range. Thus, for example, the relative differ-
ences at ages 65–84 for women—in comparison with
women with 12 years of schooling, 12% higher mortal-
ity among the least educated and 18% lower mortality
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among the most educated—continue to be extremely
meaningful because of the concentration of deaths
within this age range. Indeed, the work of Huisman
et al. (2005), which focused on educational differ-
ences in adult mortality among 11 European countries,
showed that absolute mortality differentials by edu-
cation were actually wider among elderly individuals
(80–89) than among young adults, even with smaller
relative mortality differentials among the elderly. We
also show here that, among the youngest age group
(25–44), relative differences for both men and women
are extremely wide. Both men and women with 9–11
years of schooling, for example, exhibit about three
times the mortality risks of their most highly educated
gender-specific counterparts (specific comparisons not
shown).

Gender differences in the education–mortality rela-
tionship are not particularly striking, for the most
part, with a couple of exceptions. For adults aged
65–84, there are no real differences. Among the two
younger age groups, the relative advantages for men
at the highest two levels of education (16 and 17
or more years) appear to be modestly stronger than
the relative advantages for women. This is consistent
with recent findings discussed above (Zajacova and
Hummer 2009).

Educational Attainment and US Adult
Mortality: Differences by Race/Ethnicity

With immigration generating increasingly diverse
populations in many countries, health and mortality
researchers must consider race/ethnicity in their
analyses. Most work on education and mortality in the
United States does not consider whether educational
differences in adult mortality vary for Hispanic
subgroups or non-Hispanic blacks in comparison
to non-Hispanic whites. There is substantial reason
to think, however, that educational differences in
mortality may be narrower for racial and ethnic minor-
ity groups than for non-Hispanic whites. It is well
known that compared to whites, members of racial
and ethnic minority groups tend to live in areas that
have lower-performing schools, attend less prestigious
colleges and universities, and face discrimination in
the labor market—all of which would devalue their
educational achievements, particularly at the highest
levels (Conley 1999; Massey and Denton 1993; Tienda

and Mitchell 2005). Accordingly, several recent
studies have shown a substantially weaker educational
gradient in US adult mortality for Hispanics than for
whites (Lin et al. 2003; McKinnon and Hummer 2007;
Turra and Goldman 2007).

Tables 12.4 and 12.5 expand upon Table 12.3
by showing estimates of relative educational dif-
ferences in US adult mortality for Hispanics, non-
Hispanic blacks, and non-Hispanic whites, stratified
by age group for women (Table 12.4) and men
(Table 12.5). For women (Table 12.4), two patterns
emerge. First, among the younger age groups, there are
relatively higher mortality risks among less-educated
non-Hispanic whites than among non-Hispanic blacks
or Hispanics. Put another way, the relative penalties
for low-educated white women seem to be greater
than among low-educated black and Hispanic women.
Second, while the highly educated among the old-
est age group of non-Hispanic black and Hispanic
women do not exhibit lower mortality than do their
high-school-educated counterparts, highly educated
women in the two younger age categories of all
race/ethnic groups exhibit substantially lower mortal-
ity risks than their high-school-educated counterparts.
While the effects of mortality selection surely help
to mute educational differences in old-age mortality
(Crimmins 2005), it is clear from these data that educa-
tional attainment seriously differentiates the mortality
prospects of young adult (25–44) and middle-aged
(45–64) women for each of these groups in ways that
are not seen among the oldest minority group women.

For men, Table 12.5 shows nine mortality risk mod-
els that are stratified within age group and race/ethnic
group, with 12 years of educational attainment serving
as the reference category for each age- and race/ethnic-
specific model. The patterns exhibited for men are
very similar to those of women: (1) educational attain-
ment differences in mortality are pronounced for each
of the three race/ethnic groups among the younger
adult age groups, while it is only among non-Hispanic
whites that there are wide differences among older
(65–84) adults; and (2) heightened mortality risk
among less-educated younger adults, compared to each
group’s reference category of high-school-educated
adults, seems to be particularly prominent among non-
Hispanic white men. Together, the age-related patterns
for both women and men suggest that educational
attainment may be becoming more and more impor-
tant for differentiating mortality risks among younger
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cohorts of all racial/ethnic groups in the United States
(Lauderdale 2001).

Life Expectancy Differences by
Educational Attainment

An important question in this and any subset of the
mortality differentials literature involves the extent
to which relative mortality differences—as shown
and discussed above—translate into variations in life
expectancy (a measure of absolute mortality differ-
ences) across groups. Preston and Taubman (1994)
provide a very useful and important distinction
between mortality differentials in a relative and an
absolute sense. If, for example, relative mortality dif-
ferentials between two groups are large (e.g., a risk
ratio of two) but both of the mortality rates are very
low, then life-expectancy differences between the two
groups will be modest. If, on the other hand, the same
ratio holds for two groups with high mortality rates,
life expectancy differences between the two groups
will be much larger. Because life expectancy figures
and, hence, life expectancy differentials are calculated
using mortality rates rather than ratios, they provide a
very useful indicator of the extent to which mortality
differences between groups result in meaningful dis-
parities in the estimated length of life for those groups.

Table 12.6 shows data abstracted from three recent
studies that have calculated educational differences in
US life expectancy at age 25 (e25). Panel A, taken
from a study by Molla et al. (2004), uses official
US mortality data to generate e25 estimates across
three educational groups: 0–8, 9–12, and 13 or more
years. Official US mortality data, based on numerator
mortality counts from death certificates and denomi-
nator estimates from census population data, are quite
useful because they cover the complete population.
An important limitation, however, is that death cer-
tificate information is collected from informants and,
as a result, data on educational attainment tend to
be overstated (Christensen and Johnson 1995; Molla
et al. 2004). The 1998 e25 estimates from Molla et al.
(2004) shown here are grouped in an educational cat-
egorization scheme (0–8, 9–12, 13 or more years)
that is both unconventional and not particularly use-
ful for understanding the potential impacts that degree
attainment has on adult mortality. That being said,

the differentials shown in Panel A of Table 12.6 are
wide. US women with 13 or more years of education
had an e25 estimate of 57.8 years, compared to 52.9
among women with 0–8 years of education; this is
roughly a 5-year difference. The differential is even
larger for men: 54.6 for men with 13+ years com-
pared to 47.0 for men with 0–8 years, or a 7.6-year
difference. These data clearly indicate that education
differences in US adult mortality rates result in sub-
stantial life expectancy differences across educational
attainment groups.

Panels B and C of Table 12.6 show e25 estimates
from Lin et al. (2003) and Meara et al. (2008), respec-
tively. Both research groups use data from the National
Longitudinal Mortality Study (NLMS): the Lin et al.
estimates come from the 1979–1989 NLMS while the
Meara et al. estimates are based on the 1991–1998
NLMS. Like the NHIS-LMF data that we used above,
the NLMS consists of survey-based data (multiple
years of the US Current Population Survey) linked to
follow-up mortality information for those who died
from the National Death Index. Thus it shares an
important strength with the NHIS-LMF: education
data are reported by either the individuals in the sur-
vey or a proxy household respondent. One downside
of both the NHIS-LMF and the NLMS, however, is
that they initially exclude institutionalized individuals,
that is, persons who reside in nursing homes, on mil-
itary bases, or in prison. As a result, life expectancy
estimates from both the NHIS-LMF and NLMS should
be, and are, slightly higher than those from official data
because some high-risk individuals are not included in
these survey-based data sets (Hummer et al. 2009).

The estimates from both Panels B and C, though,
correspond fairly well with those from the official data
in Panel A. Keep in mind as well that the three pan-
els of Table 12.6 categorize educational attainment
somewhat differently because of the different ways that
education data were collected and/or the specific aims
of each of these studies. Both Panels B and C show
that life-expectancy differences by education tend to
be somewhat larger among men than among women;
further, Panel B shows that life expectancy differences
between the most and least educated black women
and men are wider than those between the most and
least educated white women and men. Even though
Hispanics are now the largest racial/ethnic minority
group in the United States, only Lin et al. (2003) have
estimated educational differences in life expectancy
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Table 12.6 Three recent estimates of educational differences in US life expectancy at age 25

Panel A 0–8 years 9–12 years 13+ years
All US females 52.9 53.6 57.8
All US males 47.0 47.5 54.6
Source: Molla et al. (2004), using official US mortality data from 1998

Panel B <12 years 12 years 13+ years
Non-Hispanic black females 50.2 53.6 56.1
Non-Hispanic white females 55.1 55.1 57.9

Non-Hispanic black males 43.5 46.5 50.2
Non-Hispanic white males 47.2 50.2 52.6
Source: Lin et al. (2003), using data from the National Longitudinal Mortality Study, 1979–1989

Panel C < 13 years 13+ years
White females 55.7 58.1
White males 49.6 54.0
Source: Meara et al. (2008) using data from the National Longitudinal Mortality Study 1991–1998

among Hispanics, and even they did not show life
expectancy estimates for Hispanics with 13 or more
years of education because of the relatively small
number of Hispanic deaths with which they had to
work. Future work in this area, then, should focus on
both broadening the educational attainment categories
that are used and the population subgroups specified;
both of these enhancements pose significant challenges
because some of the age/sex/race/education cells used
to calculate mortality rates become quite sparse among
relatively small population subgroups.

Changes in Educational Differences
in Mortality over Time

There is a growing literature that examines changes
in educational differences in US adult mortality since
the classic Kitagawa and Hauser (1973) study (which
used data from 1960). In an initial set of stud-
ies, most analysts found that educational differences
in mortality widened between 1960 and 1985–1990,
owing to steeper mortality declines experienced by
the more highly educated over that period, particularly
among men (Duleep 1989, 1998; Feldman et al. 1989;
Lauderdale 2001; Pappas et al. 1993; Preston and Elo
1995). Between 1970 and 1990, for example, the gap
in life expectancy for white men at age 30 between
those with 0–8 years of education and those with 13 or
more years grew from 4.1 to 6.7 years (Crimmins and
Saito 2001). With more and more of a premium being

placed on educational credentials in the US labor force,
there is ample reason to hypothesize that educational
differences in mortality have continued to widen
between the mid-1980s to late 1980s and the present,
as persons with the highest levels reap the greatest
rewards while persons with low levels of education are
increasingly isolated in low-wage, less-rewarding, and
unstable jobs.

Emerging evidence is indeed showing even wider
educational differentials in US adult mortality than
existed just 20 or so years ago (Jemal et al. 2008;
Meara et al. 2008; Montez et al. forthcoming). This is
in direct contrast to one of the two current overall US
health goals, which aimed to eliminate health dispari-
ties across population subgroups by 2010 (US DHHS
2000). Although all three recent studies in this area
arrive at the same general conclusion, there are also
some differences to note based on the data sets used,
specific age groups examined, and measures of edu-
cational attainment employed. Both Meara et al. and
Montez et al., for example, reported that the widen-
ing was more pronounced among women than men,
while Jemal et al. reported more pronounced widen-
ing among men. Both Jemal et al. and Montez et al.
found no particular pattern of widening among blacks
(although they did not find any narrowing gaps either),
while Meara et al. did report a widening of educa-
tional differences among blacks. Finally, Montez et al.
showed that the widening between 1990 and 2000
was largely evident among younger cohorts of US
adults, among whom the most highly educated have
experienced the steepest mortality declines. Despite
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their particular differences, all of these most recent
studies find that relative educational differences in
US adult mortality have probably increased in recent
decades, and this unanimity points to the need both to
continue to monitor such disparities and to work on
program and policy initiatives to help reduce the rela-
tively high risk of mortality among the least educated
segments of society.

International Comparisons

International comparisons of mortality differences by
educational level can tell us to what extent socioe-
conomic inequality results in unequal life chances in
different contexts. Such international comparisons are
difficult, though. Valkonen (1993) outlines a number
of data and analytic issues that hamper the compari-
son of educational differences in adult mortality across
national contexts. Studies that link census records or
surveys to death certificates through personal identifi-
cation numbers—such as those we reported above in
the main analytic portion of this chapter—provide the
strongest evidence of mortality differences by educa-
tion. But such high-quality data are available in only
a few nations. Other nations must estimate death rates
from separate data sources; for example, the numera-
tor of a death rate may need to be taken from death
records while the denominator will come from census
data. Countries without nationally representative data
on education and adult mortality often rely on data that
are representative of a major metropolitan area. For
example, Huisman et al. (2005) use data from Turin,
Italy, and Barcelona and Madrid, Spain, to estimate
educational differences in adult mortality within those
two countries.

Analytic concerns highlighted by Valkonen (1993)
include differences in study design across nations, dif-
ferences in the timing of studies or length of follow-up
periods, and coverage of specific subgroups (e.g., by
age) for the nations being compared. The skewness
of educational distributions may present difficulties
in estimating educational differences in mortality. For
example, if a large majority of a population obtains
a relatively uniform level of schooling, there may not
be enough variation in levels of education to estimate
educational differences in mortality. Despite these data
and analytic concerns, however, more and more studies

are making useful comparisons of educational mortal-
ity differences across national contexts, as both levels
of education and educational inequality increase within
countries and data bases that can be used for this pur-
pose proliferate. Nevertheless, most comparisons in
this area of study to date have been based on data
from Europe and the United States. While most early
comparative studies examined only the working-aged
population (e.g., 25–64 or 35–64) and often only men,
more recent studies have covered broader age ranges
and both genders, and have focused on cause-specific
as well as overall mortality (Huisman et al. 2004,
2005).

For all countries studied, death rates are higher
for less-educated individuals than for more edu-
cated ones. This pattern has been established in
comparative work examining Scandinavian nations
(Denmark, Finland, Norway, and Sweden); western
and southern European countries (Austria, Belgium,
Bulgaria, the Czech Republic, England and Wales,
France, Italy, Hungary, the Netherlands, Spain, and
Switzerland); several countries of the former Soviet
Union (Estonia, Lithuania, and Russia); and countries
in North America (Canada and the United States) (Elo
and Preston 1996; Elo et al. 2006; Huisman et al.
2004, 2005; Kalediene and Petrauskiene 2005; Kohler
et al. 2008; Kunst and Mackenbach 1994; Mackenbach
et al. 1999; Regidor et al. 2003; Roos et al. 2004;
Sholnikov et al. 1998). Evidence supporting educa-
tional differences in adult mortality certainly exists for
additional nations; this list is simply intended to show
that educational differences in adult mortality are ubiq-
uitous across the high-income countries that have been
examined to date.

Early comparative work in this area found that abso-
lute differences in mortality by education for men
appeared to be approximately the same for all countries
examined; that is, for every year of education attained,
death rates diminished by about 8% (Valkonen 1989).
Kunst and Mackenbach (1994) later found that the
United States, France, and Italy were characterized by
larger educational differences in adult mortality than
the Netherlands, Sweden, Denmark, Norway, England
and Wales, and Finland; however, the wider dispar-
ities in the United States and France were largely
explained by greater educational inequality within
those countries in comparison to the others. That is,
effect sizes of the education–mortality relationship
were quite similar in all countries.
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Using data from the 1990s, Huisman et al. (2005)
more recently showed quite similar patterns in edu-
cational inequalities across eight western European
populations—Finland, Norway, England and Wales,
Belgium, Austria, Switzerland, Italy, and Spain. At the
same time, they documented substantial differences in
the contribution of specific causes of death to these
disparities in different contexts. For example, cardio-
vascular diseases contribute more strongly to educa-
tional differences in mortality in northern European
nations than in southern European nations, while can-
cers and other causes tend to contribute more strongly
in the southern European countries. Around the same
time, Huisman et al. (2004) examined age patterns of
the education–mortality relationship among a some-
what broader set of 11 European nations. They showed
that in most of the countries relative educational differ-
ences in adult mortality tended to be narrower among
older age groups, but persisted all the way through the
80–89 age group. Our findings for US white adults
presented above similarly showed persistent educa-
tional disparities in adult mortality through at least age
84. Interestingly, Huisman et al. (2004) also showed
that absolute differences in mortality rates between the
most and least educated groups were largest among
the older age group (80–89) of adults in most of
these countries, although relative educational differ-
ences tended to be widest among the younger age
groups (e.g., 50–59).

Finally, another recent set of studies comparing
the United States with Finland (Elo et al. 2006)
and with Bulgaria and Finland (Kohler et al. 2008)
revealed larger educational disparities in mortality for
US women than for women in Bulgaria and Finland,
but the largest educational differences in mortality
were found for Finnish men. In general, most com-
parative studies using recent data have found some-
what larger educational disparities in adult mortality
among men than among women, particularly among
working-aged adults (Elo et al. 2006; Koskinen and
Martelin 1994; Mackenbach et al. 1999; Mustard and
Etches 2003; Zajacova and Hummer 2009). Again, it
is important to note that in spite of the particular dif-
ferences across causes of death by gender and to some
degree age in all of these international comparisons,
overall educational differences in mortality have been
shown to be consistently wide and have shown lit-
tle if any signs of closure for any of the populations
studied.

Policy Implications

If education so powerfully and ubiquitously enhances
health-promoting resources, can mortality disparities
by educational attainment be reduced or eliminated?
This is not an easy question to answer because, if any-
thing, educational disparities in adult mortality risks
have widened over the past several decades, even
with substantial research and governmental attention
devoted to this issue. But it is also the case that the
health policy agenda, at least in the United States, is
rarely devoted to influencing the basic socioeconomic
factors that so powerfully underlie health and mor-
tality patterns of national populations. Such thinking
can, however, change. Recent work by Schoeni et al.
(2008), for example, emphasizes the potentially power-
ful influences that social policy can have on population
health and urges researchers and policymakers to give
more thought to treating social policy as health policy.
More specifically, Cutler and Lleras-Muney (2008),
in a chapter within the Schoeni et al. (2008) volume,
estimate that the health benefits of increases in educa-
tional attainment may be even greater than the well-
documented lifelong financial benefits of educational
attainment.

Thus, one possible and very straightforward way
to reduce educational differentials in adult mortality
would be to shift more and more people out of the
lower portions of the educational distribution into more
advanced educational categories, as was clearly the
case across birth cohorts for most of the twentieth cen-
tury in the United States (Montez et al. forthcoming).
At present, 16% of US adults aged 25 and over do
not have a high-school diploma; among the narrower
adult age range of 25–34, the figure is not much lower,
at 14% (US Census Bureau 2009). Another 30% of
US adults have a high-school diploma or its equiva-
lent, but nothing further; moreover, in no adult 10-year
age category do college graduates make up even 30%
of the US population (U.S. Census Bureau 2009).
These figures illustrate that there is very substantial
room for improvement within the US educational dis-
tribution, even within recent birth cohorts. And such
substantial improvements in composition could help
lead to progress in health and reductions in mortal-
ity over time if the effects of education on health and
mortality are at all causal, as seems to be at least
partially the case (Chandola et al. 2008; Glied and
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Lleras-Muney 2008; Lleras-Muney 2005; Mirowsky
and Ross 2003; Smith 2004). While compositional
change in educational attainment would, in and of
itself, have no impact on relative educational dispar-
ities in mortality, it would clearly expose fewer and
fewer people to the heightened health and mortality
risks that persons with low educational attainment face.
Moreover, more highly educated individuals not only
live longer lives on average than less-educated individ-
uals, but also live a greater proportion of their lives in
good health than do less-educated persons (Crimmins
and Saito 2001).

A second policy angle to reduce educational dispar-
ities in mortality involves the attempt to influence the
hazardous “downstream” mechanisms that are associ-
ated with low levels of educational attainment. This
is arguably a more difficult and expensive angle than
cohort-by-cohort improvements in basic levels of edu-
cation, and may do little to alter the social structure on
which such inequalities in outcomes are based (Link
2008; Link and Phelan 1995). Nevertheless, for the
millions and millions of adults who have already com-
pleted their educational careers, this may be the only
option available. Denney et al. (2010) have recently
shown that cigarette smoking may account for more
than 40% of the mortality gap between the most
and least educated groups of young adults in the
United States. Thus, continued efforts to curb cigarette
smoking—through policies such as increased taxa-
tion on tobacco products, advertising restrictions on
tobacco products, and smoking bans in nightclubs,
restaurants, and workplaces—will improve health and
decrease mortality not only among the population as a
whole, but especially so among the less-educated por-
tion of the population. Similarly, policy efforts to make
health insurance more accessible to adults who are not
covered by employer plans have potential not only to
improve the health of the nation as a whole, but to have
a particular impact on the least educated segment of
society.

Future Research Directions

Educational differences in adult mortality are
omnipresent and wide, and may even be increasing in
some contexts. Over the next decade or more, it will be
important for researchers to continue to monitor trends

in the education–mortality relationship, particularly
given major governmental initiatives that aim to close
socioeconomic disparities in health and mortality. Are
education–mortality gaps narrowing or widening?
What are the trends when both relative disparities
and absolute disparities are considered? Are there
widening or narrowing gaps among specific subgroups
of the population defined by birth cohort, gender, and
race/ethnicity? Are there widening or narrowing gaps
for specific causes of death that help indicate pathways
by which these educational differences are changing?
And if there are changes in the disparities, is one
educational attainment group making faster gains than
another, or is mortality lessening in one educational
group while actually increasing in another? Social
demographers and epidemiologists should continue
to carefully monitor these large-scale patterns and
trends to best inform policymakers. In addition, the
changing educational composition of populations
needs to be taken into account. For example, in the
United States and many other countries, it will no
longer be adequate to consider 13 or more years as
the highest category of educational attainment when
more and more individuals are pursuing college and
advanced degrees.

While a huge literature in the United States and
Europe has documented education and mortality pat-
terns and trends over the last several decades, and
such monitoring should definitely continue, we actu-
ally may know less in this area than we seem to,
because of the relative scarcity of high-quality educa-
tional data in most mortality data sets. On the whole,
this leaves us with excellent knowledge of the basic
patterns of educational attainment and adult mortal-
ity, but with much less specific knowledge regarding
just what it is about educational attainment that ends
up relating so strongly to how long people live. As
new demographic and health surveys are designed,
researchers should think carefully about the education
questions that are being asked and, if at all possi-
ble, probe more deeply into the educational attain-
ment process beyond years of completed schooling.
Moreover, innovative data linkages should be explored.
For example, individuals in demographic and health
surveys may be linked with their high school and
postsecondary educational transcripts to allow for a
much better sense of what schools they attended,
what courses they took while in school, what majors
they pursued, what grades they earned, what specific
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degrees they acquired, and more. Surveyed individuals
can also be linked to the records of other household
members in the survey or to neighborhood-based cen-
sus data to better tap into the educational contexts
in which individuals are living. Appending such tran-
script, household, and neighborhood data to ongoing
demographic and health surveys will allow researchers
a much greater opportunity to understand the con-
text in which individuals are schooled and allow for
a much deeper understanding of educational attain-
ment and adult mortality patterns than has so far been
the case.

Important questions regarding whether or not (and
to what degree) educational attainment causally influ-
ences mortality risks across the life course are also
critically important for scientific and policy-related
reasons and in need of much additional study. Such
investigations should aim to use data sets and mea-
sures that better tap into the precursors of educa-
tional attainment as well as the subsequent health
and mortality patterns. Most studies in this area to
date examine educational attainment differences in
adult mortality either by looking at age-specific mor-
tality rate differences across educational attainment
groups or through regression analyses of educational
attainment and mortality risk that control for basic
demographic factors like age, sex, and race/ethnicity.
These are very informative approaches, but at the same
time, cannot speak to the actual causal influences of
educational attainment on mortality risk. More com-
prehensive methodological approaches are needed to
take account of the family background, early life,
health, and genetic factors that influence the edu-
cational trajectories of individuals as well as their
length of life. Data requirements for such a true life-
course approach to the issue are stringent, but this is
probably the most important aspect of future study
in this area if we are to truly understand the extent
to which educational attainment operates as a causal
mechanism to influence the mortality prospects of
individuals.

Acknowledgments This chapter was supported by an Eunice
Kennedy Shriver National Institute of Child Health and Human
Development (NICHD) research grant (1 R01 HD053696) and
by an NICHD infrastructure grant (5 R24 HD042849) awarded
to the Population Research Center at the University of Texas at
Austin. We thank Anna Zajacova and the editors of this hand-
book, Richard Rogers and Eileen Crimmins, for very helpful
comments and edits.

References

Allison, P.D. 1984. Event History Analysis: Regression for
Longitudinal Event Data. Beverly Hills, CA, Sage.

Backlund, E., P.D. Sorlie, and N.J. Johnson. 1999. “A
Comparison of the Relationships of Education and Income
with Mortality: The National Longitudinal Mortality Study.”
Social Science and Medicine 49:1373–84.

Batty, G.D. and I.J. Deary. 2005. “Education and Mortality:
A Role for Intelligence?” Journal of Epidemiology and
Community Health 59:809–10.

Batty, G.D., G. Der, S. Macintyre, and I.J. Deary. 2006. “Does
IQ Explain Socioeconomic Inequalities in Health? Evidence
from a Population Based Cohort Study in the West of
Scotland.” British Medical Journal 332:1–5.

Beckett, M. 2000. “Converging Health Inequalities in Later Life:
An Artifact or Mortality Selection?” Journal of Health and
Social Behavior 41:106–19.

Braveman, P.A., C. Cubbin, S. Egerter, S. Chideya, K.S. Marchi,
M. Metzler, and S. Posner. 2005. “Socioeconomic Status in
Health Research: One Size Does Not Fit All.” Journal of the
American Medical Association 294:2879–88.

Brown, D.C., M.D. Hayward, and R.A. Hummer. 2009.
“Spousal Education and Mortality in the NHIS-LMF.”
Paper presented at the annual meeting of the Southern
Demographic Association, Galveston, TX.

Chandola, T., P. Clarke, J.N. Morris, and D. Blane. 2008.
“Pathways Between Education and Health: A Causal
Modeling Approach.” Journal of the Royal Statistical
Society: Series A (Statistics in Society) 169(2):337–59.

Christensen, B.A. and N.E. Johnson. 1995. “Educational
Inequality in Adult Mortality: An Assessment with Death
Certificate Data From Michigan.” Demography 32(2):215–
29.

Conley, D. 1999. Being Black, Living in the Red: Race, Wealth,
and Social Policy in America. Los Angeles, CA, University
of California Press.

Crimmins, E.M. 2005. “Socioeconomic Differentials in
Mortality and Health at the Older Ages.” Genus
LXI(1):163–77.

Crimmins, E.M. and Y. Saito. 2001. “Trends in Healthy Life
Expectancy in the United States, 1970–1990: Gender, Racial,
and Educational Differences.” Social Science & Medicine
52:1629–41.

Cutler, D.M. and A. Lleras-Muney 2008. “Education and
Health: Evaluating Theories and Evidence.” In R.F. Schoeni,
J.S. House, G.A. Kaplan, and H. Pollack (eds.), Making
Americans Healthier: Social and Economic Policy as Health
Policy, pp. 29–60. New York, NY, Russell Sage Foundation.

Denney, J.T., R.G. Rogers, R.A. Hummer, and F.C. Pampel
2010. “Education Inequality in Mortality: The Age and
Gender Specific Mediating Effects of Cigarette Smoking.”
Social Science Research 29:662–673.

Drevenstedt, G.L. 2001. “Mortality Patterns in the
United States Since 1960: Essays on Migrant
Mortality, the Impact of Medicare, and Demographic
Consequences of Cause-specific Mortality Change.”
ProQuest, Paper AAI3003622. Available online at
http://repository.upenn.edu/dissertations/AAI3003622



12 Educational Attainment and Adult Mortality 259

Duleep, H.O. 1989. “Measuring Socioeconomic Mortality
Differentials Over Time.” Demography 26:345–51.

Duleep, H.O. 1998. “Has the U.S. Mortality Differential by
Socioeconomic Status Increased Over Time?” American
Journal of Public Health 88(7):1125.

Elo, I.T., P. Martikainen, and K.P. Smith. 2006. “Socioeconomic
Differentials in Mortality in Finland and the United States:
The Role of Education and Income.” European Journal of
Population 22:179–203.

Elo, I.T. and S.H. Preston. 1996. “Educational Differentials
in Mortality: United States, 1979–85.” Social Science and
Medicine 42:47–57.

Feldman, J.J., D.M. Makuc, J.C. Kleinman, and J. Cornoni-
Huntley. 1989. “National Trends in Educational Differentials
in Mortality.” American Journal of Epidemiology
129:919–33.

Glied, S. and A. Lleras-Muney. 2008. “Technological
Innovation and Inequality in Health.” Demography 45(3):
741–61.

Goldman, D.P. and J.P. Smith. 2002. “Can Patient Self-
Management Help Explain the SES Health Gradient?”
Proceedings of the National Academy of Sciences of the
United States of America 99(16):10929–34.

Gottfredson, L. 2004. “Intelligence: Is It the Epidemiologists’
Elusive ‘Fundamental Cause’ of Social Class Inequalities
in Health?” Journal of Social and Personality Psychology
86:174–99.

Hayward, M.D. and B.K. Gorman. 2004. “The Long Arm of
Childhood: The Influence of Early-Life Social Conditions on
Men’s Mortality.” Demography 41(1):87–108.

Hoffmann, R. 2008. Socioeconomic Differences in Old Age
Mortality. New York, NY, Springer.

House, J.S., K.R. Landis, and D. Umberson. 1988. “Social
Relationships and Health.” Science 241:540–45.

Huie, S.A.B., R.A. Hummer, and R.G. Rogers. 2002. “Individual
and Contextual Risks of Death Among Race and Ethnic
Groups in the United States.” Journal of Health and Social
Behavior 43(3):359–81.

Huisman, M., A.E. Kunst, O. Anderson, M. Bopp, J.K. Borgan,
C. Borrell, G. Costa, P. Deboosere, G. Desplanques, A.
Donkin, S. Gadeyne, C. Minder, E. Regidor, T. Spadea,
T. Valkonen, and J.P. Mackenbach. 2004. “Socioeconomic
Inequalities in Mortality Among Elderly People in 11
European Populations.” Journal of Epidemiology and
Community Health 58:468–75.

Huisman, M., A.E. Kunst, M. Bopp, J. Borgan, C. Borrell,
G. Costa, P. Deboosere, S. Gadeyne, M. Glickman, C.
Marinacci, C. Minder, E. Regidor, T. Valkonen, and J.P.
Mackenbach. 2005. “Educational Inequalities in Cause-
Specific Mortality in Middle-Aged and Older Men and
Women in Eight Western European Populations.” Lancet
365:493–500.

Hummer, R.A., R.G. Rogers, and I.W. Eberstein. 1998.
“Sociodemographic Differentials in Adult Mortality:
A Review of Analytic Approaches.” Population and
Development Review 24(3):553–78.

Hummer, R.A., R.G. Rogers, R. Masters, and J. Saint Onge
2009. “Mortality Patterns in Late Life.” In P. Uhlenberg (ed.),
International Handbook of Population Aging, pp. 521–42.
New York, NY, Springer.

Jaffe, D.H., Z. Eisenbach, Y.D. Neumark, and O. Manor.
2005. “Does One’s Own and One’s Spouse’s Education
Affect Overall and Cause-Specific Mortality in the
Elderly?” International Journal of Epidemiology 34:
1409–16.

Jemal, A., E. Ward, R.N. Anderson, T. Murray, and M.J.
Thun 2008. “Widening of Socioeconomic Inequalities in
U.S. Death Rates, 1993–2001.” PLoS ONE 3(5):e2181.
doi:10.1371/journal.pone.0002181.

Kalediene, R. and J. Petrauskiene. 2005. “Inequalities in
Mortality by Education and Socio-Economic Transition
in Lithuania: Equal Opportunities?” Public Health
119(9):808–15.

Kitagawa, E.M. and P.M. Hauser. 1973. Differential Mortality in
the United States: A Study in Socioeconomic Epidemiology.
Cambridge, MA, Harvard University Press.

Kohler, I.V., P. Martikainen, K.P. Smith, and I.T. Elo. 2008.
“Educational Differences in All-Cause Mortality by Marital
Status: Evidence from Bulgaria, Finland, and the United
States.” Demographic Research 19:2011–42.

Koskinen, S. and T. Martelin. 1994. “Why Are Socioeconomic
Mortality Differences Smaller Among Women Than Among
Men?” Social Science and Medicine 38(10):1385–96.

Krieger, N., D. Rowley, A. Herman, B. Avery, and M. Phillips.
1993. “Racism, Sexism, and Social Class: Implications for
Studies of Health, Disease, and Well-Being.” American
Journal of Preventative Medicine 9:82–122.

Krueger, P.M., R.G. Rogers, R.A. Hummer, S.A. Bond
Huie, and F. LeClere. 2003. “Socioeconomic Status and
Age: The Effect of Income Sources and Portfolios on
Adult Mortality in the United States.” Sociological Forum
18(3):465–82.

Krueger, P.M. and S.A. Burgard. 2011. “Work, Occupation,
Income, and Mortality.” In R.G. Rogers and E.M. Crimmins
(eds.), International Handbook of Adult Mortality. New
York, NY, Springer.

Kunst, A.E. and J.P. Mackenbach. 1994. “The Size of Mortality
Differences Associated with Educational Level in Nine
Industrialized Countries.” American Journal of Public
Health 84(6):932–37.

Lantz, P.M., J.S. House, J.M. Lepkowski, D.R. Williams, R.P.
Mero, and J. Chen. 1998. “Socioeconomic Factors, Health
Behaviors, and Mortality.” Journal of the American Medical
Association 279(21):1703–8.

Lantz, P.M., J.S. House, R.P. Mero, and D.R. Williams.
2005. “Stress, Life Events, and Socioeconomic Disparities
in Health: Results from the Americans’ Changing Lives
Study.” Journal of Health and Social Behavior 46:
274–89.

Lauderdale, D.S. 2001. “Education and Survival: Birth Cohort,
Period, and Age Effects.” Demography 38:551–61.

Lawlor, D.A., S. Frankel, M. Shaw, S. Ebrahim, and G.D. Smith
2003. “Smoking and Ill Health: Does Lay Epidemiology
Explain the Failure of Smoking Cessation Programs Among
Deprived Populations?” American Journal of Public Health
93(2):266–70.

Lin, C.C., E. Rogot, N.J. Johnson, P.D. Sorlie, and E.
Arias. 2003. “A Further Study of Life Expectancy
by Socioeconomic Factors in the National Longitudinal
Mortality Study.” Ethnicity and Disease 13:240–47.



260 R.A. Hummer and J.T. Lariscy

Link, B.G. 2008. “Epidemiological Sociology and the Social
Shaping of Population Health.” Journal of Health and Social
Behavior 49:367–84.

Link, B.G. and J. Phelan 1995. “Social Conditions as
Fundamental Causes of Disease.” Journal of Health and
Social Behavior 35(extra issue):80–94.

Link, B.G., J.C. Phelan, R. Miech, and E.L. Westin. 2008. “The
Resources that Matter: Fundamental Social Causes of Health
Disparities and the Challenge of Intelligence.” Journal of
Health and Social Behavior 49(1):72–91.

Lleras-Muney, A. 2005. “The Relationship Between Education
and Adult Mortality in the United States.” Demography
38(4):551–61.

Lochner, K., R.A. Hummer, S. Bartee, G. Wheatcroft, and
C. Cox. 2008. “The Public-Use National Health Interview
Survey Linked Mortality Files: Methods of Re-identification
Risk Avoidance and Comparative Analysis.” American
Journal of Epidemiology 168:336–44.

Lynch, S.M. 2003. “Cohort and Life-Course Patterns in
the Education-Health Relationship.” Demography 40:
309–31.

Mackenbach, J.P., A.E. Kunst, F. Groenhof, J. Borgan, G. Costa,
F. Faggiano, P. Jozan, M. Leinsalu, P. Martikainen, J.
Rychtarikova, and T. Valkonen. 1999. “Socioeconomic
Inequalities in Mortality Among Women and Men: An
International Study.” American Journal of Public Health
89(12):1800–6.

Marmot, M.G. 2004. The Status Syndrome: How Social Standing
Affects Our Health and Longevity. New York, NY, Henry
Holt and Company.

Massey, D.S. and N.A. Denton 1993. American Apartheid:
Segregation and the Making of the Underclass. Cambridge,
Harvard University Press.

McKinnon, S.A. and R.A. Hummer 2007. “Education and
Mortality Risk Among Hispanic Adults in the United States.”
In J.L. Angel and K.E. Whitfield (eds.), The Health of Aging
Hispanics: The Mexican-Origin Population. New York, NY,
Springer.

Meara, E.R., S. Richards, and D.M. Cutler. 2008. “The Gap
Gets Bigger: Changes in Mortality and Life Expectancy, by
Education, 1981–2000.” Health Affairs 27:350–60.

Mirowsky, J. and C.E. Ross. 1998. “Education, Personal Control,
Lifestyle and Health: A Human Capital Hypothesis.”
Research on Aging 20(4):415–49.

Mirowsky, J. and C.E. Ross. 2003. Education, Social Status, and
Health. New York, NY, Aldine de Gruyter.

Mirowsky, J. and C.E. Ross. 2007. “Creative Work and Health.”
Journal of Health and Social Behavior 48:385–403.

Molla, M.T., J.H. Madans, and D.K. Wagener. 2004.
“Differentials in Adult Mortality and Activity Limitation
by Years of Education in the United States at the End
of the 1990s.” Population and Development Review
30:625–46.

Montez, J.K., M.D. Hayward, D.C. Brown, and R.A. Hummer.
2009. “Why Is the Educational Gradient of Mortality
Steeper for Men?” Journal of Gerontology: Social Sciences
64B:625–34.

Montez, J.K., R.A. Hummer, M.D. Hayward, H. Woo, and R.G.
Rogers. Forthcoming. “Trends in the Educational Gradient
of U.S. Adult Mortality from 1986 through 2006 by Race,
Gender, and Age Group.” Research on Aging.

Moss, N. and N. Krieger. 1995. “Measuring Social Inequalities
in Health: Report on the Conference of the National Institutes
of Health.” Public Health Reports 110:302–5.

Mustard, C.A. and J. Etches. 2003. “Gender Differences
in Socioeconomic Inequality in Mortality.” Journal
of Epidemiology and Community Health 57(12):
974–80.

National Center for Health Statistics. 2005. “The 1986–2000
National Health Interview Survey Linked Mortality Files:
Matching Methodology.” Hyattsville, MD, National Center
for Health Statistics, Office of Analysis and Epidemiology.

Palloni, A. 2006. “Reproducing Inequalities: Luck, Wallet, and
the Enduring Effects of Childhood Health.” Demography
43:587–615.

Pamuk, E.R. 1985. “Social Class Inequality in Mortality from
1921 to 1972 in England and Wales.” Population Studies
39:17–31.

Pappas, G., S. Queen, W. Hadden, and G. Fisher. 1993. “The
Increasing Disparity in Mortality Between Socioeconomic
Groups in the United States, 1960 and 1986.” New England
Journal of Medicine 329:103–9.

Phelan, J.C., B.G. Link, A. Diez-Roux, I. Kawachi, and B.
Levin. 2004. “‘Fundamental Causes’ of Social Inequalities
in Mortality: A Test of the Theory.” Journal of Health and
Social Behavior 45:265–85.

Preston, S.H. and I.T. Elo. 1995. “Are Educational Differentials
in Adult Mortality Increasing in the United States?” Journal
of Aging and Health 7:476–96.

Preston, S.H. and P. Taubman. 1994. “Socioeconomic
Differences in Adult Mortality and Health Status”,
Chapter 8. In L.G. Martin and S.H. Preston (eds.),
Demography of Aging, pp. 279–318. Washington, DC,
National Academy Press.

Regidor, E., M.E. Calle, P. Navarro, and V. Domínguez. 2003.
“The Size of Educational Differences in Mortality from
Specific Causes of Death in Men and Women.” European
Journal of Epidemiology 18:395–400.

Research Triangle Institute. 2008. SUDAAN Language Manual,
Release 10.0. Research Triangle Park, NC, Research Triangle
Institute.

Rogers, R.G. 1992. “Living and Dying in the USA:
Sociodemographic Determinants of Death Among Blacks
and Whites.” Demography 29(2):287–303.

Rogers, R.G., B.G. Everett, A. Zajacova, and R.A. Hummer
2010. “Educational Degrees and Adult Mortality Risk in
the United States.” Biodemography and Social Biology
56(1):80–99.

Rogers, R.G., R.A. Hummer, and P. Krueger 2005. “Adult
Mortality.” In D. Poston and M. Micklin (eds.), Handbook
of Population, pp. 169–206. New York, NY, Kluwer/Plenum
Academic Publishers.

Rogers, R.G., R.A. Hummer, and C.B. Nam. 2000. Living
and Dying in the USA: Behavioral, Health, and Social
Differentials of Adult Mortality. San Diego, CA, Academic
Press.

Rogers, R., R. Hummer, C. Nam, and K. Peters. 1996.
“Demographic, Socioeconomic, and Behavioral Factors
Affecting Ethnic Mortality by Cause.” Social Forces
74:1419–38.

Roos, L.L., J. Magoon, S. Gupta, D. Chateau, and P.J.
Veugelers. 2004. “Socioeconomic Determinants of Mortality



12 Educational Attainment and Adult Mortality 261

in Two Canadian Provinces: Multilevel Modeling and
Neighborhood Context.” Social Science & Medicine 59(7):
1435–47.

Ross, C.E. and C. Wu. 1995. “The Links Between Education and
Health.” American Sociological Review 60:719–45.

Schnittker, J. 2004. “Education and the Changing Shape of the
Income Gradient in Health.” Journal of Health and Social
Behavior 45:286–305.

Schoeni, R.F., J.S. House, G.A. Kaplan, and H. Pollack 2008.
Making Americans Healthier: Social and Economic Policy
as Health Policy. New York, NY, Russell Sage Foundation.

Sholnikov, V.M., D.A. Leon, S. Adamets, E. Andreev, and
A. Deev. 1998. “Educational Level and Adult Mortality in
Russia: An Analysis of Routine Data 1979 to 1994.” Social
Science & Medicine 47(3):357–69.

Smeeding, T.M. and D.H. Weinberg. 2001. “Toward a Uniform
Definition of Household Income.” Review of Income and
Wealth 47:1–24.

Smith, J.P. 2004. “Unraveling the SES-Health Connection.”
Population and Development Review 30:108–32.

Sorlie, P.D., E. Backlund, and J.B. Keler. 1995. “U.S. Mortality
by Economic, Demographic, and Social Characteristics: The
National Longitudinal Mortality Study.” American Journal
of Public Health 85:949–56.

Tienda, M. and F. Mitchell (eds.). 2005. Multiple Origins,
Uncertain Destinations: Hispanics and the American Future.
Washington, DC, National Academies Press.

Turra, C. and N. Goldman 2007. “Socioeconomic Differences
in Mortality Among U.S. Adults: Insights Into the
Hispanic Paradox.” Journal of Gerontology: Social Sciences
62B(3):S184–S92.

U.S. Census Bureau. 2009. “Educational Attainment.” 2005–
2007 American Community Survey, Table S1501. Available
online at http:factfinder.census.gov. Retrieved July 9, 2009.

U.S. Department of Health and Human Services [DHHS]. 2000.
Healthy People 2010: Understanding and Improving Health.
Washington, DC, U.S. Government Printing Office.

U.S. Department of Health and Human Services [DHHS]. 2008.
Healthy People 2020: The Road Ahead. Washington, DC,
U.S. Government Printing Office.

Valkonen, T. 1989. “Adult Mortality and Level of Education:
A Comparison of Six Countries.” In J. Fox (ed.), Health
Inequalities in European Countries. Aldershot, England,
Gower.

Valkonen, T. 1993. “Problems in the Measurement
and International Comparisons of Socio-economic
Differences in Mortality.” Social Science & Medicine
36(4):409–18.

Williams, D.R. 1990. “Socioeconomic Differentials in Health:
A Review and Redirection.” Social Psychology Quarterly
53:81–99.

Zajacova, A. 2006. “Education, Gender, and Mortality: Does
Schooling Have the Same Effect on Mortality for Men
and Women in the US?” Social Science & Medicine
63:2176–90.

Zajacova, A. and R.A. Hummer. 2009. “Gender Differences
in Education Effects on All-Cause Mortality for White and
Black Adults in the United States.” Social Science and
Medicine 69:529–37.

Zhang, J., K. Markides, and D. Lee. 1991. “Health Status of
Diabetic Mexican Americans: Results From the Hispanic
HANES.” Ethnicity and Disease 1:273–79.



Chapter 13

Work, Occupation, Income, and Mortality

Patrick M. Krueger and Sarah A. Burgard

Work is a key indicator of the productive capac-
ity of populations, and many individuals work for
a majority of their adult lives. Classical sociological
thought has emphasized the importance of work for
integrating individuals into the broader social order
and fostering mutual dependence among those who
specialize in different occupations (Durkheim 1933),
allowing workers to express their creativity through
their productive efforts (Marx 1957), or offering indi-
viduals the promise of insight into their destina-
tion in the afterlife (Weber 1958). Work is central
to the stratification of society because it facilitates
social interactions with co-workers, customers, and
other business contacts, sorts workers into occupa-
tional statuses, exposes employees to specific work-
ing conditions, and provides earnings (Friedmann and
Havighurst 1954; Hauser and Warren 1997; Kasl and
Jones 2000). Earnings, in turn, may be converted into
other material resources, including savings, housing,
and other forms of wealth, and occupational status is
considered so fundamental for individuals and soci-
ety that it is often used as the primary indicator of a
person’s social status. Given the importance of work
in society, it seems intuitive that it would be linked
to the distribution of other valued outcomes, such as
long and healthy lives. Importantly, not all jobs pro-
mote health, and some are outright dangerous. Some
estimates suggest that there were up to 1.3 million
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work-related fatalities in the world in 1990, primar-
ily from work-related accidents or exposure to noxious
agents (Driscoll et al. 2005; Murray and Lopez 1996;
Takala 1999). Thus, our chapter is devoted to under-
standing the relationship between mortality and work,
occupation, income, and related material resources.

Our chapter is comprised of four substantive sec-
tions. The first section engages with a persistent con-
cern of researchers: is employment, occupation, or
material resources causally related to mortality? This
is a topic of theoretical importance to researchers
who attempt to untangle the reciprocal relationships
between health and different measures of socioeco-
nomic status (SES) over the life course and by gender.
Researchers have also devised numerous methodolog-
ical strategies in an attempt to determine the circum-
stances under which work, occupation, and material
resources are most clearly linked to health and sub-
sequent mortality outcomes, and to understand the
direction and magnitude of these associations. The
reciprocal relationship between various indicators of
SES and health and mortality outcomes is a theme that
we touch on throughout all sections of our chapter, but
given the centrality of causal concerns in contemporary
research, we devote a section to this specifically.

The second section focuses on individual and
family dimensions of work, occupation, and mate-
rial resources and their connections to mortality in
more-developed countries (MDCs). Throughout this
and other sections of the chapter, we will empha-
size the theoretical distinctions among work, occu-
pation, and material resources (Duncan et al. 2002;
Galobardes et al. 2006), and their connections to mor-
tality. Education is closely tied to work opportunities,
occupational mobility, and income and wealth, and
also has independent relationships with mortality, as
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described in Chapter 12 of this volume. We present
empirical findings that illustrate and support the key
substantive issues, rather than providing an exhaustive
literature review.

The third section focuses on the relationships
between individual and family dimensions of work,
occupation, and material resources, and adult mortality
in less-developed countries (LDCs). Some theoretical
and methodological concerns are similar for MDCs
and LDCs, but the social and economic contexts of
LDCs have important implications for the relationships
among work, material resources, and mortality. For
example, LDCs often have more limited public-health
infrastructures than MDCs, so life-saving medical care
may be unavailable for purchase regardless of the eco-
nomic resources available. Further, the character of
work in LDCs may be very different from work in
MDCs in ways that can impact mortality: there are
fewer legal protections for workers, less regulation to
ensure safe work environments, and the most common
occupations may include subsistence farming or, more
recently, jobs in manufacturing, which confer different
risks for health and survival than the service sector and
administrative jobs that are more common in MDCs.

Throughout the first three sections, we frequently
return to the importance of gender and life course
for shaping the relationship between mortality and
work, occupations, and material resources. Gender is
important because it structures participation in the
labor force, the occupations held, and the remuneration
received. In some societies, or in some historical peri-
ods, men may spend more of their lives in the formal
workforce, and women’s disproportionate efforts in
caring for the home or other family members, or their
participation in part-time work may be undercounted
(Buvinic et al. 2002; Sullivan 2006). For example,
between 1940 and 2007 the percent of US women
who worked outside the home (or “for pay”) steadily
increased from 28% to about 59%, although women
remain more likely than men to take time out of the
labor force to care for children or ailing parents (Smith
and Bachu 1999; U.S. Census Bureau 2007). Perhaps
as a result of their weaker attachment to the labor
force, the relationship between various socioeconomic
characteristics and health or mortality are weaker for
women than for men (Macintyre and Hunt 1997).

With regard to the life course, both men and women
often transition into and out of the labor force multiple
times as they complete or return to school, experience

spells of unemployment or disability, take time to
care for children or other family members, or retire
one or more times (Pavalko and Smith 1999). Each
of those transitions, the time that individuals spend
in each state, and the trajectories workers experience
within their careers can have important implications
for mortality (Hayward et al. 1989; Pavalko et al.
1993).

The fourth section turns to research on the rela-
tionships between societal patterns of work, income,
and material resources and mortality, often within a
comparative or historical framework. Inequality and
cycles of unemployment and economic growth can
leave their mark not only on the survival of individuals,
but also on the mortality experiences of populations.
This section also describes some of the implications of
globalization for mortality, especially the movement of
low skill, low wage, and unsafe jobs from MDCs to
LDCs.

Due to the limitations of extant data, prior research
has often examined health outcomes other than mortal-
ity, but that are associated with survival (e.g., morbid-
ity, mental health, medical conditions, and self-rated
health). Mortality is unique in that it marks the irre-
versible exit from a population and reflects the culmi-
nation of a lifetime of work, occupational, and material
conditions. Our discussion focuses on the theoretical
connections between work, occupations, and income
and various health and mortality outcomes, and where
possible, we emphasize studies that specifically exam-
ine mortality. We draw on theory and research from
demography, sociology, economics, social epidemiol-
ogy, and occupational epidemiology.

Empirical Relationships: Work,
Occupations, Income, and Mortality
Among US Adults

Before we discuss major findings from the empirical
literature, we present some numbers to provide a sense
of the magnitude of the relationships among employ-
ment status, occupational status, material resources,
and overall mortality. For most of this exercise, we use
data from the 1990 Family Resources Supplement to
the National Health Interview Survey (NHIS), linked
to prospective mortality in the National Death Index
through 2002 (National Center for Health Statistics
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1992, 2007). Gompertz proportional hazard models
estimated the risk of death between the respondent’s
age at interview and their age of death or their age at
the end of the follow-up period in 2002 (Korn et al.
1997). Gompertz models capture the exponentially
increasing risk of death as adult’s age. The models
also adjust for race/ethnicity, sex, foreign-born status,
marital status, and education. We include each employ-
ment status, occupational status, and income variable
separately, rather than simultaneously, to provide a
sense of the gross relationship between each measure
and prospective mortality in a nationally representative
sample of adults aged 18 and older. We also present
models that are stratified by sex and broad age groups
at baseline. Our models are not designed to test the
theoretical frameworks described below, but instead
highlight many of the measures that are commonly
used and their relationships with mortality.

Employment Status

Table 13.1 presents the results for three sets of employ-
ment status variables. In the first column, the first set
of variables shows that compared to those who are
employed at the time of survey, those who are unem-
ployed have 35% higher risks of death, and those who
are not in the labor force and not looking for work
have 60% higher risks of death over the follow-up
period. The next set of variables distinguishes among
those who usually work full-time (35 or more hours per

week) and those who usually work part-time (1 and
34 h/week). Compared to those who work full-time,
adults who work part-time have 30% higher risks of
death, those who are unemployed have 52% higher
risks of death, and those who are not in the labor force
have 72% higher risks of death over the follow-up
period. The third set of variables finds no difference
in the risk of death between those who are employed at
a job and those who are self-employed.

The next two columns estimate these relationships
separately by gender and show that working part-time,
being unemployed, or not participating in the labor
force is associated with higher risks of death for males
than for females, potentially because it is more com-
mon for males to serve as the primary breadwinners
in families and select out of the labor force only if
their health is quite poor, whereas women have weaker
attachments to the labor force. The final three columns
show that the relationship between employment sta-
tus and mortality weakens after age 65. However, even
adults aged 65 or older have increased risks of death if
they are not in the labor force, potentially because they
are in poor health and are unable to work.

Occupational Status

Table 13.2 presents the relationship between occupa-
tional status and mortality. We examine six different
occupational status indices (discussed in more detail in
the following sections). The indices include the Hauser

Table 13.1 Gompertz proportional hazard ratios for the relationship between employment status and overall mortality, US adults
aged 18 and older, 1990–2002a,b

All adults Males Females Aged 18–44 Aged 45–64 Aged 65+

Employed Ref. Ref. Ref. Ref. Ref. Ref.
Unemployed 1.35∗∗∗ 1.51∗∗∗ 1.05 1.40 1.30∗ 1.11
Not in the labor force 1.60∗∗∗ 1.66∗∗∗ 1.50∗∗∗ 1.82∗∗∗ 1.85∗∗∗ 1.33∗∗∗

Employed full-time Ref. Ref. Ref. Ref. Ref. Ref.
Employed part-time 1.30∗∗∗ 1.35∗∗∗ 1.23∗ 1.26∗∗∗ 1.41∗∗∗ 1.09
Unemployed 1.52∗∗∗ 1.71∗∗∗ 1.18 1.52∗∗ 1.61∗∗∗ 0.90
Not in the labor force 1.72∗∗∗ 1.78∗∗∗ 1.62∗∗∗ 1.92∗∗∗ 1.96∗∗∗ 1.38∗∗∗

Employed at a job Ref. Ref. Ref. Ref. Ref. Ref.
Self-employed 0.96 0.99 0.88∗ 0.97 0.86 1.01
Unemployed 1.42∗∗∗ 1.61∗∗∗ 1.08 1.46∗ 1.47∗∗∗ 0.86
Not in the labor force 1.56∗∗∗ 1.63∗∗∗ 1.46∗∗∗ 1.83∗∗∗ 1.78∗∗∗ 1.32∗∗∗

Note: ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001 (two-tailed tests).
aData come from the 1990 Family Resources Supplement to the National Health Interview Survey, and the linked mortality files.
bEach set of employment status variables comes from a separate model. All models also adjust for age, sex, race/ethnicity, foreign-
born status, marital status, and education.
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Table 13.2 Gompertz proportional hazard ratios for the relationship between standardized occupation scores and overall mortality,
US adults aged 18 and Older, 1990–2002a,b

All adults Males Females Aged 18–44 Aged 45–64 Aged 65+

Hauser-Warren socioeconomic index 0.90∗∗∗ 0.87∗∗∗ 0.96∗ 0.85∗∗∗ 0.95∗∗∗ 0.98
Not in the labor force 1.62∗∗∗ 1.65∗∗∗ 1.56∗∗∗ 1.86∗∗∗ 1.86∗∗∗ 1.36∗∗∗

Siegel prestige score 0.89∗∗∗ 0.88∗∗∗ 0.92∗∗ 0.85∗∗∗ 0.92∗∗∗ 0.99
Not in the labor force 1.63∗∗∗ 1.66∗∗∗ 1.57∗∗∗ 1.85∗∗∗ 1.88∗∗∗ 1.36∗∗∗

Nakao and Treas prestige score 0.89∗∗∗ 0.87∗∗∗ 0.93∗∗ 0.85∗∗∗ 0.93∗∗∗ 0.98
Not in the labor force 1.63∗∗∗ 1.67∗∗∗ 1.57∗∗∗ 1.85∗∗∗ 1.88∗∗∗ 1.36∗∗∗

Nam–Powers–Boyd occupational status score 0.89∗∗∗ 0.85∗∗∗ 0.95∗ 0.83∗∗∗ 0.93∗∗∗ 1.00
Not in the labor force 1.63∗∗∗ 1.65∗∗∗ 1.58∗∗∗ 1.88∗∗∗ 1.88∗∗∗ 1.36∗∗∗

Occupation earnings score 0.90∗∗∗ 0.87∗∗∗ 0.96 0.86∗∗∗ 0.91∗∗∗ 1.03
Not in the labor force 1.62∗∗∗ 1.62∗∗∗ 1.58∗∗∗ 1.84∗∗∗ 1.87∗∗∗ 1.35∗∗∗

Occupation education score 0.90∗∗∗ 0.88∗∗∗ 0.95∗∗∗ 0.83∗∗∗ 0.98∗∗∗ 0.97
Not in the labor force 1.63∗∗∗ 1.67∗∗∗ 1.56∗∗∗ 1.87∗∗∗ 1.87∗∗∗ 1.36∗∗∗

Note: ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001 (two-tailed tests).
aData come from the 1990 Family Resources Supplement to the National Health Interview Survey, and the linked mortality files.
bEach occupational status variable comes from a separate model. All models also adjust for age, sex, race/ethnicity, foreign-born
status, marital status, and education.

and Warren (1997) socioeconomic index, the Siegel
(1971) prestige score, the Nakao and Treas (1994)
prestige score, the Nam–Powers–Boyd occupational
status score (Nam and Boyd 2004), an occupational
earnings score that indicates the percentage of work-
ers who are in occupations that have lower median
incomes than those in the respondent’s own occupa-
tion, and an occupational education score that indicates
the percentage of people in the occupational category
who had completed one or more years of college.
Except for the Hauser and Warren socioeconomic
index, all of the scores were calculated by staff at the
Integrated Public Use Microdata Series (Ruggles et al.
2009), and were then merged into the NHIS based
on the three-digit 1990 Census Occupational Codes.
Those who are not in the labor force do not report
an occupation. Thus, we standardize the occupational
status indices to have a mean of 0 and a standard
deviation of 1, and code those who are not in the
labor force as 0. Then we include a dummy variable
to indicate those individuals who are not in the labor
force.

The first column of Table 13.2 shows that a one
standard deviation increase in any of the occupa-
tional status indices we examine is associated with a
10–11% lower risk of death over the follow-up period.
The next two columns show that the inverse asso-
ciation between the occupational status scores and
overall mortality is generally stronger for men than

for women. The final three columns show that the
inverse relationships among the occupational status
scores and mortality are strongest among those aged
18–44 at baseline, and weaken with age until none
of the scores are significantly associated with mor-
tality among adults aged 65 and older at baseline.
Although prior research emphasizes differences in the
measurement and conceptual purpose of each index
(Mutchler and Poston 1983; Nam 2000), our (quite
simple) models show that each has a similar rela-
tionship with mortality. Future work could more sys-
tematically explore whether different dimensions of
occupational status or prestige confer different survival
advantages.

Given important differences among occupations in
working conditions and their links with specific causes
of death, Table 13.3 presents the relationship between
selected causes of death and some major occupational
groups and specific occupations, based on data from
the US National Occupational Mortality Surveillance
(NOMS) System (National Institute for Occupational
Safety and Health 2009). The NOMS System uses
data from death certificates that include occupation
and industry information from 28 states that have par-
ticipated in the project for two or more years from
1984 through 1998. The NOMS database does not pro-
vide information on length of employment or estimates
of workplace exposures, but it includes information
on numerous recent deaths and has broad geographic
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coverage. The proportionate mortality ratios (PMRs)
indicate whether the age-standardized proportion of
deaths from a specific cause of death for a particular
occupation is higher (i.e., PMR > 100) or lower (i.e.,
PMR < 100) than expected. For example, deaths from
cancers of the trachea, bronchus, and lung are signifi-
cantly lower than expected among males in executive,
administrative, and managerial occupations overall,
but are not different from the expected levels for
business managers.

Table 13.3 shows several noteworthy patterns. First,
men in white collar positions generally have lower
than expected mortality from most of these causes,
with the exception of higher than expected mortality
from heart diseases among men in technical, sales,
and administrative support occupations. By contrast,
women in executive, administrative, and managerial
occupations, and in technical, sales, and administrative
support occupations have higher than expected mortal-
ity from lung and related cancers and COPD—causes
affected by smoking, which may have been more com-
mon among higher-status women who were dying over
the period considered here.

Second, while external causes of death due to injury
and poisoning are inexplicably higher than expected
for women in many occupations, for women and
men they are particularly high in farming, forestry,
and fishing occupations and in blue collar occupa-
tions like extractive work (e.g., mining) and in jobs
that involve a high risk of traffic accidents (e.g.,
truck drivers). Third, there are remarkably strong asso-
ciations between extractive occupations and deaths
from pneumoconioses and lung diseases like silicosis

(PMR = 973), due to the external agents that are
frequently inhaled in mining work.

Income and Material Resources

Table 13.4 returns to the NHIS data and presents results
for overall mortality and material resources. Individual
and family income are the sum of the income from
sources including jobs, self-employment, social secu-
rity/railroad retirement, retirement accounts, interest
bearing accounts, dividends, and other sources.
Income from self-employment or dividends can be
negative if individuals take a loss at their businesses
or on their investments. Thus, we code our income
variables for analysis by bottom-coding individual
and family income to ensure that there are no negative
values, dividing by $10,000, and taking the natural log.
We also include a dichotomous variable to indicate
whether individuals (or any family members, in the
case of family income) reported negative income
values from self-employment or dividends. Although
persistent income losses may be disadvantageous,
short-term losses may be less problematic if the
ownership of a business or investments is associated
with reduced mortality.

The first column of Table 13.4 shows that each
$10,000 increase in logged individual income is asso-
ciated with 3% lower risk of mortality over the follow-
up period. Individuals who have any negative income
have 38% lower risk of death than those without neg-
ative income. Family income has a similar inverse

Table 13.4 Gompertz proportional hazard ratios for the relationship between individual and family income and income portfolios,
and overall mortality, US adults aged 18 and older, 1990–2002a,b

All adults Males Females Aged 18–44 Aged 45–64 Aged 65+

Individual income, divided by $10,000, logged 0.97∗∗∗ 0.96∗∗∗ 0.98∗∗∗ 0.97∗∗∗ 0.96∗∗∗ 0.99∗
Any negative individual income 0.62∗∗∗ 0.65∗ 0.50 0.63∗ 0.48 1.08

Family income, divided by $10,000, logged 0.97∗∗∗ 0.96∗∗∗ 0.97∗∗∗ 0.96∗∗∗ 0.97∗∗ 0.99
Any negative family income 0.94 0.78∗∗∗ 1.21 0.65 0.96 1.26∗∗∗

Family income equivalence, divided by $10,000, logged 0.97∗∗∗ 0.96∗∗∗ 0.97∗∗∗ 0.96∗∗∗ 0.96∗∗ 0.98
Any negative family income 0.94 0.77∗∗∗ 1.20 0.65 0.96 1.26∗∗∗

Individual income portfolio 0.87∗∗∗ 0.86∗∗∗ 0.89∗∗∗ 0.70∗∗∗ 0.74∗∗∗ 0.94∗∗∗

Family income portfolio 0.90∗∗∗ 0.89∗∗∗ 0.90∗∗∗ 0.74∗∗∗ 0.76∗∗∗ 0.95∗∗∗

Notes: ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001 (two-tailed tests).
aData come from the 1990 Family Resources Supplement to the National Health Interview Survey, and the linked mortality files.
bEach income or income portfolio variable comes from a separate model. All models also adjust for age, sex, race/ethnicity, foreign-
born status, marital status, and education.



13 Work, Occupation, Income, and Mortality 269

relationship with the risk of death. We also exam-
ine a family income equivalence measure that adjusts
the family income variable for the purchasing power
of different size families, as described by Van der
Gaag and Smolensky (1982), and again find an inverse
relationship between family income and mortality.

The income portfolios capture the income diversi-
fication of individuals or households (Krueger et al.
2003). The individual income portfolio is the sum
of the number of income sources an individual has
received from jobs, self-employment, social secu-
rity/railroad retirement, other pensions, interest, divi-
dends, and other income. The family income portfolio
includes the number of sources of income from all
family members, divided by the number of family
members. The individual income portfolio indicates
that each additional source of income is associated
with 13% lower risks of death over the follow-up
period. The family income portfolio shows that each
additional source of income per family member is
associated with a 10% lower risk of death over the
follow-up period. The next two columns show that
the relationships between each measure and mortal-
ity are modestly weaker for women than for men.
The final three columns show that the relationship
between material resources and mortality weakens
with age.

Causal, Reciprocal, and Spurious
Relationships

Theoretical Concerns

Nearly all research that examines relationships
between overall or cause-specific mortality and
employment or work conditions, occupational expo-
sures or prestige, or income and material resources
grapples with the difficulty of establishing causal con-
nections among those variables in the population of
interest. Education is unique among the commonly
used indicators of SES, as is described in Chapter 12.
Because education is usually determined early in life
before the onset of age-related poor health and does
not change with age, it has a more clearly established
causal effect on mortality, although the mechanisms
that link education to mortality are incompletely under-
stood (Link 2008; Lleras-Muney 2005; Mirowsky and

Ross 2003). By contrast, work, occupation, and mate-
rial resources may change multiple times over the
life course, and are likely to be more sensitive to the
influence of underlying (and potentially unobserved)
health conditions (Kitagawa and Hauser 1973; Smith
1999).

There are clear theoretical reasons to suspect a
causal connection leading from better work conditions,
higher-status occupations, and higher incomes to
longer lives. Indeed, this is the primary focus of
this chapter, so we will not belabor the point here.
Nevertheless, individuals with higher incomes can
afford to live in safer housing in safer neighbor-
hoods, purchase more nutritious foods or access to
gyms or other recreational facilities, and buy better
healthcare; high-quality jobs may be safe, interesting,
and relatively free of stress; and higher-status occu-
pations can offer greater prestige that one can use to
command resources that promote health. All of these
factors could plausibly lead to better health and longer
lives.

In contrast, although mortality is the last event that
individuals will ever experience, placing it clearly after
a lifetime of exposure to work and material conditions,
it remains possible that those who are sickly or dis-
abled may be less able to work, more likely to lose
their jobs or to move into lower status occupations if
they are working, less likely to earn high incomes, and
ultimately, more likely to die (Smith 1999). For exam-
ple, the inverse association between household wealth
and the risk of death among older adults (Bond Huie
et al. 2003) could be explained by the need for sickly
individuals to spend down their assets to qualify for
long-term care through the Medicaid program (Smith
1999). Haas (2006) has demonstrated that poor health
in early life is associated with reduced earnings in later
life.

What remains most likely, however, is that there
are reciprocal relationships between health and work,
income, and occupation (Mulatu and Schooler 2002;
Mullahy and Robert 2008), and that the predomi-
nant direction of that relationship (i.e., from health
to SES, or from SES to health) varies over the life
course and across social circumstances. At younger
ages, relatively few adults are too disabled to work, and
instead, those who are not working are often attending
school, at home caring for young children, or, less fre-
quently, participating in underground economies that
may offer greater rewards than the formal labor market
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(Subramanian and Kawachi 2003). In mid- and late-
life, however, early life conditions may begin to exact
their toll on the ability of individuals to maintain
fully active lives, which may result in greater dis-
ability, lower incomes, and increased risks of death
(Haas 2006; Hayward and Gorman 2004; also see
Chapter 9). Further, over the life course, individuals
may experience bouts of illness that reduce their
socioeconomic position, and some individuals may be
better able to recover their health and socioeconomic
standing than others.

The role of gender in selection into the labor force,
certain occupations, and earning at the highest levels
changes over time and varies across birth cohorts. In
prior decades in MDCs, when relatively fewer women
worked outside the household, women who did hold
full-time jobs outside of the home in high-status occu-
pations were a very select group. More recently and in
most parts of the world, women are commonly spend-
ing part or all of their adult lives in the paid-labor force,
although they remain more likely than men to leave
the labor force to care for children or elderly depen-
dents (Buvinic et al. 2002; Heymann et al. 2003). Little
research has systematically examined how changes in
the employment of women across cohorts might shape
the relationship between work, occupation, material
resources, and health and mortality outcomes among
women, men, and their families.

Finally, an alternate hypothesis warrants mention.
Work, occupation, and material resources may have
spurious relationships with mortality outcomes in
some circumstances. For example, unobserved genetic
or environmental factors that are associated with
employment or occupational status attainment (Guo
2006; Nielsen 2006) may also account for differ-
ential mortality by employment or occupational sta-
tus. Importantly, the unobserved factors need not be
genetic. Cultural capital—or the underlying tastes and
preferences that convey a person’s status (Bourdieu
1984, 1986)—may shape educational and occupational
prospects, as well as health behaviors that have estab-
lished connections to mortality (Pampel 2006; Stempel
2005). Although cultural capital theories are com-
monly linked to education, Bourdieu’s (1984) empha-
sis on the cultivation of cultural capital within families
suggests that interventions that target increases in edu-
cational attainment (e.g., mandatory schooling laws)
may do little to shape the underlying tastes for high-
status work or healthy behaviors.

Methodological Concerns

There are multiple strategies for attempting to address
causal concerns. First, researchers can try to find
socioeconomic measures that are less sensitive to
individuals’ bouts of poor health. For example, fam-
ily income or one-time income transfers from fam-
ily members may be less sensitive to personal
health than individual earnings (Kitagawa and Hauser
1973). However, this approach can be problematic
if unhealthy individuals (e.g., smokers) tend to live
together, resulting in poor health and lower earn-
ings among all family members, or if families non-
randomly provide transfers or bequests based on the
health of recipients (McGarry and Schoeni 1995).
Second, some researchers use instrumental variables
or fixed-effects methods, or attempt to find natural
experiments to exploit plausibly exogenous variation
in socioeconomic resources that result from policies or
plant closings, to account for the impact of unobserved
factors on the relationship between socioeconomic
indicators and mortality (Glied and Lleras-Muney
2008; Krueger et al. 2004; Strully 2009).

Third, some researchers attempt to directly model
reciprocal relationships between health and work,
occupation, and material resources. Moore and
Hayward (1990) focus on changes in occupation and
find that the least healthy individuals appear to leave
physically demanding occupations like farming that
they hold through midlife and move into clerical posi-
tions in later life. The mixing of career clerks with
those who moved from farming to clerical work in later
life inflates the mortality rate for clerical occupations,
and deflates the rate for farmers. Finally, researchers
can make stronger causal claims when they identify
causal pathways—such as from shift work, to sleep
loss, to accident mortality, or from work-related crys-
talline silica exposure to silicosis mortality. But the
biological, behavioral, and psychosocial links between
many social factors and specific causes of death are
seldom observed in the available data.

The remaining sections of the chapter emphasize the
theoretical reasons and empirical support for the influ-
ence of work, occupation, and material resources on
health and mortality outcomes. Throughout the chap-
ter we will note where the reciprocal relationships
between SES and health or mortality outcomes are
most apparent, or indicate where there is scant firm evi-
dence to support causal connections in either direction.
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Individual and Family Level:
More-Developed Countries (MDCs)

Work and Employment

In industrialized societies, work, or employment, is
often defined as effort that is spent in the paid-labor
force in exchange for wages or a salary. Of course,
Sullivan (2006) points out that this definition of “work”
is imprecise. Not all work is done for pay in the
near term (e.g., farmers may only accrue earnings
if they have a successful crop that sells for a profit
at the end of the growing season), yields financial
remuneration, and takes place outside the home (e.g.,
housework or carework). In LDCs, much work can be
informal and inconsistent. Because a detailed examina-
tion of informal economies and household production
are beyond the scope of this chapter (but see Becker
1981; Sullivan 2006), we will focus our attention on
participation in the paid-labor force. This generally
includes people who are employed and those who are
unemployed but looking for work, while others are
classified as not in the labor force and not looking for
work because they are retired, attending school, home-
makers, or disabled. Research has documented higher
mortality among those who are unemployed or not in
the labor force but who are of working age, compared
to working-aged adults who are employed (Rogers
et al. 2000; Sorlie and Rogot 1990), potentially due to
the benefits of work itself, or because the least healthy
individuals may be most likely to be unemployed or to
exit the labor force.

Mortality risk and health also vary considerably
among those who are employed, and several bodies
of research seek to identify the mechanisms that link
work conditions to mortality. The “job strain model”
focuses on the survival consequences of workplace
demands and the ability of workers to meet those
demands: Fig. 13.1 shows the hypothesized relation-
ships (adopted from Karasek 1979; see also Theorell
2000). Jobs that place high demands on workers, but
that offer workers little control over their work condi-
tions and limited ability to meet those demands tend
to be associated with higher risks of death, espe-
cially from cardiovascular disease (Johnson et al. 1996;
Kivimäki et al. 2002) and suicide (Tsutsumi et al.
2007). But not all research has confirmed the impact
of job strain (the combination of high demands and
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Fig. 13.1 Job-strain model and the hypothesized impact on
mortality. Source: Adopted from Karasek (1979: 288)

low control) on coronary heart disease or mortality (de
Lange et al. 2003; Eaker et al. 2004), and some find
that “passive” jobs marked by low demands and low
control may be linked to excess mortality (Amick et al.
2002). Further, some research finds that social support
in the workplace is directly associated with improved
cardiovascular health or buffers workers from the harm
of high job strain (Kawakami et al. 2000), but others
find no effect of work-related social support on mor-
tality (Astrand et al. 1989). Ambiguous findings in the
job strain literature may result from differences across
studies in control variables or the time between mea-
suring job conditions and assessing mortality (Theorell
2000).

The “effort-reward imbalance (ERI) model” pro-
vides another common perspective for examining the
health and mortality consequences of the fit between
workers and their jobs. The ERI model characterizes
jobs on two dimensions: effort and reward (Siegrist
1996; van Vegchel et al. 2005). The effort dimen-
sion indicates the job-related obligations required of
the employee. The reward dimension captures money,
esteem, job security, and other opportunities that are
conferred to the employee through the job. In addi-
tion to the characteristics of the job itself, workers
who exhibit “overcommitment” will be less likely than
others to leave jobs that are marked by an imbalance
between efforts and rewards due to their intrinsic need
for approval and esteem, in combination with high lev-
els of ambition (Siegrist 1996; van Vegchel et al. 2005).
The theory predicts that workers who exhibit overcom-
mitment and who work in jobs that require high effort
but that offer few rewards should have increased lev-
els of stress; higher levels of smoking, drinking, and
other behaviors that are often undertaken in response
to stress; and thus, increased risks of death. Empirical
studies have generally found that the effort-reward
imbalance is associated with worse self-rated health,
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higher levels of smoking and alcohol consumption,
and a greater incidence of cardiovascular disease inci-
dence and mortality (Bosma et al. 1998; Kivimäki et al.
2002; van Vegchel et al. 2005), although the model typ-
ically fits better for men than for women (Niedhammer
et al. 2004). Research on the importance of overcom-
mitment, however, is less often studied and the extant
results are inconclusive (van Vegchel et al. 2005).

Other research has examined how different types of
employment contracts may lead to variations in mortal-
ity among employed people. “Standard” employment
contracts imply full-time work, typically on a fixed
schedule, with the expectation of continued employ-
ment, and at the employer’s place of business under
the employer’s direction (Kalleberg 2000). In contrast,
nonstandard work encompasses alternate employment
relationships that may include on-call work and day
labor, temporary-help agency employment, employ-
ment with contract companies or independent contract-
ing, other self-employment, and part-time employment
in otherwise “conventional” jobs (Kalleberg et al.
2000).

Some researchers have hypothesized that nonstan-
dard employment contracts are linked to increased
adult mortality because such jobs often lack access
to health insurance coverage, retirement benefits,
and unemployment insurance coverage in the United
States, they provide less on-the-job training and man-
agerial oversight of occupational safety and health,
and they involve employment insecurity (Price and
Burgard 2008; Quinlan et al. 2001). For example,
self-employed individuals may have worse health than
those who are employed by others because self-
employment can be fraught with uncertainty due to
market fluctuations and the risk of losing personal
assets (Jamal 2007; Lewin-Epstein and Yuchtman-
Yaar 1991). Because self-employed workers may have
to rely on their own savings and cannot count on
employer contributions to pension programs, self-
employed workers tend to work longer, retire later, and
die more quickly after they retire (Hayward and Grady
1990).

There is tremendous variety among nonstandard
contracts and in their health consequences across occu-
pations, industries, and societies. Some studies have
found no difference in the health of nonstandard work-
ers and their counterparts with standard contracts, pos-
sibly because of different labor policies across employ-
ment sectors, or differential selection of persons into

nonstandard contracts based on their age, gender, pref-
erences for terms of employment, and baseline health
(Artazcoz et al. 2005; Virtanen et al. 2006). In contrast,
the risk of traumatic and fatal occupational injuries was
higher among temporary workers in Spain than among
their standard contract counterparts (Benavides et al.
2006), and temporary workers in Finland had higher
all-cause mortality and higher mortality from alcohol-
related causes and from smoking-related cancers than
their standard contract counterparts (Kivimaki et al.
2003).

Work schedules are also associated with health out-
comes that are closely linked to mortality. Working
late, long, or rotating shifts is associated with shorter
sleep durations and higher rates of automobile and
workplace accidents among truck drivers and medi-
cal workers (Lockley et al. 2004; Pack et al. 2006),
and increased risk of myocardial infarction (Liu
and Tanaka 2002). Epidemiological research has also
linked late-night work and prolonged exposure to
light at night to hormonal changes that result in
increased risks of breast cancer (Davis et al. 2001;
Schernhammer et al. 2001), a leading cause of can-
cer mortality among women. Overtime hours have
been associated with poorer perceived health, more
work-related injuries and illnesses, and even increased
mortality for US workers (Caruso et al. 2004). In
post-industrial economies, however, overtime work is
increasingly performed by highly educated profession-
als, so future research is needed to understand if and
how they are affected by longer work hours in the
context of generally healthy working conditions.

Importantly, employment transitions can have
implications for health. Involuntary job loss has been
linked to downturns in physical and mental health
(Burgard et al. 2007) and can increase stress due to the
loss of an important social role and reduced income.
The increased stress associated with unemployment
can, in turn, lead to higher levels of smoking, excess
drinking, and increases in biomarkers (e.g., inflam-
mation, cholesterol) that indicate worse cardiovascular
health (Dooley et al. 1996). Further, job loss can
mean the loss of healthcare coverage and decreased
access to preventive healthcare services in the United
States, where insurance coverage is frequently tied to
an employer. Even individuals who lose their jobs but
are quickly re-employed have a greater incidence of
medical conditions than those who are continuously
employed (Strully 2009).
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Transitions into and out of, or within the labor force
can have important implications for health over the
life course. Intuitively, job loss or a lack of employ-
ment could impact mortality differently depending on
whether an individual has just completed a college
degree and not yet started a new career and become
self-sufficient, is middle aged and has a family to sup-
port, or is near retirement and has been working for
years in a physically demanding occupation (Kasl and
Jones 2000). Spending more time in the labor force is
generally associated with better health (Pavalko and
Smith 1999), but men who move through a series of
unrelated jobs, or who make progress early in their
career but were not promoted later in their careers,
have increased risks of death compared to men who
work in the same job over time or who are pro-
moted throughout their careers (Pavalko et al. 1993).
Participation in the labor force is also associated with
better health among women, and having children or
spending time doing housework does not appear to
greatly diminish those benefits (Pavalko and Smith
1999; Schnittker 2007).

Occupations and Occupational Status

Research on occupations or occupational status and
mortality typically focuses either on work-related
exposures and harmful environments, or on social
status aspects of occupation. A substantial body of
research examines the connections between particu-
lar occupations or occupational exposures and specific
health outcomes. Work that entails exposure to toxic
chemicals, the use of unsafe machinery or work envi-
ronments, or that requires intense physical effort may
be associated with increased risks of mortality. For
example, exposure to fine particles of crystalline silica
when mining, working with stone, or sandblasting can
increase the risk of silicosis-related mortality (Bang
et al. 2008), and asbestos exposure can increase the
risk of lung cancer (Yano et al. 2001). Some occupa-
tions are physically demanding and lead to increased
rates of disability and mortality. Longer exposures to
more physically demanding occupations are associated
with increased risks of mortality, regardless of the most
recent occupation held (Moore and Hayward 1990).
Nonetheless, not all work-related physical activity is
harmful to health. Some physically strenuous work
may promote cardiovascular health and reduce the risk

of cardiovascular disease mortality (Morris et al. 1966;
Paffenbarger and Hale 1975). Declining levels of phys-
ical activity in the workplace in recent decades are
a major contributor to the total declines in physical
activity among US adults (Brownson et al. 2005), and
sedentary lifestyles are associated with greater risks of
morbidity and mortality.

A second line of research conceptualizes occupa-
tion as an indicator of SES or prestige. Because adults
in industrialized societies typically spend long hours
in the labor force and derive central aspects of their
identities from their work, occupational status is often
considered a key indicator of an individual’s status
in society. Indeed, those who work in higher-status
occupations as indicated by standard occupational
indices or military or government rank live longer than
those in lower status positions (Marmot 2004; Rogers
et al. 2000; Seltzer and Jablon 1977). Adjusting for
income and education reduces but does not eliminate
the impact of occupational status on mortality in the
United States (Rogers et al. 2000), although that asso-
ciation is less persistent for other health outcomes in
more homogeneous samples (Miech and Hauser 2001).

Marmot (2004) focuses on the status dimensions of
occupation in the Whitehall study of British civil ser-
vants. Because all British civil servants have access
to high-quality healthcare and other social benefits,
and because an occupational status gradient in mortal-
ity persists even among the Whitehall respondents, all
of whom have fairly high levels of income, Marmot
argues that status itself drives the relationship between
occupational class and mortality. Specifically, he sug-
gests that individuals compare themselves unfavorably
to others in higher-status positions, which leads to
higher levels of stress and higher levels of drinking and
smoking in response to that stress (see also Wilkinson
2006).

Marmot’s (2004) findings are consistent with
research on the importance of subjectively reported
social status on health and mortality outcomes even
after adjusting for objective indicators of SES (Adler
et al. 2000). But it remains possible that unmeasured
material resources, perhaps from earlier in life, may
drive both current occupational status, perceptions of
status relative to others, and health and mortality out-
comes (MacLeod et al. 2005). Some researchers have
focused on mortality within very specific and high-
status occupations. For example, Major League base-
ball players can expect to live longer than those in
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the general US population (Saint Onge et al. 2008),
although their survival advantage may come from the
selection of only the healthiest individuals into base-
ball careers (Saint Onge et al. 2007). Similarly, boosts
in prestige—such when actors and actresses win an
Academy Award—are associated with increased sur-
vival (Redelmeier and Singh 2001), although errors
in statistical analysis might account for those results
(Sylvestre et al. 2006). In sum, the causal effect of
occupational prestige on mortality remains ambiguous.

Occupational status also has important implications
for the retirement process and subsequent mortality.
Men typically retire from the labor force multiple
times, and men who work in occupations that are
marked by low status, low earnings, and few opportuni-
ties for advancement tend to spend more years working
after they initially retire, and spend a greater share of
their working lives in post-retirement jobs (Hayward
et al. 1988). Further, workers in physically demanding
jobs with little intellectual complexity are more likely
to become disabled and to retire, and to die sooner
after retiring than workers in higher-status occupations
(Hayward et al. 1989). Prior research typically finds
that retirement may not lead to worse health in gen-
eral, but poor health may often precipitate retirement
(Kasl and Jones 2000).

While evidence suggests a link between occupa-
tion and survival, it can be difficult to measure and
operationalize occupational status for several reasons.
Occupation can change over the life course, making it
difficult to compare studies using occupation in early
life at the beginning of the career to studies that use
occupation in later life that is closer to retirement.
Additionally, occupational status may be more variable
among younger workers who have not yet established
themselves in a single career, and among older workers
who may have retired from their primary occupation
but who continue to work in new fields (Moore and
Hayward 1990). Characterizing an individual’s occu-
pation can be especially difficult for women, who
tend to move in and out of the labor force more
frequently than men to care for children or elderly par-
ents (Kitagawa and Hauser 1973; Martikainen 1995;
Pavalko and Smith 1999), although this sex differ-
ence is becoming less pronounced in recent cohorts
(Schnittker 2007).

There is no single standard method for measuring
occupational status, nor is there a consensus about
whether the various indices have similar relationships

with mortality. Various occupational status indices
have been devised, each with a different focus: the
Duncan (1961) socioeconomic index of all occupa-
tions links information about average education and
income of incumbents to an indicator of prestige; the
Nam–Powers–Boyd (2004) occupational status scale
emphasizes occupation-specific differences in earn-
ings and education; and Siegel’s (1971) occupational
prestige scores are derived solely from prestige-based
survey items (see Miller and Salkind 2002; Nam 2000).
Jencks et al. (1988) raise numerous criticisms of stan-
dard occupational status indices that fail to account
for the substantial heterogeneity within occupations,
and instead devise an index of job desirability that
incorporates both pecuniary (e.g., earnings) and non-
pecuniary (e.g., work hours, job stability, whether indi-
viduals get dirty at work, frequency of supervision, and
repetitive tasks) aspects of jobs. Gender differences
may be greater for measures of occupational status
than of occupational prestige (Mutchler and Poston
1983). Indeed, Hauser and Warren (1997) note the
difficulty of creating occupational status indices that
are adequate for both men and women, and that cap-
ture something more than education within and across
generations.

In terms of mortality, we are aware of no studies that
compare these indices in terms of their impact on over-
all or cause-specific mortality, nor that theorize why
some scales should be more important than others for
predicting mortality. Some research has documented
links between mortality and single measures of occu-
pational status; Rogers et al. (2000) find that Nam–
Powers–Boyd occupational status scores are inversely
associated with the risk of death. Our simple models in
Table 13.2 show that the indices have similar associa-
tions with mortality, but future research that examines
these relationships more systematically would offer
greater insight into the most salient dimensions of
occupational status for survival.

Finally, there are limitations associated with both
self-reported and objective data on occupation-specific
or workplace stress, insecurity, exposure to noise,
injuries, fatalities, and exposures to noxious sub-
stances (Jencks et al. 1988; Theorell 2000). Objective
reports from employers of the number of workplace
injuries or temporary workers, or expert raters’ obser-
vations of working conditions in specific occupations
are costly to collect and quickly become outdated
because working conditions can change quickly over
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time. Self-reports are more sensitive to workers’ actual
experiences because conditions vary considerably even
within the same occupation, and because workers also
have different levels of coping resources, social sup-
port, and sense of control. But self-reports are vulner-
able to bias if some workers are pessimistic and report
negatively about both their job characteristics and their
wellbeing, creating a spurious association between the
two. Objective data avoid this problem of spurious
association, but provide only a rough estimate of con-
ditions that may be important for mortality and that are
experienced by the many different workers in a given
occupation.

Income and Related Material Resources

Work provides earnings that are a major component of
household income and that contribute to other mate-
rial resources, including retirement accounts, savings,
and home ownership. We distinguish between mate-
rial resources that are fluid and that are available to
spend immediately (e.g., earnings), and accumulated
material resources that may be more difficult to liqui-
date but that may nevertheless promote longevity (e.g.,
housing, retirement accounts, financial assets).

Fluid resources like earnings can be used immedi-
ately to promote health and reduce the risk of death by
paying for medications and medical care, aiding smok-
ing cessation efforts, or purchasing more nutritious
foods and gym memberships. Higher levels of income
are generally associated with lower risks of death,
although that relationship is weaker at higher levels
of income than at lower levels (Rogers et al. 2000).
Income from a variety of sources (self-employment,
jobs, interest, dividends) each promote longer lives, but
income from jobs and self-employment are especially
important for reducing mortality among working-aged
adults (Krueger et al. 2003; McDonough et al. 1999).
Although income from self-employment may be more
volatile than income from jobs, the amount of income
from each source has the same inverse relationship
with the risk of death (Krueger et al. 2003). But not
all income is associated with lower risks of death.
McDonough et al. (1999) find that women have lower
risks of death when their husbands have high earn-
ings, although men have increased risks of death when
their wives have high earnings, potentially because
sickly men rely on the higher earnings of their wives,

or because high earning wives may violate traditional
gender roles.

Some research suggests that access to Medicare and
social security may weaken the link between income
and mortality at the older ages by providing access
to medical care and diminishing income inequality
among older adults (House et al. 1990). But others
find that the equalizing forces of the social security
program on income at the oldest ages are modest
compared to the immense disparities in the accrual
of private pensions and asset income over the life
course (Crystal and Shea 1990). Although the relation-
ship between income and mortality weakens with age,
adults who are 75 years or older who receive income
from multiple sources have lower risks of death than
those with fewer income sources, even after adjusting
for the total amount of income received, because their
income may be more stable if any single source should
falter (Krueger et al. 2003). Moreover, recent research
suggests that the selective mortality of adults with low
levels of education and earnings before they reach
the oldest ages may partially account for the smaller
socioeconomic gradient in mortality at the oldest ages
(Dupre 2007).

Wealth, or accumulated material resources, has
important implications for mortality. Home ownership
is a primary source of wealth for many US families
(Oliver and Shapiro 1997), with a smaller share of
households holding stocks, bonds, mutual funds, and
personal retirement accounts. Wealth is particularly
important when viewed in a life course framework
because it tends to accumulate with age, and as such,
is a stronger predictor of mortality outcomes among
older adults than is income, which often declines as
older adults exit the labor force (Bond Huie et al.
2003).

Historical research from the eighteenth and nine-
teenth centuries in England suggests, however, that
wealth was not associated with mortality in that era,
possibly because excess food consumption, tobacco
use, and sedentary lifestyles were more common
among the aristocracy, merchants, and professionals,
than among the laborers (Razzell and Spence 2006).
By 1865 in Providence Rhode Island, however, a clear
mortality gradient was apparent; individuals who paid
taxes (because they had higher incomes) had lower
mortality rates than those who did not pay taxes
(Chapin 1924). Thus, the income and wealth gradi-
ent in mortality may have appeared only at the end of
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the nineteenth century. Other research focuses on why
the inverse relationship between material resources and
mortality may continue to increase in contemporary
societies (Glied and Lleras-Muney 2008; Phelan et al.
2004).

In contrast to holding wealth, being in poverty sug-
gests severe material deprivation. Although a small but
not insubstantial share of the US population may be
in poverty at any given time, up to 30% of house-
hold heads in the Panel Study of Income Dynamics
experienced some form of poverty between 1967 and
1982, and about 11% were in poverty throughout that
period (McDonough et al. 2005). Compared to men,
women are more likely to live in poverty because they
are more likely to be the unmarried heads of house-
holds with dependent children, to have lower levels of
education (at least among older cohorts of women),
and to earn lower incomes. Being in poverty is asso-
ciated with increased risks of death among both men
and women (Zick and Smith 1991). Although the risk
of death increases with the number of spells of poverty,
the first time that individuals move into poverty is espe-
cially harmful, perhaps because individuals may be
able to adapt to repeated spells or longer durations of
poverty (Oh 2001). There is some evidence that redis-
tributive policies that target individuals in economic
need can promote survival. Compared to those who are
estimated to be eligible but who did not participate in
the Food Stamp program, those who participate in the
program have significantly lower risks of death after
adjusting for unobserved factors, possibly because the
program ensures adequate nutrition and allows the
family to allocate monetary resources to other areas
that promote health (Krueger et al. 2004).

Individual and Family Level:
Less-Developed Countries (LDCs)

Work and Employment

More than 80% of workers live in the developing
world, and while they face some of the same mortality
risks related to employment, occupation, and income
as individuals in MDCs, their work circumstances
are also unique (Rosenstock et al. 2005). Although
there is considerable variation across societies and
regions, LDCs often have a substantial share of their

workforce—70% or more in some cases—engaged in
the agricultural sector (World Bank 2003). Further,
many adults in LDCs are engaged in informal work
that occurs in households or on the streets and that
is completely unregulated for occupational health and
safety risks. The close integration of subsistence agri-
culture and informal home-based production into the
household context blurs the separation between work
and home that is more apparent in MDCs, and can
make it difficult to identify injuries and deaths that
are specifically work-related (Driscoll et al. 2005;
Rosenstock et al. 2005). Further, work-related expo-
sures, whether due to pesticides used for farming or to
lead used to make batteries in home workshops, can
directly impact the health and mortality of both the
worker and other family members (Rosenstock et al.
2005).

Vulnerable social groups are often more likely to
work in the informal economy (Giuffrida et al. 2002)
and with nonstandard contracts (Kalleberg et al. 2000),
but the situation is perhaps even more evident in
LDCs than in MDCs. Child labor is rare but still
exists in MDCs; 96% of child laborers live in LDCs,
with up to one in three children under the age of
15 working in some regions of the world (Facchini
et al. 2003). Children routinely do dangerous work that
exposes them to serious injury and hazardous chemi-
cals. For example, children work in charcoal produc-
tion in Brazil and manufacture fireworks in Guatemala
and Columbia (Giuffrida et al. 2002; Salazar 1998).
Adverse conditions may be particularly damaging to
the health of children who are still undergoing phys-
ical development, and can add to the cumulative
burden of workplace dangers they face over the life
course. Women are more likely than men to work
in the low-paying informal economy, where they are
often overlooked by labor unions or public-health ser-
vices (Buvinic et al. 2002; Toyota 2006), and they
experience dangerous occupational exposures during
pregnancy and ergonomic challenges when using pro-
duction equipment that was designed for male workers
(Loewenson 2001). Internal and international migrants
who work in LDCs and even MDCs are often relegated
to low-paying and risky work in the informal economy
(Toyota 2006).

Formal investment in occupational health and safety
(OHS) is lower and enforcement of regulations to
protect workers or compensate them for workplace
accidents or illness covers a smaller share of the
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population in LDCs than in wealthier nations. OHS
regulations are typically not very stringent or only
apply to certain types of employers in many countries
that are still undergoing industrialization (Giuffrida
et al. 2002; Yu et al. 1999), and the large informal
sector is largely unregulated. For example, a study of
auto body shops in Sonora, Mexico, found outdated
equipment and technology for mitigating exposure to
hazardous chemicals, and little awareness of environ-
mental and occupational health and safety (Velazquez
et al. 2008). Small businesses that employ only a hand-
ful of workers are plentiful in developing countries,
and they are less able to invest in the OHS infrastruc-
ture than larger businesses that can spread the costs
over larger numbers of workers (Giuffrida et al. 2002).
Many business owners have limited capital to invest in
improving conditions for workers or for the residents
in surrounding communities that may also be affected
by toxic emissions.

Governments in poorer countries have limited data
collection systems in place to evaluate work-related
injuries or mortality, few resources to enforce any
existing health and safety regulations, and few sci-
entists or bureaucrats to influence decision-makers
(Nuwayhid 2004). Further, many individuals who
retire from paid work in LDCs cannot expect the
same pension benefits or income and health support
programs that many MDCs provide, because LDCs
often lack the financial resources, motivation, or infras-
tructure to offer these benefits (Willmore 2006), and
because large fractions of the population work in the
informal economy and do not pay into social security
or pension programs (van Ginneken 1999).

Occupations

Workers in lower-income societies are exposed to
both the “classic” dangerous occupational exposures,
resulting in outcomes including accidental injuries and
fatalities, and exposure to silicosis and lead poisoning,
but increasingly they also face risks that are preva-
lent in higher income countries, such as high job strain
(Rosenstock et al. 2005). The globalization of produc-
tion means that may dangerous occupations and work-
ing conditions are moving from MDCs to LDCs, where
workers will accept lower wages and where OHS reg-
ulations are weaker (Loewenson 2001). In LDCs, for
example, workers in export processing zones may have

workplaces characterized by high levels of machine-
related accidents, dust, noise, and exposure to toxic
chemicals (Denman et al. 2003). These workplaces
also enforce unrealistic production quotas, productiv-
ity incentives, and unregulated overtime, resulting in
jobs that place high demands on workers who have lit-
tle ability to control their circumstances (International
Labour Organization 1988).

Certain occupations in LDCs have been the target
of extensive study. In African nations with high rates of
HIV/AIDS, truck drivers show very high rates of infec-
tion with the disease because they are highly mobile
and spend a great deal of time away from their fam-
ilies and communities. These working conditions and
the wide availability of commercial sex workers along
major transport routes mean that they are much more
likely than those in other occupations to engage in
high-risk sexual encounters and to contract sexually
transmitted infections, including HIV/AIDS (Ramjee
and Gouws 2002). Similarly, men who migrate long
distances to work in mining centers in Southern Africa
have high rates of contracting HIV/AIDS due to long
spells spent away from family, residence in single-
sex hostels, and the ready availability of commercial
sex workers (Lurie et al. 2003). Those male workers,
their spouses, and the sex workers the men visit have
increased risk of HIV/AIDS infection and mortality in
these contexts.

The high level of exposure to pesticides and the
resulting morbidity and mortality among agricultural
workers in LDCs has also been studied extensively.
Some estimates suggest that 99% of all deaths from
acute pesticide poisoning occur in LDCs, even though
those countries use only 20% of the world’s pesticides
(Christiani and Wang 2003). The meaning of pesticide-
related deaths may be unclear because they can result
from work-related exposure, accidental exposure in the
home if improperly stored, or intentional ingestion in
suicide attempts (Litchfield 2005). Agricultural work-
ers also have high rates of injuries that are related to
their work.

Income, Remittances, and Material
Resources

On the one hand, individuals in LDCs may be well
poised to convert relatively low levels of material
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resources into survival gains, because many causes of
death in LDCs result from the deprivation of basic
resources. Incremental increases in income can facil-
itate the purchase of additional calories and nutrients
that will greatly improve even adult health and sur-
vival. On the other hand, the scant availability of
basic medical, occupational safety and health, and
social-welfare infrastructure means that individuals in
LDCs may be less able to convert their income into
survival than adults in MDCs. Weaker social safety
nets, a poorer public-health infrastructure, few medi-
cal facilities, and underfinanced or inexistent pension
or healthcare programs may leave families responsible
for the care of sick and elderly adults. Because for-
mal safety nets are lacking, parents may invest their
earnings and wealth in the education and employment
prospects of their children as a method for ensuring
their own health and material wellbeing in later life.

Although adult children in LDCs sometimes
migrate for school or marriage, they most often migrate
within the country or internationally to find better pay-
ing jobs (Knodel and Saengtienchai 2007). Consistent
with the idea that migration decisions are made with
the interests of all family members in mind (Massey
1990), adults whose children migrate intra- or inter-
nationally for work typically have improved survival
compared to adults whose children did not migrate,
even after adjusting for baseline health and the propen-
sity to have migrant children (Kuhn 2006; Kuhn
et al. 2011). This effect is strongest when focusing
on migrant sons in countries where sons and their
wives are expected to provide the primary source of
support for parents. Part of the salubrious effect of
having migrant children is mediated by the higher
education and greater earning potential of migrant chil-
dren, which suggests that children’s remittances may
be important for parents’ health (Kuhn 2006; Zimmer
et al. 2007).

Nevertheless, it is often difficult to measure income
in communities where many households are engaged
in subsistence agriculture or home-based production,
where remittances and earnings may be irregular, or
where the ownership of durable goods rather than cash
reserves may be more important indicators of eco-
nomic wellbeing. Indeed, it is difficult to identify the
impact of children’s remittances on parents’ mortal-
ity in many surveys, given that children who migrate
for work may only sporadically send money to their
parents, but they may buy them gifts, like cellular

phones, property, and automobiles, and only make
large-cash transfers when parents have acute health-
care needs (Knodel and Saengtienchai 2007; Kuhn
2006). Other researchers have collected information
on expenditures on basic necessities, such as food and
housing, and have created asset indices of ownership
of durable goods. For example, Filmer and Pritchett
(2001) developed an asset index based on ownership
of consumer durables (e.g., radio, bicycle) and hous-
ing characteristics (e.g., presence of piped water in the
home). However, ownership of assets may confer dif-
ferent survival benefits than the availability of income,
depending on the families’ abilities to convert those
assets into health.

Measurement Issues in Less-Developed
Countries

Data quality is especially problematic in LDCs. Due
to gaps in vital statistics records and errors in record-
ing information about the cause of death, it can be
difficult to ascertain who died and why. In any coun-
try, there are two kinds of occupational mortality:
acute accidents or outcomes that are linked to immedi-
ate work conditions, and mortality from diseases that
have a long-latency period and that are more diffi-
cult to establish as specifically caused by work or a
particular occupation (Driscoll et al. 2005). In both
MDCs and LDCs, it is difficult to assess the impact
of work on diseases or causes of death that have
long-latency periods, and this is even more difficult in
LDCs that lack adequate record keeping systems on
employment, occupational exposures, and overall and
cause-specific mortality. Moreover, workplace injuries
and accident-related mortality may be undercounted
in LDCs where there are few regulatory agencies that
ensure the accurate reporting of work-related deaths
(Concha-Barrientos et al. 2005).

An illustrative example is the underreporting of fatal
and nonfatal accidents involving pesticides in LDCs.
Estimates suggest that only 10–20% of pesticide-
related exposures are reported appropriately, and that
only 5% of fatal cases are appropriately reported
(London and Bailie 2001). Underreporting of occupa-
tional fatalities in agricultural work and in rural areas
more generally may be particularly severe. A study
of the Western Cape region of South Africa found
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that occupational fatalities in rural areas were under-
reported by 85% (Schierhout et al. 1997). Large farm
owners in South Africa exercise a great deal of control
over their workers who are isolated from transporta-
tion and information because they live and work on
the farms. Under these conditions, and because it is
up to the farm owner to be informed about regulations
and to report fatalities, many agriculture-related deaths
are missed. Further, workers’ deaths and injuries in
construction and manufacturing industries in rapidly
industrializing areas of China may be substantial but
are routinely underreported, especially for those work-
ing in the growing private sector rather than in state
owned enterprises (Yu et al. 1999).

Aggregate and Comparative Research

Global Labor Relationships and Mortality

The job characteristics that shape the mortality experi-
ences of a population change as economies transition
from predominantly agricultural to industrial and post-
industrial modes of production. The relative impor-
tance of physical and environmental hazards at work
declines as fewer individuals hold agricultural and
manufacturing jobs, while the importance of psychoso-
cial stressors rises as the dominance of the service
sector grows. Wealthier countries that transition toward
service-based economies often “export” physically and
environmentally hazardous jobs to nations with fewer
regulations and more workers willing to perform these
jobs for relatively low pay. The global competition for
manufacturing means that employers may cut wages
and LDCs may enact weak OHS standards in an effort
to attract jobs, which may result in stressful and unsafe
working conditions (Denman et al. 2003). Increasing
globalization also means that psychosocial stressors,
notably perceived job insecurity, may rise for workers
in wealthier countries. This is true even for higher-
status workers, whose job security falls as technologi-
cal innovation and the push for enhanced flexibility and
competitiveness lead to organizational restructuring
and layoffs (Cappelli et al. 1997). Even in the United
States, where unemployment is often much lower than
in other MDCs, both low- and high-status workers lose
their jobs relatively often, even if many subsequently
become re-employed quickly (Strully 2009).

The consequences of social inequalities in the distri-
bution of “good” jobs and material resources are also
heavily influenced by societal contexts. Many western
European nations provide relatively generous social
safety nets and have high levels of unionization, pro-
viding protection for workers from across the social
spectrum. The United States provides fewer institu-
tionalized supports for workers, especially those in
“bad” jobs. Low- and middle-income countries gen-
erally have even less support available for workers in
risky occupations, or for those working informally or
in subsistence agriculture. Indeed, a weaker public-
health infrastructure and limited access to adequate
nutrition can exacerbate the harms of the more dan-
gerous jobs that are more common in many LDCs.

Macroeconomic Growth
and Unemployment

A society’s level of economic development—or the
growth of their economy—has also been linked to
longer lives, although the importance of economic
growth may have been more important in pre-industrial
and industrializing societies than in contemporary
MDCs (Preston 1976; Sen 2001). Adequate material
resources in a population can be used to improve
sanitation and the public-health infrastructure, erad-
icate or ameliorate the harmful effects of parasites
and infectious diseases, and improve the human cap-
ital of the population through education (Cutler and
Lleras-Muney 2008; Cutler and Miller 2005). Indeed,
Omran’s (1971) description of the epidemiologic tran-
sition from high- to low-mortality regimes in western
societies specifically invoked the importance of eco-
nomic development, given that the advent of mod-
ern antibiotics and immunizations, and large-scale
improvements in water treatment, occurred after the
most dramatic declines in mortality already took place.

In MDCs more recently, however, the connec-
tion between economic growth and mortality is less
clear. A series of papers by Brenner suggested that
macroeconomic recessions lead to increased mortal-
ity, especially for vulnerable populations (Brenner
1971, 1979). Long-term economic growth may pro-
mote survival by reducing poverty, allowing greater
investments in medical or workplace technologies that
directly aim to improve health, and fostering stronger
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social support programs such as social security and
Medicare (Brenner 2005). Thus, Brenner (2005) sug-
gests that long-term economic growth and low levels
of unemployment should promote longevity, although
he notes that in the short-term, economic growth
may result in companies investing in new technolo-
gies which may foster workplace competition, require
employees to learn new skills, and increase stress-
related mortality.

In contrast, although there is clear evidence that
unemployment is harmful for individuals who have lost
their jobs, some research at the aggregate level sug-
gests that unemployment rates are inversely associated
with mortality at least for some causes of death and
in countries with social-welfare programs that buffer
individuals from the immediate harms of unemploy-
ment. Adult mortality from traffic accidents, coronary
heart disease, and cirrhosis appears counter-cyclical
and increases when the economy improves (Granados
2008; Ruhm 2007).

Various mechanisms might account for the inverse
relationship between unemployment rates and some
causes of death. For example, people may have more
time for sleep and exercise if they are unemployed or
have reduced hours, and they may reduce unhealthy
behaviors such as consuming alcohol and other sub-
stances because they have less income. Even individu-
als who are employed may be less willing to undertake
unhealthy behaviors that may lead to job loss in an
uncertain economic climate (Catalano et al. 1993).
But Ruhm (2007) discounts the importance of health
behaviors, especially given that mortality declines as
much among those who are aged 65 or older (and who
already have time for exercise and sleep), as among
working-aged adults. He posits that a sluggish econ-
omy may impact the mortality of adults of all ages by
reducing air pollution and traffic congestion, or foster-
ing social support as younger family members spend
less time working. Further, and somewhat inexplicably,
some evidence suggests that fewer individuals receive
medical treatments including coronary artery bypass
grafting or coronary angiography when the economy
is strong (Ruhm 2007). In contrast, deaths from other
causes, including suicide, diabetes, and hypertension
are pro-cyclical and increase as the economy declines
(Granados 2008; Kammerling and O’Connor 1993).

Another factor that may weaken the link between
economic growth and mortality includes the wide-
spread availability and affordability of cigarettes and

calorie dense but nutritionally poor foods. So-called
“diseases of affluence,” including obesity, diabetes,
high cholesterol, hypertension, and heart disease may
increase with economic growth, especially in low- and
middle-income countries (Brandt 2007; Ezzati et al.
2005). The economic development that accompanied
major declines in fertility and mortality, also leads to
increases in nutrition. But MDCs, and more recently,
LDCs have become increasingly reliant on processed
foods that have relatively high levels of fat and sugar,
and that facilitate the rise of obesity (Cutler et al.
2003; Popkin 1993). Similarly, the global diffusion
of cigarette smoking—spurred by growing affluence
around the world—has contributed to increasing lev-
els of heart disease and lung cancer (Brandt 2007;
Pampel 2007). These increases in obesity and smok-
ing are particularly harmful in LDCs where there are
few resources to treat chronic diseases and where indi-
viduals may simultaneously remain at an elevated risk
of infectious diseases.

Income Inequality

Some researchers have examined the relationships
between economic inequality within populations and
individual or aggregate mortality experiences (Lynch
et al. 2004; Ross et al. 2000; Wilkinson 1997;
Wilkinson and Pickett 2006). At least some research
finds that among countries at comparable levels of
development, more inequitable nations have higher
mortality, regardless of the measure of inequality used
in the analyses (Kawachi and Kennedy 1997). Thus,
the question arises about why the inequality of a popu-
lation would matter for longevity, even after adjusting
for individual socioeconomic factors or the level of
economic development, and even in populations where
even the poorest should have access to basic material
and social resources, such as healthcare or a reasonable
government safety net.

Three mechanisms have been posited that link eco-
nomic inequality to population health and mortality
outcomes. First, economic inequality might undermine
the development or maintenance of social capital, as
indicated by trust among citizens, norms of reciprocity,
and strong civic organizations (Kawachi et al. 1997).
Not only might those factors directly influence health
(Kawachi and Berkman 2000), but they may make it
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harder to achieve effective political solutions to prob-
lems associated with population health and wellbeing.
Second and concomitantly, economic inequality may
undermine support for the development of human cap-
ital through high-quality public education, a strong
social safety net, affordable access to healthcare, and
an equitable distribution of public resources (Lynch
et al. 2000). The immensely different resources of
high- and low-status individuals in very inequitable
societies can make it hard for policy makers to achieve
a consensus about the benefits of social programs that
are supported by taxes on the most wealthy but primar-
ily benefit the least wealthy (Kawachi and Kennedy
1999). Third, inequality may lead to increased mor-
tality due to the psychosocial stress experienced by
low-status individuals. In highly unequal societies,
low-status individuals may make social comparisons—
whether in terms of ownership of high-status items,
access to the most elite institutions, or opportunities
for success—in which they always appear to be failing.
In turn, adverse social comparisons can lead to a sense
of relative deprivation, increased levels of psychoso-
cial stress, worse health behaviors such as drinking and
smoking as individuals seek to cope with that stress,
and, ultimately, increased mortality (Wilkinson 2006).

Evidence for the relationship between economic
inequality and mortality, however, is somewhat mixed.
Although some studies find that income inequal-
ity and mortality or other adverse health indicators
are positively associated, others have found null or
even inverse relationships (Deaton and Paxson 2001;
Mansyur et al. 2008; Subramanian and Kawachi 2004;
Wilkinson and Pickett 2006). Wilkinson and Pickett
(2006) suggest that many of the null or inverse rela-
tionships emerged in data from the 1980s and 1990s
when there were rapid increases in both inequality
and longevity in many countries, a finding that is con-
sistent with results from Deaton and Paxson (2001).
However, in subsequent research, Deaton and Paxson
(2004) show that changes in mortality poorly track
changes in income inequality, which undermines a
clear connection between income inequality and mor-
tality in their data. Rather, they suggest that declines
in mortality appear to be driven by technological
advances—a finding supported by others (Glied and
Lleras-Muney 2008). Interestingly, some research doc-
uments that the inverse association between personal
income and mortality is stronger as the level of income
inequality in a population increases (Mansyur et al.

2008), possibly because high incomes in unequal soci-
eties lead to favorable social comparisons (Deaton and
Paxson 2001).

Conclusion and Future Directions

Work, occupation, and material resources are clearly
important for survival in both MDCs and LDCs,
although their relationships with mortality are not
always straightforward. Some jobs and occupations
promote long and healthy lives, whereas others expose
workers to dangerous and stressful conditions. Further,
there are important differences across countries—
such as the availability of public safety nets and
OHS regulations—that shape the relationship between
work and mortality. Based on the wealth of impor-
tant research findings that we describe above, we have
identified several areas that future work might explore.

First, much research in MDCs focuses solely on the
work, occupation, and income of an individual, with-
out providing sophisticated insight into how decisions
about work and the allocation of income are shaped
by family members in ways that might impact health
and mortality. Marriage and family relationships have
persistent relationships with mortality, but the com-
plex relationships among family, work or income, and
mortality are under-theorized and understudied. A few
notable exceptions focus on gender differences in the
impact of spousal earnings or time in the labor force
on personal health or mortality (McDonough et al.
1999; Stolzenberg 2001), but many questions remain.
Research from LDCs has more directly focused on the
nexus of work, family, and health. Perhaps because of
the lack of social and healthcare safety nets, families
in LDCs might play a more central role in determin-
ing who should attend school or migrate for work, to
maximize the wellbeing of all family members (Kuhn
2006).

Second, comparative research could more directly
examine the global flows of both work and work-
ers, and their implications for mortality. The move-
ment of relatively low-skill migrants from LDCs into
MDCs for low-paying jobs that cannot be outsourced
(e.g., agriculture, construction), and the flow of highly
skilled immigrants (e.g., doctors) from LDCs into
MDCs for improved opportunities might have impor-
tant implications for the spread of infectious diseases
(Tatem et al. 2006), the stress associated with job
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uncertainty as outsourcing increases (Strully 2009),
and the dearth of physicians who can provide adequate
healthcare in LDCs (Ahmad 2005). The global flow
of both workers and jobs might be particularly acute
for workers at certain stages of their life course or by
gender. Indeed, men are more likely than women to
migrate internationally for work, where they may have
fewer workplace protections than native-born work-
ers. Further, older workers in MDCs may be in jobs
that are more likely to be outsourced (e.g., manufac-
turing) and may be less able to find new jobs and to
benefit from additional education. Research that con-
siders the increasingly global economy may reveal
important patterns in the impact of moving jobs and
workers on mortality in both the sending and receiving
countries.

Third, our chapter draws together research from
demography, sociology, social epidemiology, and
occupational epidemiology. The distinct orientations
of each body of research are clear. Occupational epi-
demiology emphasizes the relationship between work-
place exposures to noxious agents and social stressors
to clinical health and mortality outcomes, such as mor-
tality from silicosis and myocardial infarction. In con-
trast, the sociological and demographic research more
often focuses on life course and gender issues in the
progression through jobs or occupations, emphasizes
the importance of status rather than occupational expo-
sures, and examines overall mortality. Future research
in each field might benefit by recognizing the strengths
of research in other areas to more clearly understand
the mechanisms that link work, occupations, and mate-
rial resources to overall and cause-specific mortality.

Finally, future research should continue to collect
more extensive and accurate data. Data limitations
are especially pressing in LDCs where the quality of
vital statistics data may be questionable and where
data about workplace exposures and stressors may be
particularly difficult to collect given that many indi-
viduals work in informal or unregulated jobs. In both
MDCs and LDCs, extensive data collection efforts are
required to establish the workplace fatalities that occur
after long-latency periods. Further, there are limited
data that link work and occupation to mortality through
specific psychosocial, behavioral, and biological path-
ways, especially in low-income countries.

Our chapter also highlights the many ways that pol-
icy might impact the relationship between work, occu-
pation, income, and mortality. For example, policies

and interventions could target workplaces and their
owners by designing laws and encouraging the imple-
mentation of technologies that limit exposure to nox-
ious agents, reduce the need for repetitive motions
and heavy lifting, and provide training to workers
and managers to facilitate stress-free environments.
Alternately, social policies could target the popula-
tion more holistically, without focusing narrowly on
the circumstances of employment. Redistributive poli-
cies, such government mandated healthcare, social
security, and income redistribution may directly
impact the mortality of all individuals, regardless of
whether they are employed for pay, thereby having a
greater impact on population health (Link and Phelan
2005). Nevertheless, work, occupation, and material
resources are central features in the broader strat-
ification of society, and it seems likely that they
will continue to be linked to life chances, including
survival.
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Chapter 14

Relationships Among Health Behaviors, Health,
and Mortality

Christine L. Himes

Introduction

Individual and population measures of health reflect
a variety of underlying factors, including genetics,
disease environments, behaviors, and health-care fac-
tors. Individuals are at risk of disease because of their
genetic predispositions, the disease environment in
which they live, and the individual behaviors in which
they engage. The medical care system can alleviate
those risks, but once basic housing, sanitation, and
public-health interventions have been established, the
most cost-effective way of intervening in the disease
process is through the adoption of personal healthy
lifestyle behaviors. Three lifestyle characteristics—
tobacco use, poor diet and physical inactivity, and alco-
hol consumption—account for nearly 40% of deaths in
the United States (Mokdad et al. 2004). Understanding
the patterns of these health behaviors and the ways
in which they influence health is critical to advancing
health and longevity.

Health behaviors can be examined at both individual
and population levels. Research focused on individ-
ual factors explores the molecular and cellular effects
of tobacco, alcohol, or specific nutrients on the body.
The interest lies in the biological mechanisms through
which particular behaviors interact with genetic predis-
positions to create disease. Other research at the indi-
vidual level focuses on the socioeconomic or behav-
ioral correlates of health and health behaviors. For
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instance, a considerable body of research has exam-
ined the changes in health behaviors that accompany
changes in marital status (Hu and Goldman 1990;
Liu and Umberson 2008; Waite and Gallagher 2000).
Additional research has focused on the effects of edu-
cation, occupation, and income on health (Adler and
Rehkopf 2008; Mirowsky and Ross 2003; Warren
and Hernandez 2007). Again, health behaviors are
often viewed as intervening variables, in this case
linking socioeconomic status (SES) to disease; some
researchers have argued that those with more educa-
tion have better information about the value of healthy
behaviors and greater resources to act on that infor-
mation (Cutler and Lleras-Muney 2006; Goldman and
Smith 2002; Lahelma et al. 2004).

A focus on population-level characteristics, such
as cultural differences in diet, exercise, and lifestyle,
shifts away from entirely individual-based explana-
tions for disease patterns. Instead, at the population
level, patterns of behavior are examined for their cor-
relation with the prevalence of a particular disease
within a country or subpopulation. Countries in which
the diet is high in fatty fish, for instance, have been
found to exhibit lower prevalence of coronary heart
disease (Stone 1996). This correlation at the population
level can then be examined at the individual level to
determine the mechanisms through which that particu-
lar diet may affect the onset of disease (Kris-Etherton
et al. 2002). Early work on population-level behaviors
focused on mortality as the endpoint. Preston’s (1976)
study of national mortality patterns focused on differ-
ences between countries in the structure of causes of
death. In earlier work, Preston (1970) focused on the
role of smoking patterns in explaining mortality differ-
entials. In the field of epidemiology, Keys et al. (1980)
led path-breaking investigations on the prevalence of
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heart attacks and strokes in seven countries in an effort
to identify the elements of lifestyle and diet associated
with differential incidence.

Both individual and population approaches
contribute to our understanding of the role of health
behaviors in affecting health. In his seminal work
on public-health measures, Rose (2008) describes
this interrelationship. As he notes, some population
characteristics, such as mean cholesterol levels, are
aggregations of individual characteristics. Other
population characteristics, such as herd immunity, are
properties of the society from which an individual may
benefit. Further, societies exist not just as collections
of individuals, but have their own distinctive character-
istics, many that influence health. Behavioral activities
such as eating, drinking, and exercising are socially
conditioned. These characteristics are not evenly
distributed among those in the population, partly as
a result of wider social forces that determine access
to resources and information. There is increasing
evidence that addressing the societal determinants of
disease is important for further reductions in disease
prevalence and improvements in mortality (Adler
and Rehkopf 2008; Murray et al. 2006; Rose 2008;
Stafford and Marmot 2003).

The three leading causes of death in high-income
countries are heart disease, cancer, and stroke. For all
three, health behaviors may be as significant as genetic
disposition for risk. A recent report by the World
Health Organization (WHO 2008) estimates that 80%
of premature deaths worldwide could be eliminated
by regular exercise, refraining from tobacco use, and
the consumption of a healthy diet. This chapter exam-
ines tobacco use, diet and nutrition, physical activity,
obesity, and alcohol consumption. For each, I examine
individual-level explanations for that behavior’s effects
on health, as well as population-level prevalence data.

Measurement Issues

The measurement of both health and health behav-
iors is fraught with pitfalls. Most studies must rely on
the self-reports of individuals. With respect to health
behaviors, self-reports tend to suffer from two gen-
eral types of errors. First, people may report answers
that they feel are socially acceptable—that is, they
may underreport stigmatized behaviors and over-report

socially desirable ones. Second, people may remember
events inaccurately. Despite these potential sources
of error, researchers have concluded that self-reports
of health behaviors generally provide accurate data
(Babor et al. 2000; Patrick et al. 1994). In some cases,
however, bias differs by sex and age. Kuczmarski et al.
(2001) find that self-reports of height and weight are
more accurate for younger adults than for those aged
60 and older. At the other end of the spectrum, Brener
et al. (2003) find that adolescents are not very sensitive
about behaviors related to physical activity, but are sen-
sitive to those involving tobacco use. Men tend to over-
report their height and women underreport their weight
(Rogers et al. 2003). Both social desirability bias and
recall error can be ameliorated to some extent by sur-
vey techniques (Warnecke et al. 1997). Confidential
or anonymous surveys tend to yield greater validity.
Limiting the time frame in which recall is required,
and using specific terms, such as “in the last year” or
“often,” also help to reduce error.

Other measurement and classification issues arise
in cross-cultural and cross-ethnic comparisons. For
instance, because of the reliance in the United States
on the Medicare system for particular coding of disease
conditions, the United States continues to use ICD-9
codes for morbidity reports and ICD-10 codes for mor-
tality (National Center for Health Statistics [NCHS]
2009). This creates some problems with cross-national
comparisons, although the effect is seen at very fine
levels of analysis. In addition, some cultural differ-
ences exist in the naming of diseases and the interpre-
tation of questions. For instance, African-Americans
may refer to diabetes as “sugar” and to hypertension
as “high blood” (Stevens et al. 1994). Some measures
of health status, such as Katz’s index of limitations
in activities of daily living (ADLs), have been shown
to be consistent within an ethnic group, but less valid
in comparisons across ethnicities (Reijneveld et al.
2007). A gender bias may also be present in some
measures, such as those that ask about the ability to
perform household tasks which are linked to tradi-
tional gender roles, like cooking or housework (Allen
et al. 1993). Such cultural differences need to be con-
sidered when measures are compared across cultures
or ethnicities (Ramirez et al. 2005; Warnecke et al.
1997).

Further confusion stems from the use of similar
terms to describe particular disease conditions. In
referring to a variety of sources, this chapter retains
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the disease term used in the original research, rather
than attempting to standardize terminology. The term
“heart disease” encompasses a wide range of underly-
ing conditions including diseases of the heart muscle
(cardiomyopathy) or valves (stenosis), the circulatory
system (coronary artery disease), or the function of the
heart (arrhythmias). The terms cardiovascular disease
(CVD), coronary heart disease (CHD), and coronary
artery disease (CAD) usually refer broadly to the
underlying atherosclerotic process—the “hardening”
of the arteries, although the usage of these terms is
often imprecise and their relative popularity varies
over time. The term CVD is more often associated
with the broad spectrum of conditions relating to the
heart and blood vessels, including CAD and stroke
(http://www.who.int/mediacentre/factsheets/fs317/en/).
Currently, the National Heart, Lung, and Blood
Institute refers to CHD and CAD as interchangeable
terms describing the most common type of heart
disease in the United States in which plaque accu-
mulates in the coronary arteries (http://www.nhlbi.
nih.gov/health/dci/Diseases/Cad/CAD_WhatIs.html).
Ischemic heart disease refers to damage to the heart
muscle from inadequate oxygen. Cerebrovascular
disease defines a group of conditions that affect the
blood supply to the brain, but most commonly refers to
stroke, in which blood flow to the brain is interrupted
either through an ischemic stroke (due to a blockage
in the blood vessels) or a hemorrhagic stroke (due
to a broken blood vessel). Hypertension refers to
consistently high blood pressure. Current guidelines in
the United States specify that blood pressure readings
that exceed 140 mm Hg systolic or 90 mm Hg diastolic
define hypertension.

The known risk factors for CHD include high serum
level of low-density lipoprotein (LDL) cholesterol, low
serum level of high-density lipoprotein (HDL) choles-
terol, a family history of CHD, hypertension, diabetes
mellitus, cigarette smoking, advancing age, and obe-
sity (Castelli 1996; Hennekens 1998). There is a posi-
tive linear relationship between serum total cholesterol
and LDL cholesterol concentrations and risk of CHD
or mortality from CHD (Jousilahti et al. 1998; Neaton
and Wentworth 1992; Stamler et al. 1986). A low con-
centration of HDL cholesterol is positively correlated
with risk of CHD, independently of other risk factors
(Austin et al. 2000). The particular effects of measure-
ment will be discussed further as each health behavior
is examined.

Tobacco Use

Tobacco use is a serious global public-health con-
cern. The use of tobacco is a risk factor for at least
six of the eight leading causes of death worldwide:
ischemic heart disease, cerebrovascular disease, lower
respiratory infections, chronic obstructive pulmonary
disease, tuberculosis, and trachea, bronchus, and lung
cancers. Smoking is the primary causal factor for at
least 30% of all cancer deaths, for nearly 80% of deaths
from chronic obstructive pulmonary disease, and for
early cardiovascular disease and deaths from this cause
(Centers for Disease Control 2004). Although the
smoker’s own health is most directly affected, sec-
ondhand smoke exposes millions more to the harmful
effects. The use of “smokeless” tobacco products,
like chewing tobacco and snuff, also increases serious
health problems and mortality. The WHO (2008) esti-
mates that worldwide more than 5 million deaths a year
can be attributed to tobacco use, and that number could
rise to 8 million by the year 2030.

Lung cancer was the first disease to be causally
linked to tobacco, and it exhibits the strongest health
relationship between tobacco use and cancer; between
80 and 90% of lung cancer deaths are attributable
to tobacco use (CDC 2004). Tobacco contains over
60 known carcinogens, chemicals including polyaro-
matic hydrocarbons and nitrosamines (CDC 2004).
These and other carcinogens cause genetic changes in
lung cells that lead to the development of lung cancer.
The increased use of filtered cigarettes and cigarettes
with lower tar and nicotine content (lower yield) may
reduce the amount of carcinogens ingested, but has not
clearly reduced the incidence of lung cancer (Institute
of Medicine 2001). Smokers may increase the number
of cigarettes smoked or inhale more deeply with fil-
tered cigarettes, thereby negating the benefits of lower
yield.

The risk of developing lung cancer varies with the
number of cigarettes smoked and the duration of smok-
ing (CDC 2004). The longer an individual smokes and
the more cigarettes smoked, the greater the likelihood
that lung cancer will develop. The deleterious effects
remain even after a smoker quits smoking, although the
relative risks do decline, especially over time and for
specific diseases. In one estimate, the cumulative risk
of developing lung cancer by age 75 was 16% among
those still smoking, versus 10% for those who had quit
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at age 60 (Peto et al. 2000). The benefits of smoking
cessation on mortality vary based on the presence of
disease conditions (Nam et al. 1994). Recent quitters
often include those who have stopped smoking due to
health problems, muting the decline in mortality within
1–3 years of smoking cessation. Among those who are
“healthy” at the time of smoking cessation, mortality
rates begin to approach those of non-smokers 10–
15 years after quitting. The mortality rates of former
smokers remain higher than those of non-smokers, but
substantially lower than those who continue smoking
(CDC 1990).

Smoking is also associated with the development
of chronic respiratory diseases. The US surgeon gen-
eral has consistently reported a relationship between
smoking and chronic obstructive pulmonary disease
(COPD; CDC 1964, 1984, 2004). Smoking is responsi-
ble for 90% of COPD cases in the United States (CDC
2004). COPD is composed primarily of two diseases,
emphysema and chronic bronchitis, both of which cre-
ate obstructions in the movement of air through the
airways and out of the lungs (National Heart, Lung,
and Blood Institute 2009). Chronic bronchitis involves
inflammation and swelling of the lining of the airways,
narrowing and obstructing them. The inflammation
also stimulates production of mucus, which can further
obstruct the airways. Emphysema results from damage
to the walls between air sacs (alveoli) in the lungs. This
damage reduces the ability of the lung to expand and
contract, and both reduces the amount of air taken in
with each breath and increases the energy required to
take a breath. As a result, in both conditions, individ-
uals develop chronic coughs, shortness of breath, and
increased susceptibility to acute respiratory infections.

COPD is especially important to consider given the
long periods of disability associated with it. The pro-
gressive loss of lung function can lead to severe short-
ness of breath, restriction of activity, and the inability
to work or carry out daily activities. Evidence from the
US National Health and Nutrition Examination Survey
(NHANES) indicates that those with obstructive lung
disease are less likely to be able to walk one-quarter
of a mile or to lift 10 pounds and are more likely to
need help with daily activities (Mannino et al. 2003).
Other research indicates that COPD affects all mus-
cle groups and is associated with a broad array of
functional limitations (Eisner et al. 2008). In addition,
COPD is associated with high rates of medical care
utilization, including office-based physician visits and

hospitalizations (Sullivan et al. 2000). In fact, those
suffering from COPD are more likely to be hospital-
ized and to have longer hospital stays than those with
lung cancer (Au et al. 2006).

In considering trends in the development of pul-
monary diseases, we must acknowledge the effects of
tobacco smoke inhalation and early uptake of smoking
among children and adolescents. There is substantial
evidence that secondhand smoke can affect lung devel-
opment in utero, infancy, and childhood (CDC 2004).
In addition, among smokers and those exposed to
smoke, lung function grows more slowly during child-
hood and adolescence, ceases to grow prematurely,
and begins to decline in late adolescence and early
adulthood. The 2006 surgeon general’s report (CDC
2006a) concluded that secondhand smoke exposure
from parental smoking contributes to lower respiratory
illnesses in infants and children, and that the greatest
effect comes from smoking by the mother.

Cigarette smoking is considered the single most pre-
ventable cause of premature death in the United States,
and 20% of deaths in the United States are attributable
to cigarette smoking (CDC 2009). The direct health-
care costs of smoking are immense. Direct medical
costs for the detection and treatment of smoking-
related illnesses, and for patient care, account for 6–8%
of all annual expenditures for health care in the United
States (Warner et al. 1999). Combining the direct med-
ical costs with the loss in productivity associated with
illness results in an estimated $158 billion cost for
the period 1995–1999 (CDC 2002). Some researchers
have argued, however, that long-term health-care costs
might increase if there were no smokers. While smok-
ers have higher medical costs, they also have higher
mortality rates, meaning that their lifetime health-care
costs may be lower than those of non-smokers who
have considerably longer life expectancy (Barendregt
et al. 1997). The inclusion of lost productivity due
to early mortality, however, may negate these lifetime
health-care savings, particularly if smoking cessation
occurs early in life (Rasmussen et al. 2005).

Cigarette smoking rates in the United States have
dropped significantly since the mid-1960s, when about
42% of adults were current cigarette smokers, com-
pared to 20% today (CDC 2008). However, this decline
has slowed in recent years. In the most recent year of
data, 2007, a slight decline has been observed after 3
years of virtually no change. Now, 19.8% of American
adults report being current smokers. Smoking rates
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are higher among those with less education and lower
incomes, as well as among American-Indian pop-
ulations (CDC 2008). Based on data for teenagers
enrolled in school, cigarette smoking among adoles-
cents declined dramatically during 1997–2002, but has
stalled since then. In 2006, 25.6% of high-school stu-
dents reported current use of any tobacco product, with
cigarettes (19.7%) being the most common type of
tobacco used. This compares to an estimated 36% of
teens who reported current smoking in 1997 (CDC
2006b).

Figure 14.1 provides a global perspective on
tobacco use using select countries from the WHO sta-
tistical database. In all countries examined, tobacco use
is higher among men than among women. However,
the extent of this disparity varies widely. In Asia, rep-
resented by China, Indonesia, India, and Japan, male
smoking prevalence is many times more than that
recorded for women. A similar pattern is observed
in Russia where male smoking prevalence is partic-
ularly high (70%), although female smoking is also

relatively high (26%). Many of those same countries
exhibit the highest smoking rates for men overall. The
smallest gender differentials in these select countries
are seen in the United Kingdom and United States.
Smoking prevalence in Europe is slightly higher than
that observed in Australia and the United States.

Smoking prevalence rates in the WHO European
region are estimated at 28.6% overall, 40% among
men, and 18% among women (WHO 2007). These
averages mask important differences, however, among
countries. For instance, male smoking prevalence is
less than 15% in Sweden but exceeds 40% in Austria,
and in Sweden and Iceland female smoking rates
exceed those of males (WHO 2007). Also, smoking
rates in western European countries have stabilized
or declined in recent years, but the trends are less
clear in eastern European countries, especially among
women. Among all European youth there appears to be
a slight downward trend in the smoking rates of boys
and a slight uptick in the smoking rates of girls (WHO
2007). Lifetime tobacco use is most common in the
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Fig. 14.1 Prevalence of current tobacco use among adults (≥ 15 years of age). Source: Data are drawn from the World Health
Organization Statistical Information System (WHOSIS). World Health Organization. Retrieved August 22, 2009
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United States and Europe, with the lowest prevalence
in Africa (Degenhardt et al. 2008). But while smoking
rates have stabilized or declined in the United States
and western Europe, smoking rates are rising in many
less-developed countries, particularly in Asia (WHO
2002).

In nearly all countries, men are more likely to
smoke than women, although the gap has been nar-
rowing as women increase their rates of smoking.
In fact, recent evidence suggests that in a few west-
ern European countries (Denmark and Germany) more
young women (aged 14–19) than young men smoke
(WHO 2003). The historically narrowing gender dif-
ference in tobacco use can be seen today in increased
death rates from lung cancer among older women.
Throughout Europe and North America, women took
up smoking later than men (Pampel 2002). As a result,
the health effects for women have lagged behind those
for men. The smoking behavior of women is responsi-
ble, in part, for the narrowing of the sex differential in
mortality between men and women during the 1990s.
In each year of the last two decades, more women
have died from lung cancer than from breast cancer
(American Cancer Society 2006). However, the gen-
eral decline in smoking may lead to an increase in
life expectancy as deaths from tobacco-related causes
decline (Preston and Wang 2006).

Smoking rates are closely tied to SES at both the
individual and the country level. In the latest European
study, those countries with the lowest gross national
product (GNP) per capita had higher male-smoking
rates and higher death rates due to smoking than did
countries with higher per capita GNP (WHO 2004a).
In general, poor and less-educated people are more
likely to smoke than rich or better-educated ones.
Those with the highest rates of smoking are the unem-
ployed (54%) and manual workers (51%); the overall
population rate is 34%. This socioeconomic differen-
tial has increased with time, so that now 60–65% of
male smokers are concentrated in lower socioeconomic
classes, compared to 35–40% in the 1970s (WHO
2007).

Given the clear evidence that tobacco use is
related to adverse health outcomes, the WHO for-
mulated its first treaty around tobacco control, the
WHO Framework Convention on Tobacco Control
(http://www.who.int/fctc/en/index.html). The treaty,
which now has 168 signatories, emphasizes the need to
reduce both demand and supply. The WHO advocates

a strong educational program, assistance for smoking
cessation programs, and the regulation and control of
tobacco production and marketing.

The extent of the tobacco problem can be seen
by examining the case of China. In recent years
China has experienced a rapid increase in the preva-
lence of tobacco use. Although national-level statistics
are scarce, estimates from a variety of studies have
found prevalence rates for men ranging from 50 to
67% (Ma et al. 2004). In the same studies, preva-
lence rates for women ranged from less than 1 to
14%. Some regions of China, though, have remark-
ably low rates of smoking. For example, in the Ningxia
province, inhabited by Chinese Muslims, fewer than
10% of adults smoke (Weng et al. 1987). There are
great difficulties, however, in comparing these statis-
tics across time and region given the different sampling
strategies and measurement methods (Johnson et al.
2006).

Smoking constitutes a huge economic burden on
Chinese society, through increased health-care costs as
well as through household consumption patterns. One
estimate is that smoking costs China $5 billion every
year (Sung et al. 2006). About one-third of this esti-
mate ($1.7 billion) is for the direct health-care costs
associated with smoking and accounts for over 3%
of all Chinese health-care expenditures in 2000. At
the household level, spending on tobacco crowds out
spending on basic needs (Wang et al. 2006), as well
as investments in human and economic capital through
education, medical care, and farming equipment and
supplies. One estimate is that Chinese smokers spend
17% of household income on cigarettes (Gong et al.
1995).

While the health-care costs of smoking are great,
China has become economically dependent upon
the tobacco industry. China is the world’s largest
tobacco consumer and producer. The state controlled
tobacco industry has been a vital component of eco-
nomic growth in the country. Tobacco sales and taxes
accounted for approximately 7.6% of China’s total rev-
enue and some provincial governments receive more
than 50% of their revenues from tobacco sales (Wright
and Katz 2007). Recently, taxes on cigarettes were
raised from 6 to 11% (to a total tax rate of 36–56% per
pack), to both raise revenues and curb smoking (China
Daily 2009). The heavy dependence upon the economy
on tobacco is likely to make efforts to curb smoking
difficult.
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Clearly, although the health problems associated
with tobacco use are well-documented, and smok-
ing rates in some parts of the world are falling, the
increased prevalence of tobacco use in Asia and Africa
is likely to have a negative effect on future health and
health-care costs.

Nutrition and Diet

Poor diet and a sedentary lifestyle contribute signif-
icantly to the two million or so annual deaths in
the United States (Flegal et al. 2005; Mokdad et al.
2004). Specific diseases and conditions linked to poor
diet include cardiovascular disease (CVD), hyperten-
sion, dyslipidemia (elevated cholesterol levels), type
2 diabetes, overweight and obesity, osteoporosis, con-
stipation, diverticular disease, iron-deficiency anemia,
oral disease, and malnutrition (U.S. Department of
Health and Human Services and U.S. Department of
Agriculture 2005). A diet rich in fruits, vegetables,
whole grains, and fish reduces the incidence of cardio-
vascular and neoplastic diseases (Willett 2006). This
section focuses on the role of diet and nutrition in
health. The following section addresses physical activ-
ity. Finally, I discuss the special role of overweight and
obesity, consequences of both diet and activity level.

The role of diet in influencing health has been rec-
ognized for many years. The great strides in human
longevity achieved over the past several centuries are
due, in large measure, to improved nutritional status
and food safety (CDC 1999). Although there are pock-
ets of malnutrition, a diet with adequate nutritional
variety is generally available in developed countries.
As a result, the focus of recent nutritional research has
been on the role of individual food items and nutrients.
However, there are inherent difficulties in studying the
relationship between diet and health: individuals are
notoriously poor at reporting food intake, it is diffi-
cult to control for confounding factors, and individual
foods and nutrients are rarely eaten in isolation from
other items (Sofi et al. 2008).

Given the general availability of adequate food sup-
plies, dietary recommendations in developed countries
focus on the quality rather than the quantity of the food
consumed, emphasizing nutrient-rich diets, encour-
aging consumption of fruits, vegetables, and whole
grains, and discouraging the over-consumption of fats,

particularly saturated fats. The importance of popu-
lation and cultural differences in developing dietary
guidelines is highlighted in the process undertaken by
the European Union’s European Food Safety Authority
(EFSA). In scientific discussions, the idea of devel-
oping a guideline for all of Europe, similar to that
in the United States, was abandoned (European Food
Safety Authority 2008). Instead, the group is devel-
oping dietary reference values that can be used by
member nations in the development of country-specific
recommendations and public-health policies. Each of
the elements of a “healthy diet” has been linked to a
reduction in risk of particular diseases. The following
section reviews some of these relationships.

Fat

Fats are essential to the human body. They supply
energy and essential fatty acids, and carry certain fat-
soluble vitamins such as vitamins A, D, E, and K,
and carotenoids. In addition, fats serve a key regu-
latory role in numerous biological functions. Dietary
fat is found in foods derived from both plants and
animals. Despite its vital role, dietary fat, through its
relationship to blood triglyceride and cholesterol lev-
els, is associated with disease. The effects of dietary
fat on health depend upon the amount and type of fats
consumed.

The current dietary recommendation for Americans
is that fat should comprise 20–35% of daily calories
(DHHS and USDA 2005). Dietary fat can be divided
into three categories: saturated fats, unsaturated fats,
and trans fats. Saturated fats are found in dairy prod-
ucts and meats, particularly beef, and in tropical oils,
and often appear in processed and fried foods. Diets
high in saturated fats are associated with increased risk
for heart disease (Mensink and Katan 1992; Posner
et al. 1995). Unsaturated fats are found in nuts, veg-
etable oils, and fish. Some fish contain high levels of
omega 3 fatty acids, which have been shown to reduce
the risks of cardiovascular disease (Yokoyama et al.
2007).

Trans fats, found almost exclusively in processed
foods (cookies, crackers, breads), are not essential and
provide no known benefit to human health. Most trans
fats are formed by hydrogenating liquid vegetable oils
to convert them into solid fats with good qualities for
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baking and a long shelf life. The use of trans fats in
processed foods increased substantially after 1985, as
did CHD in the United States and elsewhere (Booyens
et al. 1988). Trans fats increase LDL cholesterol, the
type associated with increased risk of atherosclerosis,
and also reduce HDL cholesterol, the type associated
with lower risks of heart disease.

Fruits and Vegetables

There is considerable evidence that a diet high in
fruits and vegetables is related to better health and a
decreased risk of chronic diseases associated with high
mortality (Bazzano et al. 2002; Cerhan et al. 2004;
DHHS and USDA 2005; Fung et al. 2001; Joshipura
et al. 1999). Diets including fruits and vegetables,
particularly green leafy vegetables and vitamin C-
rich foods have been shown to prevent cardiovascular
disease through the combination of vitamins, antioxi-
dants, phytochemicals, and fiber found in these foods
(Joshipura et al. 2001). In addition, a diet high in
fruits and vegetables, with their low calorie-to-volume
ratio, helps maintain a healthy weight. The consump-
tion of fruits and vegetables in the United States falls
far below the standards set in the US Healthy People
2010 objectives. In the most recent data collected, just
over 32% of Americans consumed at least two daily
servings of fruit, compared to the Healthy People 2010
objective of 75%, and only 27% of Americans ate veg-
etables three or more times a day, compared to the
objective of 50% (CDC 2007).

One specific area that has garnered increased atten-
tion is the role of antioxidants in the prevention of
chronic disease and aging. Antioxidants, which include
beta carotene, vitamins C and E, and selenium, can
prevent or repair damage to cells (American Dietetic
Association 2009). Antioxidants act by “neutraliz-
ing” free radicals in the body. Inadequate antioxidant
levels may lead to oxidative stress and damage to
cells, and damaged cells undergo more free radical
reactions than healthy ones. This process of oxida-
tive stress and cell damage is thought to be one of
the main mechanisms of aging (Finkel and Holbrook
2000) and contributes to tissue damage in rheumatoid
arthritis, inflammatory bowel disease, and Parkinson’s
disease (Halliwell 1996). The evidence for the role
of antioxidants in preventing cardiovascular disease

is mixed. Early epidemiological studies reported that
these micronutrients might lower CVD risk (Osganian
et al. 2003; Tribble 1999). Antioxidants may inhibit
the oxidative process in the artery walls, which con-
tributes to the formation of atherosclerotic plaque.
Despite this evidence, controlled clinical trials exam-
ining the effect of antioxidant supplementation have
not found a similar effect (Kris-Etherton et al. 2004).
Further, a meta-analysis of studies relating antioxi-
dant supplement use to mortality found, that in some
cases, antioxidant supplement use actually was related
to increased mortality rates (Bjelakovic et al. 2007).

Carbohydrates

Carbohydrates are found in many foods. The liver
breaks carbohydrates down into their component sugar
molecules, which are then used by the body for energy.
Foods high in carbohydrates include breads, pastas,
beans, potatoes, bran, rice, and cereals. Carbohydrates
come in three main forms: sugars, fibers, and starches.
Starch and dietary fiber are considered complex car-
bohydrates, whereas sugars are considered simple car-
bohydrates. Sources of starch include beans, grains,
potatoes, peas, and corn. Sugars may be found in fruits,
vegetables, and milk products. Dietary fiber is found
in fruits, vegetables, and grains. Divided into two cate-
gories, soluble and insoluble, fiber provides three main
benefits to the body. First, it contributes to weight con-
trol by adding bulk to the diet, making a person feel full
faster, and regulating the body’s use of sugars, help-
ing to keep hunger and blood sugar in check. Second,
fiber aids in digestion. Finally, soluble fiber binds to
fatty substances in the intestines and carries them out
as waste, thus lowering LDL, or “bad” cholesterol.

These beneficial effects translate into high-fiber
consumption being clearly associated with lower risks
for CVD and both cardiovascular and all-cause mor-
tality (Timm and Slavin 2008; Van Horn 1997). With
respect to CVD, the addition of fiber to the diet is
usually accompanied by a reduction in dietary fat
that reduces blood cholesterol levels. As is mentioned
above, fiber itself also affects CVD risk by decreasing
the absorption of cholesterol. Finally, fiber also may
affect the body’s metabolism of fatty acids. Despite
clear evidence that increased fiber reduces risks for
CVD, the effects of a high-fiber diet on cancer are
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less clear. Early evidence suggested a link between
increased fiber intake and lower rates of colorectal
cancer (Kaaks and Riboli 1995; Steinmetz and Potter
1996). But this result has not been found in more recent
studies (Park et al. 2005). Among women, high-fiber
diets do seem to be associated with lower risks of
breast cancer (Baghurst and Rohan 1994), although
this association may be weak (Adebamowo et al.
2005).

Special Diets

The examination of individual nutrients and their
impact on disease puts the focus on individuals and
individual-level risk factors; however, other studies
have attempted to look not at individual consumption
of specific food or nutrient items, but at population-
level differences in broad diet patterns. For the individ-
ual, dietary behavior is a result of age, gender, health
status, genetic make-up, SES, knowledge, skills, and
attitudes. At the population level, diet is determined in
part by the availability of foods and their cost, and is
also influenced by culture, education, marketing, and
advertising.

There is considerable difference in dietary pat-
terns around the world. The variation in diets among
developed countries has led to a focus on the qual-
ities of those diets that may enhance longevity. The
DHHS and USDA regularly review the scientific liter-
ature regarding nutrition and health and issue general
population guidelines. The latest guidelines, Dietary
Guidelines for Americans 2005 (DHHS and USDA
2005), recommend that Americans “Consume a vari-
ety of nutrient-dense foods and beverages within and
among the basic food groups while choosing foods
that limit the intake of saturated and transfats, choles-
terol, added sugars, salt, and alcohol.” The report
emphasizes that nutrient needs should be met primarily
through foods, as opposed to dietary supplements. To
meet these goals, the report urges adherence to either
the USDA food guide (in the past this was represented
by the “food pyramid”) or the dietary approaches to
stop hypertension (DASH) eating plan.

One area receiving considerable attention is
the “Mediterranean diet.” Although diet in the
Mediterranean area varies considerably, generally it
involves high consumption of fruits, vegetables, bread

and other cereals, potatoes, beans, nuts, and seeds; the
use of olive oil as a main fat source; low to moderate
consumption of dairy products, fish and poultry, with
little red meat; low egg consumption; and low to mod-
erate wine consumption (Kris-Etherton et al. 2001).
This diet meets many of the specific nutritional rec-
ommendations discussed earlier—it is low in saturated
fat, and high in fruits, vegetables, and nonmeat sources
of protein. Interest in this dietary pattern emerged
from the seminal Seven Countries Study (Keys 1966),
which identified national differences in the prevalence
of CVD and its risk factors.

Several studies have attempted to quantify the
advantage of such a diet. A meta-analysis of studies
examining the effect of the Mediterranean diet found
that it decreased overall mortality and significantly
reduced the risk of mortality from cardiovascular dis-
ease and neoplasms (Sofi et al. 2008). The Lyon Diet
Heart Study was one attempt to test the effectiveness of
a Mediterranean-style diet on cardiovascular disease.
Subjects in the experiment had suffered a first myocar-
dial infarction. The experimental group was instructed
to adopt a Mediterranean-style diet; the control group
received no special dietary advice. After nearly 4 years
of follow-up, subjects following the Mediterranean
diet had a 50–70% lower risk of recurrent heart disease
(Kris-Etherton et al. 2001).

In sum, both general diet and individual nutrients
affect health and risk for disease. Adherence to a diet
low in fats and high in fruits, vegetables, and whole
grains has been consistently found to be associated
with better health and lower mortality at the individual
and population level.

Physical Activity

Regular physical activity has been shown to reduce
mortality from many chronic diseases. People who
are physically active live longer than those who are
not (DHHS 2008; Sherman et al. 1994). Early studies
in the United States have linked a sedentary lifestyle
to 23% of deaths from chronic diseases (Hahn et al.
1998). A review of 73 studies conducted in developed
countries around the world concludes that active men
and women have about a 30% lower risk of death dur-
ing the follow-up period than do inactive ones (DHHS
2008). More physically active people have lower rates
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of cardiovascular disease, type 2 diabetes, and some
types of cancer. In addition, physical fitness and activ-
ity can contribute to improved balance, which can
reduce the risk of falling, and higher bone density,
which can reduce the risk of fractures (Nelson et al.
1994).

In pure terms, physical activity is any bodily move-
ment, whether in leisure or in work activities. But
physical activity frequently is categorized by the con-
text in which it is performed, as work, leisure, house-
hold, and self-care activities. The term “exercise”
implies planned and structured movement for the pur-
pose of increasing physical fitness. Surveys commonly
ask respondents for reports of activity frequency (num-
ber of days per week), intensity (light, moderate, or
vigorous), and duration (minutes of activity). Exercise
intensity is measured clinically by the metabolic
energy expenditure (MET) of the activity compared
to sitting quietly. Examples of moderate activity are
walking (less than 3 mph), gardening, ballroom danc-
ing, and tennis doubles. Vigorous activity includes
jogging or running, jumping rope, bicycling more
than 10 mph, and swimming laps (http://www.cdc.gov/
physicalactivity/everyone/measuring/index.html).

Although the inverse relationship between physical
activity and all-cause mortality extends into older ages,
levels of physical activity and measures of physical
fitness (muscle mass, strength, oxygen consumption)
tend to decline with age. Data from the National Health
Interview Survey indicate that 62% of American adults
engage in some regular leisure time physical activity,
defined as any physical activity lasting at least 10 min
without any specific time reference. This prevalence
declines steadily with age, to about 55% of Americans
age 65–74 and 40% of Americans age 75 and older
(NCHS 2006). At all ages, the rates are higher for
men than for women. Engaging in “regular physical
activity,” defined as light-moderate activity at least five
times a week for 30 min or vigorous activity at least
three times a week for 20 min, is less common. Only
31% of all adults report that they engage in regular
physical activity. Although older adults are less active,
research has shown that even at very advanced ages
increased physical activity can provide health benefits
(Mazzeo et al. 1998).

The Eurobarometer provides similar evidence for
member states in the European Union. In the latest
survey, 2002, 43% of respondents reported engaging
in vigorous physical activity in the past 7 days and

60% reported engaging in moderate activity in the
same time period (European Opinion Research Group
2003). Among the oldest respondents, those age 65
and older, the prevalence of activity declines; only
20% of the elderly report engaging in vigorous activ-
ity and 44% in moderate activity. Men in the EU
are more likely than women to be physically active
and more likely to engage in both vigorous and mod-
erate activity. Within the EU 15 (Austria, Belgium,
Denmark, Finland, France, Germany, Greece, Ireland,
Italy, Luxembourg, the Netherlands, Portugal, Spain,
Sweden, and the United Kingdom), the highest lev-
els of activity are found in the Netherlands, Germany,
Luxembourg, and Finland; the lowest, in Ireland, Italy,
and Spain.

Widespread epidemiological evidence links an
active lifestyle to reduced risks of the major causes of
death: cardiovascular disease, hypertension, and some
types of cancer (Albanes et al. 1989; DHHS 2008;
Thompson et al. 2003). But the mechanisms linking
increased physical activity to improved cardiovascu-
lar health are still being investigated. A great deal of
research has focused on the structure of blood ves-
sels. Endothelial cells, which line the insides of blood
vessels and the heart, move blood through the cir-
culatory system and help to control blood pressure.
Exercise appears to improve endothelial function, and
therefore improve blood flow and reduce hypertension.
In addition, exercise appears to improve microcircu-
lation, the movement of blood through small blood
vessels (Gielen et al. 2001). Increased physical activ-
ity can also improve cardiac output (the volume of
blood ejected from the heart) and increase the abil-
ity of muscles to extract and use oxygen from the
blood (DHHS 2008). Finally, exercise improves mus-
cle and joint health, and may thereby reduce the risks
of osteoporosis and arthritis.

At the population level, most research has focused
on the relationship between activity level and car-
diovascular disease. There appears to be a direct
effect of physical activity on the development of
symptomatic disease, and also an effect of physi-
cal activity on modifying other risk factors related
to the development of cardiovascular disease, such
as hypertension, high cholesterol, and impaired glu-
cose tolerance (Thompson et al. 2003). The amount
of activity needed to create positive results is rela-
tively small. People at highest risk are those who are
least active and spend much of their day in activities



14 Relationships Among Health Behaviors, Health, and Mortality 299

that consume low amounts of energy (Manson et al.
1999; Paffenberger et al. 1993). Men and women who
perform small amounts of moderate-intensity activity,
such as 60 min/week of walking at a brisk pace, have
fewer CVD events. But the greatest benefit is seen
among those men and women performing 150 or more
minutes per week of that type of moderate-intensity
physical activity (DHHS 2008).

Exercise and physical activity play a clear role in
preventing and treating type 2 diabetes (Weinstein
et al. 2004). Meta-analysis of several studies shows
that exercise significantly improves glycemic control
and reduces visceral adipose tissue and plasma triglyc-
erides (Thomas et al. 2006). These benefits seem to
stem from both increased oxygen consumption through
aerobic exercises and increased strength and mus-
cle mass from endurance exercises (Barnard et al.
1994). In addition, exercise helps to maintain a healthy
weight, which reduces the risk of complications from
diabetes.

Obesity

Body fat, or adipose tissue, is a normal and neces-
sary part of the human body. Fat stores energy that can
be used in response to metabolic demands; therefore,
the optimal amount of body fat needed by an individ-
ual should reflect the environmental situations he or
she faces. Obesity, an excess of body fat, results from
an increased size and in extreme cases an increased
number of fat cells. At the most basic level, obe-
sity results from an imbalance between energy intake
and energy expenditure. This imbalance may result
from excess caloric intake, decreased physical activity,
or metabolic disorders, individually or in combina-
tion (National Institutes of Health 1998). Increases in
caloric intake combined with decreases in physical
activity have resulted in high rates of obesity in the
populations of the developed world.

The most widely used measure of obesity is the
body mass index (BMI), calculated as weight for
height squared (kg/m2). Other measures of adipos-
ity, such as skinfold thickness, waist-to-hip ratio,
and direct measures of adiposity through bioelectrical
impedance, bone density (DEXA) scan, or hydro-
static weighing provide more accurate measures of
body composition, but require special equipment and

training. In the first federal guidelines on the evalua-
tion and treatment of obesity (NIH 1998), the National
Heart, Lung, and Blood Institute (NHLBI) adopted
definitions of overweight as a BMI of 25–29.9 kg/m2,
and obesity as a BMI of 30 kg/m2 or greater. Within
the category of obesity, further distinctions are made
between class I obesity, BMI of 30 up to 35; class II
obesity, BMI of 35 up to 40; and class III obesity, BMI
40 or above. These guidelines are consistent with those
adopted by the WHO (2000) and used in international
studies.

Because of its ease of collection (primarily from
self-reports), BMI has become the standard measure
of obesity. However, the limitations of this measure
are well-known. The distribution of body fat—in par-
ticular, abdominal obesity, as measured by waist cir-
cumference or waist-to-hip ratio—has repeatedly been
shown to be a more important predictor of health than
BMI alone (Pischon et al. 2008). Men have on aver-
age twice as much abdominal fat as pre-menopausal
women (Lemieux et al. 1993). The EPIC (European
Prospective Investigation into Cancer and Nutrition)
study found that both waist circumference and waist-
to-hip ratio were associated with mortality, even after
adjusting for BMI (Pischon et al. 2008). In particu-
lar, abdominal adiposity was more important at lower
BMI levels. This finding may help explain why a lin-
ear relationship between BMI and mortality has not
been found across the range of BMI values. In the same
study, the effect of obesity on mortality appeared to be
stronger among younger men than among older men,
although a similar relationship was not observed for
women.

Results from the 2003–2004 NHANES, using mea-
sured heights and weights, indicate that an estimated
66% of American adults are either overweight or obese
(Ogden et al. 2006). The prevalence of obesity at all
ages has increased dramatically in the United States
over the last four decades. Between 1960 and 2000,
the proportion of adult men who were overweight rose
from 50 to 70%; the proportion of women, from 40 to
over 60% (Flegal et al. 2002). In the past several years
the trend has changed somewhat. Between 2000 and
2004 the percentage of men who were obese rose from
27.5 to 31.1%, but the proportion of women who were
obese showed no significant increase, remaining stable
at about 33% (Ogden et al. 2006).

In cross-sectional studies, peak values of BMI are
observed in the age range 50–59 in both men and
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women, with gradual declines in BMI after age 60
(Flegal et al. 1998; Hedley et al. 2004; Ogden et al.
2006). However, premature mortality of the obese may
influence these cross-sectional relationships. In a 10-
year follow-up study, individuals under age 55 exhib-
ited a greater tendency to gain weight, with the mag-
nitude of increase decreasing with age (Williamson
1993). However, individuals over age 55 tended to lose
weight, with an increasing magnitude of weight loss
with age. Rates of overweight and obesity in longitu-
dinal studies generally increase with age until age 75,
when there is a small drop (Ferraro et al. 2003; Flegal
et al. 1998; Must and Strauss 1999).

Men are more likely than women to be overweight,
but women are more likely to be obese, especially with
BMIs greater than 35 (Hedley et al. 2004). Overweight
and obesity rates for women vary starkly by race and
ethnicity in the United States, but such differences are
not as apparent for men (Flegal et al. 1998; Hedley
et al. 2004). Black and Hispanic women are much
more likely to be overweight and obese than white
women. According to the NCHS analysis of NHANES
data (Hedley et al. 2004), 77.5% of black women are
overweight, compared to 71.4% of Mexican-American
women, and 57% of white women. The prevalence
of obesity is similarly skewed, with the rates for
black, Mexican-American, and white women at 49.6%,
38.9%, and 31.3%, respectively. In fact, over 10% of
middle-aged black women have BMIs greater than 40
(Flegal et al. 1998).

Social class appears to be related to body size in
complex ways, with studies showing socioeconomic
characteristics to be both a cause and an effect of body
size. Most evidence points to a causal relationship
between socioeconomic characteristics, poor health
behaviors (poor diet, lack of exercise), and being over-
weight (Goldblatt et al. 1965; Stunkard and Sorenson
1993). However, studies of young adults have lent
support to the notion that being overweight leads
to lower educational attainment and income through
discrimination and lower self-esteem (Gortmaker et al.
1993).

Figure 14.2 provides a global perspective on the
prevalence of obesity among adults. Of the 11 selected
countries from the WHO database for which there
is information, overall obesity prevalence is highest
in the United Kingdom and United States. Although
women usually have higher rates of obesity prevalence
than men, this difference is particularly strong in Chile

and Mexico which have high rates of obesity among
women (25 and 28%, respectively) compared to men
(19%). In only one country, Germany, do men have
higher rates of obesity than women. Obesity preva-
lence rates are very low in Asia, where less than 5%
of the population is obese, compared to over 30% in
the United States and over 20% in the UK.

Overweight and obesity are significant risk factors
for diabetes, high blood pressure, high cholesterol,
CHD, arthritis, and certain types of cancer (Mokdad
et al. 2004; Paul and Townsend 1995; Villareal et al.
2005; Wolf and Colditz 1998). These effects are found
across the life course, beginning in childhood and per-
sisting into later life (Calle et al. 1999; Ferraro et al.
2003; Gregg et al. 2005; Koplan et al. 2005; Whitmer
et al. 2005). Most generally, obesity has been shown to
be related to an overall decline in health-related quality
of life (Ford et al. 2001).

The effects of obesity on mortality are less defini-
tive. Although researchers agree there is some effect,
the overall magnitude and age gradient are less clear
(Flegal et al. 2005; Fontaine et al. 2003; Olshansky
et al. 2005). Early estimates using a meta-analysis of
published studies claimed that about 400,000 deaths
in the United States were attributable to excess weight
caused by poor diet and physical inactivity (Mokdad
et al. 2004). Using different methodology, Flegal et al.
(2005) estimated that the number of deaths attributable
to excess weight to be closer to 112,000. The risk
is highest for those who have been overweight for
longer periods of time and decreases if one does
not become overweight or obese until after age 50
(Flegal et al. 2005; Paul and Townsend 1995; Stevens
et al. 1998).

The effects of obesity on mortality vary by age.
Adults under the age of 50 show the clearest associa-
tion between obesity and increased mortality (Stevens
et al. 1998; Thorpe and Ferraro 2004). In longitudi-
nal analyses, obesity in middle adulthood (ages 30–49)
has been shown to lead to an approximately 6-year
lesser life expectancy than for normal-weight indi-
viduals (Peeters et al. 2003). Among the elderly, the
BMI associated with the lowest mortality appears to
increase compared to younger age groups (Heiat et al.
2001). The effect of obesity on mortality may be
changing over time as well. The introduction of bet-
ter drugs for treating high cholesterol and hypertension
appear to be reducing the disease risks of the obese,
at least with respect to cardiovascular disease (Gregg
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Fig. 14.2 Prevalence of adults (≥ 15 years of age) who are
obese (BMI ≥ 30.0), Source: Data are drawn from the World
Health Organization Statistical Information System (WHOSIS).

World Health Organization. Retrieved August 22, 2009. Data for
France, the Netherlands, the Russian Federation, and Austrialia
(https://apps.who.int/infobase)

et al. 2005). Although opinions differ, the long-term
impact of these interventions on mortality rates and life
expectancy may counteract the increased risks associ-
ated with obesity, at least at BMI levels below 35.0
(Olshansky et al. 2005; Preston 2005; Reuser et al.
2008).

Alcohol Consumption

Unraveling the effects of alcohol on health can be dif-
ficult. The excess consumption of alcohol contributes
to a range of health problems, chronic conditions, and
mortality. However, many studies have documented a
health benefit from moderate consumption of particu-
lar types of alcohol. This section reviews the evidence
that links moderate alcohol consumption to improved
health, focuses on the health consequences of excess

alcohol consumption, and looks at the population
effects of excess alcohol consumption, using Russia as
a case study.

Some of the ambiguity in study results stems from
the difficulty of measuring alcohol consumption and
the variation in measurements used across studies.
Under the Dietary Guidelines for Americans, moder-
ate drinking is considered as the consumption of up to
one drink per day for women and two drinks per day
for men (DHHS and USDA 2005). One drink is defined
as 12 oz of regular beer, 5 oz of wine (12% alcohol),
or 1.5 oz of 80 proof distilled spirits. Each of these
contains approximately 12 g of alcohol. International
research uses this measurement of grams of alcohol,
with “one drink” being considered as approximately
13 g of alcohol, although in England the standard mea-
sure of a drink is 8 g of alcohol and in Japan it is
19.75 g (Kloner and Rezkalla 2007). Most studies rely
on self-reports, and respondents have a tendency to
underreport consumption (Greenfield and Kerr 2008).
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In addition, self-reports often ask for daily or weekly
frequency of consumption, which may make irregu-
lar heavy drinking (sometimes called “binge drinking,”
the infrequent consumption of several alcoholic drinks
in 1 day) difficult to detect. In some surveys it can be
difficult to differentiate between heavy daily drinking
and binge drinking.

As I mentioned earlier in discussing the
Mediterranean diet, the moderate consumption of
alcohol, particularly red wine, has been associated
with better health. Two recent meta-analyses show
that the relationship between alcohol consumption
and mortality is J-shaped, with the lowest mortality
occurring at 6 g of alcohol per day, about one-half
a drink a day (Di Castelnuovo et al. 2006; Gmel
et al. 2003). The “protective” effect was present for
men who consumed up to 4 drinks per day, but the
effects diminished for women after only 2 drinks.
Other studies have found this effect to be stronger for
wine consumption versus beer or spirits (Gronbaek
et al. 2000), although epidemiological support for the
advantage of red wine over other types of alcohol is
weak (Mukamal et al. 2003).

The beneficial effects of alcohol appear to operate
mainly through decreasing the risk of cardiovascu-
lar disease (Comargo et al. 1997; Goldberg et al.
1994; Kloner and Rezkalla 2007). The inverse associ-
ation between light-to-moderate alcohol consumption
and CHD morbidity and mortality is independent of
age, sex, smoking habits, and BMI, but the mecha-
nisms for this protective effect are unclear (National
Institute on Alcohol Abuse and Alcoholism 2003).
About one-half of the decreased risk of cardiovascular
disease can be attributed to increased HDL choles-
terol levels. Other biological mechanisms include
decreased LDL oxidation, decreased platelet aggrega-
tion and blood clotting, and decreased inflammation
(National Institute on Alcohol Abuse and Alcoholism
2003).

Although there is evidence for some health benefits
from light or moderate drinking, the evidence for the
detrimental effects of excessive drinking on health and
mortality is clearer. Excessive alcohol consumption
is considered the third leading lifestyle-related cause
of death in the United States (Mokdad et al. 2004).
In 2000, there were approximately 85,000 alcohol-
attributable deaths in the United States if only current
drinkers are considered, 140,000 if past drinkers are
also considered.

Less than one-half of the world’s population uses
alcohol, and alcohol use is higher among men than
women (WHO 2004b). There are wide regional vari-
ations in alcohol consumption. In Europe, approxi-
mately 77% of men and 59% of women are current
drinkers. These prevalence rates are slightly higher
than those observed in the United States; approxi-
mately 61% of adult Americans are current drinkers
(NCHS 2006), 68% of men and 55% of women. The
part of the world with the highest overall consumption
level, in terms of consumption per drinker per day, is
eastern Europe and central Asia (WHO 2004b).

Figure 14.3 provides a global perspective on the
level of annual alcohol consumption among adults.
Country-level alcohol consumption data is presented
as liters of alcohol consumed per capita per year
(population 15 and older). One liter of alcohol is
approximately 800 g, 60 drinks. Annual per capita con-
sumption is highest in Europe, with Germany, France,
and the United Kingdom showing the highest levels.
In the United States the average per capita consump-
tion is about 8.5 l annually, more than one drink a
day. Alcohol consumption levels are very low in India
and Indonesia. Brazil and China have moderate levels
of per capita consumption. Of course, these num-
bers mask important age, gender, and drinking style
differences not captured by the WHO data.

The age pattern of drinking in the US is typical for
developed countries; current drinking rates are high-
est among adults aged 25–44, and decline steadily
after age 45 (NCHS 2006). Unlike other risky health
behaviors, alcohol consumption is directly related to
education. This gradient is more pronounced among
women; 36% of women with less than a high-school
degree report themselves as current drinkers, com-
pared to 56% of men with a similar level of education.
In comparison, over 70% of men and women with
graduate degrees are current drinkers (NCHS 2006).

Excessive alcohol consumption is both a direct and
an indirect cause of morbidity and mortality. Certain
conditions are completely attributable to alcohol use,
including alcoholic cirrhosis of the liver and alcohol
poisoning. Other deaths are attributed to alcohol if they
occur at a specific blood alcohol concentration, such
as motor vehicle accidents, drownings, and suicide.
While light-to-moderate drinking may protect against
cardiovascular disease, heavy drinking, whether regu-
lar or infrequent (binge drinking), is associated with
higher risks of CVD. Heavy drinking appears to



14 Relationships Among Health Behaviors, Health, and Mortality 303

0

2

4

6

8

10

12

14

Fig. 14.3 Annual capita recorded alcohol consumption (litres
of pure alcohol) among adults (≥ 15 years). Source: Data
are drawn from the World Health Organization Statistical

Information System (WHOSIS). World Health Organization.
Retrieved August 22, 2009

increase the likelihood of sudden cardiac arrest and
stroke due to increased clotting and increased risk of
ventricular fibrillation (Rehm et al. 2003). Alcohol
consumption is associated with the development of
some types of cancers—in particular, cancers of the
mouth, esophagus, stomach, colon, liver, and breast
(Bagnardi et al. 2001).

The effects of excessive alcohol consumption on
population measures of health can be seen most dra-
matically in eastern Europe. As noted above, the WHO
data mask many important differences in alcohol con-
sumption by age, gender, and drinking style. One of
the highest rates of alcohol use is currently found
in Russia and countries of the former Soviet bloc.
In one study of Russian health behaviors, over 43%
of men reported binge drinking (Perlman and Bobak
2008). A recent study in the Ukraine found that nearly
39% of men were heavy alcohol users (Webb et al.
2005), and among Czech men, 59% reported consum-
ing more than 40 g of alcohol daily (Rehm et al.
2007). The prevalence of heavy alcohol use among

women is much lower; in Russia, 9% of women report
binge drinking (Perlman and Bobak 2008), and 8.5%
of Ukrainian women (Webb et al. 2005) and 7% of
Czech women (Rehm et al. 2007) were considered
heavy drinkers.

These patterns of heavy male drinking have been
linked to the mortality increase observed in these areas
during the 1980s and 1990s. In Russia, between 1989
and 1994 life expectancy at birth decreased by 6.5
years for men and 3.5 years for women (Cockerham
2000). Alcohol may not have been the only factor
contributing to this decline, since it was accompa-
nied by stressful socioeconomic conditions and other
lifestyle and medical system changes, but one estimate
attributes as many as 32% of all deaths in 1984 directly
or indirectly to alcohol (Nemtsov 2002). These deaths
include direct alcohol poisoning, alcohol psychoses,
and alcohol liver cirrhoses. Alcohol use may also con-
tribute heavily to deaths from motor vehicle accidents,
injuries, and violence. Most importantly, heavy alcohol
use is linked to increased cardiovascular disease.
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In response to this mortality increase, Mikhail
Gorbachev instituted an anti-alcohol campaign in the
period 1984–1987 that significantly reduced alcohol
consumption. While this change briefly improved life
expectancy for men, the downward trend resumed
when the campaign ended in 1988 because of
widespread unpopularity (Cockerham 2000). After
1995, there was a short period of mortality improve-
ment, lasting until about 1998, when Russian male life
expectancy reached a high of 61.3 years. However,
the downward trend reappeared briefly, and male life
expectancy in Russia is now estimated to be 59
years. These recent changes again can be attributed
to broad economic and societal crises that contribute
to increased alcohol consumption (Zaridze et al.
2009) See also “Adult Mortality in the Former Soviet
Union”, Chapter 4.

Light-to-moderate alcohol use may have health ben-
efits, but heavy drinking is clearly associated with
increased mortality risks. The increased use of alco-
hol in times of economic uncertainty is associated with
dramatic short- and long-term increases in mortality.
As an acute effect on health, alcohol increases the risks
of injury, violence, and accidents. As a chronic prob-
lem, heavy alcohol use is associated with an increased
risk of mortality from liver cirrhosis, CHD, stroke, and
pancreatitis (Corrao et al. 2004; Thun et al. 1997).

Conclusions

Health in adulthood is the result of genetic predispo-
sitions, childhood experiences, and the environment.
Medical care may reduce these risks; however, lifestyle
factors play a tremendous role in the development
of most chronic diseases. In developed countries,
tobacco, high blood pressure, alcohol, high choles-
terol, and high BMI are the leading causes of loss of
healthy life and death (Ezzati et al. 2002; Mokdad
et al. 2004). Understanding the relationship between
health behaviors and the development of disease is cru-
cial for projecting future health and care needs of the
population.

The mechanisms underlying the relationships
between health behaviors and health that operate at
the individual level are generally well-understood.
Epidemiologic evidence bears out many of these
relationships at the population level. While these

relationships are well-known, changing individual
behavior in response to this information has been dif-
ficult. Smoking rates have dropped in developed coun-
tries, but continue to rise in less-developed regions of
the world. Alcohol consumption, particularly among
men, is dangerously high in some regions. Despite the
widespread attention to the obesity “epidemic” in the
United States, there is little evidence for improvements
in diet or levels of physical activity. While medical
treatments are likely to continue to advance, improve-
ments in the health risk profile of the population,
particularly with respect to diet and exercise, are likely
to yield the greatest future health gains.

Future Research Directions

Three avenues of future research are suggested by this
summary. First, behavioral changes are likely to play
an important role in determining the future health of
the population. But such changes can be difficult to
realize on an individual or population level. Research is
needed on how to facilitate positive behavioral changes
on a broad level. Such research could take the form of
the study of individual-level interventions or state or
national policy changes. For example, how effective is
tax policy for regulating behavior? There are examples
of effective public-health campaigns, for instance, the
use of seat belts.

Second, while this chapter examined these factors
in isolation, they are often found in combination—
tobacco use and alcohol consumption may appear
together, for instance, and either may be associated
with poor nutrition. Future research needs to continue
to look at risk profiles, combinations of health behav-
iors, and the trade-offs associated with different risk
factors. One study that examined the combination of
risk factors in the United States concludes that while
the health behavior profile of the population improved
between the early 1970s and the early 2000s, the
increasing rates of obesity may start to counter the
reductions seen in other risky behaviors (Cutler et al.
2009; see also Olshansky et al. 2005). Sturm (2002)
concludes that obesity has a greater effect on medi-
cal problems and costs than either smoking or problem
drinking.

Finally, much of the recent improvement in healthy
life in the United States and other developed coun-
tries has been attributed to declines in smoking and
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the improved medical treatment of hypertension and
high cholesterol (Cutler et al. 2009). The precise role
of pharmaceuticals, early detection, and surgical inter-
vention in health improvements is not fully understood.
A better understanding of the role of medical care in
the treatment and prevention of disease must com-
plement our understanding of the behavioral factors
critical for future health and mortality levels.
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Chapter 15

Discrimination, Chronic Stress, and Mortality Among Black
Americans: A Life Course Framework

James S. Jackson, Darrell Hudson, Kiarri Kershaw, Briana Mezuk, Jane Rafferty,
and Katherine Knight Tuttle

Introduction

We use a life course framework to analyze lifetime
patterns of mortality among black Americans. Using
this framework directs attention to specific questions
regarding the potential causes of racial group differen-
tials in mortality, and we hope moves the field toward
more comprehensive and testable explanations. The
work on aging, the life course, and health has long
highlighted the racial crossover effect in late-life mor-
tality (e.g., Johnson 2000). While there are heated
debates about the causes of this racial crossover in
the United States (e.g., Johnson 2000; Preston et al.
1996), demographers have noted its existence in both
cross-sectional population-level data, and in longitu-
dinal panel studies (Johnson 2000). Gibson (Gibson
1991, 1994; Gibson and Jackson 1987) speculated that
the racial crossover is based upon a series of mortality
sweeps beginning in the black population in midlife,
thereby leaving a hardier group of blacks in very older
ages whose probability of survival in comparison to
whites’ reverses and becomes more favorable.

This chapter explores an even more radical sugges-
tion that the racial group crossover in mortality rates
in old age is a product of life course differences in
rates of mortality beginning at conception. Succinctly,
we propose that black American children in the post-
infant mortality period may be on average hardier
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than comparable non-Hispanic white children. Rates
of mortality are consistently higher prior to childhood
for blacks, but in childhood, adolescence, and early
adulthood, the black–white mortality gap narrows con-
siderably. This narrowing trend reverses at midlife and
until very old age favors non-Hispanic whites. We sug-
gest that the major culprit of these observed differences
is chronic stress, and the wear and tear on organs
and organ systems (Geronimus 1996; McEwen 1998).
We believe that because of a combination of poorer
pre- and post-natal care, and more severe intrauter-
ine sources of damage, that a mortality sweep occurs
in pre-childhood resulting in constitutionally weaker
blacks dying, leaving a constitutionally stronger set
of organisms than non-Hispanic whites in childhood.
During childhood, adolescence, and young adulthood,
however, chronic stress due to both mundane sources
and discrimination takes a major toll on the black pop-
ulation, resulting in earlier chronic disease and wearing
of organ systems, and the observed rise in premature
death rates. This proposed life course mortality frame-
work is consistent with the observed epidemiological
data over the life course and differential mortality
outcomes in the black and white populations.

Following from a life course framework, consider-
ation must be given to the ebb and flow of mortality
patterns from conception to death; and any compre-
hensive explanation must include the interaction of
factors, such as living conditions and stressors, and
the processes underlying racial group differentials in
mortality sweeps of the populations. There is a wealth
of work on mortality patterns: taken in isolation, a
number of causal mechanisms, such as stress and low
socioeconomic status (SES), are adequate in explain-
ing pieces of the empirical phenomenon, but insuffi-
cient to account for the complete empirical patterns. In
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this chapter we first present evidence of the shifting
mortality patterns between blacks and whites across
the life course. Second, we explore research address-
ing early life stages of the phenomenon and conditions
that contribute to the race differentials in prenatal,
birth, and infant mortality outcomes, what we believe
is the “launching” point of the shifting pattern of racial
mortality ratios over the life course. Third, we briefly
discuss research-documenting evidence of race differ-
ences in stress over the mid-period of the life course;
this helps to account for the increasing racial gap in
mortality patterns favoring whites. Fourth, we discuss
the evidence of the racial crossover of mortality pat-
terns in late life, a phenomenon that we believe is
only the end product of successive race differentials
in mortality sweeps over the life course that begins at
conception.

Documenting the Shifting Pattern
of Mortality Rates

Figures 15.1, 15.2, 15.3, 15.4, and 15.5 present evi-
dence of shifting black–white differences in mortal-
ity rates. Figure 15.1 shows the changing ratio of
black–white mortality rates during the first year of
life in the United States during the period 2003–
2005. Figures 15.2 and 15.3 demonstrate, for males

and females, an ebb and flow of the all-cause mor-
tality rates for the period 2003–2006, and arguing
against a historical period explanation, for the period
1979–1984. For both men and women and in both time
periods we observe the following: blacks die at twice
the rate as whites up to the first year of life, then the
black–white gap narrows during childhood and ado-
lescence; the black–white ratio increases during the
middle of the life course, and then late in life the gap
narrows, ultimately favoring blacks. A similar pattern
is found when examining black–white differences in
mortality rates for stress implicated endocrine, nutri-
tional, and metabolic diseases in the same time periods.
Overall, the gap is generally even higher during mid-
dle age (see Figs. 15.4 and 15.5). Since the patterns are
similar across the two time periods, this suggests that
the ebb and flow pattern is not a particular cohort or
historical time period effect.

Gestation and Early Life Mortality
Crossover

African-Americans are at greater risk for a myriad of
chronic, debilitating conditions than whites; and pop-
ulation health indicators, including overall mortality
rates and infant mortality rates, indicate systematic
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inequalities in health between African-Americans and
whites in the United States (Geronimus et al. 2001;
Kaufman et al. 1997; LaVeist 2002). Early life socioe-
conomic conditions can play a role in the development
of morbidity and mortality in adult life. For instance,
Warner and Hayward (2006) find that for African-
American men, early life socioeconomic conditions
and family structure, particularly the lack of biological
parents in the household, are associated with increased
rates of adult mortality (Warner and Hayward 2006).
Even after accounting for the effects of SES during
adulthood, African-Americans still bear a dispropor-
tionate amount of morbidity and mortality (Geronimus
et al. 2001; Williams 2003). Increasingly, researchers
have highlighted the importance of applying a life
course perspective to understanding the link between
SES and health, noting that the origins of pathology
that emerge during adulthood often develop during
early life and even in the intrauterine environment
(Barker 1997; Hertzman and Power 2003).

Of all racial and ethnic groups in the United States,
African-Americans experience the highest rates of
low birth weight, preterm birth, and infant mortality.
The African-American infant mortality rate of 13.63
deaths per 1,000 live births is about twice the national
average of 6.89 (MacDorman and Mathews 2008).
Additionally, African-American babies are between
two and three times more likely to be low weight at
birth (<2,500 g at birth) and are more likely to be
born preterm (defined as less than 37 weeks of ges-
tation) (MacDorman and Mathews 2008). Not only are
low birth weight and preterm birth are major risk fac-
tors for infant death, but also these factors have been
linked to morbidities that arise during adulthood. The
underlying mechanisms that explain these black–white
disparities in infant mortality, low birth weight, and
preterm birth are thought to be firmly rooted in system-
atic race-based discrimination (e.g., Geronimus and
Thompson 2004; Williams and Collins 1995; Williams
2005). A number of theoretical orientations have been
advanced to explain how the confluence of structural or
institutional-level discrimination, manifest in socioe-
conomic, environmental, and political inequalities, as
well as direct personal experiences of discrimination
lead to the disproportionate levels of low birth weight,
preterm births, and infant mortality that affect African-
Americans.

There are substantial social and economic inequal-
ities in the United States largely determined by

racial group membership that negatively affect African
Americans. For instance, Shapiro (2004) finds that
the net worth of typical white families is $81,000
compared to $8,000 for the typical African-American
family, showing that African-American families pos-
sess only ten cents for every dollar of wealth held
by white families (Shapiro 2004). Socioeconomic dis-
parities between African-Americans and whites are
historically rooted in unfair governmental policies
and social practices (Katznelson 2005). Additionally,
African-Americans experience varied forms of racial
discrimination, ranging from interpersonal to institu-
tional, that limit their ability and potential to accumu-
late socioeconomic resources and pose direct threats
to their mental and physical health (David and Selina
2009). For instance, African-Americans do not receive
the same financial compensation as their white coun-
terparts, even controlling for education and experience,
and their occupational trajectories are often truncated
compared to whites (Geronimus et al. 1996; Wilson
1996). Additionally, the experience of racial discrim-
ination has been identified as a significant stressor that
African-Americans must contend with, one that has
negative effects upon mental and physical health (e.g.,
Kessler et al. 1999).

Racial residential segregation has been highlighted
as a key structural mechanism in which racial group
inequalities are allowed to persist (Williams 1999;
Williams and Collins 1995). Importantly, African-
Americans remain the most highly segregated ethnic
group in the United States (Charles et al. 2004),
subsequently influencing the quality of the environ-
ments in which African-Americans reside. African-
Americans’ residences contain a much larger propor-
tion of homes composed of older, poorer stock, and
they live in neighborhoods with substantially reduced
access to equitable services (LaVeist 2002; Williams
and Collins 1995). Additionally, housing value, the
primary sources of wealth for most Americans, are
largely determined by the racial composition of neigh-
borhoods.

Socioeconomic inequalities could not only increase
the rates of low birth weight, preterm births, and
infant mortality among African-American women,
but could also affect the health of individuals over
the life course. One prominent theoretical framework
advanced in the literature to illustrate the connection
between poor socioeconomic and environmental con-
ditions and the intrauterine environment is the fetal
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origins hypothesis. Posited by Barker, this hypothesis
asserts that exposures during gestation have permanent
effects on the fetus. Specifically, it predicts that indi-
viduals who are exposed to unfavorable intrauterine
environments during certain stages of fetal develop-
ment, particularly due to undernourishment, are at
greater risk of infant and adult mortality (Barker
1997; Barker et al. 1989). A number of studies have
demonstrated that the nature of, and experiences in,
the intrauterine environment have profound influences
upon adult health and diseases, such as diabetes
(Barker 2003), hypertension (Barker et al. 1989), and
cardiovascular disease (Barker 1997, 1999). Barker
has shown that there are associations between birth
weight and increased heart rate and blood pressure
and notes the relationship between height and cardio-
vascular mortality observed in various studies (Barker
et al. 1989). Barker posits that low birth weight and
smaller overall size of infants is due to decreased
amounts of available nutrients in the intrauterine
environment.

Barker (1995) finds that under-nutrition during
critical periods of fetal development are related to
restricted intrauterine growth. This under-nutrition
leads to abnormal placental growth, fetal insulin resis-
tance, low birth weight, and increased rates of hyper-
tension and diabetes (Barker 1995). It is possible
that slowed intrauterine growth could lead to postna-
tal growth that is accompanied by increases in blood
pressure. As a result of a more deprived intrauterine
environment, individuals are born at lower weights and
have smaller frames during adulthood. More specifi-
cally, shorter height is associated with increased rates
of mortality due to cardiovascular disease. Recent
work suggests an even more fine-tuned understanding:
distinguishing between measurements of the minor and
major axes of the placenta suggests that there is a dif-
ferential relationship between placental diameter and
later hypertension among men and women (Eriksson
et al. 2010).

Komlos (2009, 2010) has found that the height of
black women has been declining in birth cohorts that
have recently reached adulthood, compared to white
men and women as well as black men. He noted that a
substantial disparity in height between black and white
women’s height despite the fact that, on average, black
women in the 20–39 age range weigh 9.5 kg (21.0 lb)
more than their white counterparts. Considering the
simultaneous decline in height and increase in weight,

Komlos suggest that future cohorts of black women are
at risk for negative health consequences (Komlos 2009,
2010).

Barker finds that there is significant geographic vari-
ation associated with lower birth weight in studies in
the United Kingdom. Furthermore, Barker suggests
that these exposures are manifest in organ systems,
and later in the development of morbidities, such as
cardiovascular disease. As discussed earlier, African-
Americans are more likely to live in poorer areas and to
be exposed to greater social and environmental hazards
in their neighborhoods, contributing to higher rates
of low birth weight and infant mortality. Nonetheless,
there is substantial criticism of the fetal origins hypoth-
esis and more research is needed to evaluate how, and
processes by which, stress and deprivation could neg-
atively affect the intrauterine environment. Although
African-Americans may be more likely to be low
weight at birth, there is not enough known about the
process to definitely say that persons of low birth
weight will be smaller during adulthood. For instance,
although Asian-Americans have the lowest rates of
low birth weight and infant mortality, they are usu-
ally shorter and weigh less than African-Americans
and whites (Ruffing et al. 2006). Additionally, there
are other factors that may play a more important role
in explaining poor birth outcomes and infant mortality
among African-Americans.

For example, African-American women face sub-
stantial stressors related to SES, including percep-
tions of neighborhood safety, erratic work schedules,
lower quality housing, and job strain (Mullings and
Wali 2001). The multiplicative effect of care giving
along with occupational stress, experiences of dis-
crimination, as well as addressing the financial needs
of maintaining their households is likely to play a
role in the accelerated deterioration of the health
of African-American women over time (Geronimus
1996; Newman 1999). The weathering hypothesis,
proposed by Arline Geronimus, suggests that African-
American women have greater rates of infant mortality
due to the experience and accumulation of various
psychosocial stressors, particularly socioeconomic dis-
advantage, throughout the life course. The weathering
hypothesis suggests that African-Americans experi-
ence early health deterioration as a result of the cumu-
lative effects of chronic exposure to social or economic
adversity and political marginalization (Geronimus
and Thompson 2004). Weathering is also described
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as the notion that health is worsened due to the
manifestations of living in a society that deval-
ues certain groups of people (Geronimus 2001). It
is also possible that black women experience pre-
mature and accelerated health deterioration because
of the accumulation of material hardships, expo-
sure to environmental hazards, stress from leadership
roles, frustration with structural level, racial inequal-
ities (Geronimus et al. 2006), and pressure to adopt
unhealthy behaviors, such as smoking and unhealthy
eating (Jackson and Knight 2006).

According to the weathering hypothesis, it is impor-
tant to consider social, economic, and political inequal-
ities because their stressful effects interact with age.
Thus, maternal age, a key risk factor for infant mor-
tality, needs to be interpreted differently across racial
groups (Geronimus 2003; Geronimus et al. 1999).
More precisely, African-American women are thought
to experience accelerated aging due to weathering;
thus, African-Americans are more likely to have low
birth weight and preterm infants as well as a higher
overall infant mortality rates. Support for the weather-
ing hypothesis has been found in a number of studies
showing increased rates of infant mortality for African-
American women associated with increased age, even
when adjusting for the effects of SES (Colen et al.
2006; Geronimus 1996). In 1989, using a sample
of black and white female Michigan residents aged
15–44, Geronimus and her colleagues ( 2006) found
that there were increased odds of having low and very
low birth weight infants among black women beyond
the age of 15. This association was not observed among
white women. They suggested that risk factors associ-
ated with poor birth outcomes may increase with age
more rapidly for blacks in comparison to whites.

Conventional wisdom suggests that improvements
in SES would eliminate racial differences in rates of
infant mortality. However, several papers have offered
evidence showing that infant mortality is not affected
by SES among African-Americans. Alternatively,
Colen et al. (2006) show that African-American
women with higher levels of SES have greater rates of
infant mortality. In the analysis of data drawn from the
National Longitudinal Survey of Youth, Colen et al.
(2006) did not find a significant relationship between
adult SES and low birth weight. Potential explana-
tions include the fact that despite increases in SES
over the life course and into adulthood, many African-
American women spent considerable amounts of their

childhoods in poverty. This finding also lends support
to the notion that early life exposures have effects
upon African-Americans throughout the life course,
even their fertility patterns. For instance, many blacks
grow up in poverty during childhood and are faced with
numerous stressful events throughout their lives. The
weathering framework asserts that the health of blacks
who have reached higher SES can still be negatively
affected due to the time they have spent in poverty dur-
ing childhood and adolescence. Additionally, weather-
ing may still occur for high-achieving blacks who still
have to negotiate challenges across multiple contexts.

Is the intrauterine exposure that African-Americans
experience the reason behind greater rates of mor-
bidity and mortality for African-Americans over the
life course? Or does this evidence suggest that psy-
chosocial stressors make it more difficult for African-
Americans to have healthy babies, but after the weakest
organisms die the remaining African-American infants
are actually healthier? Considering the elevated level
of infant mortality, relative to whites and other racial
and ethnic minority groups, it is possible that African-
Americans who survive to 1 year of age are somehow
more highly selected. In other words, do the weakest
African-Americans die in utero and soon after birth
before the end of the first year, leaving a group selected
for stronger and healthier African-American children?
However, due to the environmental exposures and
social stressors African-Americans are subjected to
beginning early and sustained over the life course, it
is possible through weathering or some similar pro-
cess that hardy individuals lose their resilience, and
are selected for advantage over time, to an initially
less positively selected for white population that is
advantaged in the environment.

Stressors and Stress Effects over the Life
Course

This section discusses the evidence that socially
patterned stressors are associated with poor health
over the life course. Using data from the Baltimore
Epidemiologic Catchment Area (ECA) study, a
population-based longitudinal study of mental and
physical health to speculate about how such stres-
sors may explain the excess mortality risk of
black Americans. As noted earlier, in the United
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States blacks continue to be overrepresented in low
socioeconomic strata, whether indicated by occupa-
tional prestige, income, wealth, or educational attain-
ment, relative to whites (LaVeist 2005). For example,
in 2007 nearly three times as many black families were
living in poverty as whites (32.2% vs. 11.5%, respec-
tively; Kaiser Family Foundation). Disadvantaged SES
is associated with worse health outcomes than more
advantaged SES, although the specific mechanisms
linking low SES to poor health are not well-specified.
Several researchers have suggested that the persistent
and, in some cases, qualitatively unique social stres-
sors that characterize low SES, may be one way by
which environmental factors translate into morbidity
and mortality (Baum et al. 1999, 1999; Geronimus
et al. 2006). How these experiences are related to car-
diovascular and metabolic disorders is not yet fully
understood, although there is growing evidence that
such exposures may have influences on both health
behaviors, such as smoking and dietary intake, and
physiology, including the immune system and the
hypothalamic pituitary adrenal (HPA) axis (Jackson
et al. 2010). There is growing evidence that social
stressors influence physiology in numerous ways,
including over activation of the sympathetic nervous
system (SNS), changes in immune function, and stim-
ulation of HPA axis accompanied by desensitization of
the negative feedback loops that regulate this system,
as well as alterations in gene expression (Crimmins
et al. 2009; Miller et al. 2008, 2009). These stres-
sors and the associated physiologic responses may
over time influence risk for chronic health conditions,
including asthma, diabetes, hypertension, cardiovascu-
lar disease, and some types of cancer (McEwen 1998;
Seeman et al. 1994; Taylor et al. 2006).

Differential Exposure to Stress

Exposure to and protection from stressful life cir-
cumstances during childhood vary by poverty status,
cultural background, and racial group membership
(Menard et al. 2004), and some stressors (e.g., parental
absence due to incarceration) are systematically expe-
rienced more frequently by black children (Wildman
2009). Even within the same urban community blacks
are more likely to experience traumatic events (e.g.,
being assaulted, witness trauma to others, have to
cope with unexpected deaths) than white residents,

particularly in early adulthood (Breslau et al. 1998).
In the Baltimore ECA Study, whites and blacks
reported experiencing similar numbers of negative
life events (e.g., divorce, job loss, widowhood, death
of a/another loved one) (2.67 and 2.77 events on
average, respectively), but the distribution of these
events varies significantly by age group (Fig. 15.6a).
When the “expectedness” of the events is accounted
for (based on the notion that unexpected events would
be more disruptive than if those same events had been
anticipated) the differences between whites and blacks
is even more striking (Fig. 15.6b). Events that were
“completely unexpected” were given a weight of five,
those that were somewhat expected were assigned a
weight between four and two (indicating “not very
sure,” “fairly sure,” and “quite sure,” respectively),
and events that were highly expected (“absolutely
sure”) were given a weight of one. This excess expo-
sure to negative life events early in the life course,
during times of peak-resource accumulation (e.g.,
educational attainment, occupational status, wealth,
social capital) has detrimental effects on health in later
life for blacks.

Negative life events are a crude measure of life
stress, and some researchers have argued that other
characteristics of the social environment, such as daily
hassles, contextual restraints, or exposure to extreme,
traumatic events are more pertinent to understanding
the influence of stress on disparities in health (Myers
2009; Wheaton 1999). In the Baltimore ECA, whites
and blacks are equally likely to report having ever
experienced a traumatic event (e.g., violent assault,
natural disaster, or rape), but the quality and type of
the traumatic events differs significantly, with blacks
being significantly more likely to witness the assault or
violent death of another person than whites (Fig. 15.7),
providing an unfortunate parallel to the excessive bur-
den of homicide among blacks in the United States
(Williams and Jackson 2005). Overall, these results
indicate that there is substantial heterogeneity in the
experience of social stressors even within a defined
environmental context (e.g., the Baltimore metropoli-
tan area), and that failure to account for the differential
patterning of social stress over the life course by racial
groups will lead to an underestimation of the influ-
ence of environmental context on health outcomes for
blacks.

Blacks are also more likely to experience unique
stressors due to their socially disadvantaged status,
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Fig. 15.6 Number of negative life events by age and race:
Baltimore ECA 1993/6 follow-up. Panel a: Unweighted. Panel b:
Weighted by expectedness. Note: Negative life events include

divorce, death of a loved one, widowhood, and job loss, from
1981 to 1993. Source: Baltimore ECA 1993/6 (for description
of data collection see, Badawi et al. 1999)

such as discrimination in obtaining housing, the work-
place, and social encounters (Williams and Jackson
2005) and residential segregation (Landrine and Corral
2009). Residential segregation is one example of a
contextual factor that influences the racial dispari-
ties in morbidity and mortality. Residential segrega-
tion has been linked to exposure to numerous types
of social and physical stressors, including witness-
ing and experiencing violence, drug use, ambient air
pollution, and neighborhood deterioration. Residential
segregation is also associated with numerous factors
that influence health behaviors, including proximity to
liquor stores and advertisements for tobacco products
(Landrine and Corral 2009). In residential areas where
whites and blacks truly “share the same space” and
have similar socioeconomic characteristics (which are

extraordinarily uncommon places in the United States),
the black–white difference for conditions that dispro-
portionately affect blacks, such as type 2 diabetes and
hypertension, is almost entirely absent (LaVeist et al.
2009; Thorpe et al. 2008). This suggests that the envi-
ronmental context, including stressors and the ways
that individual behavior is influenced by stressors and
constraints, substantially contribute to the poor-health
status of blacks in the United States.

Stress and Coping

Broadly, the psychological stress response involves
a series of processes, including cognitive appraisal
(which is particularly important in uncertain or



320 J.S. Jackson et al.

0

5

10

15

20

25

30

35

40

45

50

Any
 e

ve
nt

Com
ba

t

Acc
ide

nt
 (s

elf
/o

th
er

)

Ass
au

lt
Rap

e

M
ug

gin
g/

The
ft

W
itn

es
s a

ss
au

lt/d
ea

th

Thr
ea

t/c
los

e 
ca

ll (
se

lf)

Thr
ea

t/c
los

e 
ca

ll (
ot

he
r)

Floo
d/

to
rn

ad
o/

na
tu

ra
l d

isa
ste

r

Une
xp

ec
te

d 
de

at
h/

inj
ur

y o
f k

in

Oth
er

 tr
au

m
a

P
er

ce
nt

 (
%

)
White

Black

Fig. 15.7 Percent of adults who experienced a traumatic event in the Baltimore ECA: 1993/6 follow-up

ambiguous threat situations) and coping (Lazarus and
Folkman 1984). In addition, the ways that individuals
cope with these stressors are constrained by their phys-
ical environment, culture, and social norms (Gibson
1977), and there is evidence that these constrictions
encourage coping behaviors that are damaging to
health (e.g., smoking, dietary intake high in simple car-
bohydrates and fat, excessive alcohol intake) (Jackson
and Knight 2006; Krueger and Chang 2008; Winkleby
et al. 1999). In the Baltimore ECA, those who reported
experiencing a traumatic event were asked how long
it took them to adjust to the changes caused by the
event. As shown by Fig. 15.8, blacks were significantly
more likely to report that they had still not adjusted
to the repercussions of the event than whites. This
may be due to qualitative differences in the types of
events experienced (Fig. 15.7), or may reflect differ-
ences in availability of coping resources between the
groups.

Stress and Health

In addition to the psychological stress coping response,
there is a physiologic coping response which involves
the activation, mobilization, and gradual return to basal
state via inhibition (often through negative feedback

loops) of numerous neuroendocrine systems. These
systems are adaptive for acute stress (e.g., stunting
of the immune response, a result of activation of
the hypothalamic–pituitary–adrenal axis, is appropri-
ate for responding to a situation that requires a quick
mobilization of energy, such as running from danger).
However, the prolonged activation of these stress-
response systems, or reduced sensitivity to respond
appropriately to stress, has been hypothesized to result
in a host of physical and mental health problems,
including depression, cardiovascular disease, diabetes,
and premature mortality (McEwen and Seeman 1999;
Sapolsky 1999).

The relationship between stress and health is
not limited to contemporaneous exposures. Stressful
events early in the life course, such as poverty during
childhood or unemployment in young adulthood, can
have lasting effects on health in later life. For example,
a history of unemployment is associated with elevated
C-reactive protein, a risk factor for cardiovascular
disease and diabetes, 10 years after the event (Janicki-
Deverts et al. 2008). Childhood poverty has been
associated with risk of developing diabetes and cardio-
vascular disease in middle and later adulthood, even
after accounting for current SES (Loucks et al. 2009).
Factors such as parental education and family environ-
ment during childhood have also been related to psy-
chological well-being and blood pressure in adulthood
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among blacks (Lehman et al. 2009). These relation-
ships are important factors in the white–black mortality
gap, since blacks are substantially overrepresented in
poor households in the United States. Stressors that
are more common among blacks relative to whites,
such as experiences of discrimination and exposure
to trauma (Barnes et al. 2004; Breslau et al. 1998),
have been associated with a host of mental and physi-
cal health outcomes, including mortality (Barnes et al.
2008). The association between perceived discrimina-
tion and health outcomes also extends to health-care
settings, where it has been associated with preven-
tive health behaviors (i.e., willingness to participate in
cancer screenings) (Crawley et al. 2008).

As noted earlier, Geronimous and others have
hypothesized that the physiologic consequences of
these stressors (and their associated coping strategies)
accumulate over the life course, eventuating in a sort of
“weathering” on the body that results in both increased
burden and earlier onset of chronic conditions and
reduced life expectancy (Geronimus et al. 2006).
Consistent with this hypothesis, in the Baltimore ECA
blacks have earlier age of onset of two health con-
ditions common among older adults, diabetes and
arthritis, as well as the normal age-related change of
menopause (Fig. 15.9). The degree to which these con-
ditions reflect accumulated stress-related physiologic
(e.g., stunting of gonadal hormones, weight gain, cen-
tralized deposition of body fat) and behavioral (e.g.,
eating habits, cigarette smoking, physical inactivity)
changes may explain this apparent “premature aging”

of black adults relative to whites. Disparities in socioe-
conomic resources have also been identified as a major
potential source of differences in burden of chronic
health conditions (Hayward et al. 2000).

In sum, blacks in the United States experience
greater burdens of negative life events early in the
life course and are also subject to qualitatively unique
exposures due to their socially disadvantaged sta-
tus (e.g., discrimination, residential segregation, wit-
nessing violence). This differential exposure to stress
begins early and accumulates over time, eventuating in
both increased overall burden and earlier onset of lead-
ing causes of death, including cardiovascular disease
and type 2 diabetes.

Exploring the Mortality Crossover

A long-running focus of investigation within discus-
sions of mortality rates is the existence of a mor-
tality crossover. A mortality crossover refers to a
pattern in which the mortality rates for a socially
disadvantaged group are higher during early periods
of the life course but then converge and ultimately
fall below the rates of a more socially advantaged
group. This phenomenon has been documented in
numerous geographical settings examining a range of
groups, including Muslims compared to individuals
of European ancestry in Algeria, Maoris compared to
individuals of European ancestry in New Zealand, and
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native-born versus foreign-born residents in Canada
and the United States (Nam 1995; Nam et al. 1978;
Spiegelman 1948; Swallen 1997; Trovato 1993). Of
particular interest in this chapter is the mortality
crossover between non-Hispanic blacks and whites
in the United States, with mortality rates favoring
whites at younger ages and a reverse pattern at older
ages (Clark and Gibson 1997; Hummer et al. 2004,
2009; Johnson 2000). In the US context, the pattern
has been the center of a continuing debate regarding
simultaneously the validity of the phenomenon and an
explanation of the pattern. One perspective contends
that the phenomenon reflects inaccurate data; in con-
trast, another perspective asserts that the crossover is
real and reflects a variation in experience and selection
effects.

Among the skeptics of the idea of a racial group
crossover in mortality rates a starting premise is the
argument that there is systematic misreporting of age,
and hence the crossover is merely an artifact (Coale
and Kisker 1986; Elo and Preston 1994; Preston et al.
1996). Misreporting can occur in both the numera-
tor (e.g., death certificates) and the denominator (e.g.,
census questionnaire).

Preston and colleagues have done extensive assess-
ment of data related to blacks’ mortality statistics,
including vital records, census records, and Social
Security Administration records. Analyses using tech-
niques such as intercensal cohort comparisons and
extinct generation estimates suggest that death rates
may be inaccurate among age cohorts in the 50-plus

range. For example, intercensal cohort comparisons
represent a ratio of actual to expected population; these
calculations are based on comparing populations in
a subsequent enumerated census with the expected
population based on extracting known deaths (based
on vital statistics) occurring between two census col-
lections. Preston calculated such ratios among black
females and black males. Among both groups, the
intercensal cohort comparisons in 5-year-age cohorts
between 65 and 80 are above 1.0. One explanation is
that there is a tendency to overestimate one’s age on
census assessments.

Extending the investigation, Preston et al. (1996)
linked death certificates to census questionnaires and
Social Security Administration (SSA) records, as a
means of evaluating the accuracy and consistency of
mortality indicators. They collected a sample of 5,262
death certificates for blacks dying in 1985. Of this sam-
ple, they were able to match just over half of these
death certificates to the respective census question-
naire in the years 1900, 1910, or 1920 and to their
record in the Death Master File within the SSA. Their
analytical strategy included assessing consistency of
age across these sources and then imputing a revised
age at death where there was inconsistency. They
evaluated whether the age at death was synchronous
across all three sources, and if so no imputation is
needed; if the age at death based on the census ques-
tionnaire was younger, this age was then imputed; if
there was a match on age based on the SSA records
and the death certificate, then this age was taken to
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be accurate; and finally, if none of the ages matched,
the age based on the SSA records was imputed for
those born after 1900 (according to the SSA records)
and for others the age based on census records was
taken to be accurate. Recalculating mortality rates
among blacks based on this revised subsample and
comparing these mortality rates with those among
whites in 1985 suggests that there was no mortality
crossover.

A key criticism of Preston and colleagues’ work is
the fact that they did not perform the same imputa-
tion methods among whites. There have been a number
of studies that have continued investigation of the
accuracy of mortality estimates using alternative meth-
ods and sources. In contrast to Preston, these authors
suggest the validity of a racial crossover in mortal-
ity rates. Kestenbaum (1992) analyzed data collected
as part of Medicare Part B that is part of the SSA’s
master beneficiary record along with data from the
Numident file which includes data from applications
for Social Security numbers. Medicare Part B is insur-
ance available to US citizens aged 65 and above;
Part B has a methodological advantage since nonpay-
ment of the required monthly fee leads to additional
record keeping and data gathering regarding termina-
tion of coverage. Kestenbaum created a data register
based on Medicare Part B records, the Numident file,
as well as cross-checking efforts. His analytic pro-
cedures included using the date of birth from the
Numident file if it was later than the date reported in
the Medicare records; he relied on the Numident date
of death if there was no date reported in the Medicare
records or if a later date of death was reported. The
results from these data suggest a racial crossover
in mortality rates at age 87 for men and 88 for
women.

Using the extinct cohort method, Manton and
Stallard (1997) found a racial group crossover among
both men and women at age 81. This method is moti-
vated by the assumption that death certificates provide
more accurate data than that reported in the census.
In brief, this strategy involves summing deaths among
the oldest cohorts backward as a means of ascertaining
population estimates based solely on mortality data.

Hummer and colleagues (2004, 2009) present mor-
tality rates for 1999; the calculations are based on data
collected by the National Center for Health Statistics
(NCHS) (Hoyert et al. 2001). Specifically, the numer-
ator in the NCHS estimates represents data from

the US vital statistics and the denominator repre-
sents estimates from the census. For both men and
women, these data suggest that mortality rates for
non-Hispanic blacks are substantially higher than non-
Hispanic whites between the ages of 65 and 79; the
rates begin to converge within the 80–84 age cohort,
and there is evidence of a crossover of the rates among
the 85-plus cohort.

Additional research using the NCHS data paired
with the National Health Interview Survey and the
National Death Index represents further support for
a racial crossover (Eberstein et al. 2008) at the age
of 85-plus. These researchers pushed the investiga-
tion and assessed the crossover by cause of death.
Findings suggest a crossover among individuals dying
of cardiovascular disease, cerebrovascular diseases,
and influenza and pneumonia.

As opposed to using a mix of census, vital statis-
tics, or insurance records, another category of analysis
involves the use of data collected in prospective stud-
ies. By their very nature, longitudinal panel studies
allow researchers to gather baseline information and
follow a study population until a death is observed.
It is true that errors can be made in reporting age at
the baseline interview; however, it is generally agreed
that there is less misreporting of age at younger ages.
Findings from a number of prospective studies, includ-
ing the Piedmont Health Survey of the Elderly in North
Carolina (Land et al. 1994) and the Evans County
(Georgia) Heart Study (Wing et al. 1985), demon-
strate a crossover in mortality rates among both men
and women. Rates were calculated for various sex and
functional ability subgroups; depending on the specific
subclassification, the crossover was observed between
the ages of 73 and 85.

Although paralleling some findings discussed
above, it is instructive to point to a competing expla-
nation of the racial group crossover. The starting
assumption is that the crossover in mortality rates
represents differential experience over the life course
(Clark and Gibson 1997; Johnson 2000; Liu and
Witten 1995). Therefore, more stressful and adverse
environments lead to earlier onset of chronic dis-
eases. The long-term result is that there may be
“mortality sweeps” early in the life course and those
among a social disadvantaged group who survive are
heartier; this overall phenomenon helps to account
for the observed mortality crossover later in the life
course.
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Johnson (2000) explored this hypothesis using
two waves of data from the Survey on Asset and
Health Dynamics Among the Oldest Old (AHEAD).
AHEAD is a national probability sample of com-
munity dwelling individuals born in or before 1923;
wave I was conducted in late-1993 and early-1994 and
wave II was administered in late-1995 and early-1996.
Johnson’s focus was assessing the presence and timing
of race crossovers among three estimates: comorbidity
of critical health conditions, functional disabilities, and
mortality. A guiding hypothesis was that a comparative
analysis of the crossovers would suggest that the age
of the crossover in comorbidity of health conditions
occurs at the youngest age, followed by a crossover in
functional disunities, and finally, a crossover in mortal-
ity rates. Uncovering such a sequencing of crossovers
would broaden our understanding of racial group
crossover in mortality rates and help substantiate a per-
spective centering on differential experience across the
life cycle.

Taken as a whole, Johnson’s analyses provide par-
tial support for a life course account. Using wave I
data, Johnson found a racial group crossover in the
number of critical health conditions that are potentially
fatal (e.g., lung disease, cancer, stroke) occurring at
age 76, with the higher number of conditions shift-
ing from blacks to whites. Analyses incorporating the
wave I–II panel respondents, predicting mortality at
wave II, points to the existence of a race crossover
at age 81. The timing of the age of the crossover
in comorbid conditions versus mortality is consistent
with the life course explanation. However, finding
a crossover in the number of disabilities (using the
advanced activities of daily living checklist, which
includes difficulty in eating, driving, and making
phone calls) at age 86 is inconsistent with this expla-
nation.

Conclusions

It is well-established that middle-aged blacks have a
higher prevalence of several chronic diseases com-
pared with whites (Hajjar and Kotchen 2003; Mokdad
et al. 2001; Norris and Nissenson 2008; Pathak and
Sloan 2009); a few studies have suggested that disease
prevalence increases with age more rapidly among
younger blacks than whites of the same age. A study

of black–white differences in age trajectories in hyper-
tension found that blacks had higher hypertension
prevalence at almost every age group studied and that
the predicted increase in hypertension with age was
steeper among blacks compared to whites (Geronimus
et al. 2007). A study of black–white differences in age
trajectories of functional health found similar results
(Kim and Miech 2009); independent of baseline status,
they found that blacks had an increased rate of decline
in functional health with increasing age.

The “weathering” hypothesis attributes this uneven
deterioration in physical health seen in blacks versus
whites to the cumulative impact of repeated exposure
to social and economic adversity and marginalization
(Geronimus 1992). According to this theory, chronic
exposure to stressors such as negative major life events,
discrimination, and daily hassles may explain why
blacks in middle age show the morbidity and mor-
tality profiles typical of much older whites. Another
possible, similar explanation for these black–white
differences in morbidity and mortality among middle-
aged adults is allostatic load (Geronimus et al. 2006;
McEwen and Seeman 1999; McEwen and Stellar
1993). Allostasis is the process in which physio-
logic systems are altered in response to external
forces to achieve homeostasis, or physiological bal-
ance. Allostatic load is the cost of chronically stimulat-
ing these physiologic pathways in response to repeated
exposure to stressful conditions. Allostatic load is con-
ceptualized as the physiological response to chronic
stress as measured by biomarkers that are released
in response to stress (e.g., norepinephrine) and those
that result from the release of stress-related biomarkers
(e.g., systolic and diastolic blood pressure levels).

Taking a life course approach leads to the recog-
nition of the complex ebb and flow of black–white
differences in mortality patterns. As noted in the
Introduction, uterine and infant mortality is signif-
icantly higher among African-Americans compared
to non-Hispanic whites, resulting, we believe, in the
selection of a hardier group of black children com-
pared with white children, and, as shown earlier, a
reduction in racial group disparities in all-cause, and
especially specific stress implicated, mortality during
earlier life periods. However, early in life, repeated
and sustained exposure to chronically stressful con-
ditions associated with concentrated disadvantage and
group marginalization experiences lead to increased
black–white mortality disparities throughout middle
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and early old-age. These disparities contributing to
early adult mortality differentials persist until late life,
with disparities diminishing until eventually mortality
rates become higher for whites than blacks.

Although provocative, we believe that this life
course hypothesis comports well with the observed
racial differences in mortality from conception until
death. The routine use of age-adjusted death rates to
study differences in black and white populations has
obscured this theoretically interesting life course phe-
nomenon. We believe that greater research attention is
needed on how the life course, chronic stress expo-
sure, and population selection may affect the under-
standing of racial group differences in disease and
mortality in adulthood in the United States. Similar
studies are needed in other countries where signifi-
cant social group differences in resources and stress
exposures may exist. Long-term cohort birth studies
should be examined that permit explorations of intra-
and inter-individual group differences in morbidity and
mortality. Finally, more work on disaggregating causes
of death could be an important source of information
regarding the SES and physiological pathways affect-
ing mortality among differently advantaged social
groups. Finally, we believe if we are to fully under-
stand the patterning of late-life mortality differentials
among population groups, then theoretical frameworks
addressing distal causes related to intrauterine, early
childhood, and early adult environmental, social, and
discriminatory experiences must be explored.
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Chapter 16

Self-Rated Health and Subjective Survival Probabilities
as Predictors of Mortality

Marja Jylhä

Introduction

Self-rated health and subjective probability of sur-
vival (or self-rated life expectancy) are two simple,
subjective indicators that are both strongly associated
with mortality. For five decades, self-rated health has
been one of the indicators most frequently employed
in health research and social science, but still it is
unclear how a subjective opinion given without any
explicit criteria can predict the strongest biological
event, death. Self-rated life expectancy is a measure
used mostly in economic research, and only during
recent decades. Focusing mainly on self-rated health,
this chapter discusses three main questions: (1) what
do we mean by saying that these indicators “pre-
dict” mortality? (2) what do people know about their
health that creates such a strong association between
these two measures and death? and (3) what should
a researcher take into account when using these mea-
sures in empirical studies?

The starting point is to acknowledge that both self-
rated health and self-rated life expectancy originate in
an active cognitive process, and better understanding
of this process helps clarify their relations to mortality.
Next, I discuss the behavior of self-rated health—
the more widely used and better understood of these
two measures—as a variable used in research and its
comparability across population groups. The final part
of the chapter reviews the characteristics and use of
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University of Tampere, Tampere, Finland
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self-rated life expectancy and compares them with
those of self-rated health.

Self-Rated Health and Mortality

Self-rated health (or self-perceived health, or self-
assessed health) is derived from a single question that
asks the respondent to evaluate her or his health sta-
tus on a four- or five-category scale, usually ranging
from excellent to poor (Jylhä 2009). The question has
two main forms, one without a specified reference and
one asking the respondent to compare his or her health
to that of others at the same age (“How would you
assess your health status in comparison with other peo-
ple of your age that you know? Is it better, the same, or
worse?”). The most commonly used, noncomparative
form of the question usually refers to “your health at
present.”

In sociological research, self-rated health has a long
history (Maddox 1962; Suchmann et al. 1958). Credit
for identifying its association with mortality is usu-
ally given to Mossey and Shapiro (1982). In fact, as
early as 1963 Heyman and Jeffers and in 1970 Pfeiffer
observed in small samples that older people who rated
their health as “good” survived longer than those who
rated their health as “poor.” In 1976, in the Midtown
Manhattan Restudy, Eleanor Singer and colleagues
followed a population sample of 1,600 persons aged
20–59 years at baseline for 20 years. The study focused
on mental health, but included demographic informa-
tion and information on several health conditions and
symptoms. Among the variables included, aside from
sex and age, self-rated health was the most powerful
predictor of death.
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The study of Jana Mossey and Evelyn Shapiro
(1982: 800) was the first with an explicit purpose “to
test the hypothesis that self-rated health is a predictor
of mortality independent of ‘objective health status.’”
This paper provided a model for numerous studies in
the years to follow. In a population sample of 3,128
persons aged 65 and over in the Manitoba Longitudinal
Study, self-rated health at baseline was defined by
using an age-referential question: “For your age would
you say, in general, your health is excellent, good,
fair, poor, or bad?” In a model where age, sex, area
of residence, income, life satisfaction, and “objective
health,” based on physician’s reports and self-reports
of diagnoses, were included, self-rated health showed a
significant graded association with mortality. The risk
of death was almost three times higher for those with
“poor” than for those with “excellent” health, and it
was higher than the risk of “poor” compared to “excel-
lent” “objective” health. A year later, in the Human
Population Laboratory Survey, George Kaplan and
Terry Camacho (1983) obtained very similar results
among people with a wide age range, from 16 years
to the oldest old.

Since then, the association of self-rated health with
mortality has been confirmed in at least 100 popu-
lation studies (Benyamini and Idler 1999; DeSalvo
et al. 2005; Idler and Benyamini 1997; Jylhä 2009).
These studies expand and refine the results of early
studies, but the basic findings remain unchanged:
self-rated health, adjusted for age, shows a graded
association with mortality. It predicts mortality not
only in middle-aged and older populations, but also
in both nonagenarians (Nybo et al. 2003) and young
people (Larsson et al. 2002). The result has been
repeated in very different cultural environments, such
as China (Yu et al. 1998), Indonesia (Frankenberg and
Jones 2004), Israel (Ben-Ezra and Shmotkin 2006),
and Japan (Ishizaki et al. 2006), in addition to the
United States, Canada, and several European countries,
for example, Denmark (Nielsen et al. 2008), Finland
and Italy (Jylhä et al. 1998), and Germany (Heidrich
et al. 2002); in a population with very few health
problems (Schoenfeld et al. 1994); and in different
patient groups, such as people with HIV (Dzekedzeke
et al. 2008), with coronary artery disease (Bosworth
et al. 1999), and with advanced cancer (Shadbolt
et al. 2002), and even in people with mild to moder-
ate cognitive decline (Walker et al. 2004). Self-rated
health seems to be a constant and universal predictor

of mortality, significant in very different population
groups, and it identifies people at an increased risk of
death as well as do multi-item indicators of health sta-
tus, such as the widely used 36-item short-form health
survey (SF-36) or the Seattle index of comorbidity
(DeSalvo et al. 2005).

The Process of Evaluation

As there is no operational definition of “health,” there
are no explicit criteria on which to base the self-
assessment. In everyday life, our answers to a friend’s
question about our health tend to be complex and mul-
tidimensional, “Well, at my age, you know . . . I have
this heart problem as you know and sometimes my
legs hurt, but nothing bigger. . . .” For self-rated health,
however, the individual is asked to describe health as a
single option on a one-dimensional scale.

For analytic purposes, the cognitive process of
evaluation can be divided into different stages (see
Fig. 16.1). The process and the frameworks of eval-
uation are discussed in more detail in Jylhä (2009).
First, the person has to recognize the meaning of the
word “health.” In contrast to specific negative health
conditions, such as diagnosed diseases, “health” has no
operational definition to guide the respondent. Instead,
people have considerable freedom in choosing the
information on which to base their answers. This does
not mean that the information used is random or arbi-
trary; instead, the choices are guided by our shared
cultural understanding of the issues that belong to
the realm of “health.” The information used in the
evaluations varies by type and source. Information on
medical diagnoses usually comes from a physician or
contact with the health care system. Functional status
and disability can be observed directly in everyday life
by the person and by people around him or her, and
indirectly through medication, sick leaves, or disabil-
ity retirement. Various symptoms and sensations, such
as pain, dizziness, and fatigue are directly available
only to the person him- or herself. In numerous stud-
ies, these three types of health information—formal
medical diagnoses, observations of functional status,
and subjective sensations—have been found to be asso-
ciated with self-rated health; they are also the most
important components of health that people mention
when they are directly asked about the basis for their
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self-ratings in qualitative studies (Idler et al. 1999;
Simon et al. 2005; Van Dalen et al. 1994).

In their self-assessments, people also take into
account the severity of the conditions, their time-
lines, and their potential consequences (Leventhal et al.
1999). The factors that are considered as relevant com-
ponents of “my health” are historically and culturally
conditional, and likely to vary with cultural changes.
One example is provided by health behaviors. For older
generations, health behavior seems to be considered
among factors that influence their health, but recent
studies suggest that younger generations often consider
their positive or negative health behaviors as direct

components of their health (Chen et al. 2007). It may
well be that in the future people will also include infor-
mation about their genetic constitution as a component
in their self-ratings (Jylhä 2009).

Different cultural, situational, and individual factors
play roles in the process of evaluation; together they
are here called “contextual frameworks of evaluation”
(Fig. 16.1). Not only does the understanding of what
constitutes “health” vary, at least to some extent, but
the frameworks also modify the way in which different
components of health are taken into account in self-
ratings. As no formal criteria are available, an obvious
yardstick is a reference group: either people known to

What constitutes "health"? What are 
the relevant components of my health?

How is my health in general, 
taking into consideration

- my age
- the situation of other people I know
- my earlier health status
- the expected development of my  health?

Review of
- information of medical diagnoses
- observations of functional status
- experienced bodily sensations and  
  symptoms
- formal signs of illness: prescribed  
  drugs, sick leave, disability pension
- risks and strengths expected to  
  influence future health (behavior, 
  genetics)

Culturally and historically 
varying conceptions of 
"health"

Reference groups
Earlier health  experiences
Health expectations
Positive or negative 
   disposition, depression

Cultural conventions 
for expressing positive 
and negative opinions 
and  using scales

Contextual frameworks
of evaluation

Evaluation of own health status

Which of the preset options 
best describes my health? Which of them 
appears to be the normal, ordinary one? 

What is my situation like 
compared to that?

Self - rating of health

"How is your health in general?
Is it excellent, very good, good, fair, or poor?"

Fig. 16.1 The process of
health evaluation. This figure
was first published in Social
Science and Medicine (Jylhä
2009)
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the individual, or general images or stereotypes, such
as people of the same age, or people in the respondent’s
neighborhood (Festinger 1954; Merton 1957). In old
age, some health problems are often considered normal
and do not necessarily lead to negative health assess-
ments. Someone suffering from depression or having a
pessimistic disposition is likely to see his or her health
in a more negative way than someone else with a more
optimistic disposition (Jylhä 2009; Mora et al. 2008).

Finally, the individual has to make a choice among
the preset categories from, say, excellent to poor, or
from very good to bad. Qualitative analyses show
that this can be a difficult task; often a complex pro-
cess of reasoning is needed to fit the multidimensional
phenomenon into the preset scale (Jylhä 1994).

The model described above is meant to be an ana-
lytic tool rather than a realistic picture of the evaluation
experience. In processing their assessments, people
usually do not separate different stages, nor do they
deliberately select, decide, or weigh the descriptors of
health for their evaluations, or explicitly relate these
descriptors to their individual situations. To a large
extent, the assessment is likely to happen intuitively
and without much conscious reasoning. Still, there are
good reasons to believe that these cognitive processes,
more or less consciously, are involved in the process
(Jylhä 2009).

Why and How Does Self-Rated Health
Predict Mortality?

If the model of evaluation described above is valid
and self-rated health describes, with some precision,
the state of the human organism, it is no wonder that
people who rate their health as good survive longer
than those who rate their heath as poor. But how
are we to understand the repeated findings that the
association between self-rated health and mortality
in statistical models often persists, although weaker,
after researchers control for a wide variety of clinical,
objectively measured indicators of health and illness?
Probably the most comprehensive health information
used together with self-rated health was available in
the Cardiovascular Health Study (Fried et al. 1998).
In this study, self-rated health showed a strong graded
association with mortality; good (RR 1.77), fair (RR
3.27), and poor (RR 7.52) self-rated health were all

associated with a higher probability of death than was
excellent self-rated health. When congestive heart fail-
ure, blood pressure, use of diuretics, posterior tibial
artery blood pressure, albumin, creatinine, forced vital
capacity, abnormal ejection fraction, aortic stenosis,
major ECG abnormality, maximum stenosis of internal
carotid artery, digit symbol test, instrumental activi-
ties of daily living, socioeconomic characteristics, and
lifestyle factors were controlled—all significant inde-
pendent predictors of mortality in the Cox proportional
hazards model—mortality was still significantly higher
for those with poor than those with excellent self-rated
health (RR 1.91).

Because of such findings, self-rated health is con-
sidered “an independent predictor of mortality.” It may
be useful to specify what we mean by this. Death is a
biological event, and its proximal causes must involve
failures in the regulation of vital physiological pro-
cesses. Distal predictors of mortality, such as social
class, assume roles in a causal chain that, through dif-
ferences in the probability and severity of pathological
conditions, produces differences in the likelihood of
vital dysregulations and, consequently, in length of
life. Through which pathways, then, could self-rated
health contribute to the likelihood of dying?

There are three main lines of explanation. The first
possibility is that self-rated health is a better mea-
sure of physical health status than many other health
indicators. Second, self-rated health may be a mea-
sure of psychological traits and dispositions, such as
optimism and pessimism, that can influence the length
of life. Third, self-ratings of health may reflect some-
thing else, such as health behaviors, that in turn may
affect the probabilities of survival. Studies show that
emotions, such as happiness, and optimistic or pes-
simistic disposition do predict mortality (Giltay et al.
2004; Peterson et al. 1988). This effect, however, is
not independent of the biological state of the body,
but operates through the direct and indirect influences
of emotions and disposition on physiological state and
health (Steptoe et al. 2005). Good health behaviors and
optimism predict longer survival because they are ben-
eficial to one’s health. In fact, there is no good evidence
to support the second and third explanations (Giltay
et al. 2004; Manderbacka et al. 1999). Most researchers
now believe in the first type of explanation that self-
rated health may predict mortality because it “is a very
inclusive measure of health reflecting health aspects
relevant to survival which are not covered by other
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health indicators” (Mackenbach et al. 2002: 1162;
Idler and Benyamini 1997). This conclusion does not
deny the role of psychological disposition and health
behaviors in the process of health evaluation, discussed
earlier in this chapter. However, it does argue that self-
rated health is associated with mortality, first of all,
because it is a good measure of physical health sta-
tus. Self-rated health does not influence the proximity
of death but reflects the factors that do. Therefore, the
description of self-rated health as “an independent pre-
dictor of mortality” refers not to a genuine causal role
in the biological chain of events leading to death but to
a role in a statistical model.

Building on earlier work on the theme (Idler
and Benyamini 1997; Idler et al. 2004; Kaplan and
Camacho 1983; Mackenbach et al. 2002), I have sug-
gested two complementary rather than mutually exclu-
sive pathways to explain the superior inclusiveness of
self-rating, one referring to research methodology, and
the other to human biology. First, the number of health
variables that can be included in any empirical study is
always limited. Even the best of studies rarely, if ever,
cover all the diseases and conditions experienced by
the entire study group. Nor do the measures of func-
tioning cover the whole variety of functional states
among study subjects. The severity, consequences,
and prognosis of conditions are almost never included
among the study variables. But people can take all this
into account in their self-ratings. Therefore, one reason
for the “independent” association between self-rated
health and mortality may be that the self-ratings sim-
ply reflect the variance of health status among the study
subjects better than the “objective” measures included.
This does not mean that they reflect only those dimen-
sions of health that are relevant to the likelihood of
mortality; on the contrary, both quantitative and qual-
itative studies show that self-ratings take into account
all aspects of health, both severe and less severe. What
is important is that self-rated health is more inclusive
than other, more specific indicators. In fact, it is fair
to say that self-rated health is able to predict mortality
better because the question is nonspecific, not in spite
of that fact.

Second, individuals have access to information
about their organism that no other person has, that is,
their bodily sensations, feelings, symptoms, and emo-
tions. The possible importance of this pathway has
been proposed by researchers from the very begin-
ning of the research on self-rated health and mortality.

Mossey and Shapiro (1982) referred to “a prescient
understanding of subtle biological and physiologi-
cal change” through which self-rated health could be
interpreted as “a finely tuned indicator of physiolog-
ical well-being.” Kaplan and Camacho (1983: 302)
wrote, “The data point to still another possibility more
consistent with the concept of general susceptibility.
Although the pathways by which such generalized
effects operate are unclear, recent work in the field of
psychoneuroimmunology is suggestive. This evidence
demonstrates the considerable interaction between ner-
vous, endocrine, and immunologic systems and the
existence of psychosocial influences on these interac-
tions. It seems possible that individuals may be able
to access information about the state of these systems
and that such information can be utilized in arriving
at judgments of perceived health.” Since then, several
others have considered the possibility that various bod-
ily sensations about which it may even be difficult to
verbalize may contribute to self-assessments and thus
to the association of self-rated health and mortality
(Idler and Kasl 1991; Unden et al. 2007).

Today, researchers in neurobiology, neuroen-
docrinology, immunology, and cognitive neuroscience
are increasingly interested in the pathways of afferent
information that convey messages from the organism
to the brain, informing about the internal state of the
body (Cameron 2001; Craig 2003; Dantzer 2001).
Not all the information reaches consciousness; in fact,
most of it participates in the regulation and adaptation
of physiological functions at lower levels of the
central nervous system. To some extent, however, the
biological messages are perceived by individuals as
sensations, feelings, and emotions. “Interoception”
refers to the sense that reflects the physiological
condition of the entire body, the “afferent information
that arises from anywhere and everywhere within the
body—the skin and all that is underneath the skin”
(Cameron 2001: 97).

An especially interesting new line of research deals
with conscious representations of humoral, biochem-
ical bodily processes, particularly those belonging to
immunological defense. It is now known that a fam-
ily of proteins called cytokines is involved in different
inflammatory processes that in turn have a major role
not only in infectious conditions, but also in many
chronic conditions such as cardiovascular disease,
Alzheimer’s disease, diabetes, and cancer. The level
of many cytokines is elevated with aging. Increasing
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evidence indicates that inflammatory processes and
certain cytokines are associated with symptoms such
as tiredness, impaired sleep, depressive mood, gen-
eral malaise, and poor appetite (Danzer et al. 2008;
Miller et al. 2008). These symptoms are common
in acute infections but may also appear without any
diagnosed disease, reflecting subclinical dysregulation
of the organism. For instance, chronic unexplained
fatigue is now understood largely as a result of immune
dysregulation (Klimas and Koneru 2007).

We do not know to what extent the processes
described above really are involved with self-rated
health. Yet, the research available justifies the hypothe-
sis that interoceptive processes constitute one pathway
through which information about bodily states is con-
veyed and included in self-rated health, a hypothesis
suggested by Asser Stenback as early as 1964. We do
know that symptoms such as chronic pain (Mantyselka
et al. 2003) and fatigue (Molarius and Janson 2002) are
important components of self-rated health, and there
is also evidence on its association with inflammatory
markers, such as interleukin-1β, tumor necrosis fac-
tor alpha (TNF-α) (Lekander et al. 2004; Unden et al.
2007), and interleukin-6 (Janszky et al. 2005). In one
study, a graded association was observed between poor
self-rated health and lower hemoglobin, higher white
cell count, and lower albumin, even for values that are
not considered pathological (Jylhä et al. 2006). These
analyses adjusted for several clinically verified condi-
tions and other health indicators. The respondents were
unlikely to be aware of the values measured from the
blood, or their clinical interpretation. Therefore, it is
unlikely that they had taken these values deliberately
into account in their self-ratings. It is possible that the
values represent the unmeasured severity of various
health conditions of which the participants were aware.
However, it is also possible that even bodily irregu-
larities too minor to be defined as medical conditions
or conceptualized as illness can be sensed, interpreted
as messages about one’s health status, and incorpo-
rated into self-rated health, and thus contribute to its
association with mortality (Jylhä 2009).

To summarize, the most plausible explanation for
the “independent” statistical association of self-rated
health with mortality seems to be its capacity to cap-
ture the different dimensions of health status more
exhaustively than other health indicators used in
research studies. Probably, global self-ratings are supe-
rior partly because empirical studies are necessarily

constrained in the range and number of health variables
they can include, and partly because the individual
can employ, more or less consciously, subtle and even
nonconceptualized sensations of his or her bodily sta-
tus in self-ratings of health. The latter is still more a
hypothesis than a conclusion based on firm empirical
evidence.

Is Self-Rated Health a Measure of “True
Health?”

To a large extent, researchers analyzing the associa-
tion of self-rated health with mortality have aimed to
validate it as a general indicator of health. In the pre-
vious section, I suggested pathways through which an
individual has access to information that may explain
why self-rated health is able to predict future mor-
tality better than many other health indicators. Does
this imply that self-rated health should be considered
as a valid measure of “true health” (Quesnel-Vallee
2007)?

For quantitative empirical research, “health” is a
problematic concept. Unlike medical diagnoses or
functional states, “health” has no operational defini-
tion. Both in research and in clinical practice, it is used
as a generic term that is empirically approached by var-
ious indicators, such as medical diagnoses or labora-
tory values. Our common cultural understanding says
that “health” has to do with survival, functioning, and
well-being, but there is no standard rule or equation for
how to integrate all these dimensions into one single
global indicator of “health” (Jylhä 2009). Therefore,
discussion of whether self-rated health measures “real”
or “true” health may not be very useful. Instead, for
the purpose of empirical studies, it is important to
know how far self-rated health reflects major health
conditions or significant pathological processes, how
sensitive it is to differences and changes in them, and
whether these associations are comparable between
different population groups.

The relation of self-rated health to mortality or
to any objectively verified health condition is highly
dependent on the information available to the person
at the time of self-rating; if people do not have a clue
about their diseases, whether in the form of diagnoses,
symptoms, or even indefinite sensations, they cannot
take them into account. Idler et al. (2004) showed that
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among people with cardiovascular disease, self-rated
health was a significant “independent” predictor of
mortality only in the subgroup of people who knew
about their diagnosis or had symptoms; in those who
were unaware of the disease, the association was not
significant. The association also seems to vary accord-
ing to the cause of death, being stronger for causes such
as infectious disease, diabetes, or heart disease that are
likely to be known or cause symptoms at the time of
self-rating than for external causes such as violence or
accidents (Benjamins et al. 2004; Dowd and Zajacova
2007). Also, the strength of the association varies by
the length of the follow-up. Although diverse findings
exist (Deeg and Kriegsman 2003), there is rather con-
vincing evidence that self-rated health is a stronger
predictor of death over shorter periods than over longer
ones (Benyamini et al. 2003; Singh-Manoux et al.
2007; Vuorisalmi et al. 2005), which is understandable
as the self-rating would not reflect changes in health
during the follow-up.

The pioneers, Suchmann et al. (1958), in their anal-
ysis of the validity of health questionnaires, empha-
sized the need to specify the purpose of a measure
before validity can be determined. They concluded,
“self-ratings of health measure something different
than physician’s ratings—what we have called ‘per-
ceived’ or ‘subjective’ health as opposed to ‘actual’
or ‘objective’ health—but . . . depending upon one’s
hypothesis such a self-rating may or may not be valid”
(232). Given our present knowledge, it may be justified
to believe that self-rated health is a valid but not a spe-
cific indicator of those objective dimensions of health
status that are related to the probability of death, and its
value as such an indicator is largely dependent on the
coverage and accuracy of the health information that
the respondent is able to incorporate into the rating.

Is Self-Rated Health Comparable Across
Population Groups?

When self-rated health is used as a proxy for objec-
tively verified clinical health measures, as an estimator
of future mortality, or to examine differences in health
status between populations, comparability is an essen-
tial question. Basically, comparability can refer to
different things. We may ask whether self-rated health
reflects various clinical conditions or states of the

organism in the same way; whether mortality in dif-
ferent population groups is similar at similar levels of
self-rated health; or whether the relative risks of mor-
tality in those reporting poor health compared to those
reporting excellent health are similar across population
groups.

It seems clear that the association of self-rated
health with mortality is a rather universal finding in all
populations for which results are available. However,
studies show that there are relative differences between
the population groups: self-rated health seems to be
a stronger predictor of mortality in younger than in
older groups, and in the young-old than in the old-
old (Benyamini et al. 2003; Franks et al. 2003); in
men than in women (Deeg and Kriegsman 2003; Dowd
and Zajacova 2007; Huisman et al. 2007; Spiers et al.
2003); in higher than in lower socioeconomic groups
(Dowd and Zajacova 2007; Huisman et al. 2007); and,
when ethnic groups are compared in the United States,
for whites than for other groups (Lee et al. 2007).

Age is a major element in the evaluation frame-
work and perhaps the most important modifier of
self-rated health. It is likely that because different
aspects of health are relevant to different age groups,
the bases of their self-ratings differ. Young people who
assess their health against the age-specific expectation
of good health may interpret information about their
own health differently from older people who expect
to have some degree of health problems. It seems
that old people are likelier than younger ones to base
their assessments on social and temporal comparisons
with age peers (Cheng et al. 2007; Idler et al. 2004;
Suls et al. 1991). These comparisons not only with
specific people, but also with deceased members of
one’s own birth cohort, or with negative stereotypes
of old age, are likely to lead to a lower aspiration
level for “good” health (Tornstam 1975). Recent stud-
ies (Heller et al. 2009) show that self-rated health of
older people with higher baseline morbidity is less sen-
sitive to new incident morbidity than are self-ratings
of younger people with fewer earlier health problems.
As a result, the behavior of the age variable in statis-
tical analyses is paradoxical. Both cross-sectional age
group comparisons and longitudinal studies show that
global self-rated health does not decrease as much with
higher age as chronic disease and disability increase
(Jylhä et al. 2001; Liang et al. 2005). At a given level
of measured health conditions, older people usually
assess their health more positively than younger people
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(Ferraro 1980; Hoeymans et al. 1997), and controlling
for other health indicators in multivariate analyses usu-
ally leads to a negative correlation between age and
poor self-rated health (Cockerham et al. 1983; Ishizaki
et al. 2009; Jylhä et al. 2001; Mulsant et al. 1997).

Therefore, it is only logical that similar self-ratings
do not translate into similar rates of mortality across
age groups, but at each level of self-rated health, mor-
tality is higher for older age groups (Helweg-Larsen
et al. 2003; Wannamethee and Shaper 1991). In a
Danish study (Helweg-Larsen et al. 2003), among
those who rated their health as very good, the mortal-
ity rate in 13 years was 8% among 45–55-year olds
but 78% among those aged 78 years and older; among
those who rated their health poor it was 29% and 95%,
respectively. Few studies give relative risks of death for
different age groups, but in a Swedish study with more
than 170,000 men and women aged 16 and over, the
crude relative risks of mortality for poor health com-
pared to good health varied from 10.3 in the age group
25–34 to 1.7 among those aged 85 or older (Burstrom
and Fredlund 2001). In a US study, the risk decreased
from 5.9 in those aged 50–69 to 2.0 in those aged 80 or
older in the white population, and from 3.7 to 1.9 in the
black population, respectively (Lee et al. 2007). The
lower relative risks at older ages are probably influ-
enced by a higher baseline mortality in the older groups
and the fact that older people are more likely than
younger ones to experience new severe health events
after the self-rating.

The latter findings also demonstrate the differences
between ethnic groups and cultures. The few avail-
able comparative studies indicate differences between
countries in the strength of the association of self-
rated health with mortality (Appels et al. 1996; Jylhä
et al. 1998), although the associations of self-rated
health with other health indicators were largely simi-
lar. The differences likely arise from several sources:
from different levels of medical information available
to the respondents, from different evaluation frame-
works that modify the ways in which various health
factors are interpreted and taken into account, and,
finally, from culturally conditioned ways of using the
preset response scales, including the choice of options
at either extreme of the scale. Linguistic factors, partic-
ularly the different connotations of the preset options,
play a role here: in standard translations to Spanish
and Russian, the middle option “fair” or “average”
seems to describe normal health, while in many other

countries “good” seems to be considered as an anchor
point for evaluations (Bzostek et al. 2007; Palosuo
et al. 1998).

A major question is whether self-perceptions of
health reflect physical health status in a fundamen-
tally different way in poor areas in developing coun-
tries than in affluent western societies. In his influ-
ential contribution, Amartaya Sen (2002) compared
life expectancy and self-reported morbidity between
two states in India and in the United States. The
finding that prevalence of self-reported morbidity was
lowest in Bihari where the life expectancy was low-
est, and highest in the United States where the life
expectancy was highest, led Sen to warn against rely-
ing on self-perceptions of health in assessing health
care or medical strategies. In areas with heavy disease
burden, poor medical services, and poor awareness
of ill health among the population, self-perceptions
may be “extremely misleading” (Sen 2002: 861). The
findings concerned self-reported morbidity, but are rel-
evant also for self-rated health. In their more recent
between-state comparisons using Indian data, how-
ever, Subramanian et al. (2009) showed that longer life
expectancy was associated with lower reported mor-
bidity. They also found that poor self-rated health had
a graded association with lower levels of education.
Therefore, in their opinion, self-rated health is a valid
health measure also in developing countries. Findings
about its association with mortality in low-income
countries are almost nonexistent—with the exception
of Frankenberg and Jones (2004) in Indonesia, who
demonstrated an association similar to that in other
countries—and no direct comparisons are available
between low- and high-income countries.

The results concerning the role of gender in associ-
ations between self-rated health and mortality vary by
study sample and design (Deeg and Kriegsman 2003;
Idler 2003). Most but not all findings imply a stronger,
although not substantially stronger, age-adjusted asso-
ciation for men than for women (Deeg and Kriegsman
2003; Idler 2003; Jylhä et al. 1998; Singh-Manoux
et al. 2007). Self-rated health seems to be a stronger
predictor of mortality in higher than in lower socioeco-
nomic groups (Burstrom and Fredlund 2001; Huisman
et al. 2007; McFadden et al. 2009), yet the results usu-
ally are of the same magnitude. In all, even if self-rated
health predicts mortality in all age groups, in both gen-
ders, in all socioeconomic groups in the high-income
countries, and in different cultural environments, it is
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not clear that it would serve as a surrogate for clini-
cally measured indicators of physical health or predict
subsequent mortality in a comparable way across these
groups. Particularly, it seems evident that self-rated
health does not measure physical health or mortality
in the same way at different ends of the age range, or
in very different cultural environments.

The Use of Different Question Versions
in Empirical Research

The exact wording and response options of ques-
tions about self-rated health vary. The basic division
is between the global, nonreferential question and
the question asking the respondent to compare his
or her health with that of others of the same age.
For the global version, the scale most widely used
in the United States includes options from excellent
through very good, good, and fair to poor. The options
recommended by the WHO (1996) and the EURO-
REVES 2 group (Robine and Jagger 2003), and widely
used in Europe, include very good, good, fair, bad,
and very bad. One version, used, for example, in the
study “The Elderly in Eleven Countries” (Heikkinen
et al. 1983; Jylhä et al. 1998) uses the options very
good, fairly good, average, fairly poor, and poor. The
levels and distributions of these different versions
are not directly comparable, but they represent par-
allel assessment of the same phenomenon and show
basically concordant answers (Jürges, Avedano, and
Mackenbach 2008).

Multiple studies have compared the global and the
age-referential, comparative question in relation to
mortality. To some extent, the results vary according
to the study sample, age, and model and covariates
used. In some studies, both non-adjusted and age-
adjusted comparative measures had shown a stronger
association than the global measure, at least in older
populations (Grand et al. 1990; Heidrich et al. 2002;
Manderbacka et al. 2003; Vuorisalmi et al. 2005), but
there are also opposite findings, and, in general, the
differences are likely to be not substantively impor-
tant. Because of the great sensitivity to age of the
comparative measure, studies have recommended the
global question over the age-referential measure for
use in comparative studies and in clinical settings
(Baron-Epel et al. 2004; Vuorisalmi et al. 2005).

Another methodological discussion concerns the
use of one baseline measure versus time-dependent
measures or measures of change in self-rated health. It
is understandable that at least during a long follow-up
period, health status may change and baseline self-
ratings may no longer reflect current status. The best
predictors of mortality therefore would seem to include
both the level and the direction of the trajectory in self-
rated health (Han et al. 2005). A few studies also found
that direct questions on change in self-rated health may
be more sensitive to change in physical health than
calculated change in global self-rated health between
two time points (Benitez-Silva and Ni 2008; Leinonen
et al. 1998). Wang and Satariano (2007) demonstrated
that the value of self-rating as a predictor of mortal-
ity is increased if, in addition to current health, the
respondents also evaluate their future health status.
Not many studies, however, include repeated measures
and alternative indicators. The contribution of the stud-
ies that compare different versions of the question is
mainly methodological, demonstrating the behavior of
the variable. For practical use, self-rated health is a
valuable indicator because it works as a single baseline
measure.

In comparative studies, it is also important to be
aware of the different meanings of crude, unadjusted
values of self-rated health and values that are adjusted
for other available indicators. Differences between two
population groups in self-rated health adjusted for
other medical and health indicators may reflect differ-
ences in knowledge about these dimensions of health,
or group-specific evaluation frameworks and response
styles. They can hardly be considered as measures of
health status. Therefore, if self-rated health is used as
a general measure of physical health status, crude or
age-adjusted values may be preferred.

Subjective Probability of Survival
as a Predictor of Mortality

Subjective probability of survival, also called sub-
jective life expectancy or self-rated life expectancy,
is derived from respondents’ estimates of either the
length of their whole lives or the number of remain-
ing years. At least three different questions have been
used in empirical studies. First, respondents have been
asked to estimate their chances of living to a given age
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(Guiso et al. 2005; Hurd and McGarry 1995). Second,
they have been asked a direct question, “To what age
do you expect to live?” (Mirowsky 1999). Third, they
have been asked how likely it is, on a four-level scale
from very likely to very unlikely, that they will live
another 10 years (van Doorn and Kasl 1998). These
indicators have gained currency mainly in economic
attempts to understand and predict individual behavior.
The baseline hypothesis is that, when making deci-
sions about investments, housing, or retirement, people
take into account not only their current life situation,
but also their expected future situation, most impor-
tantly their expected remaining years of life (Hurd and
McGarry 2002). When the measure is used to predict
behaviors such as saving or retirement decisions, it is
the expectation itself that is important, not its ability
to predict the actual survival, and the measure may be
considered valid even if it does not predict correctly the
real mortality experience. In this chapter, however, the
subjective survival probability is discussed in relation
to observed survival and mortality.

Up to now, only a few large-scale health studies
have data on subjective probabilities of survival. In
the US Health and Retirement Study (HRS) this infor-
mation has been collected every 2 years since the
baseline interview in 1992. In Europe, the question
has recently been adopted by two major surveys, the
English Longitudinal Study of Ageing (ELSA) and the
Survey of Health, Ageing and Retirement in Europe
(SHARE) (Delavande and Rohwedder 2009; Guiso
et al. 2005). To a large extent, although not entirely, our
present knowledge about the behavior of the variable
comes from analyses in the HRS data.

Several studies have found that subjective life
expectancy parallels the actuarial estimates in offi-
cial life tables (Benitez-Silva and Ni 2008; Hurd and
McGarry 1995, 2002; Mirowsky 1999; Perozek 2008;
Siegel et al. 2002). Compared to the life tables, men in
the HRS tended to overestimate and women to under-
estimate the probability of living to 75 (Hurd and
McGarry 1995). In the SHARE, subjective and actu-
arial survival probabilities were compared for people
aged 50 or older in 10 European countries. In men,
subjective and actuarial survival probabilities corre-
sponded very well until the age of 60; after that the
subjective survival exceeded the actuarial figures. In
women, the actuarial survivals were higher than the
subjective until the age of 75; after that, as for men,
subjective survival figures were higher (Guiso et al.

2005). Life tables, however, reflect present mortal-
ity and do not take into account potential changes
during the lifetime of the population. Interestingly,
Perozek (2008) found that subjective life expectancies
in men and women foreshadowed revisions to actual
cohort life tables between 1992 and 2004, implying the
narrowing of the gender gap.

At least in middle-aged and older people, subjective
survival probabilities predict observed mortality (Hurd
and McGarry 2002; Siegel et al. 2002; Smith et al.
2001; van Doorn and Kasl 1998). In the SHARE, sub-
jective survival probabilities were higher for those who
survived about 2 years than for those who died during
this time, and this was true also when the comparisons
were made separately for the five self-rated health
categories (Winter 2008). In the HRS, the subjective
probability of living to age 75 stayed as an independent
predictor of 2-year mortality in a model where several
chronic conditions, smoking, body mass index (BMI),
education, and demographic variables were included,
and even when self-rated health was included (for rela-
tions of subjective probability of survival and self-rated
health see below) (Hurd and McGarry 2002).

Several indicators known to predict lower mortality
have been found to be associated with higher sub-
jective survival probabilities, such as female gender,
higher social class and higher education, being a non-
smoker, having no limiting illness (Hurd and McGarry
1995; Popham and Mitchell 2007), and having a higher
grip strength (Hurd, Rohwedder, and Winter 2005,
cited in Delavande and Rohwedder 2009). Delavande
and Rohwedder (2009) found that in each of the ten
European countries analyzed in the SHARE Wave
1, the subjective probability of survival was higher
for respondents with higher wealth and higher educa-
tion, although the strength of the association varied.
The subjective probability of survival is also associ-
ated with the age of death of the respondents’ par-
ents (Hamermesh and Hamermesh 1983; Hurd and
McGarry 1995).

Hurd and McGarry (2002) analyzed longitudinal
changes in the subjective survival probability of par-
ticipants aged 46–64 years in the HRS. In 2 years,
approximately two-thirds of respondents changed their
assessment of their survival probabilities, more often
for the worse: out of those who participated in both
waves, four out of ten gave a lower probability in
the second wave. Those with chronic conditions that
appeared between the waves, and particularly those
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with a newly diagnosed cancer, were more likely
to decrease their probability estimates. Also in the
HRS data, Benitez-Silva and Ni (2008) found that
newly diagnosed stroke and changed ADL mobility
worsened estimates of survival probability between
two waves. Curiously, newly diagnosed diabetes and
newly diagnosed high blood pressure were associated
with a positive change in self-rated life expectancy,
possibly because the illnesses now were being
treated.

Subjective Probablity of Survival
and Self-Rated Health

Subjective probability of survival shows a strong cor-
relation with self-rated health, and with time people
tend to change their assessments of both indicators in
the same direction (Hurd and McGarry 1995). This
is no surprise, as health is a major factor people
are likely to consider when asked about their future
life expectancy, and the two variables share most of
their statistical determinants. One analysis indicates
that when parallel changes of these two indicators are
examined, change in subjective survival probability
correlates more strongly with the measure that directly
asks respondents to assess change in their health than
with the calculated change in global self-ratings of
health between two points of time (Benitez-Silva and
Ni 2008).

Yet, empirical findings show important differences
between the two measures. While people with inci-
dent cancer changed both their self-rated health and
subjective survival probability for the worse, those
with incident arthritis decreased only their health rat-
ings, not their estimated survival probabilities (Hurd
and McGarry 2002). In one study, smoking had a
stronger impact on subjective survival probability
than on self-rated health, whereas the General Health
Questionnaire (GHQ12) showed a stronger association
with self-rated health (Popham and Mitchell 2007).
In adults aged 25–64 years, older people gave poorer
health assessments than younger ones, but had equally
long subjective estimates of total life expectancy
(Popham and Mitchell 2007). In a longitudinal analy-
sis, parents’ death during the follow-up time at the age
of 75 or younger was associated with decrease in sub-
jective probability of survival but had no association

with change in self-rated health (Hurd and McGarry
2002). In most studies available, subjective probabil-
ity of survival and self-rated health both maintain their
independent associations with mortality when intro-
duced into the model simultaneously and together with
several health and socioeconomic measures (Hurd and
McGarry 2002; Siegel et al. 2002; van Doorn and Kasl
1998).

The parallel and combined analyses of subjective
probability of survival and self-rated health help clarify
the shared and specific characteristics of both mea-
sures. These analyses imply that to the respondents,
health status and survival are not identical concepts,
and the data on which the two assessments are based
are not identical either. A clear difference is that the
question on health refers to the present situation, while
the one on survival invites people to forecast the
future. From the respondents’ perspective, the mean-
ing of survival until a certain age or living another
10–20 years is clear, although the data to estimate
the probability understandably are lacking; for self-
rated health, multiple pieces of valid information are
available, and the problem is rather how to construct
a generic estimate of “health” by using this informa-
tion. People’s judgments about future life expectancies
seem to be based on present health status, expected
changes in health, and the various risk factors that
may influence future health, as well as on knowl-
edge of the actuarial life expectancy of their birth
cohort and the age their parents reached. Self-rated
health, again, reflects mainly the multiple dimensions
of present health status, including those that are not
life-threatening, such as arthritis. Both assessments
require selection of relevant information and judgment
about its relative importance. It is likely that contex-
tual evaluation frameworks, including optimistic or
pessimistic dispositions and cultural conventions, that
are known to modify self-rated health also modify
subjective survival probabilities.

To summarize, subjective probability of survival is a
direct, although subjective, indicator of the probability
of mortality, while self-rated health is an indicator of
health status, and only indirectly related to mortality.
Researchers interested in mortality may find subjec-
tive life expectancy to be their first choice. There are,
however, a few methodological questions that deserve
consideration when using this variable in an empiri-
cal study. In contrast to self-rated health, information
on the behavior of self-rated life expectancy as a study
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variable is scarce and up to now comes from only a
few data sets and mainly from English-speaking high-
income countries; the first analyses of the SHARE data
provide a European diversity, but there still is not data
from other parts of the world than Europe and the
United States. Therefore, the role of cultural context
in the evaluation is poorly understood. The follow-
up studies all cover less than 5 years, and very little
information is available on the possible age differ-
ences in the ways people estimate their length of life.
A few studies suggest that self-rated life expectancy
may be a good predictor of mortality specifically in
old age (Siegel et al. 2002; van Doorn and Kasl 1998).
However, the question about the remaining years,
or the time of death, is likely to be more sensitive
in a situation where one cannot expect many more
years than among younger people for whom death
is only a distant possibility. This sensitivity may be
the reason why the willingness to answer the ques-
tion decreases with older age (Mirowsky 1999; Siegel
et al. 2002).

Future Research

Self-rated health and subjective probability of survival
both are subjective assessments that predict mortality:
self-rated health indirectly, because it reflects physi-
cal health status, and subjective probability of survival
directly, as a respondent’s evaluation about his or her
remaining years of life. The indicators share the impor-
tant characteristic that they are not standardized and
no formal criteria are available for individuals to use in
their assessments. Research evidence on both measures
indicates that individuals have a considerable ability to
identify and consider factors that affect the length of
their lives.

The challenges for future research are partly shared,
partly different for these two measures. It is well-
established that self-rated health shows a constant and
universal association with mortality in very diverse
populations, in different cultures, and in different age
groups. Much less is known about the behavior of sub-
jective survival probability. For both measures, future
research should shed light first on the cognitive pro-
cesses of subjective evaluations, and second on the
different types of information people are using as a
basis of their evaluations.

The most important aspects of health and well-being
that people take into account in the self-ratings of
health are reasonably well-known already. Still, it is
essential to know not only what these aspects are, but
also how they are used in the evaluations. Qualitative
studies focusing on people’s own accounts and expla-
nations could help understand the processes of negoti-
ating, reasoning, and reflecting through which people
reach a conclusion that their health is “fairly poor”
or “good,” and, thus, demonstrate any differences in
the evaluation frameworks between population groups
(Jylhä 2009).

The potential importance of different bodily sensa-
tions in self-rated health has been discussed earlier in
this chapter. I suggested that through various symp-
toms, ailments, and feelings, people incorporate into
their self-ratings important biological information that
is not necessarily represented as diagnosed health con-
ditions, and this may partly explain the association
of self-rated health with mortality. In future research,
two approaches would contribute to better understand-
ing of the role of these sensations. First, information
on the association of objectively measured biologi-
cal and physiological parameters with self-rated health
is needed to clarify the biological basis underlying
subjective health status. Here, secondary analyses in
already existing population studies would be appropri-
ate. Second, we need to know how people experience
and verbalize often diffuse and variable bodily sensa-
tions. Qualitative analysis inviting people to describe
and explain these sensations and how they are inter-
preted in relation to health status would give us access
to unique subjective information used in self-ratings
(Jylhä 2009).

As health apparently is one major component of
subjective survival probabilities, analysis of self-rated
health also sheds light on self-rated life expectancy.
For the latter, however, not all health information is
relevant, and, on the other hand, information that does
not directly concern one’s own health status may be
important. To investigate the validity and compara-
bility of subjective survival probability, researchers
could apply the same basic strategies as for self-
rated health: statistical analyses of associated factors
in large-population data sets, and qualitative analyses
of the factors people themselves say they have taken
into account in their evaluations. The factors exter-
nal to the respondent her- or himself are perhaps of
particular interest here; how do people reason about
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actuarial life expectancies or the ages of their parents
when forecasting their own life expectancy? Like self-
rated health, self-rated life expectancy is also likely to
be modified by the contextual framework of evaluation.
Studies from different cultural environments and dif-
ferent age groups are needed to predict whether, in the
future, self-ratings of life expectancy will constitute
as useful a variable in population studies as self-rated
health.
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Chapter 17

Religion and Adult Mortality: Group- and Individual-Level
Perspectives

Ellen L. Idler

The modern scientific study of religion as a risk fac-
tor for mortality has an interesting history dating to
a series of observational studies of what were called
“natural experiments” published from the 1960s to
1980s (reviewed in Fraser 1986): comparisons of the
mortality rates of specific religious groups with those
of larger general populations. This early work has
been overshadowed by more recent individual-level
research on religion as a risk factor in all-cause mor-
tality that has been the subject of recent reviews by
McCullough et al. (2000), Koenig et al. (2001), Sloan
and Bagiella (2001), and Powell et al. (2003). Powell
et al. (2003), for example, conclude in their review of
these individual-level studies that “. . . there is a strong,
consistent, prospective and often graded reduction in
risk of mortality in church/service attenders” (36). This
chapter reviews the existing group- and individual-
level studies that analyze the relationship between
some indicator of religion, and all-cause and cause-
specific mortality. Reviewing both types of studies
is useful not only because of continuing high inter-
est in understanding behavioral and social risk factors
for survival, particularly in middle age and late life,
but also because of the increasing interest in multi-
level approaches to the analysis of social factors in
health.

Because so many of the primary risk factors
for mortality involve behaviors—smoking, exercise,
nutrition—effective social influences on relevant
behaviors are important to identify. Psychosocial

E.L. Idler (�)
Department of Sociology and Rollins School of Public Health,
Emory University, Atlanta, GA, 30322, USA
e-mail: eidler@emory.edu

health research in general, and research on religion
and health specifically, has often tended to focus on
the positive social support and stress-reducing coping
functions of social groups, particularly during stress-
ful life events (Krause 2001). The many studies of
individuals coping with crises such as serious ill-
ness, bereavement, or unemployment, bring to light the
myriad ways in which social groups provide help to
individuals; these are the inclusive, friendly, helping-
hand functions of social groups that Durkheim (1898
[1951]) would have called the “integrating” functions,
those that reduce the alienation or estrangement of
individuals from society.

Less attention in recent health research has been
given to other important functions of social groups—
the “regulating” functions that reduce normlessness or
anomie, the twin threat of the modern world (along
with alienation) responsible for the increase in suicide
in western Europe that so concerned Durkheim (1951).
Social groups (and religious groups were important
exemplars for Durkheim) reduce anomie by providing
rules for behavior and then ensuring that individuals
follow the rules; they constrain and control behavior,
and they may not always do this in the most friendly
way. The reduction of normlessness implies that the
laws, rules, or practices of the social group are imposed
on individuals, and that discipline of some kind will
occur if they are not adhered to. The society imposing
these rules is an external, constraining social force that
limits the desires of individuals (“. . . a thirst for nov-
elties, unfamiliar pleasures, nameless sensations . . .”
1951: 256) that Durkheim thought were insatiable and
that needed to be controlled if individuals were to live
together in a social order. In other words, the natu-
ral desires of individuals for material wealth, pleasure,
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status, and other “goods” cannot ever be satisfied, they
can only be disciplined and controlled.

An application of the latter approach to understand-
ing the impact of psychosocial influences in health is
Umberson (1987), who showed the important health
consequences of the regulating, constraining, social
control functions of families. With data from a US
adult national sample, Umberson demonstrated that
married persons and parents had consistently better
health practices with respect to drinking problems,
substance use, and risk-taking, and she argues that “the
family relationship of marriage and parenting may pro-
vide external regulation and facilitate self-regulation
of health behaviors which can affect health” (1987:
306). Later studies have shown that unmarried persons
are more likely than married persons to report multi-
ple unhealthy behaviors (Laaksonen et al. 2003). Waite
and Lehrer (2003) argue that religion and marriage
(“. . . both clearly on everyone’s short list of ‘most
important institutions’ . . .”) function in similar ways in
benefiting health: they provide social support and inte-
gration and they regulate healthy lifestyles. Religion
and marriage reinforce each other by affecting joint
activities, enhancing and maintaining social networks
and contacts, and reinforcing common beliefs and val-
ues (Waite and Lehrer 2003: 255). Both religion and
marriage are highly effective social control mecha-
nisms, to which individuals make serious, frequently
permanent commitments, and for which they almost
always sacrifice some measure of self-interest for a
greater good.

This chapter reviews the available literature on reli-
gion and mortality to assess the existence and strength
of the association between them, and to describe evi-
dence of the mechanism(s) of association, with par-
ticular attention to the social control of unhealthy
behaviors as a fundamental reason for the beneficial
effect of religion on mortality outcomes. The pur-
pose is not to dispute the importance of the more
frequently studied integrative functions of religion and
spirituality in providing social support, intimacy, and
emotional closeness. It is simply to draw more atten-
tion to the importance of religion’s role in improv-
ing health-risk profiles through the establishment and
effective enforcement of norms. Evidence for this
perspective will be found if we see differences in
behavior-dependent mortality risks between religious
groups/individuals when compared with the general
population, and if adjustment for those differences

appears to account for some, most, or all of the effect
of religion on all-cause and cause-specific mortality.

Methods

Studies were identified for the review by search-
ing Medline for the combination of terms (mortal-
ity, religio-); by identifying studies in the reviews
of religion and all-cause mortality cited above as
well as two earlier, excellent reviews by Jarvis and
Northcott (1987) and Levin and Vanderpool (1987);
and by following citations from the studies found.
Only studies of population-based, representative sam-
ples in English language publications were included;
that is, I excluded the very large number of clinical,
patient-based samples. Where there were multiple pub-
lished analyses of a single data set, the study with
the longest follow-up and/or the analysis of data from
the full sample was used. Related analyses of these
data sets are noted in footnotes at the bottom of the
tables. The identified studies fell naturally into two
quite different groups. The first set (group-level, pre-
sented in Table 17.1) comprises studies of specific
religious groups whose distinctive lifestyles set them
apart from population norms on one or more known
risk factors for all-cause or cause-specific mortality.
Comparisons between the number of deaths in the reli-
gious group and the regional or national population
from which it came are made, primarily using stan-
dardized mortality ratios (SMRs). The SMR compares
the observed deaths in the religious group to the num-
ber it would be expected to have if its population were
age-adjusted to the comparison population; SMRs less
than 1.0 represent a lower risk, SMRs more than 1.0
indicate excess risk (in some studies the SMR is mul-
tiplied by 100). An SMR of 0.50 (or 50), for example,
represents a mortality rate that is half that of the com-
parison population. SMRs are usually reported in the
article with 95% confidence intervals or p values for
statistical significance (Newell 1988), and I include
that information.

The second set of studies (individual level, pre-
sented in Table 17.2) focuses on measures of reli-
giousness as a characteristic of individuals; most often
the behavioral indicator of attendance at religious ser-
vices is used (while the individual’s specific religious
affiliation, the focus of Table 17.1, is ignored). These
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studies report results from multivariate analyses, usu-
ally in the form of hazard ratios. I include studies
only if they are well-controlled, with measures of
disability or diagnoses included to reduce selectivity
by health status at baseline; this criterion eliminated
a number of potentially interesting studies that are
listed at the bottom of Table 17.2. To be included in
Table 17.2, studies must have reported main effects
for one or more measures of religiousness. The table
reports main effects from models prior to the testing of
interactions, but after all demographic variables, health
status covariates, and mediating variables have been
included. Both Tables 17.1 and 17.2 present the find-
ings for all-cause mortality, and also, for comparative
purposes, the findings for cause-specific cardiovascu-
lar and cancer mortality if they were reported in the
study. Additional causes of death, if available, were
not included due to space constraints. Version-specific
ICD codes are reported as given in the publication.

All-Cause Mortality of Distinctive
Religious Groups

Studies in the first group compared the rates of all-
cause and/or cause-specific mortality in one regional or
state-based religious group to the rates in the surround-
ing general population. Table 17.1 shows a description
of each study, including the period of follow-up, the
study sample characteristics, the reference popula-
tion, SMRs for all-cause mortality and cardiovascular
and/or cancer mortality if available, and the authors’
comments on causal mechanisms for the associations
they report. Studies are grouped by religious affiliation
and arranged chronologically within groups.

Amish. There is one such study for Amish pop-
ulations in the major US Amish population centers
of Pennsylvania, Ohio, and Indiana (Hamman et al.
1981). The study made comparisons with both regional
and US populations, finding significantly lower all-
cause and cardiovascular mortality for Amish adult
males (aged 40–69 and 70+), but not for adult females.
Compared with local populations, the all-cause SMR
for middle-aged Amish men was 0.61, and compared
with the United States as a whole, it was 0.55. For
elderly men, and middle-aged women, there were no
differences in all-cause deaths, and elderly Amish
women had a significantly higher SMR (1.19) than

the neighboring county population. The Amish are an
ethnically homogeneous, endogamous, genetically dis-
tinct religious group with origins in sixteenth century
Switzerland. Their way of life is rural, agricultural,
and family-centered, and rejecting of modern conve-
niences to a greater or lesser extent; as such it involves
hard physical labor and a diet of food “. . . produced
at home, without commercial preservatives or addi-
tives” (Hamman et al. 1981: 846). Amish men do use
tobacco, although cigarettes are taboo.

Seventh-Day Adventists. A series of studies of
Seventh-Day Adventists (SDA) in Norway, the
Netherlands, Denmark, Poland, and the United States
have focused on their generally low rates of overall
mortality (reviewed by Fraser 1999). In three studies
of California Seventh-Day Adventists, Phillips et al.
(1978, 1980) find a strong mortality advantage for SDA
men, when compared with the population of California
or participants in an American Cancer Society study;
for example, SDA males have a 74% lower SMR from
coronary heart disease at ages 35–64 and a 34% lower
SMR for all-cause mortality at all ages. SMRs and life
expectancy advantages for SDA females were simi-
lar but not as large, with a 12% lower overall SMR
(Phillips et al. 1980). In the Netherlands, Berkel and de
Waard (1983) report SMRs compared with the Dutch
population for all-cause mortality of 0.45, cardiovas-
cular disease 0.41, ischemic heart disease 0.43, cere-
brovascular disease 0.54, and neoplasms 0.50. SMR
results were not reported for males and females sep-
arately, but in the text the authors calculate SDA male
life expectancy as 8.9 years longer than the Dutch pop-
ulation, and SDA female life expectancy as 3.6 years
longer. A study in Poland showed higher survival prob-
abilities for SDA members at every age from 30 to 89,
for both males and females; surprisingly, male SDA
survival probabilities were higher than SDA females’
at the oldest ages, and almost identical at the younger
ages, a finding at odds with the Polish comparison
group and most other populations (Jedrychowski et al.
1985). Finally, Fønnebø (1992) reports a comparison
of SDA church rosters in Norway with data on the
European population. He found significantly lower all-
cause SMRs for SDA men but not for women; the
SMR for SDA men of all ages was 0.82, or 18%
lower. Fønnebø’s further analysis (1994) shows that
the mortality risk reductions are found almost exclu-
sively among SDA members who joined the church
early in life; among those joining over the age of 35
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there were no differences in SMR. He concludes, “The
site mainly responsible for the low SMR in young
converts was cardiovascular disease (men, 44; women,
52)” (Fønnebø 1992: 157).

Fraser (1999) and the authors of individual studies
make it clear that the SDA population has been studied,
both initially and in such detail, because of the SDA
lifestyle, which includes strict adherence to prohibi-
tions of smoking and alcohol use; moreover, one-third
of SDA members adhere to a lacto-ovo-vegetarian
diet, eating neither meat nor fish. Such differences in
lifestyle made the SDA church a natural laboratory
for investigating two of the most important risk fac-
tors first identified in the Framingham studies of the
development of cardiovascular disease in healthy per-
sons that began in 1948: smoking and dietary choles-
terol. The Seventh-Day Adventist church is a Christian
denomination begun in the northeastern United States
in the mid-nineteenth century. It is an evangelical
religion that grew through the inclusion of new mem-
bers from other religions and denominations who were
rapidly differentiated from their former communities
by their adoption of a strict new lifestyle and by the
identification of Saturday instead of Sunday as the
Sabbath day of rest. The importance for health of strict
adherence to their beliefs is shown in studies that have
examined meat consumption within the SDA popula-
tion; those following the strictest vegetarian diet had
dramatically lower CHD risk than meat-consuming
SDA members (Snowdon et al. 1984). Authors of
the set of studies in Table 17.1 emphasize both the
non-smoking and the vegetarianism of SDA members
in explaining their lower cardiovascular and all-cause
mortality rates.

Mormons. The next group of studies reports on car-
diovascular disease deaths among Mormons, or the
church of Jesus Christ of Latter-day Saints (LDS) in
Utah, Canada, and California. In 1975 Enstrom cal-
culated crude all-cause mortality rates per 1,000 for
Utah and California Mormons and non-Mormons for
the decades of the 1950s, 1960s, and 1970s, finding
considerably lower rates for Mormons in every case;
in the 1970s, for example, the rate was 8.4/1,000 for
California non-Mormons, and 4.5/1,000 for Mormons
(Enstrom 1975). Lyon et al. (1978) show SMRs for a
set of heart-disease deaths including rheumatic heart
disease, hypertensive heart disease, and ischemic heart
disease (further divided into acute and chronic). The
SMRs for Mormon men and women are significantly

lower than they are for the comparison Utah non-
Mormon white population, ranging from 0.54–0.73,
with the exception of rheumatic heart disease, where
Mormon male and female SMRs are approximately
50% higher (representing, however, just 4.8% of car-
diovascular deaths) (Lyon et al. 1978). In this study the
gender differences are inconsistent, with men having
lower SMRs than women in some cases (hypertensive
heart disease and chronic ischemic heart disease) and
higher SMRs in others (acute ischemic heart disease).
Overall, the Mormon rate of cardiovascular disease
death was 35% lower than the rate for non-Mormons
in Utah, whose rates are similar to those of US
whites. A study of Mormons in Alberta, Canada, finds
significantly lower SMRs for males for circulatory
disease (0.72), ischemic heart disease (0.62), and cere-
brovascular disease (0.71) deaths, but fewer deaths for
females only for ischemic heart disease (0.71), when
compared to the population of Alberta, Canada (Jarvis
1977). A third group of studies reports all-cause, car-
diovascular, and cancer mortality among Mormons
in California and Utah; the comparison group is US
whites (Enstrom 1980, 1989; Enstrom and Breslow
2008). Ordinary and religiously active Mormon “high
priests” and their wives were identified from church
records. SMRs range from an astoundingly low 0.19
for smoking-related cancers among religiously active
males, to 0.83 for non-smoking-related cancers for all
Mormon females, but all SMRs are significantly lower
than 1.0 and are lower for males than for females in
every case.

The LDS (Mormon) church was founded in upstate
New York by Joseph Smith in the 1820s; he and his fol-
lowers migrated to Utah and other Western states in the
1840s. Today approximately 72% of the population of
Utah is Mormon, creating an ethnically and culturally
distinct society. The teachings of the Mormon church
include abstention from all forms of tobacco, as well
as abstention from the consumption of tea, coffee, and
alcohol, but in other respects the Mormon diet is sim-
ilar to that of US residents (Lyon et al. 1978). The
effects of these uniform social conditions on disease
and death rates in Utah were noted by health economist
Victor Fuchs (1974) in his famous “A Tale of Two
States,” in which he compared the favorable health sta-
tus in Utah with the much higher adult and infant mor-
tality rates in the neighboring but very different social
conditions of Nevada. Authors of the studies of the
LDS church consistently identified the non-smoking
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status of Mormons as an important cause of their lower
cardiovascular and all-cause mortality rates.

Jews. In an early study of lung-cancer deaths in
Pittsburgh, Pennsylvania, Jewish males’ age-adjusted
death rate was lower than the rate for non-Jewish
males’, but Jewish females’ rates were actually higher
than the comparison population (Herman and Enterline
1970). A study in Israel found that residents of reli-
gious census districts had higher life expectancy than
those from non-religious districts (Friedlander et al.
1995). In a second study from Israel, Kark et al. (1996)
compare mortality from all causes and specific causes
in twenty-two Israeli kibbutzim, religious and secular.
Male residents of the secular, compared with religious,
kibbutzim had significantly higher age-adjusted rates
for all-cause mortality, as well as coronary heart dis-
ease, cancer, and external causes. Secular women’s
age-adjusted rate ratios were significantly greater for
all-cause mortality but not for other causes of death,
compared with those for women in religious kib-
butzim. The authors note that demographic differences
between the two types of kibbutzim are small, and
there are uniformly high levels of social support and
health services; however, smoking was more prevalent
in secular kibbutzim. Thus, among Jews in both the
United States and Israel, the effects of religious group
membership appear to benefit men more than women.

Clergy. The next group of studies in Table 17.1
report SMRs from clergy and religious orders in the
United States and Japan. Although the clergy do not
constitute religious affiliation groups in the same way
as do the groups examined in the other work, the
structure of these studies was similar to that of the
studies previously reviewed, as was the motivation
for studying such a sample: the clergy were identi-
fied as one among a number of “populations at low
risk of cancer” (King and Locke 1980). Taylor et al.
(1959) found lower death rates for cardiovascular dis-
ease among the religious orders when compared with
women from Massachusetts, but little difference for
all-cause or cancer mortality. King et al. (1975), King
and Locke (1980), and Locke and King (1980) find that
Presbyterian, Baptist, and Lutheran clergy (virtually all
males at the time) have SMRs for cardiovascular/renal
diseases and all causes that are just 62–76% of those of
US white males. In a study of priests of the Myoshinji
Branch of the Rinzai Sect of Zen Buddhists, SMRs for
all causes, cerebrovascular diseases, and hypertensive
diseases were significantly lower than they were in

the Japanese male population; however, the SMR for
heart diseases was not different (Ogata et al. 1984).
The authors also conducted a questionnaire survey
of a sample of Zen priests, finding that they smoked
somewhat less, did not drink coffee, ate less meat,
fish, bread, and salty, pickled foods than comparable
Japanese males, and lived in more rural, less polluted
areas; however, their alcohol intake appeared to be
similar to the rest of the Japanese population.

Geographic Concentrations. A final study at the
group level compares US counties with concentrations
of particular religious groups with concentrations of
“noncommunicants”; it found lower cancer mortality
rates in counties with many conservative Protestants
or Mormons, and higher rates where there were liberal
Protestants, Catholics, and Jews (Dwyer et al. 1990).

To summarize briefly, the religious groups chosen
by researchers for study showed consistently lower
rates for cardiovascular, cancer, and all-cause mortality
than the comparison population in the region or nation
from which they came. These differences were fre-
quently greater for men than for women, and in several
cases, women appeared to be at a disadvantage rela-
tive to the general population (we return to the issue of
gender differences below). No consistent differences
between the SMRs for all-cause, cardiovascular dis-
ease, and cancer were found when all were reported;
cancer and cardiovascular deaths would make up the
largest proportion of all deaths. It should be reiterated
that the time period for the data in these studies is the
1950s, 1960s, and 1970s. This is important because the
consensus identification of risk factors for cardiovascu-
lar disease was still beginning at that point; it is likely,
then, that the behaviors were driven more purely by
religious belief than they would be today when health
risks are more widely understood. Moreover, these
studies of homogeneous low-risk lifestyles themselves
contributed to our current understanding, an under-
standing that has led to the decline in deaths that has
taken place since the studies were conducted.

As a group, the religious affiliation studies in
Table 17.1 have some important underlying similari-
ties. At one level, we might argue that they have rather
little to do with religion. As many of the introductions
to these articles imply, the religious affiliation group in
question is of interest because of one or more lifestyle
characteristics that have known or suspected links
to mortality—primarily smoking, alcohol use, and
dietary sources of cholesterol. The spiritual beliefs
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or theology of the group are of interest only to the
extent that they support the health-relevant behaviors.
One might argue that these religious groups simply
provided health researchers with “natural experi-
ments” with which to efficiently identify the important
primary prevention risk factors, in parallel with the
more laborious study of representative populations,
as in the Framingham Study. From the retrospective
position of today’s research on religion and health,
we might say that these earlier researchers were more
interested in the mediators than they were in the
independent variable.

But the reason researchers in the 1970s and 1980s
found such substantially lower mortality rates among
Seventh-Day Adventists and Mormons was not that
they had conveniently identified collections of peo-
ple with relevant alternative lifestyles, but that they
were studying something larger than the sum of the
individual (behavioral) parts. They studied social insti-
tutions that had the power to compel individuals to
deny themselves a rich diet, or the stimulation of caf-
feine or nicotine, or the pleasure of a glass of wine,
over many years or an entire lifetime. Religious groups
maintain effective social control through numerous
mechanisms, including both sanctions for negative
behavior and rewards for faithful adherence. They pro-
vide self-esteem, and an identity for individuals based
on positive (insider) and negative (outsider) reference
groups. Most importantly, these religious groups are
historic, permanent institutions that control the behav-
ior of individuals who remain within them throughout
their life course; recall Fønnebø’s (1992) finding that
Norwegian SDA members who had joined the church
prior to age 18 had the largest cardiovascular disease
mortality reductions; those who joined after age 35
had rates that were not different from the comparison
European population. In sum, these group-level studies
provide an important insight, and it would be incor-
rect to exclude them as most of the recent reviews of
research on religion and mortality have done.

Differences in All-Cause Mortality
by Individual Religious Observance

The second set of studies of religion and mortality
has been conducted by more interdisciplinary teams of
researchers, including sociologists and demographers,

in addition to epidemiologists and physicians. These
studies are mostly prospective cohort studies rather
than retrospective comparisons of mortality rates, and
they are also distinguished from the first set by their
conceptualization and measurement of religion. Rather
than focusing on a single religious affiliation group
and its members, these analyses of data from repre-
sentative samples of regional or national populations
measure “religiousness” as a characteristic of individ-
uals, regardless of the individual’s religious affiliation
or lack of it. Most often, the indicator of religious-
ness used is the behavioral indicator of attendance
at religious services. Religious affiliation is often not
available in the data at all and thus cannot be studied.
It should be kept in mind that representative samples
of regional populations in the United States and abroad
would have very different profiles of religious groups,
were they known. Summaries of the studies are dis-
played in Table 17.2, grouped by US regional, US
national, and international data sources.

US Regional Studies. The ten US regional studies
come from all parts of the country—east, south, mid-
west, and west. Their sample sizes range from 557
to 14,456, and follow-up periods range from 5 to 20
years. Most were secondary analyses conducted in the
course of health assessments of populations of interest;
religion was included as a dimension of social net-
works or indicator of social integration and was not a
focus of the study. Several of these studies were framed
as replications of the Alameda County study (Berkman
and Syme 1979; Oman et al. 2002), in which reli-
gion is just one form of social network contact (House
et al. 1982; Oman and Reed 1998; Schoenbach et al.
1986). A second set come from the related Established
Populations for Epidemiologic Studies of the Elderly
(EPESE) studies (Bagiella et al. 2005; Dupre et al.
2006; Hill et al. 2005; Lutgendorf et al. 2004). Adults
of all ages are included; six of the ten studies focus on
the over-65 population. With a single exception, only
one dimension of religiousness is tested: attendance at
religious services or activities. Nine of the ten studies
report a significant reduction in the risk of mortality for
more frequent participants in religious activities after
all demographic, baseline health status, and mediat-
ing variables are included in the models. One reports
significant associations for males but not females, one
for females but not males, two for both tested sepa-
rately, and the remaining five for pooled samples; one
reports findings for whites but not blacks. Hazard ratios



368 E.L. Idler

are not reported in all studies, but effect sizes range
from a 50% higher hazard for those with “no church
activities” compared with those with frequent activi-
ties (Schoenbach et al. 1986) to a 22% lower risk for
those attending weekly compared with never attending
(Bagiella et al. 2005).

Several of the studies had distinctive features worth
noting. The analysis with no significant association
is from the Framingham Study. In a study limited to
female Framingham participants aged 25–64, Eaker
et al. (1992) found that weekly or more frequent atten-
dance at religious services was associated with lower
risk of myocardial infarction and coronary death, but
this effect was seen at the bivariate level only; when
health-risk factors (blood pressure, cholesterol, dia-
betes, cigarette smoking, and body mass index) were
adjusted, the association was no longer significant.

Few of the regional studies analyzed cause-specific
mortality, but the Alameda County Study was analyzed
for cause-specific results by Oman et al. (2002) after
31 years of follow-up. In this large sample from a
county whose population was proportionally similar to
the ethnic and racial make-up of the United States in
1965, attendance at religious services less than once
per week is associated with a significant hazard ratio
of 1.21 for all-cause mortality and also 1.21 for cir-
culatory disease mortality, when adjusted for all health
status, social connection, and health behavior variables
and compared with attendance of once a week or more.
Circulatory disease deaths were the only specific cause
of death (among cancer, digestive, respiratory, exter-
nal, and other causes) that remained significant after all
confounding and mediating variables were adjusted.

Lutgendorf et al. (2004), with data from a subset
of the Iowa EPESE sample, identify a physiological
mediating pathway; they find that more frequent reli-
gious attendance is associated with lower levels of
interleukin-6 (IL-6), and consequently with lower mor-
tality. Higher levels of (IL-6), which become more
common in old age, are implicated in coronary heart
disease, osteoporosis, frailty and muscle wasting, func-
tional disability, certain cancers, and in higher all-
cause mortality.

A final study of particular note is by Østbye et al.
(2006). This was the only regional study that reported
on multiple dimensions of individual religiousness. It
found no effect of lower mortality for once-a-week-
or-more meditating, reading scriptures, attending wor-
ship services, or having a direct experience of God.

However, participants who volunteered in religious
organizations had a 22% lower hazard of mortality
than those who did not. There was also a signifi-
cantly increased hazard (43%) of mortality for those
who received visits from “people at church,” likely
an indication of those respondents’ declining health
status.

In sum, the regional studies show little in the way of
gender differences. Most had available only the single
indicator of attendance at services. In general, there is
a pattern of a protective effect of religious attendance
on mortality. Most of the authors’ discussions of causal
mechanisms focus on the better health practices associ-
ated with religious attendance, and social support and
integration, and there is a rare example of a biological
mechanism.

US National Studies. There are six studies of US
national data, from the National Health Interview
Survey (NHIS) Supplements on Cancer and Aging
(Hummer et al. 1999; Rogers 1996), the Medicare
Beneficiary Eligibility sample (Krause 1998), the
Health Professionals Follow-Up study (Eng et al.
2002), the Americans’ Changing Lives study (Musick
et al. 2004), and the third National Health and Nutrition
Examination Survey (NHANES III; Gillum et al.
2008). Sample sizes range from 819 to 28,369, length
of follow-up ranges from 5 to 12 years, and the studies
include a range of ages. All have religious attendance
as their measure of religiousness, and two report on
other dimensions as well. One of the six finds no reduc-
tion in the risk of mortality for religious attenders
after adjustment for covariates (Gillum et al. 2008). Of
the others, one finds significant mortality reductions
for males (females not included in study), and four
find significant reductions for their sample as a whole.
Significant effect sizes range from a 50% increase in
the hazard of all-cause mortality for those who never
attend compared with those who attend more than once
a week (Hummer et al. 1999) to a 12% lower odds of
mortality among those who attend, compared to those
who do not (Krause 1998).

Hummer et al. (1999) and Eng et al. (2002) report
on cause-specific as well as all-cause mortality; in both
cases the findings are stronger for all-cause mortality.
Eng et al. (2002) find no significantly reduced risk for
cardiovascular mortality for attenders as there had been
for all-cause mortality; Hummer et al. (1999) find a
borderline reduction for circulatory disease deaths, and
no significant reduction for cancer. Two studies include
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alternative dimensions of religiousness. Musick et al.
(2004) measured volunteering for church, subjective
religiosity, private devotional activity, negative justice,
and fatalism, but none were associated with mortality.
Krause (1998) measured nonorganizational religiosity
(which had no association with mortality) and religious
coping (which increased the odds of mortality).

Again the majority of these studies find a protective
effect of religious participation on mortality risk. They
also show little evidence of gender differences. Several
of the authors note the important mediating role of
health behaviors and lifestyle, and social support.

International Studies. The four international studies
come from Israel (Abramson et al. 1982; Goldbourt
et al. 1993), Denmark (La Cour et al. 2006), and
Taiwan (Yeager et al. 2006). The participants in
the Israeli studies were Jewish, the Danish partic-
ipants mostly members of the Danish Folk church
(Lutheran), and the Taiwanese a mixed group of
Taoists, Buddhists, Christians, and the unaffiliated.
Sample sizes range from 387 to 10,059, follow-ups
range from 4 to 23 years, and the respondents in
three of the four studies are aged 60 or older. Perhaps
because of the international context, measures of reli-
giousness are more varied and different from the US
studies; one Israeli study creates a multi-indicator
index of religious orthodoxy (Goldbourt et al. 1993),
the Danish study includes listening to religious TV
or radio (La Cour et al. 2006), and the importance
of religion, along with religious attendance, and the
Taiwanese study includes religious beliefs and prac-
tices along with attendance (Yeager et al. 2006). One of
the four shows significant reductions in mortality risk
for both males and females, one shows them for males
only, one for females only, and one shows none. The
single hazard ratio reported shows a 27% reduction in
the hazard of all-cause mortality for Danish females
who attend services frequently compared with those
who do not attend.

Two of these studies are notable for the exten-
sive physical examination and clinical data available
for the participants. Goldbourt et al. (1993) report
on a 23-year follow-up of the Israeli Ischemic Heart
Disease Study (N = 10,059). The study had very little
attrition, and an intensive medical, behavioral, and psy-
chosocial examination at baseline; participants were
interviewed for dietary habits, and underwent bio-
chemical, electrocardiographic, and blood testing, to
provide a state-of-the-art cardiovascular risk profile.

The 2,103 most orthodox study participants had an
adjusted CHD mortality rate of 7.7%, compared with
rates of 9.7–10.7% for the traditional, secular, and non-
believing Israelis after adjustment for the full CHD risk
profile (Goldbourt et al. 1993). Yeager et al. (2006)
collected urine samples for cortisol, fasting blood sam-
ples for IL-6, physical examination, blood pressure,
and anthropometric measures, as well as cognitive per-
formance and self-reported functional ability measures
on over 1,000 elderly men and women in Taiwan.
In contrast to Lutgendorf et al. (2004), Yeager et al.
(2006) found no association of religiousness with any
biomarker, including IL-6.

Table 17.2 summarizes studies that span a 30-year
period, in the United States, Denmark, Taiwan, and
Israel. Rather than treating religion as a characteris-
tic of groups, as did the studies in Table 17.1, these
studies treat religion as a characteristic of individu-
als, expressed most often by the behavioral indicator
of attendance at services. The religious affiliation of
the respondents is not known in most of the US stud-
ies, or at least not featured in the analysis. Studies that
reported both all-cause and cardiovascular mortality
risks found that the results were stronger for all-cause
mortality. There were few or no differences by gender.
In most cases, the studies reported bivariate associa-
tions between religious attendance and mortality that
were quite strong but which were then reduced or even
eliminated with the addition of several sets of medi-
ating variables; in other words, there were substantial
indirect effects of religiousness through variables such
as smoking and social support, a topic returned to
below.

Discussion

Social Regulation of Multiple Risk Factors

The initial conclusion to be drawn from a comparison
of Tables 17.1 and 17.2 is that the effects are generally
stronger and more consistent when religious groups
with distinctive lifestyle characteristics are compared
with the general population, in Table 17.1, than when
individual differences in religiousness are measured, as
in Table 17.2. Table 17.2 also shows fewer discernible
gender differences (albeit few by gender analyses).
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Furthermore, Table 17.2 shows weaker effects for
cardiovascular outcomes when compared with all-
cause mortality in the same study, whereas the two
were quite similar when both were reported in studies
in Table 17.1. This pattern of findings might be some-
what surprising, especially in the US context where
the comparison group of the population as a whole
(in Table 17.1) is also relatively religiously obser-
vant, for example, where the comparison group for
Mormons would, for example, include Seventh-Day
Adventists, and vice versa. Comparison of the rates
of entire groups also ignores individual differences
within the group; for example, nonobservant SDA
members contribute person-years for the analysis just
as highly observant members do. For these reasons the
estimated differences in Table 17.1 might be consid-
ered to minimize the effect of religiousness. Enstrom
(1989) addresses this issue in his analysis of Mormon
high priests; by selecting the most observant members
of the California Mormon church, he minimizes the
heterogeneity of the study sample.

Mediators and Confounders

Thus, the studies in Table 17.2 would appear to have an
advantage. Measuring religious observance as a char-
acteristic of individuals would seem to be a more tar-
geted, powerful study design for assessing the impact
of religiousness on health. An important reason why
the effects found in Table 17.2 studies are weaker is
that the individual level of measurement allows the
researcher to test directly the mechanisms of effect that
can only be alluded to in the group-level analyses in
Table 17.1. If the hypothesized causal mechanisms are
operating, then we would expect to see initial strong
bivariate, unadjusted associations between religious
observance and health outcomes that are subsequently
reduced by the introduction of mediating variables
such as smoking. And in fact this is exactly what we
see when we examine the studies in Table 17.2. Eaker
et al. (1992) report a significantly higher incidence rate
of 1.68 per 100 Framingham women for myocardial
infarction/coronary death among those who attend ser-
vices rarely, compared with 0.97 for those who attend
more than once per week and 0.82 for those who attend
1–3 times per month. But when age, systolic blood

pressure, ratio of total to HDL serum cholesterol, dia-
betes, cigarette smoking, and body mass index were
entered, religious attendance was no longer associated
with coronary death.

Hummer et al. (1999) report a hazard ratio of 1.67
(p < 0.01) for circulatory-disease death among those
who never attend services, compared with those who
attend more than once per week, when the model
is adjusted only for demographic variables; when
adjusted for demographic, health, socioeconomic, and
behavioral variables (smoking, overweight, alcohol
use), the hazard ratio drops to 1.43 (p < 0.05), and
when social ties are added it drops further to 1.32
(p < 0.10) (this final model is the one reported in
Table 17.2). Oman et al. (2002) find a hazard ratio for
circulatory disease of 1.41 (p < 0.0001) when adjusted
only for age and sex; when the model is adjusted for
sociodemographic factors, social network connections,
and health behaviors (current smoking, exercise, heavy
alcohol consumption), the hazard ratio drops to 1.21
(p < 0.05) (the model I report). Eng et al. (2002) do not
report unadjusted data for religious service attendance;
however, with respect to their full social network index
(which includes religious attendance) they comment,
“. . . covariates related to health behavior and physical
condition appeared to be the most influential con-
founders or, alternatively, to demonstrate the most
potential as mediators between social networks and
mortality” (706).

In this quote, Eng et al. (2002) raise the important
issue of the classification of covariates as confounders
(variables that co-vary with the independent variable
and cause change in the dependent variable), ver-
sus mediators or intervening variables (variables that
are caused by the independent variable and have a
subsequent effect on the dependent variable) (Susser
1973). Eng et al. (2002) imply in the above-quoted
sentence that the physical condition variables are con-
founders (i.e., poor health is associated with lower
religious attendance and also causes mortality) and that
the behavioral variables are influenced by religious
attendance/social networks and help to explain their
association with mortality. Hummer et al. (1999) refer
to the same issue by differentiating between “selec-
tivity” variables (health status measures that might
prevent respondents from attending religious services
at baseline) and “mediating” variables such as smok-
ing, excessive use of alcohol, and overweight, which
are known to be lower among religious attenders. As
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Kark et al. articulated, “. . . diet, smoking, obesity,
alcohol intake, exercise, and exposure to accidents . . .

may be viewed as potential intervening variables in a
causal pathway rather than as confounders (i.e., they
are determined by religious practices)” (1996: 345;
emphasis added). This distinction has important impli-
cations for psychosocial health research in general, but
particularly for research on religion, where so many
important mediating variables are associated with reli-
giousness. The more possible intervening pathways
there are between an independent variable and its
dependent variable, the more likely the initial effect
is to be reduced or even eliminated, thus appearing to
diminish the importance of the independent variable,
when in fact its multiple intervening pathways should
underscore its significance.

Gender Differences

The presence of the mediating variables in analyses
summarized in Table 17.2 may also explain the gen-
der differences that are relatively strong in Table 17.1
but largely absent in Table 17.2. As noted earlier, the
time period for studies in Table 17.1 that included
women were the 1960s and 1970s. In 1965, there was
a strong sex difference in US smoking rates; 51.2%
of US men but just 33.7% of women were current
smokers (National Center for Health Statistics 2003:
212). Since then (the Surgeon General’s Report on the
Health Effects of Smoking was published in 1964),
smoking rates have declined for both men and women,
and today they are much closer (24.7 and 20.8%,
respectively). If one of the primary reasons for the
lower cardiovascular and all-cause mortality among
the religious groups in Table 17.1 was their lower
smoking rates (as virtually all of the authors contend
it was), then men’s higher smoking rates in the gen-
eral population would provide the basis for a stronger
impact of religion than women’s lower rates would.
Evidence for this interpretation can be seen in Dupre
et al. (2006), who observe that the attenuation of the
religion effect is greater for men (17%) than for women
(10%) when health practices are introduced into the
model. This further underscores the importance of
the behavioral proscriptions and normative constraints
of the religious groups: they change men’s behaviors
more than they do women’s.

Selection

Another important force at work in multiple ways
in these studies is the process of selection, which
may prevent individuals in poor health from attend-
ing services, thereby confounding the association of
attendance with mortality. In addition, however, there
are much more inchoate, lifelong selection processes
reflected in the studies in both Tables 17.1 and 17.2.
Some individuals are selected into religious group
membership through family relationships early in their
lives, others may undergo conversion experiences and
join as adults, whereas others may select themselves
out of groups whose way of life they do not see as
compatible with their own. Thus, it is important to see
religious group affiliation, particularly in the United
States where there is so much religious diversity, as a
continuously enacted selection process, and the regula-
tion and constraint of the social group as an influence
that is at least to some extent acceded to by the individ-
ual. As Fuchs (1974) remarks about Nevada and Utah
in “A Tale of Two States,”

The populations of these two states are, to a consider-
able extent, self-selected extremes from the continuum
of life-styles found in the United States. Nevadans, as
has been shown, are predominantly recent immigrants
from other areas, many of whom were attracted by the
state’s permissive mores. The inhabitants of Utah, on the
other hand, are evidently willing to remain in a more
restricted society. Persons born in Utah who do not find
these restrictions acceptable tend to move out of the state
(53–54).

Future Research

There are many promising directions for future
research on religion and health, and the results
of this review lead directly to some specific
recommendations.

Endpoints. All-cause mortality as an endpoint sug-
gests that many other specific disease outcomes,
including both mortality and morbidity, acute and
chronic, could be examined. Indeed, the complete
natural history of a disease, from primary pre-
vention risk factors, to prodromal perceptions, to
active symptoms, diagnosis, treatment, crises, recov-
ery, and eventual death, could all be examined with
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respect to the integration and regulation functions of
religiousness and spirituality. Dimensions of religious-
ness/spirituality that are particularly relevant at one
stage in the natural history of a disease—such as
behavioral regulation for smoking cessation—may be
less effective in other stages, for example, at the end of
life.

The approach of the studies in Table 17.1 also
suggests that outcomes measured at the level of pop-
ulations may be just as compelling as outcomes mea-
sured at the individual level. There is a long tradition
in social health research for studying societal-level
religion variables and suicide rates (Pescosolido and
Georgianna 1989) and some work on cancer (Dwyer
et al. 1990), but much more could be accomplished.
From a health policy standpoint, the societal burden
of poor health and the costs of health care are just as
important as the individual outcomes are for clinical
care.

Measuring religion(s). Existing research has been
largely concentrated in western nations where Judeo-
Christian faiths predominate. Studies from Asia,
Africa, and the Middle East where the majority
of the population are Muslim, Hindu, or Buddhist
would be welcome additions to the literature. Future
research should also conceptualize religion as both
an individual-level and a higher-order characteristic,
of local communities, counties, states, or nations.
Religion is a social institution whose fundamental
units are congregations, social groups with a history
and presence in the community that have functions
and structures, and important differentiations between
them (Cnaan 2002). With the wider availability of
statistical packages for analyzing multilevel data, the
capability for conceptualizing religion simultaneously
as an individual-level characteristic, and as a character-
istic of larger social bodies promises a great deal more
power in understanding the nature of religion in health
than either approach taken by itself.

Mediators. The size of the mediating effects of
the health-risk variables introduced into the analyses
in Table 17.2—analyses of individual-level data from
religiously diverse, representative samples—suggests
that further research on the relationship between reli-
gion and mortality risk factors should be pursued.
Such research should again use multilevel approaches
that could take account of the risks and resources
characteristic of the whole communities under study.
Mediating variables are variables that are caused by

the independent variable, and are associated with the
dependent variable in the analysis, and, when intro-
duced into the model, reduce the effect of the indepen-
dent variable. Once an association is established, the
search for mediating variables usually becomes the pri-
mary strategy for research. In research on religion and
cardiovascular disease, for example, the logical place
to look for mediating variables is among the set of
already well-defined proximal risk factors for cardio-
vascular mortality, still the leading cause of death in
the United States.

A substantial literature exists showing an associ-
ation between lower rates of cigarette smoking and
religiousness. The dramatic religion-based differences
in smoking rates mentioned by Fuchs in 1974 are
just as strong today. Utah still has by far the lowest
smoking rates in the United States (13.9%), the next
lowest is Hawaii (18.6%), and Nevada has the highest
(31.5%) (Centers for Disease Control 2004). Studies
at the individual level consistently show lower smok-
ing rates among those with high levels of religious
involvement in elderly samples (Idler and Kasl 1997;
Koenig et al. 1998; Williams et al. 2001), among adults
(Strawbridge et al. 1997), and most importantly among
adolescents and young adults (Nonnemaker et al. 2003;
Whooley et al. 2002). But few of these studies detail
the religious affiliation of their respondents, or char-
acteristics of the community that facilitate or deter
smoking.

It is especially important to consider alcohol use as
an intervening variable because of the complex nature
of the association; there is substantial evidence that
moderate levels of alcohol consumption are protective
against coronary heart disease and death (Beaglehole
and Jackson 1992; Murray et al. 2002), as well as
all-cause mortality (Ashley et al. 2000; Rehm et al.
2001) when compared with either higher or lower
levels of consumption. For example, Mukamal et al.
(2003) found, using the health professionals follow-
up study, that men who consumed alcohol between
three and seven times per week had lower risks for
myocardial infarction than either men who drank less
than three drinks or more than seven per week. This
U-shaped function has perplexing implications for the
study of religion; religious groups such as Mormons or
Seventh-Day Adventists that require total abstinence
from alcohol are increasing their risk of poor car-
diovascular outcomes, a factor that would have acted
to minimize the differences we saw in Table 17.1.
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On the other hand, religious teachings that discourage
binge drinking but not moderate alcohol use could be
protective.

Unlike cigarette smoking, which has been on a
steady decline since the 1960s, hypertension rates con-
tinue to rise. Rates have climbed from 21.7% of all US
adults in 1988–1994 to 25.6% in 1999–2000. Among
adults aged 75 and older, 68.8% of men and 84.1%
of women have a systolic blood pressure of at least
140 mmHg or diastolic pressure of at least 90 mmHg,
or are taking hypertension medication (National Center
for Health Statistics 2003: 227). Religiousness has
been associated with fewer self-reported cases of
hypertension (Krause et al. 2002), lower average pres-
sures when measured in the clinic and in daily life
(Hixson et al. 1998; Steffen et al. 2001), and lower
lifetime blood pressures have been seen in specific
religious groups such as the Amish (Jorgenson et al.
1972). Hypertension may play an important mediating
role for a range of important health outcomes.

By comparison, there are rather few studies
of religiousness and diabetes, some documenting
higher rates among particular ethnic/religious groups
(Simmons et al. 1992), and others highlighting the
role of religion/spirituality in coping with the disease
(Daaleman et al. 2001; Naeem 2003). But this disease,
too, is increasing in prevalence, and as a cause of death
it has been increasing rapidly since 1980 (National
Center for Health Statistics 2003: 13).

A rather large body of research on cholesterol and
religious affiliation and practices exists, much of it
directed toward documenting levels of dietary fats
in religious groups with specific dietary observances:
Seventh-Day Adventists (Fraser et al. 1987), ortho-
dox Jews (Friedlander et al. 1987), Muslims (Maislos
et al. 1998), Old Order Mennonites (Glick et al. 1998),
Buddhists (Pan et al. 1993), and others. Another study
has recently documented religious affiliation differ-
ences in adherence rates for cholesterol screening and
also higher rates of screening for those who were more
observant (Benjamins and Brown 2004). Religiously
motivated vegetarianism or fasting, which results in
fewer dietary sources of cholesterol, and lower mea-
sured lipid levels in a number of these studies, is a
potential mechanism for the effect of general religious
observance on the specific outcome of cardiovascular
mortality.

This brief survey of mediating variables suggests
that there is reason to link religiousness and/or

religious affiliation to several of the behavioral risk
factors and comorbid conditions for cardiovascular
disease and mortality. These factors deserve further
research as mediating mechanisms not simply because
they are statistically associated with religiousness
in one or another form, but because the behaviors
are themselves expressions of religious piety and
group identity (Shatenstein and Ghadirian 1998). As
Goldbourt et al. put it: to be an orthodox Jew is to
preserve “. . . all the ‘Mitzvot’ (practical day-to-day
religious rules), in particular those related to Kosher
foods, prayers and the following to the letter of rules
of the Sabbath” (1993: 119). This is what being obser-
vant means. To be sure, the “day-to-day rules” of one
religious group differ from another, but there are sub-
stantial similarities in health-risk behaviors that cut
across religious groups, and they have consistently
shown mediating effects in the studies of all-cause
mortality in general populations with the represen-
tative samples studied in Table 17.2. Moreover, the
influence of religious observance works in the same
direction for several of the mediating variables at
once, in effect, joining and multiplying their effects.
A single independent variable that is linked to several
effective, proximal, mediating variables is a powerful
independent variable.

In 1937, Charles Edward-Amory Winslow wrote, in
the opening sentences of the entry for “Public Health”
in the first Encyclopedia of the Social Sciences:

The earliest examples of practices designed to promote
the public health are to be found, among primitive peo-
ples, inextricably mingled with the ritual of religion.
When the Dyaks of Borneo in times of epidemic hung
a string across the stream below their dwellings and fas-
tened thereon red and white flags as a sign that no one
might pass, they were practicing what was in part a quar-
antine measure and in part a religious tabu. When the
Magi in ancient Persia required that not only dead bod-
ies but even the clippings of hair and the parings of nails
should be buried ‘so that the hands of evil spirits might
not make of them spears, arrows, or sling shots and so that
these impurities might not generate vermin, lice, meal
moths and clothes moths,’ they were actuated by similar
mixed motives. Disease was due to malign supernatural
influences and must be warded off through the power of
magic. When this magic was practiced as a tribal cus-
tom for protection on a community scale instead of being
limited to the well being of a single individual, it may
fairly be called public health practice—within the limits
of existing knowledge (Winslow 1937: 646–647).

Winslow’s linking of religious practices to the first
public health practices is a prescient one from the
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point of view of debates about religion and health 70
years later. In addition to these practices in ancient
Persia and Borneo, Winslow also mentions Biblical
practices of isolation and quarantine for leprosy, and
later, in medieval times, for bubonic plague. All of
the practices Winslow describes are measures, possi-
bly somewhat successful ones, taken against infectious
diseases—the primary causes of death in ancient times,
and in fact up until the early twentieth century. Today
infectious disease is a minor cause of death in indus-
trialized societies; the great majority of individuals die
of chronic disease and especially diseases of the heart,
for which there are complex causes, many of them
depending on the lifelong behaviors of individuals. It is
somewhat remarkable that religious observance, in the
twenty-first century, should again be a force for health
practices—effective, but entirely different health prac-
tices that are related to entirely different causes of
death.

The lesson from Winslow’s observation of the “pub-
lic health” practices of early religious groups is that
the mechanism for the effect of religion on behavior
is directly related to the rituals and practices of the
religious community that make it what it is. To be a
member of a religious community is to stay within its
literal or figurative boundaries, whether marked off for
the purpose of quarantine or by keeping one’s behav-
ior within accepted limits. But no matter if it is ancient
burial practices or modern injunctions against smok-
ing, the mechanism for the effect of religion on health
seems to be that religion provides an effective social
control mechanism for compelling behaviors over the
course of their lifetimes that may deny individuals
freedom, pleasure, or stimulation, but which appear to
promote survival.
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Chapter 18

Links Between Biomarkers and Mortality

Eileen M. Crimmins and Sarinnapha Vasunilashorn

Introduction

Biomarker Definition

A biomarker is an objectively measured indicator of
a physiological state. Biomarkers include indicators
of genotype, normal biological processes, pathogenic
processes, and pharmacologic responses to a thera-
peutic intervention (Biomarkers Definitions Working
Group 2001; National Heart Lung and Blood Institute
2007). Biomarkers can serve as objective indicators
of health status within a sample, indicators of health
change over time, and, with comparable measurement,
indicators of differences across populations. They sig-
nal disease status, early physiological dysregulation
preceding disease, or change in organ reserve or func-
tioning. And they can clarify how the social, psy-
chological, and behavioral factors traditionally exam-
ined in social science research get under the skin
to influence biology and subsequent health outcomes
(Crimmins and Seeman 2001, 2004; Crimmins et al.
2008a; Seeman and Crimmins 2001).

Brief History

The identification and treatment of “risk factors”
for cardiovascular events and mortality became
widespread beginning in the 1950s (Black 1992).
Community studies—such as the Framingham Study,

E.M. Crimmins (�)
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which began in 1948, and the World Health
Organization (WHO) Multinational Monitoring of
Trends and Determinants in Cardiovascular Disease
(MONICA) study, which began in 1980 in many coun-
tries of the world—were important sources of early
linkage between a number of biomarkers and the risk
of mortality and cardiovascular events (Dawber et al.
1957; Tunstall-Pedoe et al. 1994; WHO MONICA
Project Principal Investigators 1988). The family of
National Health and Nutrition Examination Surveys
(NHANES) conducted by the National Center for
Health Statistics has been the source of national data
on indicators of biological risk in the United States
for about 50 years (Crimmins et al. 2005; Kant and
Graubard 2007; Muenning et al. 2007; Seeman et al.
2008).

As heart disease dominates mortality rates,
biomarkers that indicate risk for cardiovascular events
and mortality dominated early studies. High blood
pressure, or what Janeway in 1913 called “hyperten-
sive vascular disease” (Esunge 1991), has long been
studied and known as a risk factor for several diseases
that constitute the leading causes of death in the
United States. In the mid-1960s, two landmark studies
found that lowering hypertension was associated with
a reduction in strokes (Hamilton and Thompson 1964;
VA Cooperative Study Group 1967). Ancel Keys and
J. Stamler promoted the idea of cholesterol as a risk
factor for cardiovascular disease and stressed the role
of diet and weight in raising cholesterol, leading to
routine monitoring of the risk posed by elevated lipid
levels (Keys et al. 1950; Stamler et al. 1986).

With rising obesity, much recent research has
focused on the links among obesity, the metabolic
syndrome, and mortality (Adams et al. 2006; Alberti
et al. 2005; Després and Lemieux 2006). This has
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been accompanied by growing emphasis on multisys-
tem effects and links. Markers of inflammation have
been identified as indicators of risk for a variety of dis-
eases and have sometimes been included in metabolic
syndrome and linked to other cardiovascular risk fac-
tors (Dandona et al. 2005; Danesh et al. 1999; Yeh
and Willerson 2003). In recent decades, treatment of
chronic conditions has been increasingly related to the
management of levels of biomarkers to delay disease
progression and mortality. Recently, there has been
much emphasis on the use of pharmaceuticals to con-
trol biomarkers and subsequent events (Grundy et al.
2004; Koenig et al. 2008; Neaton et al. 1993; Ridker
et al. 2009).

As biomarkers became increasingly important as
indicators of health in clinical practice, they have also
become increasingly important indicators of popula-
tion health in large demographic surveys. In the last
decade, biomarkers have been added to self-reports
of health in a number of national-level studies with
a focus on population health (Lindau and McDade
2007; Weir 2007). These studies tend to be broad-
based social science studies designed to address trends
and differences in health in a multidisciplinary frame-
work, and usually health is only one of many topics
central to the study. This has led to the inclusion of
biomarkers that predict a variety of major health out-
comes in populations as well as biological indicators
that might be affected by social, psychological, and
economic circumstances.

Changes in technology have also contributed to the
inclusion of biomarkers in population studies by allow-
ing interviewers rather than medically trained person-
nel to collect samples in the field. For instance, the
development of portable electronic measuring devices
for blood pressure, cholesterol, anemia, and glucose
has made field measurement of these markers possi-
ble. In addition, the diffusion of methods of collecting
dried blood spots in field situations has also added to
the ability to collect blood for later assay and include
many more biomarkers in national surveys (McDade
et al. 2007). Recent development of relatively noninva-
sive field methods for integrated collection and assays
for many biomarkers allows new possibilities (Gootjes
et al. 2009).

In recent years, biomarkers have been collected in
the United States in a number of large nationally repre-
sentative studies, including the Health and Retirement
Survey (HRS), the National Social Life, Health and
Aging Project (NSHAP), and the Adolescent Health

Study (Add Health). Many other countries have also
collected biomarkers in nationally representative stud-
ies, including the English Longitudinal Study of
Aging (ELSA), the Taiwanese Social Environment and
Biomarkers of Aging Study (SEBAS), the Chinese
Health and Retirement Study (CHARLS), the Mexican
Family Life Study (MxFLS), the Indonesian Family
Life Study (IFLS), and the Costa Rican Study of
Longevity and Healthy Aging (CRELES). The WHO
has added collection of biomarkers to studies of aging
(SAGE) in Mexico, China, Ghana, India, the Russian
Federation, and South Africa (Crimmins et al. 2010b).
The number of countries including biomarkers in
national-level population studies increases every year,
and the technology for collecting such indicators is
improving very rapidly.

Links Between Biomarkers in Population
Studies and Mortality

Our discussion of biomarkers and mortality will be
limited to biomarkers collected in large population sur-
veys oriented toward the general population, not pop-
ulations with specific conditions or diseases. Because
the next chapter in this volume links genetic fac-
tors and biomarkers (Chapter 19 by Christensen and
Vaupel, this volume), we do not include a discussion
of genetic factors and mortality in this chapter. Our
discussion of biomarkers and mortality is divided by
physiological systems.

Cardiovascular System

We begin with indicators of cardiovascular function-
ing, as heart disease is the leading cause of adult death
in almost all countries.

Blood pressure. Blood pressure is one of the most
commonly measured biomarkers because it can be
an early indicator of cardiovascular dysregulation.
High levels of either systolic blood pressure (SBP) or
diastolic blood pressure (DBP) indicate hypertension.
Hypertension is currently defined as SBP ≥140 mm
Hg or DBP ≥90 mm Hg. Hypertension increases
with age (Franklin et al. 1997) and varies by gender
(Goldman et al. 2004; Kim et al. 2006; Price and
Fowkes 1997), social and economic status (Colhoun
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et al. 1998), and race-ethnicity (Cornoni-Huntley et al.
1989), as well as across countries (Crimmins et al.
2008b; Wolf et al. 1997; Wolf-Maier et al. 2003).
While much of the emphasis is on hypertension, rather
than level of blood pressure, there is no evidence of
a blood pressure threshold above which there is an
adverse effect and below which there is no effect,
as is sometimes implied by the rigid use of cutoffs
for hypertension. There is a continuous and graded
effect of increasing blood pressure down to 115/75 mm
Hg; and persons age 40–69 experience a doubling
of mortality risk from cardiovascular disease (CVD)
with every 20 mm Hg increment in SBP or 10 mm
Hg increase in DBP (Kannel et al. 2003). While low
blood pressure has been associated with higher mortal-
ity among older persons, this is attributed to comorbid
conditions rather than the direct effect of blood pres-
sure and emphasizes the need to control for these
conditions to determine the effect of blood pressure
(Glynn et al. 1995).

Hypertension is regarded as a major cause of mor-
tality. The WHO estimates that elevated blood pressure
is the cause of 20.1% of attributable mortality for
men and 23.9% for women (Figueras et al. 2008).
Cohort studies have shown that SBP has stronger
power to predict coronary heart disease (CHD) and
life expectancy than does DBP (SHEP Cooperative
Research Group 1991; Staessen et al. 1997; Stamler
et al. 1989). Analysis of the Framingham sample with
blood pressure measured in participants’ at ages in
their 40s showed that those with high SBP were only
about half as likely to survive to age 85 as those with-
out high SBP (20% versus 38%) (Terry et al. 2005).
Framingham sample members with hypertension at
age 50 lived about 5 years less than those with normal
blood pressure levels (5.1 years for men and 4.9 years
for women) (Franco et al. 2005). SBP values of 20 mm
Hg lower almost halved the relative risk (RR) for mor-
tality (0.57) (Terry et al. 2005). Similar results were
found in the European cohorts of the Seven Countries
Study, where the effect of having 20 mm Hg higher
blood pressure at ages 40–59 on mortality up to 35
years later was substantial. It was largest (RR 1.41) in
the first 10 years (after excluding the first 5 years after
measurement), but still significant for the second (RR
= 1.26) and third (RR = 1.11) 10-year periods. The
effect on CVD deaths was even higher: 1.65, 2.33, and
1.22, respectively (Menotti et al. 2004).

Typically links between DBP and mortality are not
as strong as those between SBP and mortality. Among

the Framingham cohort, DBP at age 40 was not related
to survival to age 85 (Terry et al. 2005), although
DBP at ages 60 and over in the Framingham sam-
ple was inversely related to the risk of CHD (Franklin
et al. 2001). However, some long-term cohort stud-
ies do find a link between high DBP at early ages
and mortality; for instance, one using data from the
Second National Health and Nutrition Examination
Survey (1976–1980) finds that if DBP for those over
age 35 had been controlled in 1990, men would have
gained 1.1 years of life expectancy and women 0.4
years (Tsevat et al. 1991).

Treatment for hypertension is widespread and
changes the link between hypertension and mortal-
ity (see also Chapter 28 by Bonneux, this volume).
Estimates of the size of the effect depend on whether
all or only cardiovascular mortality is examined. They
also depend on the age and sex groups and time period
examined. One estimate is that mortality within age–
sex groups is reduced by 50% for every reduction of
20 mm Hg in SBP (Ford et al. 2000). Estimates of the
effect of treatment in the elderly are somewhat smaller;
a reduction of 26% was found in Celis et al. (2001)
and 14% in the Europe (Syst-Eur) trial (Staessen et al.
1998).

While treatment greatly reduces the risk of mor-
tality, treated hypertensives still had a RR of 1.5
for cardiovascular mortality relative to people who
were never hypertensive. The higher mortality among
treated individuals is due to the fact that for many, SBP
is not controlled with treatment (Benetos et al. 2003).
Only 60% of Americans aged 65 and over taking anti-
hypertensives in 1999–2000 actually have measured
SBP below the cutoff for hypertension (Crimmins et al.
2005).

Increasing use of antihypertensives to control blood
pressure has been one of the major factors in the
decrease in death rates from heart disease. In the
United States, 20% of the decrease in mortality from
CHD between 1980 and 2000 is said to be due to the
control of SBP (Ford et al. 2007). Over time, treatment
has occurred at lower levels of blood pressure and at
older ages; this may result in diminishing returns to
increasing treatment in the future.

Pulse pressure. Pulse pressure is an alternative mea-
sure of blood pressure based on the difference between
SBP and DBP. Some researchers prefer to use pulse
pressure as an indicator of blood pressure risk in the
aged. During middle age, SBP and DBP tend to change
similarly; but after age 60, DBP decreases and SBP
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continues to rise, resulting in larger increases in pulse
pressure in older ages (Franklin et al. 2001). In some
studies pulse pressure has been shown to be a more
important determinant of CVD incidence and mortal-
ity than its components (Benetos et al. 1997; Celis et al.
2001; Kannel et al. 2003).

Heart rate. Most population studies also collect
information on heart rate or pulse rate. At rest, the
average adult pulse rate is 70 beats per minute (bpm)
for males and 75 bpm for females; however, these
rates may vary by age (Gillum et al. 1991; Limmer
et al. 2005), sex (Gillum 1992), race and ethnicity
(Gillum 1992), and exercise status (Bramwell and Ellis
1929). A pulse rate of 90 bpm or greater is consid-
ered high (Seccareccia et al. 2001) and is associated
with increased risk of CHD, as well as all-cause mor-
tality and both of its components, cardiovascular and
noncardiovascular mortality (Gann et al. 1995; Gillum
et al. 1991). Compared to a non-elevated pulse rate, a
high pulse rate is associated with an increase in all-
cause mortality at ages 45–74: RR = 1.95 for men
and RR=1.27 for women (Gillum et al. 1991). Use of
medication and changes in behavior, such as increases
in physical activity, can decrease resting pulse rate
and lower the risk of CVD and mortality (Andrews
et al. 1993; Palatini et al. 1999; Sanchez-Delgado and
Liechti 1999; Young et al. 1993).

Metabolic Processes

The next set of markers is indicators of metabolic pro-
cesses, several of which are included in measures of
the metabolic syndrome (discussed in further detail
below). These markers are related to both cardiovas-
cular mortality and diabetes.

Lipids. Most population studies with nonfasting
subjects measure total cholesterol and one subcom-
ponent, high-density lipoprotein (HDL). Indicators of
low-density lipoprotein (LDL) and triglycerides are
often generated in fasting populations. Each lipid mea-
sure has a cutoff value, above which, or below which,
in the case of HDL, a person is viewed as dyslipidemic.
The WHO estimates that in developed countries, high
cholesterol accounts for 14.5% of male and 17.6% of
female attributable mortality (Figueras et al. 2008). At
age 35 and older, control of total cholesterol to val-
ues of <200 mg/dL is estimated to add about 3/4 of a

year to life expectancy (Tsevat et al. 1991). Analysis of
the Framingham Study data indicates that having ele-
vated cholesterol at ages in the 40s reduced survival to
age 85 from 35 to 30%; an increase of 40 mg/dL of
serum cholesterol lowered a person’s chances of sur-
viving to 85 by about 11% (0.89 RR) (Terry et al.
2005). A study of three large long-term cohorts of
American men estimated that those with favorable
baseline serum-cholesterol levels had 3.8–6.7 years
longer life expectancy than those with high cholesterol
(Stamler et al. 2000).

Many studies emphasize the risk of high choles-
terol, but a large meta-analysis has made clear that
total cholesterol is related to CHD at all levels with
no threshold (Prospective Studies Group 2007). The
link between mortality in middle-aged populations and
high total cholesterol level has long been established
(Manolio et al. 1992). Recent evidence from prospec-
tive studies makes it clearer that high cholesterol is
related to subsequent mortality across the age range
(Prospective Studies Group 2007). Because at older
ages the relationship between total cholesterol and
mortality has sometimes been found to be U- or J-
shaped, the question of whether high cholesterol poses
the same risk at older ages has arisen (Anderson et al.
1987; Staessen et al. 1997). Because some people may
experience a drop in cholesterol at the oldest ages,
the age at which cholesterol is measured is important
in determining its association with mortality. Lowered
cholesterol at high ages may be an indicator of dis-
ease and impending death, suggesting that comorbidity
needs to be considered at older ages in evaluating the
effect of cholesterol on mortality (Ali and Alexander
2007).

A high level of LDL cholesterol, or bad cholesterol,
has been shown to contribute to the development of
coronary atherosclerosis and to increased risk of heart
disease and mortality (Reed et al. 1986); again, stud-
ies limited to older persons report inconsistent findings
on the relationship between LDL and health outcomes
(Benfante et al. 1992; Fried et al. 1998; Frost et al.
1996; Jacobs et al. 1992; Karlamangla et al. 2004;
Kronmal et al. 1993; Krumholz et al. 1994; Pekkanen
et al. 1994; Raiha et al. 1997; Weverling-Rjinsburger
et al. 1997). HDL is called the “good” cholesterol, and
low levels (<40 mg/dL, although sometimes this level
is sex-specific) have been related to increased risk for
heart disease (Barter and Rye 1996; Barter et al. 2004;
Gordon et al. 1989).
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There has been a marked increase in many countries
in the use of statins to reduce cholesterol (Crimmins
et al. 2010a). In the United States, 24% of the decline
in CHD death rates between 1980 and 2000 was due to
control of cholesterol (Ford et al. 2007). (See Chapter
28 for further discussion of cholesterol.) In 2001–
2006, one-third of the US population over age 70 used
cholesterol-lowering drugs (Crimmins et al. 2010b).
Statins appear useful in both primary and secondary
treatment, although their use in the elderly for pri-
mary prevention is not clearly recommended (Ali and
Alexander 2007; Nixon 2004). Observational studies
indicate that statin use reduces mortality by 40–50%,
but the estimates from randomly controlled trials are
smaller (12%) (Shalev et al. 2009).

Sometimes the ratio of total cholesterol to HDL
cholesterol is used as the indicator of risk. The
prospective studies group has termed this ratio the most
informative indicator of lipid regulation (Prospective
Studies Group 2007). Studies of fasting populations
may also include levels of triglycerides, which are
an indicator of stored fat. High triglyceride levels
have been associated with heart attack (Gaziano et al.
1997), CHD (Cullen 2000), and coronary artery dis-
ease (Linton and Fazio 2003), as well as cardiovascular
and all-cause mortality (Shankar et al. 2007) relative
to non-elevated triglyceride levels. In comparison to
those in the lowest quartile, Australians in the highest
quartile of triglycerides had a RR of 1.58 for car-
diovascular mortality and 1.40 for all-cause mortality
(Shankar et al. 2007).

Glucose control. Higher-than-normal fasting blood
glucose can signal diabetes and pre-diabetes. Glucose
intolerance in middle age markedly reduces the prob-
ability of survival to old age. Impaired fasting glucose
and impaired glucose tolerance are strongly associated
with increased risk of CVD and all-cause mortality
(Barr et al. 2007). Members of the Framingham sample
with glucose intolerance in their 40s were only 47% as
likely to survive to age 85 as those without. Their sur-
vival was only 10%, while for others it was 35% (Terry
et al. 2005).

Because it can be collected in a nonfasting sam-
ple, many population studies are collecting measures
of glycosylated hemoglobin (HbA1c) as an alterna-
tive to fasting glucose. HbA1c indicates the average
amount of sugar attached to red blood cells for the past
2–3 months and is an indicator of glucose control over
that time. Glycosylated hemoglobin levels have been

related to CVD and mortality among both diabetics
and nondiabetics (Khaw et al. 2004). Among nondi-
abetics, a 1% increase in HbA1c was associated with
an all-cause mortality RR of 1.24 in men and 1.28 in
women. A very similar result was found among known
diabetics (RR = 1.26).

Weight and adiposity. There are a number of indi-
cators of weight and adiposity that can be collected in
population surveys. These include self-reports or mea-
surement of weight. If height is either self-reported or
measured, the combination of height and weight can
be used to calculate body mass index (BMI). Waist
and hip circumference can be measured, and waist size
or waist-to-hip ratio (WHR) can be used to indicate
adiposity. Those with higher values of BMI, waist and
hip circumferences, and WHR tend to be at higher risk
for hypertension, adult-onset diabetes mellitus, heart
disease, stroke, various forms of cancer, and mortality
(see also Chapter 14 by Himes, this volume).

The WHO estimates that high BMI accounts for
9.6% of attributable mortality for men and 11.5% for
women (Figueras et al. 2008). Reducing weight to
ideal levels among 35-year olds is estimated to add 0.8
years to male life expectancy and 0.4 years to female
life expectancy (Tsevat et al. 1991). Olshansky et al.
(2005) have estimated that life expectancy would be
one-third to three-quarters of a year higher in the US if
obesity were eliminated.

Cohort studies estimate that the years of life lost
because of obesity range from 5 to 25 years (Allison
et al. 1999). For instance, in the Framingham study,
male sample members who were obese at age 45 lived
6.0 years less than persons of normal weight and obese
women lived 8.4 years less (Silva et al. 2006). The size
of the effect varies with the length of follow-up, the age
at baseline, the definition of obesity, and the treatment
of short-term deaths. Studies that do not have long
follow-up periods are subject to issues of reverse cau-
sation in linking weight and mortality, whereas studies
that initially measure weight at ages 40–60 and follow
people through ages 60–80 find a large effect of weight
on mortality (Manson et al. 2007). Analysis of 57
prospective studies where the recruitment age averaged
46, and the first 5 years were eliminated to reduce the
effect of reverse causation, found mortality lowest at
a BMI of 22.5–25 kg/m2. Above that group, mortality
increased 30% for every 5 kg/m2 increase in BMI. The
effect of these differences was that people with Class 1
obesity, BMI 30–35 kg/m2, had a life expectancy of
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2–4 years shorter than those in the lowest-mortality
BMI group, and those with Class III obesity, BMI 40–
45 kg/m2, had a life expectancy reduction of 8–10
years (Prospective Studies Collaboration et al. 2009).

The higher mortality at lower weights is often
thought to be a confound of smoking, because smok-
ers tend to weigh less. Some studies eliminate smokers
to study the link between weight and mortality. For
instance, a study of the very large NIH-AARP cohort,
who were ages 50–71 at baseline and were then fol-
lowed up to 10 years, found that those with the highest
and lowest BMI had a higher risk of death. This study
was limited to healthy never smokers, and the increase
in mortality for overweight individuals was 20–40%;
for the obese, it was 2–3 times greater (Adams et al.
2006). On the other hand, some studies analyze both
smoking and weight. A study of Swedish military con-
scripts who were weighed in early adulthood (at about
age 18) and followed for 38 years found that the effects
of obesity and overweight on mortality were similar to
those of engaging in heavy and light smoking, respec-
tively (Neovius et al. 2009). Obesity and smoking were
also similar in their effects on life expectancy in the
Framingham study (Peeters et al. 2003).

Short-term studies examining mortality and BMI
among the elderly may be especially problematic in
terms of interpreting results. While no relationship
between overweight and mortality, as well as elevated
mortality below normal weights, is a common find-
ing in studies of the elderly (Reynolds et al. 2005;
Snih et al. 2007), these studies may underestimate the
risks linked to higher weight for a number of reasons
(Zamboni et al. 2005).

As the relationship between obesity and mortality
continues to be debated, more attention has focused on
other indicators of obesity and their associated risks.
Comparing links between mortality and three indi-
cators of adiposity (BMI, waist circumference, and
WHR), Srikanthan et al. (2009) found that only WHR
was associated with an increase in all-cause mortality
in the MacArthur study of successful aging. This sug-
gests that WHR may be a better indicator of the risk
associated with adiposity.

Height. Height is frequently collected in popula-
tion surveys and is one part of the BMI calculation;
however, height is thought to represent an indepen-
dent risk for mortality. Because height is determined
at a young age and reflects both genetic and environ-
mental conditions (Case and Paxson 2008) including

both infection experience and nutrition, it reflects early
life circumstances. Shorter height has been linked to
higher mortality (Davey Smith et al. 2000; Song et al.
2003; see also Chapter 9 by Montez and Hayward, this
volume).

Inflammation, Immunity, and Infection

Inflammation is part of the body’s immune response to
tissue damage and infection. Past infections can both
prime the immune system to respond to challenge and
wear out the immune system, resulting in senescence.

Inflammation. The most commonly collected mea-
sured marker of inflammation is C-reactive protein
(CRP). CRP is a protein produced in the liver that
indicates general systemic levels of inflammation in
response to infection or tissue damage or chronic dis-
ease (Pradhan et al. 2001; Ridker et al. 1997; Rifai
and Ridker 2001). Chronically high levels of CRP
(>3 and <10 mg/dL, omitting levels ≥10 mg/dL,
which are assumed to represent current infection) are
linked to higher mortality (Harris et al. 1999; Reuben
et al. 2002), heart attack (Ridker et al. 1997), and
stroke (Ridker et al. 2000) compared to those without
chronically elevated CRP values. The effect of hav-
ing high CRP (>3 mg/L) is a 3-year difference in life
expectancy at age 70 (Jenny et al. 2007). While there
is no prescribed treatment for high CRP, people with
CRP ≥ 2 mg/L, but without elevated cholesterol, who
take statins have been shown to have a reduction in
major cardiovascular events (Ridker et al. 2008).

Cytokine levels also indicate an inflammatory
response. Interleukin-6 (IL-6) is the cytokine most
commonly measured in population surveys. IL-6 lev-
els also rise with advancing age and are related to
an increased risk of disability (Ferrucci et al. 1999;
Reuben et al. 2002), cognitive decline (Weaver et al.
2002), and mortality (Harris et al. 1999; Reuben et al.
2002). Compared to older adults with no change or
with decreases in IL-6, individuals with increased IL-
6 were 2.4 times as likely to die over a 3-year period
(Alley et al. 2007).

Immunity and infection. In most population studies,
functioning of the immune system is indicated by the
levels of common viruses. Most people are exposed
to these viruses early in life, and their immune sys-
tem continually works to keep the level of the virus in
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check. As the immune system wears out, levels of the
virus rise. Cytomegalovirus (CMV) is a herpes virus
that eventually infects almost everyone. In the United
States, CMV infection prevalence is almost univer-
sal (91% in people ages 80 and over) (Staras et al.
2006). As age increases, the level of CMV increases,
which may reflect an inability of the immune system
to keep the virus under control. CMV seropositivity
and high antibody levels have been associated with
inflammation, CVD (Sorlie et al. 2000), endothelial
dysfunction (Shen et al. 2004), frailty (Schmaltz et al.
2005), cognitive decline (Aiello et al. 2006), and mor-
tality (Pawelec et al. 2009). Among adults with CHD,
CMV seropositivity was shown to be associated with a
doubling of risk for subsequent mortality after an aver-
age of 2.7 years follow-up (Hazard Ratio [HR] = 1.9)
(Muhlestein et al. 2000).

There are many other indicators of exposure to
infection that can indicate past and present challenges
to the immune system. Many population studies have
included indicators of the level of Epstein-Barr virus
(EBV), another herpes virus to which almost all adults
in the United States have been exposed. Levels of
EBV also increase with age (Glaser et al. 1985), and
EBV antibody level is used by some researchers as a
marker of cell-mediated immunity (Glaser et al. 1991;
Kiecolt-Glaser et al. 1999; McDade et al. 2000). At
present no studies link EBV to mortality in the general
population.

Activity of the Hypothalamic-Pituitary
Axis (HPA) and Sympathetic Nervous
System (SNS)

HPA axis. Cortisol and its antagonist, dehy-
droepiandrosterone sulfate (DHEA-S), are indicators
of HPA activity. Cortisol, a hormone produced in
response to stress, is associated with negative health
outcomes in old age, and consistently high levels may
result from chronic physiological stress (Epel et al.
2000). However, in two samples of older adults, one
in Taiwan and the MacArthur Study of Successful
Aging in the US, cortisol was not related to mortality
(Goldman et al. 2006; Seeman et al. 2004). On the
other hand, in a case-control study of individuals with
myocardial infarction, those who died exhibited higher

baseline cortisol levels than survivors (Bain et al.
1992). The association between DHEA-S and mortal-
ity seems to differ by gender (Glei et al. 2004), with
an inverse relationship for men (Barrett-Connor et al.
1986; Roth et al. 2002) and little or no relationship for
women (Berr et al. 1996; Mazat et al. 2001; Trivedi
and Khaw 2001). Among healthy men enrolled in
the Baltimore Longitudinal Study of Aging, 25 years
after initial examination only 20% of those with the
highest distribution of DHEA-S had died; for men in
the lowest distribution of DHEA-S, about 50% had
died (Roth et al. 2002).

Insulin-like growth factor-1 (IGF-1) is a polypeptide
protein hormone that affects neuronal structure and
function across the lifespan. While high IGF-1 levels
are associated with increased risk of prostate and breast
cancer (Renehan et al. 2004), low IGF-1 levels have
been linked to increased mortality (Cappola et al. 2003;
Ekenstedt et al. 2006; Roubenoff et al. 2003) and coro-
nary artery disease (Janssen et al. 1998). However, a
recent study of a national US sample indicated no rela-
tionship between low IGF-1 and all-cause mortality or
mortality from heart disease or cancer (Savdeh et al.
2007). A similar nonsignificant relationship between
IGF-1 and mortality was found among Taiwanese older
adults (OR = 0.99) (Goldman et al. 2006).

Catecholamines. Norepinephrine and epinephrine
are catecholamines that are indicators of stress
response. Norepinephrine is a neurotransmitter that
mediates chemical communication in the sympathetic
nervous system (SNS). Older persons have higher lev-
els of norepinephrine because of a reduction in clear-
ance (Christensen 1982; Wallin et al. 1981; Ziegler
et al. 1976). High plasma norepinephrine is linked to
higher mortality in the elderly (Semeraro et al. 1997),
as are high levels of urinary catecholamine excretion
(Reuben et al. 2000). In the MacArthur Study, the RR
of 7-year mortality was 1.8 among people with high
urinary norepinephrine excretion and 1.2 for those with
high urinary epinephrine excretion compared to non-
elevated levels (Reuben et al. 2000). No significant
relationship was found among Taiwanese adults, where
the OR linking high norepinephrine and mortality was
1.02 (Goldman et al. 2006).

The relationship between plasma epinephrine and
adverse health outcomes seems varied (Christensen
and Jensen 2006): high plasma epinephrine levels seem
to have adverse effects on the cardiovascular sys-
tem under certain conditions (e.g., among individuals
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with a previous myocardial infarction) (Goldstein
1984), whereas low-resting plasma epinephrine lev-
els in a population study have been associated with
increased cardiovascular mortality (Christensen and
Schultz-Larsen 1994). Seeman and colleagues report a
marginally significant association between higher uri-
nary epinephrine and subsequent death in an older
sample (Seeman et al. 2004). However, in a Taiwanese
sample, Goldman et al. (2006) found no significant
relationship between mortality and urinary epinephrine
(OR = 0.82).

Markers of Organ Function

Kidney. Creatinine is a chemical waste molecule
excreted in the urine that indicates kidney function.
It can be measured in either blood serum or urine.
Reduced glomerular filtration rate (GFR), measured
from serum creatinine, is associated with increased risk
of CVD and death (Go et al. 2004). Studies have shown
that creatinine clearance predicts stroke and cardiovas-
cular mortality (Wannamethee et al. 1997). Individuals
in the British Regional Heart Study in the highest
tertile of serum creatinine had an all-cause mortality
RR of 1.5 and a cardiovascular mortality RR of 1.8
(Wannamethee et al. 1997).

Cystatin C also provides an indicator of kidney
function, perhaps a more sensitive one than serum
creatinine (Dharnidharka et al. 2002). In contrast to
serum creatinine, cystatin C levels are independent
of age, sex, and lean muscle mass. Cystatin C pre-
dicts all-cause and cardiovascular mortality (Larsson
et al. 2005; Shlipak et al. 2005, 2006a), risk of CVD
(Sarnak et al. 2005), myocardial infarction (Shlipak
et al. 2003), stroke (Shlipak et al. 2003), and chronic
kidney disease (Shlipak et al. 2006b). In the health,
aging, and body composition study, participants in the
highest quintile of cystatin C were at greater risk of
6-year mortality for all causes of death compared to
those in the lowest quintile of cystatin C (HR = 2.18)
(Shlipak et al. 2006a). The results were similar for
cardiovascular and other causes of mortality, except
cancer mortality.

Lung. The peak flow rate (PEF) provides an indi-
cator of functioning of the respiratory system. Normal
PEF is 500–700 L/min for men and 380–500 L/min for
women (Cross and Nelson 1991), but this varies with

differences in height and weight (van Helden et al.,
2001). Studies have shown that PEF is related to mor-
tality; the RR of death increased 1.27 per 100 L/min
decrease in PEF (Cook et al. 1991).

Effects of Biomarkers on Mortality
in Two Samples

Because it is difficult to ascertain the relative effect of
the various biomarkers on mortality from so many dif-
ferent studies, many of which are clinical trials, it is
useful to compare the effects of multiple biomarkers
in the same sample and to examine the links between
biomarkers and mortality in samples that are rela-
tively representative of the population. Seeman and
Crimmins and colleagues (Crimmins et al. 2008a;
Seeman et al. 2004) have shown the links between
a number of individual biomarkers and mortality in
two US samples (Table 18.1): the MacArthur Study
of Successful Aging (the first large-scale community-
based study that collected an extensive number of
biomarkers in a home-based setting) and the National
Health and Nutrition Examination Survey (NHANES)
III (1998–1994), a nationally representative sample of
Americans. The MacArthur sample includes a wider
range of biomarkers than NHANES. Logistic mod-
els were used in the MacArthur analysis and hazard
models in the NHANES analysis to indicate the rel-
ative potential of each individual marker to explain
the likelihood of dying among sample members. The
NHANES III sample includes persons over age 40,
while the MacArthur Study is limited to people ages
70–79 at baseline. In the MacArthur sample, deaths
occurred in the 7.5 years after the measurement of the
biomarkers, and in the NHANES sample up to 12 years
after the interview. In each case, biomarkers are coded
as high risk or not high risk, using either established
clinical cutoffs or cutoffs used in previous research.
Table 18.1 shows odds ratios (OR) indicating the rela-
tive likelihood associated with dying in years following
the two surveys for each high-risk biomarker. Empty
cells in Table 18.1 reflect unavailability of a given
variable for that study.

In the NHANES sample, which spans the adult ages,
many of the high-risk levels of the biomarkers are
significantly associated with higher mortality, includ-
ing SBP, pulse, glycosylated hemoglobin, fibrinogen,
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Table 18.1 Link between
presence of risk levels of
individual biomarkers and
subsequent mortalitya

MacArthur—Age
70–79 7.5-year
mortality (N = 657)

NHANES III—Age 40+
Mortality from interview to
2000 (N = 7,417)

Odds ratios for mortality

Systolic blood pressure 1.37 1.16∗
Diastolic blood pressure 1.40 1.01
Pulse rate at 60 s – 1.26∗
Total cholesterol (total

cholesterol/HDL in MacArthur)
0.87 0.98

HDL cholesterol 1.31 1.06
Glycosylated hemoglobin 1.34 1.31∗
Body mass index (waist/hip ratio

in MacArthur)
1.27 0.90

C-reactive protein 1.67∗ 1.00
Il-6 1.41 –
Fibrinogen 1.28 1.29∗
Albumin 0.86 1.07
Cortisol 1.14 –
DHEA-S 1.39 –
Norepinephrine 1.49 –
Epinephrine 1.38∗ –
Creatinine clearance 2.22 1.31∗
Peak flow 2.18∗ 1.40∗

Data Source: Seeman et al. (2004), calculated using logistic models. NHANES, calcu-
lated from data using hazard models.
Table reproduced from Crimmins et al. (2008a). HDL = high-density lipoprotein; IL-6 =
interleukin-6; DHEA-S = dehydroepiandrosterone sulfate
aAge, gender, and education controlled.
∗p<0.01.

creatinine clearance, and peak flow. The largest ORs
are from markers linked to organ functioning, includ-
ing creatinine clearance (OR = 1.31) and peak flow
(OR = 1.40). In the older MacArthur sample, high-
risk peak flow (OR = 2.18), CRP (OR=1.67), and
epinephrine (OR = 1.38) were the only biologi-
cal indicators associated with mortality. The results
suggest the potential importance of some biomark-
ers not currently employed in clinical settings (e.g.,
epinephrine and markers of inflammation). Since only
three biomarkers are significantly associated with mor-
tality for ages 70–79 (as compared to six biomarkers
for ages 40 and older), these results also suggest that
some biomarkers may be more important in predict-
ing mortality at younger ages than at older ages. Age
may also influence the size of these relationships to
mortality. At older ages, many risk factors are no
longer significantly related to mortality, as those most
susceptible to the risk would have died (Crimmins
2001).

Noreen Goldman and colleagues have examined the
effect of multiple biomarkers on mortality in a national

sample of older Taiwanese (Goldman et al. 2006, 2009;
Turra et al. 2005). These studies also emphasize the
importance of what would be considered nonclinical
biomarkers, including markers of immunity and infec-
tion and neuroendocrine markers. Many of the more
traditional biomarkers are not significantly related to
mortality in this sample.

Summary Measures of Biological Risk

Individual risk factors are interrelated, and multiple
risk factors have been shown to increase mortality
more than additively (Gruenewald et al. 2006; Seeman
et al. 2001; Terry et al. 2005; Wang et al. 2006). For
this reason, summary indicators of biological risk that
include multiple factors have been developed. Some of
the most commonly investigated summary measures
include allostatic load, the Framingham score, syn-
drome X, and metabolic syndrome. These summary
measures are better predictors of mortality than single
measures (Seeman et al. 1997).
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Allostatic load. Allostatic load is based on theories
about the cumulative effects of physiological responses
to stressors (McEwen 2000), and operational defini-
tions reflect the body’s stress response in multiple
systems, including the cardiovascular, metabolic, HPA,
SNS, and inflammatory/immune (Seeman et al. 1997,
2010). It is usually calculated as the number of high-
risk markers out of ten or more. Higher allostatic
load predicts increased risk of mortality (Karlamangla
et al. 2006; Seeman et al. 1997). The risk of mortality
increases with the score on allostatic load; increases in
the RR over those with no high-risk markers are 1.67
for those with scores of 1–2, 2.45 for scores of 3–4,
and 6.42 for those in the highest category of 7 or more
(Seeman et al. 2001).

In an analysis of NHANES linking subsequent mor-
tality to what they called “biological risk,” because
it included ten risk indicators included in allostatic
load but not indicators of HPA and SNS processing,
Crimmins et al. (2009) estimated that having three bio-
logical risk factors would reduce life expectancy at age
20 by 6–7 years.

Framingham score. The Framingham score was
created using various known risk factors for CHD
(Wilson et al. 1998). It includes behavioral as well
as biological indicators. One point is given for each
of seven risk factors: age (≥55 years for women,
≥45 years for men), hypertension, taking antihy-
pertensive medication, smoking, diabetes, high total
or LDL cholesterol, and low HDL cholesterol. This
score is currently used in clinical practice to assess
a patient’s risk of developing heart disease over the
next 10 years. It has been suggested, however, that
the Framingham risk score is less predictive of adverse
events, specifically of all-cause mortality, among older
persons than among younger adults (Grundy et al.
2001).

Metabolic syndrome or syndrome X. In 2001, the
term metabolic syndrome was defined by the National
Expert Cholesterol Education Program (NCEP) and
the Adult Treatment Panel III (ATPIII) to define a
cluster of metabolic conditions characterized by obe-
sity, hypertension, and dyslipidemia (Alberti et al.
2006). The most current definition includes high waist
circumference and two of the following: high triglyc-
erides, low HDL cholesterol, high SBP, or high fasting
plasma glucose (Alberti et al. 2006). Individuals with
metabolic syndrome have been shown to have a mor-
tality risk from CVD that is twice as high as those

without metabolic syndrome over a 7-year follow-up
period (Isomaa et al. 2001).

Many of the metabolic syndrome or syndrome
X markers overlap with those included in allostatic
load. Seeman et al. (2001) have compared the links
of allostatic load, syndrome X, and non-syndrome
X biomarkers and shown the relative importance of
some of the non-syndrome X markers, which include
the catecholamines (norepinephrine and epinephrine),
dihydroepiandrosterone sulfate, and urinary cortisol.

A number of researchers have used more sophisti-
cated methods than a simple summation of the num-
bers of high-risk factors to examine the effect of multi-
ple biomarkers on mortality. Karlamangla et al. (2006)
used canonical correlation analysis to suggest that allo-
static load was a better predictor of all-cause mortality
risk than the Framingham risk score. Canonical cor-
relation weights individual biomarkers differentially
in creating a summary risk score (Karlamangla et al.
2002). It also allows inclusion of indicators of changes
in biological indicators over time, as opposed to exam-
ining these indicators at a single-time-point.

Recursive partitioning uses multiple biological
measures to partition individuals into low, interme-
diate, and high-allostatic load according to the out-
come variable of interest. Applying this method to
data from the MacArthur Study of Successful Aging,
Gruenewald et al. (2006) demonstrated that multiple
paths, composed of different combinations of bio-
logical markers, can lead to increased mortality risk.
Another striking finding from recursive partitioning
is the critical role that inflammatory markers play as
mediators in older adult mortality. Recently Seeman
et al. (2010) have used structural equation modeling
to examine the value of estimating allostatic load as a
metafactor.

Future of Biomarkers in Studying
Mortality

This chapter has briefly discussed how a number of
biological indicators now included in some large-scale
population studies are associated with mortality. We
view many of these biomarkers as early signs of
the process of dysregulation that can result in mor-
tality (Crimmins, Kim, and Vasunilashorn 2010b).
These biomarkers provide some clarification of the
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mechanisms by which more distal factors, including
race/ethnicity, socioeconomic status, and health behav-
iors, affect mortality. It is also important to interpret
these findings in their context, as some effects may be
population or age specific, and some biomarkers may
be more predictive of disability than of death.

The ability to collect and assay biologically rel-
evant data in populations is changing very rapidly.
Technological change is likely to continue at a rapid
pace and to allow the collection of more markers
using a variety of techniques. In addition, the ability
to collect indicators of physiological status over some
time period or in response to a challenge is likely to
increase. For many studies biological markers are just
beginning to be included and are taken at a single-time-
point. Measures at multiple time points will improve
upon our understanding of the relationship between
biomarkers and mortality over a lifecycle. Finally,
in the future, analysis of genetic factors, including
expression, will be regularly incorporated into analy-
sis of existing biomarkers and social and behavioral
circumstances.

The real value of population surveys will be in
incorporating the rich data on these social, economic,
behavioral, and psychological factors along with bio-
logical data to explain health outcomes. Progress in
the field is likely to come from understanding how the
traditionally researched environmental and behavioral
mechanisms work through or interact with biology to
affect health outcomes.
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Chapter 19

Genetic Factors and Adult Mortality

Kaare Christensen and James W. Vaupel

The introductory statement of this international hand-
book of adult mortality emphasizes that the remarkable
gain in life expectancy stands out as one of the most
important accomplishments of the twentieth century.
More than 50% increase in life expectancy, also in
populations characterized by little immigration, such
as the Nordic countries, indicates that there is little
room for genetic factors being of any importance for
this development. In genetic evolutionary terms, a cen-
tury is also a very short time period, and therefore
changes in the gene pool are unlikely to have con-
tributed significantly to the increase in lifespan in the
twentieth century. This has lead to the widespread
view that genetic factors are irrelevant for the study of
adult mortality. However, when studying genetic fac-
tors influencing adult mortality, it is not the mean life
expectancy or the average lifespan of a cohort that is
of interest, but the variation within a given cohort in
a given country at a specific time. For example, con-
sider Swedish females born in year 1900 (Fig. 19.1):
within this birth cohort in an egalitarian country there
is still a large variation in lifespan. Why do some
people die at age 60, most around age 80, and few
after age 100? Clarifying to what extent this varia-
tion is related to genetic differences among individuals

K. Christensen (�)
The Danish Twin Registry and the Danish Aging Research
Center, Institute of Public Health, University of Southern
Denmark, Odense DK-5000, Denmark
e-mail: kchristensen@health.sdu.dk

and understanding the roles of specific genetic fac-
tors is central to the understanding of adult human
mortality.

The first section of this chapter deals with the evi-
dence for familial clustering of adult mortality risk and
lifespan, including sections on heritability and twin
and adoption studies, whereas the second section of the
chapter describes how adult mortality studies among
relatives are a powerful tool to disentangle causal effect
from selection processes in studies of both social and
biological mortality risk factors.

Familial Aggregation of Mortality Risk
and Lifespan

Traditional family studies of parents, offspring, and
siblings determine whether there is a familial resem-
blance for the phenotype being studied—here mor-
tality or lifespan—but they do not indicate whether
this resemblance is due to genetic or shared envi-
ronmental factors (Christensen and Herskind 2006).
Socioeconomic status (SES) is clearly associated with
mortality and lifespan and often shared within families,
but genetic factors are also shared within families, so
the effects of genetic factors and rearing environment
are confounded. Studies of relatives suggest that there
is a within-family correlation in lifespan. But studies
have generally found only small correlations in lifes-
pan between parents and offspring (0.01–0.15) (Cohen
1964; Pearl 1931; Wyshak 1978), whereas correlations
between siblings tend to be higher (0.15–0.35) (Cohen
1964; Wyshak 1978).
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Fig. 19.1 Large variation in
lifespan within a birth cohort.
The distribution of age of
death is shown for a twentieth
century western population
that did not experience any
world wars—the Swedish
female 1900 birth cohort.
Data are taken from the
Human Mortality Database

Heritability of Lifespan

Heritability is defined as the proportion of the total
variance in a population that is attributable to genetic
differences between individuals. Hence, a high heri-
tability for a trait indicates that a large proportion of the
individual differences in the trait are caused by genetic
differences, whereas a low heritability suggests that the
reasons for the phenotypic differences are primarily to
be sought in differences in environmental exposures or
in stochastic processes. In this way, heritability esti-
mates are useful in pointing toward the potentially
most fruitful research directions.

But the heritability concept has a number of lim-
itations. First, it is time- and population-specific and
sensitive to changes in overall and environmental vari-
ances as well as to violations in underlying assump-
tions. For instance, if the environmental variance goes
down, due to more homogeneous living conditions,
and the genetic variance stays the same, then the total
variance goes down, and heritability goes up, despite
no change in the genetic variance. On the contrary, a
dramatic increase in environmental variance (as would

happen during a time of famine or epidemic) may
overshadow the influence of genetic variance. Despite
these limitations, a heritability estimate is very use-
ful because it can suggest the potential for identifying
specific genetic or environmental factors of importance
for a trait in the population from which the heritability
estimate was derived (Plomin et al. 2008).

Heritability estimates of lifespan based on regres-
sion analysis have been found to be in the range of
0.10–0.33 for parents and offspring and 0.33–0.41 for
siblings, constant over a period of 300 years (Mayer
1991). But as indicated, these estimates comprise both
genetic and shared environmental factors (Lee et al.
2004). Some family studies have found a stronger
maternal than paternal effect (Abbott et al. 1974),
but not all (Wyshak 1978). The lower correlation
found for parents and offspring than for siblings sug-
gests that genetic non-additivity (genetic effects due
to gene interactions which are not passed from one
generation to the next) is present, although it may
also reflect a higher degree of shared environment
among siblings than among parents and offspring,
two generations who may live under very different
conditions.
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Twin Studies of Lifespan

The fact that twinning is relatively common and
that nationwide twin registries exist in several
countries has made twin studies the most impor-
tant tool for estimating the heritability of life
duration in humans. Therefore, this section pro-
vides details about the model and the assumption
behind the heritability estimates obtained in twin
studies.

In humans, two types of twinning occur: monozy-
gotic (MZ) twins share all their genetic material and
dizygotic (DZ) twins, like ordinary siblings, share,
on average, 50% of their genes. In a classical twin
study, MZ and DZ correlations for a trait are com-
pared. A significantly higher correlation in MZ than in
DZ twins indicates that genetic factors play an etiolog-
ical role, as the higher degree of similarity among MZ
are ascribed to the higher degree of genetic similarity.
Figure 19.2 is a path diagram showing the relationship
between the different genetic and environmental com-
ponents in an MZ twin pair and in a DZ twin pair.
The double-headed arrows represent expected corre-
lations between the latent variables in a pair of twins
reared together. The single-headed paths express the
extent to which genetic and environmental deviations
cause phenotypic deviations. MZ twins are genetically
identical and hence share all additive and non-additive
genetic effects. Additive genetic effects are indepen-
dent of other genetic variants, whereas the effect of
non-additive genetic variants depends on other genetic
variants,that is, genetic interaction. DZ twins are cor-
related but not identical: DZ twins share on average
1/2 of all additive effects and 1/4 of genetic dominance
effects. Shared environment is assumed to be perfectly
correlated within both MZ twin pairs and DZ twin pairs
(Plomin et al. 2008). Based on these assumptions, her-
itability can be calculated for lifespan and longevity
(Hjelmborg et al. 2006).

Twin studies are designed to separate the effects
of additive and non-additive genetic factors as well
as shared and non-shared environmental factors. But,
most early twin studies had methodological problems
due to left truncation of the cohorts, including selection
bias, lack of zygosity diagnosis, or heavy right censor-
ing. Carmelli and Andersen (1981) included a sample
of 2,242 Mormon twin pairs born 1800–1899 in which
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Fig. 19.2 Path model. The figure illustrates a model for causes
of longevity. Latent etiologic factors are divided into additive
genetic factors (a), genetic dominance factors (d), shared (c),
and non-shared (e) environment. Additive genetic factors and
genetic dominance factors are both perfectly correlated in MZ
twins, whereas in DZ twins, the correlation between additive
genetic factors equals 1/2, and the correlation between genetic
dominance factors equals 1/4. Shared environment is assumed
to contribute equally to the correlation in MZ and DZ twins.
The proportions of variance attributable to the latent factors are
the square of the respective standardized path coefficients (e.g.,
the proportion of additive genetic variance equals a2), which are
estimated through maximum likelihood procedures. Heritability
equals genetic variance divided by total phenotypic variance
(modified after Herskind et al. 1996)

both co-twins had died, corresponding to 60% of the
original sample. Wyshak (1978) followed 972 Mormon
twin pairs, possibly included in the study of Carmelli
and Andersen (1981), until death. Unfortunately, both
studies lacked zygosity diagnosis, meaning heritability
estimates could not be provided. However, similarity
in length of life was found, and it was more pro-
nounced for like-sexed twins (which include both MZ
and like-sexed DZ twins) than for opposite-sexed twins
(including only DZ twins), suggesting genetic influ-
ences on lifespan. Jarvik et al. (1960) followed a
sample of 853 twin pairs for 12 years including only
pairs with at least one of the twins surviving to the
age of 60. At the end of the follow-up period, both
co-twins had died in only 35% of the twin pairs. The
mean intra-pair difference in lifespan was found to be
higher in DZ than in MZ twins, suggesting genetic
influences on lifespan. Hrubec and Neel (1981) fol-
lowed a sample of 31,848 male twin veterans born
1917–1927 for 30 years to ages 51–61. Around 10%



402 K. Christensen and J.W. Vaupel

were deceased at the time of analysis. To avoid censor-
ing problems, longevity was analyzed as a categorical
variable (dead/alive), and heritability of ‘liability’ to
death was estimated to be 0.5.

The first non-censored and population-based twin
study that could provide an estimate of the magni-
tude of genetic influences on lifespan was conducted
by McGue et al. (1993). A total of 600 Danish twin
pairs born 1870–1880 were included. Using path anal-
ysis, a heritability of 0.22 was found, with genetic
influences being mainly non-additive. Later, Herskind
et al. (1996) expanded this study to include more than
2,800 twin pairs with known zygosity born 1870-1900.
These cohorts were followed from age 15 to death.
This study confirmed that approximately a quarter of
the variation in lifespan in this population could be
attributed to non-additive genetic factors, whereas the
remaining three-quarters were due to non-shared envi-
ronmental factors (see Fig. 19.3). Ljungquist et al.
(1998) studied the 1886–1900 Swedish twin cohorts
and concluded that a maximum of around a third of
the variance in longevity is attributable to genetic fac-
tors. Hence, it seems to be a rather consistent finding
in the Nordic countries that approximately 25% of
the variation in lifespan is caused by genetic differ-
ences. It is interesting that animal studies have revealed
similar estimates for a number of species not liv-
ing in the wild (Curtsinger et al. 1995; Finch and
Tanzi 1997).

Are Twins a Valid Model for Studies
of Adult Mortality?

The representativeness of twin cohorts for aging and
mortality studies has been tested extensively through
studies of twin–singleton differences for a broad
range of outcomes and phenotypes. There have been
two main reasons for these studies. First, researchers
wanted to test whether twins are a good population
model for human aging: if there were major health
and aging differences between twins and singletons,
the results from twin studies might not be valid for
the general population. Second, researchers set out to
test the Fetal-Origins hypothesis (the Barker hypoth-
esis), which states that impaired intrauterine growth
“programs” later metabolism and increases the risk
for cardiovascular diseases, diabetes, and early death.
Birthweight for twins is on average about 2 pounds
less than that of singletons, and twins are therefore
an extreme example of growth impairment in the third
trimester.

A series of Danish studies have convincingly shown
no twin–singleton differences after the infancy period.
The only study showing a modest but significant dif-
ference was a study of suicide in twins, where it was
found that twins commit suicide less often than sin-
gletons (Tomassini et al. 2003). The studies have used
very large samples with excellent power to detect even
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Fig. 19.3 Twin lifespan. Similarity in lifespan for monozygotic
and dizygotic Danish twins of the same sex from cohorts born
1870–1910 and who survived to at least age 6. Each dot in the

graphs represents a twin pair. The pattern suggests that approx-
imately one quarter of the variation in lifespan can be attributed
to genetic factors (Herskind et al. 1996)
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minimal differences. Among the key results are: (1)
Danish twins born 1870–1900 have mortality rates
similar to the background population from age 6 to
90 years (Christensen et al. 1995), (2) Danish twins
born 1870–1910 have cardiovascular mortality rates
similar to the background population (Christensen
et al. 2001), (3) Danish twins have fecundabil-
ity similar to singletons (Christensen et al. 1998),
and (4) contemporary Danish adolescent twins have
school test results similar to singletons (Christensen
et al. 2006).

Based on this line of research and a number of sim-
ilar findings using the Swedish Twin Registry (Vågerö
and Leon 1994), which is the only other twin registry
going back more than a century on a population level,
it can be stated that twins are a good population model
for health, aging, and mortality studies.

Genetic Factors and Exceptional
Longevity

There has been more than a century of scientific
work on causes of variation in adult lifespan including
traditional family studies, while valid studies of excep-
tional longevity have been mainly conducted within
the last two decades. While large twin datasets have
provided good estimates for heritability of overall vari-
ation in lifespan, generally about 25%, a key question
remained: do genetic factors become less or more
important as individuals reach progressively higher
ages, or does the genetic influence remain stable?

A priori different scenarios could be envisioned. For
instance, studying late deaths will remove early deaths
from the analyses, which could reduce the genetic
influence, because the influence of genetic diseases
with high early mortality, such as familial hypercholes-
terolemia and cystic fibrosis, are removed. On the other
hand, many violent deaths are excluded when con-
sidering only those who survived to older ages, and
this could increase genetic influences, relatively speak-
ing, by removing early ‘random’ deaths. Theoretical
arguments could also be made for both scenarios: a
prevailing assumption in gerontology is that the accu-
mulation of unique environmental exposures during
a long life is the key determinant of health at older
ages and of lifespan (Harris et al. 1992). Alternatively,
evolutionary biologists have argued that there is less

selective pressure against deleterious genetic muta-
tions first expressed late rather than early in life. This
hypothesis predicts an increase in genetic variance
among the oldest (Charlesworth 1990).

Family Studies of Exceptional Survival

A moderate familial clustering of extreme longevity
has been observed in the few studies published in this
area. Perls et al. (1998) found that the chance of sur-
vival for siblings of centenarians versus siblings of
people who died at the age of 73 was about four
times better at ages 80–94. Kerber et al. (2001) also
found, based on Mormon genealogies, an increased
recurrence risk for siblings for surviving to extreme
ages, although the estimate was somewhat lower than
that reported by Perls et al. (1998). Gudmundsson and
colleagues (2000), using the population-based geneal-
ogy in Iceland, found that the first-degree relatives
of individuals who live to an extreme old age (≥ 95
percentile) are twice as likely as the controls to sur-
vive to the same age. Schoenmaker et al. (2006)
studied nonagenarian sib pairs and their first-degree
relatives (parents, brothers and sisters, offspring), as
well as spouses of the nonagenarians in the Dutch
Leiden Longevity Study. The longevity propensity
of these families was illustrated by a 30% survival
benefit for first-degree family members of nonagenar-
ian sib-pair individuals, but not for the spouses of
the nonagenarians, which indicates that genetic fac-
tors are of importance for the familial clustering of
longevity.

Twin Studies of Exceptional Survival

Data from the Swedish, Finnish, and Danish national
twin registries were combined as part of the
GenomEUtwin project (Hjelmborg et al. 2006). These
jointly comprise the largest population-based sample
of twins with almost complete lifespans ever studied.
The study consisted of MZ and same sex DZ pairs
from the Danish, Finnish, and Swedish twin cohorts
born between 1870 and 1910, a total of 20,502 indi-
viduals. The cohort was followed through the 1st of
July 2003, so the minimum age for a twin still alive
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at the end of the follow-up period was 92 years of
age. As mentioned, traditional heritability analyses of
the uncensored cohorts showed the previously obtained
heritability estimate of 20–30%. Using the combined
data set with substantially increased statistical power,
it was possible to show that prior to age 60, there
is no indication of similarity in a twin pair’s age-at-
death, and from age 60, a co-twin’s age-at-death is
significantly predictive of twin lifespan. For MZ twins,
lifespan increases approximately 0.40 years in males
and 0.35 years in females for every additional year of
co-twin life from age 60 to at least age 85. For DZ
twins, the increase in lifespan is approximately 0.20
years in males and 0.25 in females for every addi-
tional year of co-twin life from age 60 to at least
age 85. These findings suggest that there are minimal
genetic effects on lifespans less than 60 years, moder-
ate genetic effects on lifespans greater than 60 years,
and that the influence of genetic factors is likely to be
most important at the highest ages (Hjelmborg et al.
2006). These findings provide support for the search
for genes affecting longevity in humans, especially at
advanced ages.

Adoption Studies of Early-Adult Deaths

Adoption studies are much fewer and smaller than
other kinds of family studies. Nevertheless, adoption
studies have had a tremendous impact on the nature–
nurture debate for a number of traits because these
studies have produced remarkable results and their
design is easily understood and interpreted. Adoption
studies use the fact that adoptees share genes but not
environment with their biological families, and envi-
ronment but not genes with their adoptive families. But
adoption studies are not without weaknesses. In partic-
ular, a bias can be introduced by selective placement of
adoptees (i.e., the adoptees are preferably placed with
adoptive parents who are similar to the birth parents
in some ways). It can be shown that selective place-
ment tends to overestimate the effect of both genetic
and shared family environment (Plomin et al. 2008).
Furthermore, similarity among offspring and biologi-
cal parents may not only be due to genetic factors, but
also to environmental factors during pregnancy or early
childhood (if adoption took place later than right after
birth).

There are no adoption studies on lifespan, but there
is a series of studies on early adult mortality, all from
the same adoption study population in Denmark. This
study shows a correlation between Danish adoptees
and their biological parents, especially for death due
to infection and vascular causes. In contrast, death
due to cancer appeared to be influenced by the family
environment (Sørensen et al. 1988). However, longer
follow-up of other cohorts of adoptees in Denmark
were unable to confirm the initial findings (Petersen
et al. 2002, 2005).

Specific Genetic Factors Influencing Adult
Mortality

A very large number of candidate genes have been
investigated for putative associations with human
aging and longevity (Christensen et al. 2006). Based
on promising results from animal studies, genes from
the insulin/IGF-1 pathway, stress response genes (heat
and oxidative stress) and genes influencing mitochon-
drial functioning have been obvious candidates as have
immune system regulating genes (e.g., interleukines),
as the immune system is a biological system with
a sufficiently broad spectrum of functions likely to
be associated with aging and survival (Finch and
Crimmins 2004; Francheschi et al. 2000). A distinct
group of candidates are the genes for premature aging
syndromes (Yu et al. 1996), where “leaky mutations”
are considered, that is, the syndrome causing gene
is investigated to test if “milder” common mutations
could be associated with aging and survival more gen-
erally. Many initially positive findings have not been
replicated, probably due to issues of study design and
publication bias. Many studies compare the frequency
of genetic variants in centenarians with younger, typ-
ically middle-aged, individuals. In the United States,
such studies are vulnerable to the different ethnic com-
position of waves of immigrants into the United States,
so genetic differences between the centenarians and
the controls can be due to ethnic differences and not
to genes related to exceptional longevity. Furthermore,
due to technological improvements, a large number
of genetic variants can be investigated, and if primar-
ily positive findings are published, many of them will
be false positive results (type I errors due to multi-
ple testing) (Christensen et al. 2006). New findings
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of positive associations between gene variants and
longevity usually do not replicate in subsequent stud-
ies, the exception being the association of genetic
variation at the apoE (Gerdes et al. 2000) and the
FOXO 3A locus (Flachsbart et al. 2009) that have
provided consistent results.

ApoE, which is the only gene with common variants
that have consistently been associated with longevity,
plays an important role in regulating lipoproteins. The
protein is found in three versions—ApoE-2, ApoE-3,
and ApoE-4—which alter circulating levels of choles-
terols in the blood. ApoE-4 has repeatedly been asso-
ciated with a moderately increased risk of both car-
diovascular and Alzheimer’s disease, whereas ApoE-2
is protective (Corder et al. 1993; Lewis and Brunner
2004; Panza et al. 2004). Not only is ApoE-4 a risk
factor for these diseases per se, but ApoE-4 carri-
ers are also more susceptible to damage after some
environmental exposures. For example, they have an
increased risk of chronic brain injury after head trauma
(Jordan et al. 1997). Furthermore, individuals with
atherosclerosis, peripheral vascular disease, or diabetes
mellitus have a substantially higher risk of cognitive
decline if they also carry the ApoE-4 variant (Haan
et al. 1999).

In contrast to other candidate genes, cross-sectional
studies of ApoE allele frequency differences between
age groups have been remarkably consistent. ApoE-
4 frequency varies considerably between populations
of younger adults (from about 25% among Finns, 17–
20% among Danes, and about 10% among French,
Italians, and Japanese), but in all these populations the
frequency among centenarians is about half of these
values. However, although these changes in ApoE
allele frequency with age are substantial, they are com-
patible with a scenario in which ApoE-2 carriers have
an estimated average mortality risk in adulthood that
is 4–12% lower than for ApoE-3 carriers, and ApoE-
4 carriers have a risk that is 10–14% higher than for
ApoE-3 carriers throughout adulthood (Gerdes et al.
2000). This would make ApoE a “frailty-gene” that has
a small influence on mortality at every age rather than
a “longevity-gene” that “ensures” a long life.

Although there are many biologically plausible can-
didates for genes that influence human lifespan, only
a few research findings have been replicated so far.
Replications of positive findings are central in studies
of genetic variants and longevity as thousands of
genetic candidate variants can be determined for rather

modest costs, and many false positive findings will
therefore occur due to multiple tests for associations.
Understanding the genetic basis for longevity is an
extraordinarily difficult task, but it has the potential
to provide insights into central mechanisms of aging,
disease, and mortality (Christensen et al. 2006).

Adult Mortality Studies Among
Relatives: Research that Controls
for Confounding due to Genetic Factors
and Rearing Environment

The previous sections of this chapter have dealt with
evidence for familial clustering of mortality patterns
and the underlying causes for this clustering. Studies
of relatives, including twin and adoption studies, sug-
gest that genetic factors play a substantial role in
adult mortality patterns, although few specific com-
mon genetic variants have yet been identified. This
section will describe a completely different use of mor-
tality studies among relatives, namely, how they can
be used to control for confounding due to genetic fac-
tors and rearing environment. The principle is best
described by MZ twins who share all their genes as
well as rearing environment (except in the few cases
where the twins were reared apart). This means that
differences between MZ twins cannot be attributed to
genetic factors or rearing environment, and therefore
within twin comparisons control for these factors in
the analyses. This tool can be applied in a very broad
range of mortality risk factor studies to disentangle
selection from causal effects. Here we give an exam-
ple from social science (marital status and mortality)
and one from molecular biology (telomere length and
mortality).

The Marital Status–Mortality
Association—Causal or Selection Effect?

Living alone or being unmarried are well-known risk
factors for poor health, and changes from being mar-
ried to divorced or widowed is a strong predictor
of mortality (Ben-Slohmo et al. 1993; Johnson et al.
2000; Joung et al. 1998; Lund et al. 2004). At least two
possible mechanisms have been suggested to explain
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the association between marital status and health: mar-
riage protection and health selection. The protection
hypothesis focuses on the beneficial effects of mar-
riage through, for example, better economic security,
social integration, and health behaviors. The selec-
tion hypothesis assumes that persons with certain traits
or behavior, influenced by their genotypes or early
environments, are selected into marriage while some
persons, such as people with health problems, are at
a higher risk of never marrying, and if married, of
divorcing (Johnson et al. 2000, 2004). It is difficult to
distinguish the beneficial impact of marital status on
health from the confounding effect of selection into
the married state. However, as mentioned above, the
study of twins provides an opportunity to isolate the
effects of adult marital status from the genetic and
social influences operating early in life. This can be
done in an especially sophisticated way by includ-
ing DZ twins (fraternal twins) in the study who, on
average, share half their genes but all aspects of their
childhood family environment (except in the few cases
of twins reared apart). Thus, studies of twins who are
discordant for current marital status offer a unique
opportunity to determine whether the association of
marital status with prospective health outcomes such
as mortality is consistent with protection or selection
effects.

We can make the following predictions in this co-
twin design: if the association of adult marital status
and mortality reflects selection effects only, then we
do not expect health differences in MZ pairs discor-
dant on adult marital status, because these twins are
concordant on early rearing environmental and genetic
factors. Alternatively, health outcome differences in
DZ pairs but not MZ pairs discordant for adult mar-
ital status would suggest that genetic factors underlie
selection effects, because DZ twins share the same
rearing environment, but are imperfectly matched on
genotype. Finally, a direct (causal) beneficial effect of
marriage would be implicated by finding that both MZ
and DZ twins discordant for marital status are also
discordant on health and behavior outcomes. We are
currently conducting such studies in Denmark to inves-
tigate whether differences in marital status influence
the health and behavior of twins who share genetic
constitution and rearing environment.

A few studies using this co-twin design have inves-
tigated the basis for the association between SES and

health outcomes. A Danish analysis showed that for
most health outcomes, the variability within twin pairs
was related to zygosity (higher for DZ than for MZ),
but not to occupational social class. Osler et al. (2007)
concluded that the relationship between social class
and health is due mainly to selection effects rather than
being a causal effect of social class exposures on health
and behavior. A similar US study found the opposite
result which was that the relationship between social
class and health is due mainly to direct causal effects
(Krieger et al. 2005). It is unclear whether this contra-
dictory result is due to the different settings (Denmark
has a more egalitarian social system than the United
States) or is a chance finding due to small sample size.
The study is currently being replicated as a large-scale
data-based registry study.

The Telomere–Mortality
Association—Causal or Genetic
Confounding?

Each of our chromosomes, our genetic material, ter-
minates in a “cap” which contains the number of
repeats of the sequence TTAGGG that is needed to
protect and enable the replication of the chromosome
when the cell divides. At birth, each chromosome end
is equipped with approximately 15,000 units of this
telomere sequence, but this sequence is shortened dur-
ing each cell division. In cell cultures, telomere short-
ening is associated with senescence, a phenomenon
that has also been observed in normal adult tissues,
indicating that telomere loss is associated with organ-
ismal aging. Furthermore, shortened telomere length
has been observed in a host of aging-related diseases,
including cardiovascular diseases (Benetos et al. 2001,
2004; Brouilette et al. 2003; Cawthon et al. 2003;
Demissie et al. 2006; Fitzpatrick et al. 2007; Samani
et al. 2001), dementia (Panossian et al. 2003; von
Zglinicki et al. 2000), obesity and insulin resistance
(Demissie et al. 2006; Fitzpatrick et al. 2007; Gardner
et al. 2005; Valdes et al. 2005), cigarette smoking
(Gardner et al. 2005; Nawrot et al. 2004), psycholog-
ical stress (Epel et al. 2004), and low SES (Cherkas
et al. 2006), all of which reduce the human lifes-
pan. What is more, both lifespan and telomere length
(Benetos et al. 2001; Fitzpatrick et al. 2007; Nawrot



19 Genetic Factors and Adult Mortality 407

et al. 2004) are longer in women than men. This has
lead to the speculation that there is a causal relation
between telomere length and lifespan, that is, that the
telomere is not only the cap of the chromosome, but
also the cap of lifespan.

Telomere length varies greatly among individuals
of the same age and, as mentioned above, it is influ-
enced by many factors, including genetic factors: there
is substantial heritability in telomere length (Bischoff
et al. 2005; Slagboom et al. 1994). It is not yet clear
whether telomere length is a causal factor affecting
mortality risk or just a marker of past exposure and
genetic constitution.

Therefore, we explored the association between
leukocyte telomere parameters and mortality in 548
(274 pairs) Danish twins aged 73–94 years, of
whom 255 twins died during an 8–9 year follow-up.
Comparison within 185 twin pairs of the same sex
(either male or female) eliminated confounding due to
age and gender as well as genetic factors (100% for
MZ and 50% for DZ). The intra-pair comparisons in
same sex twins showed that the twin with the shorter
telomere length died first in the majority of the twin
pairs and that there was a “dose-response” pattern;
that is, the bigger the difference in telomere length
between the two twins in a pair, the greater the chance
that the twin with the shortest telomere died first. As
this “dose-response pattern” was also found among
the MZ twins, it could be concluded that the telom-
ere length–mortality association was not due to genetic
confounding (Kimura et al. 2008).

These two examples, the SES-mortality study and
the telomere length–mortality investigation, illustrate
the broad potential that mortality studies among rel-
atives provide for the disentangling of the complex
etiology beneath these associations.

Conclusion

There is no evidence that human populations are cur-
rently approaching a genetically determined upper
limit for lifespan (Christensen et al. 2009; Oeppen
and Vaupel 2002). The dramatic improvement we have
experienced in mean life expectancy over the last cen-
tury can only be attributed to environmental factors
(such as living conditions and medical treatment) and
not to genetic factors. Nevertheless, genetic factors

are important for understanding variation in adult
mortality risk and lifespan. Family studies suggest that
about a quarter of the variance in adult lifespan in con-
temporary western populations can be explained by
genetic factors, and that the influence of these factors is
likely to be of larger importance for exceptionally long
survival and generally of little importance for early
adult death. In spite of this insight, we still know of
very few specific common genetic variants that have
a well-documented influence on adult survival. This
scenario will most likely change considerably within
the next years, because this is a very rapidly devel-
oping field of research. Many population studies now
include analyses of specific candidate gene variants
(SNPs) and their association with a range of out-
comes, including mortality. Such studies are based on
knowledge about genes and their functioning. Another
approach made possible by the rapid development
of gene technology is called genome-wide associa-
tion studies (GWAS) in which hundreds of thousands
or even one million genetic markers throughout the
whole genome are measured. This approach can detect
regions of the genome of importance for longevity if
cases (e.g., long-lived individuals) are compared with
controls (the background population from which the
cases emerged). GWAS have only been successful in
identifying genetic variants with strong effects for a
few medical conditions, but have been very successful
in identifying markers weakly but consistently associ-
ated with various diseases and conditions. Although it
has been disappointing that the effect size and the pre-
dictive power of the variants identified through GWAS
are usually very small, such studies are likely to pro-
vide insight into fundamental biological mechanisms
(Christensen and Murray 2007).

Genetics are, however, useful in studies of adult
mortality independently of progress on the molecu-
lar level: Adult mortality studies that focus on related
individuals, and in particular on twins, is a powerful
tool scientists can use to disentangle causal effect from
selection processes in studies of both social and bio-
logical mortality risk factors. Together with molecular
genetic studies of adult mortality, they can shed impor-
tant light on what causes differences in adult mortality
risks among individuals.
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Chapter 20

Neighborhood Effects on Mortality

Arijit Nandi and Ichiro Kawachi

Introduction

John Donne’s (1572–1631) epigram, “No man is an
island, entire of itself,” neatly encapsulates the ratio-
nale and motivation behind much of the research
investigating the influences of neighborhood contexts
on population health outcomes. As human beings,
our lives are embedded in a series of social contexts
through the life course, extending from the families
we are raised in, the schools we attend as children, the
places where we work, to the neighborhoods in which
we reside. Accordingly, it is reasonable to hypothe-
size that our behaviors and actions are influenced by
our social context, and moreover, that the nature of
these social influences would be relevant to health out-
comes. For example, if your neighbors don’t like to
buy low-fat dairy products, your local convenience
store owner is less likely to stock them. Thus, even
if you have a strong personal preference for consum-
ing low-fat dairy products, your food choices may
be constrained by the spillover effects of other peo-
ple’s preferences. The field of “neighborhood effects
research” is concerned with empirically demonstrating
the existence of these types of contextual influences
on health. It is a burgeoning area of research with
contributions from diverse disciplines ranging from
demography, social epidemiology, geography, medi-
cal sociology, and economics (Kawachi and Berkman
2003b).

A. Nandi (�)
Institute for Health and Social Policy & Department
of Epidemiology, Biostatistics, and Occupational Health,
McGill University, Montreal, QC Canada
e-mail: arijit.nandi@mcgill.ca

The aim of this chapter is threefold. In the first
section, we discuss the plausibility of neighborhood
effects on mortality, i.e., we discuss the potential mech-
anisms and processes by which exposure to different
neighborhood contexts could produce variations in
adult mortality outcomes. In the second section, we
provide a systematic review of the empirical, mul-
tilevel studies documenting neighborhood contextual
influences on all-cause and cause-specific mortality
outcomes. In the third and final section, we outline
the challenges in this field of research, particularly
pertaining to the issue of causal inference.

Mechanisms

It is almost a truism to say that depending on one’s
race/ethnicity and socioeconomic status (SES), peo-
ple end up living in neighborhoods of markedly dif-
ferent quality. In turn, neighborhood quality is fur-
ther conceptualized along three separate dimensions—
the physical, service, and social environments.
Neighborhood physical environment encompasses fea-
tures such as local traffic patterns that expose residents
to noise and air pollution, as well as concepts such as
the “built environment” and “walkability” of neigh-
borhoods, which has been studied in relation to the
physical activity patterns of residents and their risk of
developing obesity. Chapter 21 by Chris Browning,
Eileen Bjornstrom, and Kathleen Cagney discusses
some of these environmental effects. The service envi-
ronment refers to features of neighborhoods such as
accessibility of health services, the quality of schools,
as well as the quality of the local food environment
(e.g., the presence of supermarkets versus the presence
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of fast food outlets). Finally, the neighborhood social
environment refers to resources (e.g., social capital) as
well as risks (e.g., exposure to violence and crime)
arising out of social interactions between residents
(Coutts and Kawachi 2006).

In the neighborhood effects literature, differen-
tial exposure to these neighborhood characteristics is
assumed to lie at the root of the disparities that are
often observed between the health of residents living
in affluent areas compared to those living in socioeco-
nomically deprived areas. For example, much work has
focused in recent years on area-level explanations for
the obesity epidemic. Even as the prevalence of obe-
sity has risen markedly during the last two decades, the
between-neighborhood variation in the prevalence of
obesity has been equally striking. Neighborhoods that
are socioeconomically disadvantaged and have high
minority concentration consistently show higher preva-
lence of obesity compared to more affluent, predomi-
nantly white neighborhoods. The working hypothesis
of neighborhood studies in the obesity field is that
residential segregation (both by race and SES) pro-
duces unequal exposure of residents to “obesogenic”
environments. That is, low and minority residents are
more likely to reside in neighborhoods with lower
quality food environment (“food deserts”) as well as
lower walkability (e.g., heavier traffic, fewer parks).
The crucial distinction to be drawn here is that low-
SES neighborhoods are hypothesized to have a higher
prevalence of obesity not because of the characteristics
of the people who tend to be clustered in these areas,
but because of the characteristics of the neighborhood
environments. The former refers to the compositional
effect of neighborhoods, whereas the latter refers to
contextual effects, and multilevel analysis is used to
tease these effects apart.

Caveats

As our systematic review in the next section will con-
clude, there is considerable evidence to suggest that
living in socioeconomically disadvantaged neighbor-
hoods is associated with a contextual excess risk of
mortality for residents. That said, there are several dis-
advantages of using mortality as the health outcome to
study neighborhood effects. The first issue is the prob-
lem of the lag time between exposure to a particular

neighborhood environment and elevated risk of death.
Unlike the case of studying obesity (where the average
lag period between exposure to an obesogenic environ-
ment and weight gain could be as short as 1–2 years),
the induction time for mortality is likely to be longer.
In general, the longer the lag period, the higher the
likelihood of misclassification because of residential
mobility. A second problem is that mortality mixes
together effects of disease incidence and prognosis. For
example, suppose a study demonstrates a link between
neighborhood deprivation and cardiovascular mortal-
ity; it is unclear whether the association is driven by
an excess incidence (in turn, reflecting increased levels
of risk factors for cardiovascular disease), worse prog-
nosis in those with established disease (e.g., because
of lack of access to high-quality hospitals offering
interventional cardiology), or both. A third and related
problem is the lack of specificity of an outcome mea-
sure such as all-cause mortality. In the example of
research on neighborhood effects on obesity, there is a
clear mechanism—or at least a plausible “storyline”—
linking local food environment to weight gain. By
contrast, the precise pathways and mechanisms link-
ing neighborhood environments to mortality are harder
to spell out (or at least, the “storyline” depends on a
longer interconnected chain of causation). For all the
foregoing reasons, empirical research has tended to
shift away from all-cause mortality to cause-specific
mortality, and whenever possible, to disease incidence.
In the name of truth-in-advertising, the present chap-
ter will not discuss studies of disease incidence (since
this is a Handbook of Adult Mortality), but readers are
referred to recent surveys of neighborhood effects on
specific health outcomes, such as obesity (Feng et al.
2009).

Empirical Evidence

Methods

Selection Criteria

The sampling frame, for our empiric review included
population-based studies that investigated the effect
of a neighborhood-level exposure on an indicator
of mortality and were published in the English lan-
guage. There is substantial heterogeneity in the types
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of small-area units used to proxy “neighborhoods”
as geographic areas with some a priori relevance
to the health of their inhabitants. Although there is
growing consensus that some geographic units (e.g.,
census tracts) may be more valid proxies of neighbor-
hoods than others (e.g., zip codes), the definition of
neighborhood is often specific to the research ques-
tion being investigated. As such, our sampling frame
included any study of an exposure measured at the
level of small areas described as “neighborhoods.”
We excluded studies that explicitly used neighbor-
hood exposures (e.g., median household income per
neighborhood) as substitutes for missing individual-
level measures (e.g., individual income) or adjusted for
potentially confounding neighborhood-level variables
to estimate the independent effect of an individual-
level factor. Additionally, we excluded studies that
were not multilevel, including ecologic studies.

Search Strategy

We identified papers for our review using a four-step
procedure. First we performed a systematic search
of the peer-reviewed literature using the ISI Web of
Knowledge database. We identified potential studies
for inclusion by querying the topics field for the terms
“neighborhood” and “mortality.” Second, we analyzed
abstracts for all studies identified and excluded papers
that did not satisfy selection criteria. Third, we ana-
lyzed the full-text version of all remaining studies and
excluded those that did not satisfy selection criteria.
Fourth, we retrieved articles not identified by our liter-
ature review from the references of remaining papers,
as well as other reviews of neighborhood effects on
health (Kawachi and Berkman 2003a; Pickett and
Pearl 2001) and excluded those that did not satisfy
selection criteria. Our search concluded at the end of
2008.

Search Results

Our search identified more than 500 papers, 37 of
which satisfied selection criteria. Table 20.1 presents a
summary of all findings alphabetically by type of mor-
tality assessed (i.e., all-cause, cancer, cardiovascular,
drug, HIV/AIDS, infant, injury). The table provides a
summary of the citation, sample, and sample size in the

first column, the timeframe in the second column, the
geographic definition of “neighborhood” in the third
column, neighborhood covariates in the fourth col-
umn, and main findings in the fifth column. In general,
Table 20.1 presents the most conservative estimates
from models with full adjustment for individual-level
covariates. This table aims to highlight the most mean-
ingful conclusions from the studies collected.

Results

We identified 21 studies of all-cause mortality, 1 of
cancer mortality, 6 of cardiovascular mortality, 3 of
drug mortality, 2 of HIV/AIDS mortality, 3 of infant
mortality, and 1 of injury mortality. Consistent with
broader neighborhood effects research, our review
shows that adverse socioeconomic circumstances mea-
sured at the neighborhood level are consistently associ-
ated with greater mortality and that these associations
frequently vary or are moderated by individual-level
race/ethnicity and socioeconomic characteristics.

The Neighborhood Socioeconomic Environment
and Mortality

Consistency of findings. The most consistently
reported association was between neighborhood SES
and mortality. Six studies assessed the influence of
neighborhood SES, measured as residence in a feder-
ally designated poverty area or by the percent of resi-
dents below the federally designated poverty level, on
all-cause mortality (Chen et al. 2006; Haan et al. 1987;
Johnson et al. 2008; Kaplan 1996; Subramanian et al.
2005; Waitzman and Smith 1998). For example, Chen
and colleagues (2006) found that the age-adjusted rela-
tive risk of mortality was 39% higher in Boston census
tracts with at least 20% of residents in poverty, the fed-
eral threshold for a poverty area, compared to less than
5% in poverty (Chen et al. 2006). While the objective
of this study was to monitor disparities in mortal-
ity across neighborhoods, lack of adjustment for the
individual-level characteristics of neighborhood resi-
dents precludes inference about whether neighborhood
environments have effects independently of “compo-
sitional effects” or residential selection mechanisms,
topics discussed in further detail in Section “Causal
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Inference in the Study of Neighborhood Effects on
Mortality.” However, other work using longitudi-
nal population-based samples, including the Alameda
County study, have shown that residence in poverty
areas was associated with a greater than 40% increased
odds of all-cause mortality independent of individual-
level sex, race, health status, socioeconomic factors,
and health behaviors (Haan et al. 1987; Kaplan 1996).

Other socioeconomic indicators or indices of
socioeconomic deprivation have been used to assess
the influence of neighborhood SES on mortality (Jaffe
et al. 2005b; Roos et al. 2004; Sloggett and Joshi
1998; Veugelers et al. 2001; Wen and Christakis 2005;
Winkleby et al. 2006). Slogett and Joshi (1998), for
example, measured social deprivation per electoral
ward in England and Wales using an index based on
percent unemployment, percent without access to a
car, percent of households not owner occupied, and
percent of employed men and women in the two low-
est social classes; premature mortality for men and
women was positively associated with social depriva-
tion scores (Sloggett and Joshi 1998). Similarly, Jaffe
and colleagues (2005b) found that residence in sta-
tistical areas of lower SES, measured using an index
comprised of sociodemographic characteristics, finan-
cial resources, housing density and quality, and mode
of transportation, was associated with an increased
odds of mortality among adults aged 45–69 in Israel
(Jaffe et al. 2005b). However, two studies, both based
on samples of adults from Canadian provinces, showed
null associations between indicators of neighborhood
SES, including median household income, mean hous-
ing values and levels of educational attainment, and
all-cause mortality (Roos et al. 2004; Veugelers et al.
2001).

Following the earlier work of LeClere et al. (1997),
a number of recent studies have investigated whether
neighborhood socioeconomic circumstances are linked
to mortality from cardiovascular diseases (LeClere
et al. 1998). This work shows that neighborhood SES
is linked to overall mortality from cardiovascular dis-
ease (Chaix et al. 2007a, b; Franzini and Spears 2003;
LeClere et al. 1998). For example, using a mea-
sure of SES based on the income of neighborhood
residents, Chaix and colleagues (2007a) found that
living in a neighborhood in the lowest quartile of
SES relative to the highest quartiles was associated
with an 85% increased hazard of ischemic heart dis-
ease mortality among adults aged 50–64 in Scania,

Sweden (Chaix et al. 2007a). Neighborhood SES also
seems to be related to survival after a cardiovascu-
lar event (Gerber et al. 2008). Winkleby et al. (2007),
for example, found that neighborhood deprivation,
based on an index comprised of educational attain-
ment, income, unemployment, and receipt of social
welfare, was positively associated with 1-year case
fatality from coronary heart disease (Winkleby et al.
2007).

A sparse amount of work has investigated the asso-
ciation between neighborhood SES and cancer mor-
tality (Gomez et al. 2007), HIV/AIDS mortality (Joy
et al. 2008; Katz et al. 1998), infant mortality (Johnson
et al. 2008; Luo et al. 2004; Pena et al. 2000), and
injury-related mortality (Cubbin et al. 2000). With
few exceptions (Katz et al. 1998), these results have
shown that adverse neighborhood socioeconomic cir-
cumstances are associated with increased mortality;
however, it is difficult to draw conclusions across stud-
ies, given a limited number of studies in each particular
area.

Cross-level interactions. The influence of the neigh-
borhood socioeconomic environment on mortality may
differ by individual-level characteristics, including age
(LeClere et al. 1998; Waitzman and Smith 1998),
race/ethnicity (Anderson et al. 1997; Gomez et al.
2007; Subramanian et al. 2005), and SES (Pena et al.
2000; Wen and Christakis 2005; Winkleby et al. 2006).

Subramanian et al. (2005) showed that living in a
Massachusetts block group with at least 20% of resi-
dents below the poverty level relative to less than 5%
was associated with a 42% increased odds of mortal-
ity among whites compared to a 200% increased odds
of mortality among blacks (Subramanian et al. 2005).
These findings corroborate earlier work by Anderson
et al. (1997) using data from the National Longitudinal
Mortality Study with follow-up from the National
Death Index, which showed that the relative risk of
mortality associated with living in a high- versus low-
income census tract was higher for black men and
women than their white counterparts (Anderson et al.
1997). Together, this work suggests that the neighbor-
hood socioeconomic environment may account for a
greater proportion of excess mortality among blacks
than whites (Anderson et al. 1997; Subramanian et al.
2005). We identified one study that assessed whether
the association between the neighborhood socioeco-
nomic environment and cancer mortality differed by
race/ethnicity. In a study of survival after colorectal
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cancer diagnosis in the SEER-Medicare database,
Gomez et al. (2007) found that residence in a
neighborhood in the lowest quartiles of income and
education was associated with cancer mortality among
Filipinos and non-Hispanic whites, respectively, but
not other racial/ethnic groups (Gomez et al. 2007).

Three studies examined whether neighborhood and
individual-level SES interacted in producing excess
mortality risk. For example, in a sample of adults from
four California cities, Winkleby et al. (2006) found
that the risk of mortality was greatest for men and
women of lower SES who were living in high-SES
neighborhoods (Winkleby et al. 2006). Similarly, in
a representative sample of children and their mothers
in Leon, Nicaragua, Pena et al. (2000) found that the
relative risk of infant mortality was higher for poor
households in non-poor neighborhoods than for poor
households in poor neighborhoods Pena et al. (2000).
These results suggest that poorer individuals resid-
ing in higher SES neighborhoods may be excluded
from accessing the salutary resources in those neigh-
borhoods, may suffer from social comparisons and the
attendant psychosocial stressors hypothesized to link
inequalities to health, or both.

Social Environment

We identified two studies with the explicit objective
of assessing the influence of the neighborhood social
environment, as a construct distinct from neighbor-
hood SES, on mortality. Wen assessed whether the
neighborhood social environment, measured using an
index based on self-reports of collective efficacy, social
support, voluntary association, and perceived violence,
were associated with all-cause mortality among elderly
Medicare beneficiaries in Chicago who were newly
diagnosed and hospitalized for the first time with one
of five common diseases; after adjusting for individual-
level characteristics, a one standard deviation increase
in neighborhood social environment index was associ-
ated with a greater than 3% lower risk of death (Wen
and Christakis 2005). Yen and Kaplan (1999) found
that living in a neighborhood with a poorer social envi-
ronment, measured using census tract income, percent
white-collar employees, crowding, prevalence of com-
mercial stores, and other indicators, was associated
with an increased odds of mortality among adults in
the Alameda County study (Yen and Kaplan 1999).

Racial Composition

Consistency of findings. Although there is a more sub-
stantive literature on the impact of neighborhood racial
composition and, more specifically, levels of racial seg-
regation, or various indicators of population morbidity,
we identified only two studies that focused on mor-
tality outcomes. LeClere and colleagues (1997) found
that living in more racially segregated neighborhoods,
measured using the percent of black residents, was
associated with an increased risk of mortality among
US men and women; furthermore, levels of neighbor-
hood racial segregation partially explained the excess
risk of all-cause mortality among blacks relative to
whites (LeClere et al. 1997). Using a similar approach
and sample, Bond Huie et al. (2002) found that living
in a neighborhood composed of at least 14% blacks,
relative to less than 5%, was associated with an 8%
increased hazard of all-cause mortality (Bond Huie
et al. 2002).

Cross-level interactions. Two studies assessed the
interaction between neighborhood and individual-level
race/ethnicity. In a study of all reported heart dis-
ease deaths in Texas during 1991, Franzini and Spears
(2003) assessed the interaction between neighbor-
hood ethnic/racial composition and individual-level
race/ethnicity, finding that blacks and Hispanics who
lived in neighborhoods with higher densities of their
own racial/ethnic groups experienced fewer years of
life lost to heart disease (Franzini and Spears 2003).
Assessing all-cause mortality, Eschbach et al. (2004)
similarly found residence in a neighborhood with a
higher proportion of Mexican-American residents had
a protective effect among elderly Mexican-Americans
from five southwestern states (Eschbach et al. 2004).
Although more research is clearly necessary, these
preliminary results suggest that residence in neigh-
borhoods characterized by racial, ethnic, or immigrant
enclaves may benefit the individual members of those
groups, particularly for Hispanics.

Physical Environment

Few studies have assessed the impact of physical
or environmental characteristics of neighborhoods on
mortality. Although indicators of housing quality were
frequently used to create indices of neighborhood SES,
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only one study examined whether features of the phys-
ical environment were related to mortality. In that
study, Hembree and colleagues (2005) found that New
York City neighborhoods with more deteriorated exter-
nal and internal built environments had higher rates
of overdose mortality, even after adjusting for levels
of neighborhood drug use, median household income,
and other characteristics, Hembree et al. (2005). Naess
et al. (2007) assessed whether neighborhood concen-
trations of particulate matter were associated with
levels of mortality among adults aged 50–74 in Oslo,
Norway; living in a neighborhood with a higher con-
centration of PM2.5 was associated with an increased
odds of all-cause mortality, even after adjusting for lev-
els of neighborhood socioeconomic deprivation, which
were positively associated with levels of pollution
(Naess et al. 2007).

Discussion: Stepping Outside the
Boundaries of Neighborhood Research
on Mortality

Since Haan published the first multilevel study of
neighborhood effects on mortality in 1987, there has
been an increasing interest in examining whether char-
acteristics of the neighborhood environment influence
risks of mortality. In judging how much closer we are
to answering that question now than we were more
than two decades ago, we comment in this section on
how and in what directions the emerging literature has
evolved since the seminal work of Haan.

In contrast to the relative diversity among stud-
ies interested in neighborhood effects on morbidity,
studies of mortality demonstrate a clear “founder
effect,” such that the vast majority of published
work shows little variation in its general makeup
when compared to Haan’s classic paper. Like the
work of Haan, which investigated whether socioe-
conomic deprivation was associated with increased
risk of all-cause mortality, most work has considered
similar exposures (i.e., neighborhood SES or depri-
vation, commonly measured by levels of poverty),
focused on the same mortality outcome (i.e., all-
cause mortality), measured neighborhoods in the same
way (i.e., using administrative boundaries, typically
census tracts), measured neighborhood environments
similarly (i.e., objectively, again using administrative

data), and employed the same methods to adjust
for threats to internal validity (i.e., adjustment for
potentially confounding individual-level characteris-
tics using traditional regression).

While pointing to this homogeneity is not a suf-
ficient argument for change, the fact that studies of
neighborhood effects on mortality are, in many ways,
the same today as they were 20 years ago speaks to
the strength of Haan’s original work and also high-
lights areas where the literature should be improved
upon if it is to inform policies aimed at reducing excess
mortality associated with adverse neighborhood condi-
tions. To step outside of the metaphorical boundaries
of research concerning the impact of neighborhoods
on mortality, we need to identify the most important
challenges to extant work. In the following sections,
we focus on two areas, measurement of neighborhoods
and causal inference, where we envision substantial
room for improvement.

Measurement

The definition and measurement of neighborhood
boundaries and neighborhood constructs reflects the
integration of theories and methods across multiple
disciplines, including sociology, geography, demogra-
phy, public health, urban planning, and public policy.
In this section we discuss how neighborhoods have
been defined in principle, critically assess how they
have been defined practically in research concern-
ing neighborhood effects on mortality, and comment
on alternative approaches that have emerged in the
broader neighborhood effects literature.

Theoretical Perspectives on Measuring
Neighborhoods in Health Research

One of the fundamental premises of neighborhood
effects research, that the environments we live in affect
our health, can be traced back at least as far as the
mid-nineteenth century, when William Farr explored
area-level variability in mortality due to cholera in
London. Although Farr initially used his observation
that mortality varied with population density to bolster
the miasmatic theory of disease, his work, along with
the celebrated work of John Snow, implicated the water
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supply, an early indicator that our service environments
matter to health (Susser and Adelstein 1975). Although
Farr made no explicit mention of neighborhoods, his
description of “healthy districts” is reminiscent of
modern conceptualizations of neighborhoods as dis-
tinct areas with a priori relevance to the health of their
residents (Whitehead 2000).

In parallel to the sanitary reforms in Europe was the
Report of the Sanitary Commission of Massachusetts
(1850), which became the basis for similar reforms in
the United States after the Civil War. Lemuel Shattuk,
the primary author of the report, recommended that
“open space be reserved, in cities and villages, for
public walks . . . . [that] would afford to the artizan
[sic] and the poorer classes the advantages of fresh
air and exercise,” an early reference to how the built
environment may influence socioeconomic disparities
in health (Shattuck 1948). Around the turn of the twen-
tieth century, the work of W.E.B. Dubois provided one
of the earliest examples of incorporating census data,
along with thousands of in-person interviews, into the
study of small-area effects on health; his work com-
paring death and other rates in different Philadelphia
wards demonstrated strong socioeconomic gradients
that he linked, in part, to living conditions (Du Bois
1899).

The sociological origins for the study of neighbor-
hoods are commonly attributed to Ernest Burgess and
Robert Park, who spearheaded the program on urban
sociology at the University of Chicago in the 1920s.
Drawing on Darwinian theories of natural selection,
Burgess and Park argued that individuals and social
phenomena were not randomly distributed in cities, but
rather, were shaped by ecological, cultural, economic,
and political pressures, particularly the competition for
land (Park 1915; Park et al. 1925). This resulted in the
partition of urban space into “natural areas” or commu-
nity subsets where individuals shared similar charac-
teristics and conditions. Park and Burgess considered
neighborhoods the smallest unit in the social and polit-
ical organization of cities. While they did not explicitly
investigate mortality, their work stimulated exploration
of neighborhood-level social processes hypothesized
to link neighborhood conditions to health.

Interest about how neighborhoods influence health
is nascent. Although there is no established defini-
tion, commonly accepted properties of neighborhoods
include that they: (1) are spatially defined geographic
areas (in contrast to “communities”) of limited size, (2)

have a name and recognized identity and carry sym-
bolic significance for their residents, and (3) are, with
respect to characteristics theorized to be important
to health, including physical (e.g., housing quality),
social (e.g., social capital), and service (e.g., presence
of fast food outlets) environments, like mosaics—
a heterogeneous collection of relatively homogenous
subunits (Chaskin 1997).

Practical Definitions of Neighborhood
Boundaries and Measures

In practice, the characterization of neighborhood
boundaries and measurement of relevant constructs in
the multilevel neighborhood effects literature has gen-
erally followed two main paths. The primary method
for defining neighborhood boundaries is through the
use of predefined boundaries (e.g., zip codes, counties,
census tracts, census block groups), with few studies
employing alternative methods, such as elicitation of
residents’ perceptions of the margins of their neigh-
borhoods. Neighborhood-level constructs have been
defined either objectively or subjectively. Objective
measures, obtained by aggregating responses from the
census or other survey or through the use of geo-
graphic information systems (GIS) and mapping, are
independent of residents’ perceptions. In contrast, sub-
jective measures are typically obtained by aggregating
individual-level assessments about perceptions of the
neighborhood environment or through the systematic
observation of neighborhood environments. Group-
level measures may include derived measures, such as
median household income, the unemployment rate, or
the percent of streets with boarded-up housing, or inte-
gral variables without an individual-level analog, such
as population density or the concentration of fast food
establishments (Diez Roux 2002).

In neighborhood effects research in general, and
research on mortality in particular, neighborhoods have
been defined according to predetermined administra-
tive boundaries, such as census tracts in the United
States and electoral wards in the United Kingdom, and
measured using objective indicators. From a practi-
cal standpoint, there are a number of advantages to
this approach. Foremost, data on group-level indica-
tors (e.g., median household income, percent poverty)
that can be used to measure relevant constructs (e.g.,
relative deprivation, income inequality) are accessible
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from government sources such as the census, facili-
tating investigation of neighborhood effects in studies
that may not have been designed for this purpose.

There are also a number of potential limitations to
this approach. First, administrative boundaries are, to
varying degrees, imperfect proxies for neighborhoods.
Zip codes, for example, were defined by the US Postal
Service for the efficacious delivery of mail (Krieger
et al. 2002); however, most residents cannot iden-
tify the geographic boundaries of their zip code and
these boundaries are unlikely to overlap with residents’
perceptions of their neighborhoods. The misspecifica-
tion of neighborhood boundaries is likely to result in
an underestimation of the between-neighborhood vari-
ance in the health outcome of interest (Mujahid et al.
2007). Selecting boundaries that are consistent with
the neighborhood mechanisms hypothesized to influ-
ence residents’ health may reduce the misspecification
of boundaries. For example, the use of police districts
rather than commonly used census boundaries may
be more appropriate for measuring exposure to neigh-
borhood crime (Auger et al. 2008). Second, indices
based on administrative data are only indirect measures
for the underlying neighborhood attribute theorized
as important to health; therefore, the use of objective
indicators potentially introduces measurement errors
that may bias effect estimates. Third, when compared
to most biological and behavioral disease determi-
nants, neighborhood environments are relatively static.
However, the work of William Julius Wilson (Wilson
1987), among others, demonstrates that neighbor-
hoods are influenced by macro-level political and eco-
nomic processes and do change dramatically over time.
Dependence on administratively collected data, which
are often updated decennially, at longer time intervals,
or not at all, makes it difficult to update neighbor-
hood exposures without making strong assumptions
about how they have changed during unascertained
periods (e.g., linear extrapolation to derive intercensal
estimates). This has important implications for causal
inference, as discussed further below.

Although research on mortality outcomes has relied
almost exclusively on administratively defined bound-
aries and objectively defined indicators of neigh-
borhood SES, research concerning other neighbor-
hood effects has incorporated alternative methods for
measuring neighborhoods and neighborhood environ-
ments. One alternative is to use residents’ own reports
of neighborhood conditions, which are then aggregated

to administrative units, such as census tracts (Moren-
Cross et al. 2006; Wen and Christakis 2005; Wen et al.
2006; Xue et al. 2005). For example, in a study of older
adults residing in Cook County, Illinois, Wen and col-
leagues (2006) found a significant association between
respondents’ perceptions of neighborhood physical,
social, and service environments and their self-rated
health, even after accounting for objective indicators
of neighborhood SES (Wen et al. 2006). One of the
advantages to assessing perceptions of neighborhood
quality is that investigators can measure aspects of
neighborhoods, such as access to salutary resources
and facilities, for which administrative data are often
sparse. However, an obvious limitation of relying on
the subjective reports of neighborhood residents is the
potential for same-source bias, where the predilection
of participants with poorer health to report negatively
about their neighborhood conditions may induce a spu-
rious association between neighborhood exposures and
health. The use of independent “informants” whose
neighborhood perceptions are aggregated to the neigh-
borhood level and linked to the study population of
interest has been suggested as a means for minimiz-
ing same-source bias when neighborhood measures
are based on subjective self-reports (Mujahid et al.
2007). Same-source bias is, of course, less of a con-
cern for studies of mortality and biological markers
of disease progression than for self-reported health
events.

Whether objective or subjective measures of neigh-
borhood constructs are more valid is a complex
and unresolved issue, the answer to which likely
depends on the particular hypotheses being tested.
Some work suggests that residents’ perceptions of
the neighborhood environment may be less revealing
than objective indicators of the neighborhood envi-
ronment (Macintyre and Ellaway 2003). This may be
more germane to investigations of contextual processes
that may not be perceived by individual residents
but still shape their health. For example, asking res-
idents to rate the adequacy of services within their
neighborhoods often results in misleadingly low lev-
els of variation. Use of perceived characteristics also
opens the door for misclassification of neighborhood
exposures. As Amartya Sen (1992) has explained, the
leveling of aspirations among destitute individuals is
a natural protective mechanism against despair that
may result in estimates of neighborhood effects that
are biased toward the null. Few studies have assessed
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the independent effects of objectively and subjectively
defined measures of the neighborhood environment
on health. Consistent with the results of Wen et al.
(2006), Weden and colleagues (2008) recently assessed
the relation between objective and subjective mea-
sures of neighborhood conditions and self-rated health
in a nationally representative sample of US adults
and found that both types of measures were related
to health when considered individually (Weden et al.
2008). Their findings suggest that perceived and objec-
tive assessments of the neighborhood environment
may be linked but distinct constructs, with perceptions
located more proximally than objective characteristics
on the pathway between neighborhoods and health.

An increasingly popular alternative to asking res-
idents about the quality of their neighborhoods is to
have trained investigators who systematically observe
each neighborhood and rate various domains of the
neighborhood environment using standardized instru-
ments (Laraia et al. 2006; Sampson and Raudenbush
1999; Weiss et al. 2007). In a study of Chicago neigh-
borhoods, trained observers drove down the streets of
Chicago neighborhoods and videotaped block faces
while taking written accounts of their observations;
these data were used to develop reliable scales of
neighborhood disorder, physical characteristics, and
social interactions (Sampson and Raudenbush 1999).
In a study of neighborhood conditions and gonor-
rhea, Cohen et al. (2000) used a similar approach to
characterize the physical structures of block groups
in New Orleans (Cohen et al. 2000). More recently,
Weiss and colleagues (2007) defined neighborhood
boundaries by aggregating block groups (the small-
est unit at which census data are available) based
on land use and other data and then had a single
individual assess neighborhood features using a pre-
identified list of neighborhood characteristics (Weiss
et al. 2007). Although more labor and resource inten-
sive than the use of objective indicators, system-
atic observation offers several unique advantages to
alternative modes of neighborhood measurement. For
example, by directly observing streets or block faces,
this method allows researchers to aggregate data to
any level of analysis desired (e.g., block groups can
be aggregated into larger neighborhood units) based
on pre-specified criteria (e.g., walkability) that may
be more consistent with the particular hypotheses
being investigated. This approach takes advantage of
available census data while potentially reducing the

misspecification of neighborhood boundaries. These
efforts have given rise to “ecometrics,” a science of
ecological assessment analogous to psychometric anal-
ysis of individual-level measures (Mujahid et al. 2007;
Raudenbush and Sampson 1999).

While we have focused our discussion on the pre-
dominant method of defining neighborhood bound-
aries, namely by using administratively defined
units, alternative approaches are worth mentioning.
Consistent with the suggestion that individuals may
define their neighborhoods in different ways (Chaskin
1997), Propper et al. (2005) assigned each participant
in the British Household Panel Survey to a “bespoke”
neighborhood by locating each individual within their
enumeration district and then joining this district to
adjacent districts until a population threshold of 500
individuals was reached; while still drawing on admin-
istrative boundaries and data for defining neighbor-
hood constructs, this approach is unique in that each
participant has his or her own neighborhood defined by
the 500 or so nearest neighbors (Propper et al. 2005).

Issues in the Conceptualization
and Measurement of Neighborhoods

While the measurement of neighborhoods has evolved
considerably, a number of questions remain largely
unanswered. For example, few studies have considered
the membership of individuals in multiple neighbor-
hood environments, including the neighborhoods of
residence and employment. It is plausible that individ-
uals are more connected to the neighborhoods in which
they work relative to their neighborhoods of residence.
Mapping participants to their neighborhoods of resi-
dence may therefore result in the misclassification of
neighborhood exposures. Some studies have attempted
to account for this potential misclassification bias by
restricting their samples to participants who spend a
certain proportion of their time in their neighborhood
of residence (Weiss et al. 2007). Exploration of inno-
vative approaches, whether in the design (e.g., use of
ecological momentary assessment to obtain real-time
information on the contextual environments a partic-
ipant is exposed over the course of follow-up (Cain
et al. 2009; Shiffman et al. 2008)) or statistical analyses
(e.g., analytic approaches that smooth effect estimates
over multiple neighborhoods) is warranted.
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Causal Inference in the Study
of Neighborhood Effects on Mortality

As highlighted by our review, a growing body of obser-
vational evidence suggests that neighborhood depri-
vation is consistently associated with mortality. Do
these associations represent contextual influences and,
if so, are they causal? Alternatively, do neighborhood
associations reflect compositional variations between
individuals residing in different neighborhoods? If so,
are these compositional variations the result of the non-
random residential selection of individuals into neigh-
borhoods (i.e., social selection) or, conversely, the
true etiologic effect of neighborhood-level processes
(i.e., social causation)? Another distinct but related
question is whether neighborhood contexts themselves
are endogenous to individual-level characteristics. In
Section “Identification of Neighborhood Effects,” we
attempt to parse these interconnected questions by
informally defining average causal and neighborhood
effects, identifying some of the most salient challenges
to causal inference in neighborhood effects research,
and commenting on analytic methods for addressing
them. Directed acyclic graphs (DAGs) are a useful tool
for conceptualizing bias in the design and analysis of
epidemiologic studies and may be particularly appo-
site to neighborhood effects research. Our commentary
is not intended to require prerequisite knowledge of
DAGs; however, for excellent guides to their appli-
cation, please see (Fleischer and Diez Roux 2008;
Glymour 2006b).

Identification of Neighborhood Effects

Within the potential outcomes framework that has
guided causal inference in public-health research
(Little and Rubin 2000), average causal effects are
identifiable when two outcomes, one in which a
treatment (or exposure) is given and another in which
the same treatment is withheld, are simultaneously
compared. Because only potential outcomes for the
treatment actually received are observed in real-life
settings, the other must be inferred. Randomized
experiments, considered the gold standard for
evaluating causal hypotheses in epidemiology and
public health, allow estimation of the average causal

effect of a treatment by comparing the outcomes of
treatment and control groups that have comparable
or “exchangeable” distributions of measured and
unmeasured characteristics. Assuming successful
randomization, no losses to follow-up, and complete
adherence to treatment assignment, the effect estimate
from a randomized experiment will approximate the
true causal effect.

Estimates of the influence of neighborhood expo-
sures on health are seldom characterized as causal,
primarily because neighborhood exposures are not eas-
ily articulated with the potential outcomes model. Say,
for example, that we are interested in estimating the
effect of living in an impoverished neighborhood on
individual-level mortality. Within the potential out-
comes framework, this effect is only identifiable if
we can compare the outcomes of residents of impov-
erished neighborhoods with those of another neigh-
borhood in which all neighborhood and individual-
level conditions are identical, with the exception of
neighborhood poverty. Whether such a comparison
is feasible given the inextricability of neighborhood
exposures and shifting of neighborhood residents is
questionable and challenges the notion of causal neigh-
borhood effects. Other types of neighborhood expo-
sures, such as features of the service environment (e.g.,
access to healthy foods), may be more easily harmo-
nized with the potential outcomes model. However,
it can still be argued that changing one feature of
the service environment, through the introduction of
a food store, for example, changes everything from
neighborhood traffic patterns to the composition of
residents. Further compounding criticism of neigh-
borhood effects is the impracticality of manipulating
neighborhood environments using randomized exper-
iments. While debate continues concerning whether
neighborhood contexts, as well as other social deter-
minants, qualify as causes of morbidity and mortality,
we suggest that it is constructive to underline the lim-
itations of extant observational work and point toward
new approaches and methodologies for approximating
causal effects in neighborhood research.

As both epidemiologists and sociologists have
noted, the selection issue (i.e., the non-random migra-
tion of individuals into particular neighborhoods based
on individual-level characteristics that may be related
to health) is the largest challenge to causal inference
in observational studies of neighborhood effects (Diez
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Roux 2004; Harding 2003). For example, unemployed
individuals may choose to live in more socioeconomi-
cally deprived neighborhoods because of the availabil-
ity of cheaper and more affordable housing. If unem-
ployment were linked to mortality, then not accounting
for individual employment status would render neigh-
borhoods non-exchangeable and bias estimates of the
effect of neighborhood socioeconomic deprivation on
mortality. Similarly, individuals with a proclivity for
fast food may selectively migrate into neighborhoods
with more pre-existing fast food outlets. If these indi-
viduals are at greater risk for cardiovascular disease,
then not accounting for preferences for fast food may
bias associations between the concentration of fast
food outlets and mortality from cardiovascular disease.

The extent to which residential selection engenders
compositional differences between neighborhoods is
arguable, with sides drawn along disciplinary lines.
Economists, particularly from the rational choice
school of thought, emphasize the role of residential
preference in accounting for area-level variations in
health. For example, poorer individuals and people of
minority ethnic groups choose to move to low-income
and racially segregated neighborhoods because of the
availability of affordable housing and concentration of
people of the same racial/ethnic background, respec-
tively. In contrast, sociologists generally contend that
people are constrained in their choices, suggesting
that exogenous factors impact where we live. The
recent housing crisis, for example, has showed us that
the targeting of “subprime” or high-risk mortgages
to low-income individuals and members of minority
ethnic groups has influenced patterns of foreclosure
and relocation, illustrating how the decisions of oth-
ers can constrain individuals’ choices about where to
reside.

Of course, the dichotomy between individuals hav-
ing either full autonomy or zero latitude when it
comes to decisions about where they live is false.
Neighborhoods are likely a mixture of individuals
lying along a gradient of choice. Importantly, from
a methodological perspective, compositional differ-
ences between neighborhoods that arise from either the
rational choice of poorer individuals to move to socioe-
conomically deprived neighborhoods or the choices
of others (e.g., predatory lending practices that have
resulted in foreclosure and relocation) both threaten
the exchangeability of neighborhoods, an issue that

would not exist had we been able to experimentally
randomize neighborhood-level treatments.

Separating Context from Composition:
Challenges to Causal Inference

How can we account for potential confounding due
to compositional differences between neighborhoods?
The modus operandi, and the general approach taken
in every study included in our review, is to esti-
mate the effect of a neighborhood-level construct
on individual mortality after multivariable adjustment
for individual-level sociodemographic characteristics
(denoted Covariates in Fig. 20.1a), hereafter called
individual-level covariates. For example, most stud-
ies in our review attempted to estimate the contextual
effect of neighborhood deprivation on mortality by
accounting for individual-level covariates (e.g., age,
sex, race/ethnicity, income) using multivariable regres-
sion. While traditional regression or propensity score
adjustment may account for some of the potential
differences between neighborhoods, there are also lim-
itations to this approach.

Through processes of social causation, the
individual-level covariates frequently adjusted for in
neighborhood effects studies may be time-varying
confounders affected by prior exposure. For example,
employment status may predict whether an individual
lives in a relatively wealthier or poorer neighborhood;
in turn, neighborhood poverty may influence future
employment prospects and the probability of mortality.
Therefore, time-varying individual-level covariates
plausibly lie on the pathway between neighborhood
poverty and mortality, suggesting they may act con-
temporaneously as mediators (denoted Covariatest–1

in Fig. 20.1b) and confounders (denoted Covariatest–2

in Fig. 20.1b) of the relation between neighborhood
conditions and mortality.

Traditional adjustment for these characteristics may
bias results in at least two ways. First, adjust-
ment for certain individual-level characteristics may
“over-control” for covariates on the pathway between
neighborhood poverty and mortality, resulting in an
underestimate of the overall neighborhood contex-
tual effect. Second, if we introduce unmeasured
characteristics into our example (denoted Ut–2 and
Ut–1 in Fig. 20.1c) an additional challenge emerges.
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(a)  Diagram illustrating  

potential confounding of 
the relation between 
neighborhood poverty 
and mortality by 
individual-level 
covariates  
(e.g., employment status)

(b)  Diagram illustrating    
that time-varying 
covariates may act 
contemporaneously as 
both confounders and 
mediators of the relation 
between neighborhood 
poverty and mortality

(c) Diagram illustrating 
how conditioning on 
measured covariates 
may induce confounding 
by unmeasured 
covariates  
(e.g., individuals’ tastes and 
preferences)

(d)  Diagram in which   
unmeasured covariates 
potentially confound the 
relation between 
neighborhood poverty 
and mortality

Fig. 20.1 Causal diagram of the effect of neighborhood poverty
on mortality, where “covariates” denote individual-level, time-
varying, sociodemographic and health variables measured prior

to neighborhood poverty (e.g., sex, race, educational attainment,
income, employment status, health status), and ‘U’ denotes
unmeasured characteristics

Unmeasured characteristics may include individuals’
tastes and preferences, which are generally not sur-
veyed in most studies. If, as in Fig. 20.1c, these
unmeasured covariates are assumed to have no causal
effect on the level of neighborhood poverty one is
exposed to, then they do not confound the relation

between neighborhood povery and mortality. However,
if these unmeasured coviarates are linked to time-
varying sociodemographic characteristics frequently
adjusted for in neighborhood research, then adjust-
ing for these covariates using traditional methods may
induce collider-stratification bias (Greenland 2003).
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Emerging Methodologies for Estimating Causal
Effects in Neighborhood Effects Research

The degree to which time-varying covariates act simul-
taneously as confounders and mediators of relations
between neighborhood exposures and mortality can
be empirically investigated using longitudinal data. If
there is evidence of time-varying confouding affected
by prior levels of exposure, then controlling for these
covariates using standard methods may yield biased
estimates of the total causal effect of a neighborhood
exposure. Fortunately, alternative strategies for esti-
mating neighborhood effects exist and are gradually
being incorporated into the literature.

One method for handling such variables is to fit
models using inverse probability weights (IPW). By
assigning a weight that is proportional to the prob-
ability that each participant received her own treat-
ment, IPW creates a “pseudo-population” in which
the exposure or treatment is independent of measured
covariates. As such, models fit using IPWs allows for
the control of time-fixed and time-varying variables
without conditioning on these variables (Cole et al.
2003; Hernan and Robins 2006a; Hernan et al. 2000;
Robins et al. 2000), allowing investigators to estimate
the contextual effect of a neighborhood exposure while
accounting for potentially confounding measured char-
acteristics. Although IPWs have been applied widely
in the epidemiologic literature [see, e.g. (Cole et al.
2005; Hernan et al. 2008)], few studies have used
IPWs to address potential confouding bias related
to selection into neighborhoods (Nandi et al. 2010;
Sampson et al. 2008). Importantly, models fit using
IPWs, like traditional analyses of observational data,
cannot account for unmeasured confounding. Under
these circumstances other techniques are necessary.

An inverse probability weighted estimate of the
effect of a neighorhood exposure on mortality may
be biased if there are causal paths leading from
unmeasured covariates into neighborhood poverty and
mortality (Fig. 20.1d). The use of instrumental vari-
able (IV) methods, although scarcely used in public-
health research, has been suggested as an attractive
approach for estimating average causal effects even
in the presence of unmeasured confounding (Kawachi
and Subramanian 2007). In the context of neigh-
borhood effects research, IV analyses can be drawn
on “natural experiments,” in which a random factor
influences the probability of exposure but is not under

the control of the investigator, to estimate the effect
of a neighborhood exposure on a particular health out-
come. For example, the opening of a new supermarket
within a neighborhood, or the implementation of a new
transport policy within a metro area—so long as they
do not reflect the underlying preferences of residents
(e.g., lobbying by citizens to bring these resources into
their neighborhoods)—could be studied as “natural
experiments” to identify the causal effects of con-
textual environments on health-related behaviors and
outcomes. Valid IV estimates, however, are contingent
on the identification of a suitable instrument. In brief,
a valid instrument must be associated with the neigh-
borhood exposure of interest and all paths between the
instrument and mortality outcome must pass through
the neighborhood exposure. A valid IV estimate is also
based on a number of strong assumptions, some of
which are empirically unverifiable (Hernan and Robins
2006b). For a concise overview on the application of
instrumental variables for studying social phenomena
see Glymour (2006a).

Conclusions

There is a sense that empirical studies of neighborhood
effects on mortality have “hit a methodological wall”
in terms of demonstrating causality. Comparatively
little progress has been made during the past two
decades, despite study after study replicating the initial
finding of an excess risk of mortality among residents
located in deprived neighborhoods. Mortality is a crude
endpoint that is several steps removed from the causal
processes of interest, because it mixes the potential
influences of neighborhood environments on disease
incidence with prognosis. One solution to this conun-
drum is to focus on more proximal (and shorter-term)
endpoints, such as health behaviors and biomarkers.
Reflecting this philosophy, there has been a recent
explosion in studies focusing on the influence of res-
idential environments on endpoints such as obesity. In
turn, the literature on neighborhood effects on obe-
sity (Black and Macinko 2008; Feng et al. 2009;
Lovasi et al. 2009)—a topic that is beyond the scope
of the present chapter—is motivated by (1) the pres-
ence of substantial between-area variations in child
and adult obesity, and (2) the emerging consensus that
individual-level behaviors such as eating healthy and
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exercising are embedded within (and partly driven by)
broader social contexts. Needless to add, if the risk of
obesity is truly influenced by the neighborhood con-
text, then it would represent a partial “explanation”
for why neighborhoods also matter for mortality (since
obesity is a risk factor for excess mortality from vari-
ous causes, including cardiovascular disease, diabetes,
and cancer).

More careful theorizing would also be beneficial to
the field in which investigators pre-specify the spatial
units at which the “action” lies, and carefully con-
ceptualize the relevant neighborhood “exposures,” i.e.,
moving beyond summary measures of neighborhood
deprivation. Again, an example of a fruitful direction
of inquiry is represented by recent attempts to opera-
tionalize and to measure the “built environment” (e.g.,
GIS-based concepts of neighborhood “walkability”)
as well as the local food environment in relation to
residents’ risk of obesity.

Advances in the application of multilevel analysis
during the past decades have also allowed investigators
to tease out the compositional effects of neighbor-
hoods from potential contextual effects. Here also,
much work remains to be carried out in advancing
causal inference (Oakes 2004). In other words, estab-
lishing the presence of contextual effects is just the
beginning of causal inference. Even multilevel lon-
gitudinal study designs are insufficient to overcome
problems of unobserved residential preferences and
selective mobility. Innovative approaches to analysis,
including utilization of natural experiments (instru-
ments) and inverse probability weighting (to overcome
time-varying confounding), represent promising direc-
tions for further research. These criticisms are not
intended to take away the luster from what has been
accomplished so far, but rather, they point toward the
remaining challenges that need to be tackled in a field
of research that is poised on the threshold of new dis-
coveries through the application of rigorous theories
and analytical methods.
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Chapter 21

Health and Mortality Consequences of the Physical
Environment

Christopher R. Browning, Eileen E.S. Bjornstrom, and Kathleen A. Cagney

Introduction

The relationship between features of physical envi-
ronments and health status has become a prominent
focus of research on health and mortality. Recent inno-
vation in theoretical approaches to the mechanisms
linking environments with health, combined with more
sophisticated methodological tools and data collection
efforts, have spurred advances in the field of contex-
tual effects research. Mounting interest in the origin
of socioeconomic status (SES) and race/ethnic differ-
ences in health has also played an important role in
directing attention to broader health-relevant charac-
teristics of residential contexts as possible explanations
for durable health disparities. This chapter reviews the
current state of knowledge on the relationship between
physical features of environments and adult mortal-
ity. We define the physical environment to include
components of the built environment (including land
use, housing, transportation, such amenities as food,
activity options, and green space; and urban design
and decline); climate and climate-related disasters; and
air and water quality. Collectively, these aspects of
the physical environment play a significant role in
accounting for variability across space in patterns of
adult mortality.

C.R. Browning (�)
Department of Sociology, The Ohio State University,
Columbus, OH 43210, USA
e-mail: browning.90@osu.edu

Mortality Risk and the Physical
Environment

Despite increased attention to the potential health
consequences of the physical environment, empirical
research that assesses the impact of specific features of
the physical environment on health outcomes, partic-
ularly adult mortality, is limited. Thus, we proceed to
review work on the physical environment with a wider
lens, including morbidity and mortality outcomes in
broad scope under the supposition that detrimental
morbidity effects increase overall mortality risk.

Effects of the physical environment on health
and mortality may take three forms. First, physi-
cal environment-induced mortality may be socially
unconditioned, i.e., the result of direct exposure to
environmental harm; the consequences of which are
indiscriminate with respect to socioeconomic posi-
tion. For instance, the catastrophic eruption of Mount
Vesuvius in AD 79 completely destroyed the city of
Pompeii, burying its residents under 60 feet of ash.
The severity and immediacy of this disaster likely
resulted in minimal impact of wealth or social position
on the odds of survival. Second, socially conditioned
environment-induced mortality arises from “natural”
environmental harms that exhibit differential impact
due to social position. Hurricane Katrina, striking
Louisiana’s coast in the year 2005, was among the
deadliest natural disasters in US history, but its mortal-
ity consequences were differentially distributed across
race and class (Picou and Marshall 2007). Finally,
socially produced mortality consequences of the phys-
ical environment can be understood as environmental
harms that follow from human actions. This chapter
focuses on socially produced and conditioned health
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and mortality consequences of the physical environ-
ment with particular emphasis on effects of the built
environment.

The organization of the chapter is as follows. First,
we discuss key mediating and moderating factors that
may combine with the physical environment to impact
health and mortality. Second, we review socially pro-
duced health and mortality consequences of the phys-
ical environment, with a focus on the content and
quality of the built environment and the consequences
thereof, including toxins and crime. Third, we dis-
cuss socially conditioned mortality consequences of
the physical environment, emphasizing the differential
impact of “natural” disasters and climate on vulner-
able subpopulations. Finally, we conclude with some
directions for future research.

Individual and Contextual Pathways
that Mediate Effects of the Physical
Environment on Health and Mortality

Health-Related Behavior. The physical environment
can affect mortality risk by increasing the likeli-
hood of engaging in either health compromising or
health promoting behavior. Heath-related behaviors
that have been linked to mortality risk include smok-
ing, poor diet, excessive alcohol use, and lack of
exercise (McGinnis and Foege 1993; Mokdad et al.
2004). Macintyre and Ellaway (2000) offer evidence
of differences in both morbidity and associated health
behaviors across spatial/environmental units of analy-
sis (e.g., neighborhoods) that persist when controls for
individual (compositional) characteristics are included.
The authors argue that the physical environment,
which residents share, may be an explanation of these
differences.

Stress. Physical features of context may also affect
mortality risk by influencing levels of environmentally
induced stress. Stress leads to production of hormones
such as epinephrine, norepinephrine, and cortisol via
complex physiological pathways between the immune
and central nervous systems (Glaser and Kiecolt-
Glaser 2005). Work by McEwen (1998) also elaborates
the link between stress, allostatic load, and serious
health problems. Allostasis is a natural physiological
response to stressful conditions, with by-products that
include the aforementioned cortisol, epinephrine, and

norepinephrine. When the body is forced to use this
response more often than is “normal” (i.e., chronic
stress), a price is paid resulting in symptoms such as
hostility, demoralization, low energy, and irritability
(McEwen 1998). Allostatic load, the term introduced
to describe the sum of the effects the body experi-
ences due to physiological adaptations to stress, is
empirically associated with coronary heart disease,
obesity, and hypertension, and compromised cogni-
tive and physical function in older adults, independent
of controls for individual characteristics (McEwen
1998; Seeman et al. 1997). Further, evidence suggests
that both aging of the immune system and infectious
disease onset and recurrence may be increased, and
wound healing slowed, in response to chronic stress.

Individuals from lower socioeconomic backgrounds
are more likely to be affected by stress, proba-
bly because they experience more chronic stressors
(Almeida et al. 2005; Grzywacz et al. 2004). Notably, a
synergistic effect may occur because behaviors such as
smoking, sedentary lifestyle, poor nutrition, and alco-
hol misuse can lower immune function as well, and
individuals who are stressed are more likely to engage
in such behaviors (Glaser and Kiecolt-Glaser 2005).

Social Relationships. Social connection and isola-
tion have been hypothesized and empirically demon-
strated to influence health status in individuals at
levels comparable to smoking and obesity (House
et al. 1988). House et al. (1988) argue that isola-
tion is associated with greater morbidity and mortality
risk and hypothesize that this is due to the benefits
of social relationships such as those with spouses,
friends, and secondary group members, for reduc-
ing stress levels (House et al. 1988). For example,
research has shown that diversity in type of social
ties, such as spouse, children, neighbors, and cowork-
ers, significantly affects the ability to respond to the
cold virus, indicating a possible association between
social ties and immune function (Cohen et al. 1997).
Further, in a well-known study of 6,928 adults in
Alameda County, California, mortality was found to
be higher 9 years after the initial 1,965 data collec-
tion for those with lower social and community ties.
This relationship held when controlling for smoking,
alcohol, income, physical activity, prior self-reported
health, and other influential individual characteristics
(Berkman and Syme 1979). Moreover, social support
is significantly related to the likelihood of exercising
(Wilcox et al. 2000). Finally, Cacioppo and colleagues
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have extended this line of research in recent years
by addressing the health consequences of loneliness
(Cacioppo and Patrick 2008; Cacioppo et al. 2002).
A sense of isolation and disconnection is associated
with high blood pressure, and may amplify perceived
and experienced stress (Hawkley and Cacioppo 2003;
Hawkley et al. 2006).

Social Capital. Social capital and related constructs
are increasingly shown to be beneficial for health and
mortality. A general definition of social capital has
been given by Putnam (1995) as “features of social
life, such as networks, norms, and social trust that
facilitate coordination and cooperation for mutual ben-
efit.” Krieger (2001) addresses the health benefits that
social capital offers with the definition “population
level psychosocial assets that shape population health
by influencing norms and strengthening the bonds
of civil society.” The notion of “collective efficacy”
extends the concept of social capital to incorporate
the capacity to mobilize social resources on behalf of
a common goal. Specifically, collective efficacy has
been defined as the combination of mutual trust, group
attachment, and the willingness of a collectivity to
come together for the common good (Sampson et al.
1997). Originally designed to explain variation across
communities in crime and delinquency, the concept has
increasingly been applied to spatial variation in health
and mortality outcomes (Browning and Cagney 2002;
Browning et al. 2006).

Research has demonstrated the relevance of social
capital for a variety of morbidity and mortality out-
comes (see Chapter 20 by Nandi and Kawachi, this
volume). State-level measures of social capital, such as
levels of distrust, have been linked to self-rated health
and firearm crime (Kawachi et al. 1999; Kennedy
et al. 1998). Additionally, social capital has been linked
to infectious disease and mortality due to heart dis-
ease and all-causes in local communities (Holtgrave
and Crosby 2003; Lochner et al. 2003). Other work
demonstrates that collective efficacy is associated with
obesity, self-rated health, and asthma in individuals as
well as all-cause, homicide, and cardiovascular mor-
tality in those under 65 years of age (Browning and
Cagney 2002; Cagney and Browning 2004; Cohen
et al. 2003, 2006). Next we turn to a discussion
of socially produced mortality consequences of the
physical environment, incorporating these and other
potential mediating and moderating effects into under-
standing the health–environment link.

Socially Produced Health Consequences
of the Physical Environment

The Built Environment

The built environment is conceptually broad and
encompasses anything that is built or modified by
humans for the purpose of use by humans (Northridge
et al. 2003). Physical construction is a component
of the built environment, by definition, but in places
where the natural and built environments converge, the
definitional line is less clear. For example, any natural
space in an urban area is likely modified by humans.
Planned green space is an example of this. The built
environment includes the design and characteristics of
land use, transportation, housing, and options applica-
ble to routine activities, including food and recreation
(Frumkin 2005; Northridge et al. 2003).

Land use patterns and outcomes of other planning
decisions at the city or neighborhood level, and con-
ditions of the built environment within communities,
can affect mortality risk indirectly by altering (1) the
likelihood of engaging in various individual behav-
iors relevant to health and mortality, (2) exposure to
stress, (3) individual social relationships, (4) commu-
nity social capital, (5) exposure to toxins, and (6) expo-
sure to accidents. These mechanisms are applicable to
all residents, but have a special significance for those
who are most vulnerable, as they may be more depen-
dent on the local community and are less likely to
be able to withstand environmental stressors without
harm than others. Notably, vulnerability to the physi-
cal environment may be associated with age (Glass and
Balfour 2003).

The following section begins with a brief overview
of the historical context of public-health and urban-
planning approaches to the built environment. We
then discuss some of the major research foci regard-
ing the ways the built environment is linked with
increased morbidity and mortality risk. We focus first
on the form of the built environment—i.e., physical
design and land use patterns at the neighborhood and
regional level. We then discuss the character of the
physical environment, including the presence of partic-
ular commercial establishments, recreational facilities,
and public transportation. A third section reviews the
health consequences of variation in the quality of the
built environment, considering the role of physical



444 C.R. Browning et al.

disorder, substandard housing, pollution related to the
built environment, and links to crime. Finally, we con-
clude with a discussion of the health impact of the built
environment on mortality risk for certain demographic
subpopulations, particularly the elderly.

History and Background. Recent interest in the rela-
tionship between the built environment and health is
the latest chapter in the long-scholarly relationship
between urban planning and public health in which the
two disciplines were collaborative in their early years,
diverged, and are now converging again in some areas
of research (Corburn 2004; Northridge et al. 2003;
Perdue et al. 2003). Public health and urban planning
evolved simultaneously with the latter initially focused
on the reduction of (primarily) infectious disease. In
the mid-nineteenth century, physicians and environ-
mental health professionals advocated for the inception
of city planning in order to have a formal enterprise
that was focused on the well-being of those affected
by the “urban health penalty” (Coburn 2004; Perdue
et al. 2003). Public sewage systems can be counted
among the successes resulting from this endeavor
(Perdue et al. 2003). At the turn of the century, the
fields of urban planning and public health maintained
a cooperative relationship wherein both tried to rem-
edy the effects of poor sanitation and substandard
housing (Dearry 2004). In the 1920s, urban planners
began to emphasize the importance of distinct uses
of physical space primarily to separate residential and
industrial space, and single-use zoning became more
common (Corburn 2004). More recently, work rooted
in the new urbanist perspective (Duany and Plater-
Zyberk 1991; Fleming et al. 1985), and that draws
from Jacobs (1961), focuses on community-centered
design and incorporates elements often referred to
using the umbrella term “walkable neighborhoods.”
Such neighborhoods contain complementary mixed
uses as a fundamental component and promote pedes-
trian activity, the ability to carry-out routine activi-
ties locally with minimal driving, and informal social
interaction among residents. Thus, single-use zon-
ing has moved from being beneficial for populations
exposed to harmful industrial pollution in earlier his-
torical periods to being problematic in places that have
transitioned to a post-industrial economy (Corburn
2004; Dearry 2004; Krieger and Higgins 2002;
Perdue et al. 2003).

The Design of the Built Environment. One principal
way that the built environment is postulated to affect

adult mortality risk is through urban form and phys-
ical design features, such as land use patterns, street
characteristics, and the presence of private and public
recreation space (Kelly-Schwartz et al. 2004; Saelens
et al. 2003 (hereafter Saelens et al. 2003a); Saelens
et al. 2003b). Physical design can encourage or dis-
courage health-related behaviors, particularly walking,
and to the extent that residents are more likely to inter-
act when they are out in the community, may increase
social interaction, social capital, and informal social
control (Jacobs 1961; Leyden 2003).

Land Use. Mixed-use zoning is a major component
of walkable neighborhoods. Current thinking increas-
ingly views single-use zoning as detrimental to public
health, due primarily to the problematic outcomes
associated with automobile dependence. In contrast to
historical preferences regarding the benefits of sepa-
ration of uses, mixed-use zoning is now encouraged at
the neighborhood level (Jackson 2003a; Leyden 2003).

Work assessing the effects of mixed-use zoning
(principally, combining residential and commercial
uses) has examined links between land use pat-
terns and utilitarian walking. For example, Frank and
Engelke (2001) argue that community characteristics
can either support and encourage, or oppose and dis-
courage, physical activity based on non-motorized
travel. Indeed, evidence suggests that individuals are
more likely to walk for utilitarian purposes in the
course of routine activities if their neighborhood con-
tains a diverse mix of commercial activity (Saelens
et al. 2003a). Despite the significant relationship
between mixed uses and an increased likelihood of
utilitarian walking, evidence is inconclusive as to
whether this translates into a reduced likelihood of
obesity among residents in the community. Frank et al.
(2004) found the likelihood of obesity, as defined by
a body mass index (BMI) over 30, was related to a
diverse land use mix in the neighborhood and distance
walked (as well as time in the car). Notably, relation-
ships between land use and walking were stronger for
whites than African-Americans. However, in a mul-
tilevel analysis with controls for individual income,
Rutt and Coleman (2005) found that land use mix
was associated with increased BMI in a low-income
Latino community, a finding contrary to theoretical
expectations. In sum, although evidence is mount-
ing that shows mixed-use zoning increases walking
for utilitarian purposes, this physical activity does
not necessarily lead to lower obesity rates, and these
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relationships may vary across SES, race-ethnicity,
and/or region.

Neighborhood walkability, promoted by mixed land
use, may also promote social interaction and the emer-
gence of community-based social capital (Jacobs 1961;
Leyden 2003). Supporting this, Leyden (2003) cre-
ated a neighborhood walkability variable based on
responses to questions as to whether residents could
walk to a variety of establishments, such as a store,
church, park, school, or recreation center from their
home if they so desired. Resident perceptions of
walkability correlated with researcher characteriza-
tions and expectations, and mixed-use neighborhoods
were found to have higher levels of social capital as
defined by knowing neighbors, political engagement,
trust, and social involvement. Thus, mixed land use
may operate indirectly to benefit health by promoting
social–capital–productive physical uses of neighbor-
hood space.

Street Layout. A key aspect of the built environ-
ment that increases the likelihood of walking is the
level of street connectivity, often measured by the num-
ber of intersections in an area. This results from both
the prevalence of short blocks and the extent to which
streets are designed on a grid. Jacobs (1961) famously
advocated for street connectivity as a structural feature
of neighborhood layout that would increase walking
and social interaction. Also, incorporating attention
to small blocks, Kelly-Schwartz et al. (2004) found,
in a multilevel study of individuals in metropolitan
areas, that residents of areas with more highly acces-
sible streets on a grid have significantly higher self-
rated health with controls for health-related individ-
ual characteristics, including social support, amount
of walking, and BMI. Street characteristics were not
important for physician-rated health. But among res-
idents with chronic conditions, the significance of
these relationships was reversed: street layout was
significant for physician-reported health but not for
self-rated health. Street layout was initially signifi-
cant in predicting self-rated health among those with
chronic disease, but the relationship was mediated
by BMI. These measures were not significantly asso-
ciated with time spent walking, BMI, or diagnosis
of various chronic diseases. Hence, this work sug-
gests that street characteristics are associated with
perceived health—an important predictor of subse-
quent morbidity and mortality—but does not offer
evidence that connectivity is associated with specific

health conditions, such as obesity or chronic disease
diagnosis.

Although several studies have found residents of
walkable neighborhoods do indeed walk more, other
research fails to find a link between features of walk-
ability and time spent walking or vigorous exercise.
Sallis et al. (1997) examined a neighborhood environ-
ment scale comprised of aesthetics, sidewalks, traffic,
crime, whether the area was mixed or single use, and
perceptions of safety, with a home environment mea-
sure that included the extent to which respondents
had home gym equipment and found that only home
environment mattered in predicting vigorous exercise.
Walkable neighborhoods probably increase the likeli-
hood of utilitarian walking and may increase walking
for exercise, both of which may have implications for
reduced isolation and increased social capital. But it is
unclear whether walkable neighborhoods are sufficient
to reduce the likelihood of obesity.

Metropolitan Sprawl. Research has increasingly
focused on the relationship between metropolitan
sprawl and public health. Indeed, at the metropolitan
area level, the proportion of walkable neighborhoods
can be seen in part as a function of the prevalence
of sprawl. This literature centers around (1) the the-
oretical link between increased sprawl, time spent in
automobiles, and obesity-related outcomes such as
BMI and lower activity level (indirect effects); (2) the
link between sprawl, automobile usage, and traffic-
related mortality; and (3) the association between
sprawl, pollution, and resultant health implications
(direct effects).

Definition and Measurement in Brief. Sprawl is an
ambiguous concept and as such, presents both concep-
tualization and measurement challenges (Lopez and
Hynes 2003; Wolman et al. 2005). Hasse and Lathrop
(2003: 159) define sprawl as “dispersed and inefficient
urban growth.” Generally, it is conceptualized by com-
paratively low-density (but not rural) levels of devel-
opment, the presence of strip malls, “leapfrog” devel-
opment along highways and major arterials, separation
of uses, and street design that does not facilitate easy
access to different spaces (Carruthers 2002; Ewing
et al. 2003 (hereafter Ewing et al. 2003a); Ewing
et al. 2003b; Lopez and Hynes 2003). The necessity
of the automobile is also a key component of sprawl
(Frumkin 2002). Ewing and colleagues use a county-
level measure of sprawl that is easily available from
census data comprised of gross population density,
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percent in low suburban density, percent in moderate
to high density, percent urban land area, average block
size, and percent of blocks that approximate average
city block size (small blocks) (Ewing et al. 2003a, b).
Thus, sprawl has been defined and operationalized in
a variety of ways with a common emphasis on popula-
tion density, sometimes in conjunction with variables
that capture block size and other descriptive character-
istics when data are available.

Health Effects and Time Spent in Automobiles.
Research suggests there may be a link between sprawl,
increased automobile usage, and obesity. Frank et al.
(2004) found that features of sprawl that included land
use mix, residential density, and intersection density
were associated with time in the car for both African-
Americans and whites, though to a lesser extent for
African-American males. In turn, they found that time
spent in the car is related to an increase in the likeli-
hood of obesity with controls for influential individual
characteristics. In another study, Lopez (2004) exam-
ined sprawl effects on obesity using a measure based
on residential density at the metropolitan level. He
found that sprawl increases the likelihood of being
obese after controls for gender, age, income, education,
and race-ethnicity are included. In another multilevel
study, Ewing et al. (2003b) found that the relation-
ship between features of sprawl and obesity (and
other health outcomes) was inconsistent—although
their findings indicate that county sprawl indices are
associated with minutes walked, hypertension, and
obesity, these associations were not replicated at the
metropolitan level, calling into question the robustness
of the sprawl–obesity link. Thus, evidence regarding
the effect of sprawl on obesity is still emerging and
remains inconclusive at this point.

Traffic-Related Safety. More and more, there
appears to be an association between sprawl and both
vehicle occupant and pedestrian fatalities. Frumkin
(2002) summarizes why this might be the case. First,
and quite simply, increases in sprawl are associated
with increased driving and/or a greater percentage
of the population that drives. Second, the types of
streets that are more common in sprawling places,
such as wide arterials that lack pedestrian friendly
design, increase the likelihood of accidents. Lucy
(2003) finds traffic fatalities are highest in exurban
areas, where sprawl exists by definition. Trips leaving

home for routine activities may require more miles
in the car in sprawling areas than similar trips in
communities with mixed-use zoning where residents
can walk or drive shorter distances to accomplish many
errands, thus increasing the likelihood of accidents.
Similarly, Ewing et al. (2003a) tested the relation-
ship between county-level sprawl as defined by low-
residential density and lack of street accessibility, and
both automobile and pedestrian–automobile mortality.
Specifically, the authors included all types of traf-
fic fatality (vehicles, trains, buses, taxis, bicycles, and
pedestrians) and pedestrian specific mortality with an
adjustment for time spent walking. They found that
more densely populated counties had lower traffic and
pedestrian specific fatality rates. Finally, Trowbridge,
Burka and O’Conner (2009) found sprawl, measured
with Ewing’s index above, is associated with slower
response time and a greater probability of delayed
response by emergency personnel to the scene of traf-
fic accidents involving at least one death. Thus, sprawl
appears to be associated with traffic accidents and the
ability to survive them.

Exposure to Toxins. Components and correlates of
sprawl are associated with increased toxic exposure in
air and water. For example, suburban development is
linked to increases in polycyclic aromatic hydrocar-
bons in local surface water (Van Metre et al. 2000).
These compounds result from vehicle use, as well as
power plants, industry, and burning, and are classi-
fied as being reasonably expected to be carcinogenic
in humans (Centers for Disease Control [CDC] 1996;
Van Metre et al. 2000). Driving time is also asso-
ciated with air pollution (Frumkin 2002). Although
a major explanation of the relationship between the
built environment and air pollution is via increased
automobile usage and exposure to the associated emis-
sions, planners face challenges when considering this
relationship. While mixed-use zoning and more dense
residential space tend to benefit residents by increasing
walking and local socialization, there are conflicting
outcomes with regard to air pollution from automo-
biles. Dense, mixed-use neighborhoods do reduce air
pollution at the metropolitan level, but within these
areas of the city, there is an increased exposure to vehi-
cle emissions (Frank and Engelke 2005). Accessible
and environmentally conscious public transportation
may reduce this problem.
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The Character of the Built Environment

Commercial Establishments. The types of commercial
establishments in local communities may influence
resident propensity to consume certain health-relevant
products, be they beneficial or detrimental. The preva-
lence of certain types of commercial activity, such as
the ability to obtain healthy food or the concentration
of fast food, may be tied to community affluence. The
presence of commercial establishments in the neigh-
borhood does not force residents to patronize those
businesses, nor does the absence of establishments
stop them from traveling to other neighborhoods to
shop. But variability in the presence of a given health-
relevant type of business in the immediate vicinity may
influence the likelihood of patronage, thus affecting
health behavior.

One line of research has used this reasoning to
make connections between neighborhood availabil-
ity of high- (or low-) quality food and disparities in
obesity across race-ethnic and income groups. Large
supermarkets are presumed to be especially important
food sources because they provide a range of healthy
food options. Morland et al. (2002) assessed spa-
tial patterns in the location of supermarkets in cities,
suburbs, and counties in Mississippi, North Carolina,
Maryland, and Minnesota. Analyses of geocoded
address data revealed that supermarkets are more likely
to be located in white and affluent neighborhoods.
Other work supports disparities in access to healthy
food across neighborhood SES in the United States
(Moore and Diez Roux 2006; Zenk et al. 2005) but dis-
putes it in other wealthy nations, such as Canada and
Australia (Apparicio et al. 2007; Winkler et al. 2006).

Additional research seeks to understand whether
access to healthy food explains poor dietary choices.
Moreland, Wing, and Roux (2002) found an associa-
tion between eating more fruits and vegetables and the
proximity of supermarkets for both blacks and whites
in the United States. Finally, some evidence indicates
that healthy food may be more expensive in less-
affluent neighborhoods than it is in neighborhoods that
are wealthier (Cummins and Macintyre 2002; Sooman
et al. 1993).

Other types of businesses are postulated to be detri-
mental to health, and these may be distributed dispro-
portionately in poor and/or minority neighborhoods.

Fast food restaurants, liquor stores, and bars are exam-
ples of these types of establishments. Links between
the economic and race-ethnic composition of neigh-
borhoods and the prevalence of fast food restaurants
have been examined, with some research finding more
fast food restaurants in poor and/or minority neighbor-
hoods in the United States and Europe. For example,
Block et al. (2004) found that in New Orleans, the
average number of fast food restaurants was over 60%
higher in black neighborhoods than in white neighbor-
hoods and that it was correlated with median house-
hold income. Work by Cummins et al. (2005) shows
that the distribution of McDonalds in England and
Scotland is correlated with community poverty lev-
els, and in a study of Melbourne, Australia, Reidpath
et al. (2002) found that fast food restaurants are more
common in impoverished neighborhoods. But some
contrary findings exist: Morland et al. (2002) found,
in a study spanning four US states, that carry-out and
fast food restaurants were more common in white
and mixed race neighborhoods than in black ones.
Similarly, fast food restaurants were more common
in the lower-middle and middle-income communities
than the poorest or wealthy areas. The prevalence
of fast food restaurants has been linked to obesity
(Morland and Evenson 2009). Specifically, respon-
dents in Forsyth County, North Carolina, and Jackson,
Mississippi, were more likely to be obese if one or
more fast food restaurants were located in their census
tract of residence, suggesting that proximity to poor
quality food may have significant health consequences.

The prevalence of establishments selling alcohol
has also been analyzed. LaVeist and Wallace (2000)
examined the per capita distribution of liquor stores
in Baltimore, Maryland, by racial composition and
SES of neighborhoods. They found that there are
significantly more liquor stores in less-affluent neigh-
borhoods, and in neighborhoods with a higher per-
centage of black residents. They also tested the inter-
action between lower- and higher-income neighbor-
hoods and percent black and found that low-income
African-American neighborhoods have significantly
more liquor stores than other neighborhoods. Similarly
Morland et al. (2002) found fewer bars in higher than
in lower-income neighborhoods.

Public- and Private-Recreation Facilities. The fea-
tures of recreational facilities, both public and private,
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may affect adult health behaviors. The weight of the
extant evidence indicates that access to facilities (prox-
imity) is associated with physical activity (Humpel
et al. 2002), and that access to facilities may vary
by the SES of the local community, though more
recently this has been called into question in the United
Kingdom (Macintyre et al. 2008). It may be that dif-
ferent types of facilities are located in more deprived
places than are found in more affluent ones. For
example, in a study conducted in metropolitan Perth,
Australia, Giles-Corti and Donovan (2002b) found
that perceptions of access to recreation facilities vary
by the SES of the neighborhood: lower-income resi-
dents reported lower levels of access to parks than did
higher-income residents, but perceived higher access to
sidewalks. Objective spatial access measures, however,
found that access to some public and private facilities
was greater in lower income neighborhoods (excepting
golf courses, tennis courts, and the beach) but these
residents were less likely to use them. This may be due
to financial constraints in the case of private facilities
or the perceived quality of the park space.

The presence of public-recreational space may
increase the likelihood that residents will engage in
physical activity (Black and Mancinko 2008; Duncan
et al. 2005). Giles-Corti and Donovan (2002a) assessed
the association between public spaces (such as parks,
beaches, and streets), private gyms, and exercise. They
found that the presence of recreation options is associ-
ated with increased likelihood of exercise. The asso-
ciation between proximity and use of facilities was
more important for public places than private facili-
ties. Importantly, the availability of facilities is also
relevant in predicting exercise in older adults. Booth
et al. (2000) found that access to a park and access
to footpaths mattered in predicting more energetic
exercise in a sample of Australian adults over age
60. Supporting this, work by Gordon-Larsen and col-
leagues (2006) shows access to recreational facilities
is associated with the level of physical activity of res-
idents and that disparities in availability (defined by
proximity) exist across race-ethnicity and SES. Public-
recreational facilities also appear to promote collective
efficacy: Cohen et al. (2008) found the number of parks
in a community was positively associated with col-
lective efficacy, while controlling for factors such as
disadvantage.

Social relationships may also interact with the built
environment to encourage physical activity. Supportive

social relationships may increase the likelihood that
individuals will utilize the available built environ-
ment. In the aforementioned work by Giles-Corti and
Donovan (2002a) conducted in Perth, Australia, pub-
lic and private facilities were helpful in increasing the
likelihood of exercising, but whether the respondents
had another individual with whom they exercise was
a more significant predictor of exercise. The authors
concluded that a supportive physical environment is
necessary but not sufficient to promote exercise. This
finding offers insight into the complex way that the
physical and social context of communities interacts
to encourage positive health behaviors.

Public Transportation. Access to public transporta-
tion can improve public health indirectly by increasing
access to care and other resources such as food and
exercise facilities, thus increasing the likelihood of
engaging in health improving behaviors, and directly
by reducing traffic mortality and automobile pollution
(Blankenship et al. 2000). Public transportation may be
especially important for vulnerable populations, such
as the elderly, who may not have family or friends to
transport them to medical facilities or may not wish
to impose on others. Rittner and Kirk (1995) find that
public transportation is especially important for low-
income elderly individuals in obtaining health care. In
a sample of poor elderly people in Southern Florida,
the authors found that availability of transportation
was a significant factor as to whether the respondents
sought medical care. Though some segments of the
older population, particularly the poor, are more likely
to need transportation assistance, they are less inclined
to use public transportation in some cases because they
may fear for their personal safety. The reasons for
this are varied but include uncovered bus stops in bad
weather, fear of missed or complicated transfers, and
personal victimization. In many cases, these fears are
valid (Rittner and Kirk 1995).

The Quality of the Built Environment

Substandard Housing. The quality of housing stock has
important implications for both morbidity and mortal-
ity. Substandard housing is associated with mortality
risk directly through exposure to toxins and unsafe
structural features. These conditions and their health
implications have been reviewed extensively by Bashir
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(2002), Krieger and Higgins (2002), and Northridge
et al. (2003). Structural defects and old or substan-
dard materials can lead to a variety of toxic expo-
sures. Probably the most commonly known is exposure
to lead. Lead is contained in some older types of
paint and in pipes. Toxic paint can be inadvertently
ingested (most commonly by young children), but lead
can leach into drinking water as well (CDC 2007).
Chronic exposure to lead over the life course may
have long-lasting effects. For instance, lead exposure
has been linked to compromised neurological and car-
diovascular functioning in adulthood (Schwartz 1988).
Additionally, defects in basement foundations, which
are more prominent in older and lower income hous-
ing, may lead to radon exposure, which has been
linked with lung cancer. Low-income housing is also
more likely to expose inhabitants to carbon monoxide
(Bashir 2002). Finally, some materials, such as older
carpet, tile, and insulation contain asbestos, which is
associated with lung cancer and asthma (Northridge
et al. 2003).

Environmental conditions within substandard hous-
ing are also associated with respiratory illness.
Dampness and cold foster growth of molds and pos-
sibly bacteria (Northridge et al. 2003). Mold and
cold, damp conditions are linked to asthma and may
cause other respiratory infections as well (Krieger and
Higgins 2002; Northridge et al. 2003). These structures
may also have poor ventilation, and exacerbate prob-
lematic conditions in the home. Collins (1986) found
that cold housing is associated with worse health and
an increase in the number of visits to the doctor in
the elderly. Some substandard housing also has poor
wastewater disposal and thus may be more inclined
to encourage rat infestation and infectious disease
(Krieger and Higgins 2002). The presence of rats and
cockroaches, which is higher in lower income housing,
is related to asthma as well because droppings are res-
piratory irritants (Cagney and Browning 2004; Perry
et al. 2003; Sarpong et al. 1996).

The Built Environment and Air Pollution. Toxic
pollution emissions result from a variety of sources
related to the built environment that varies by location
(Environmental Protection Agency [EPA] 2007, 2008).
Air, soil, and water are all relevant vectors, but here we
focus on air pollution and its relationship to the built
environment as it directly increases mortality risk.

Motor vehicles have received a considerable amount
of attention in regard to emissions, but industry and

other sources are also contributors. Some of the core
primary pollutants that vehicles, industrial facilities,
fires, and firms that use solvents emit are carbon
monoxide, nitrogen oxide, and volatile organic com-
pounds (VOCs or hydrocarbons). These are not only
problematic at or near the point of emission, but also
lead to the formation of ozone, a secondary pollu-
tant that is the major component of smog. Smog
formation is a result of interactions between primary
pollutants and sunlight, which is typically most prob-
lematic downwind of places where primary pollutants
are produced (Houston et al. 2004). Hazardous ozone
should not be confused with atmospheric ozone, which
is beneficial. Another air pollutant of primary signif-
icance for public health is particulate matter (PM).
This results from similar sources as those listed above
but can also be formed from the reaction of carbon
monoxide, nitrogen oxide, and VOCs. Though the
number and type of vehicles in operation affects pol-
lution levels (mobile sources), their spatial distribution
(i.e., on major roadways) and the placement of non-
mobile sources of pollution, such as power plants and
industrial facilities, also influences concentrations of
pollutants. Hence, primary pollutants from vehicles
are more prevalent near major roads and interstates
whereas pollutants from industrial and other polluters
are more concentrated near the places those particu-
lar sources of pollution are located. Both are dispersed
along natural air currents to additional sites.

Exposure to pollution based on the built environ-
ment varies with social vulnerability. Poor and minor-
ity individuals are more likely to live near heavy traffic
(Gunier et al. 2003) and Houston et al. (2004) find that
minority and poor communities in Southern California
experience local traffic that is more than twice as
heavy as the region experiences on average because
these neighborhoods are closer to major roadways and
freeways. But ozone may be more prevalent in sub-
urban communities. Supporting this, Wilhelm et al.
(2009) found that carbon monoxide and nitrogen oxide
were more concentrated as disadvantage increased, but
ozone was more concentrated in advantaged neighbor-
hoods in Los Angeles, California.

These components of air pollution lead to a variety
of respiratory and other related problems (EPA 2008).
Evidence suggests that living near very heavy traffic
or stationary sources of pollution (industry) is linked
to cancers, including leukemia, as well as asthma and
other respiratory illness (Houston et al. 2004). Notably,
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much work in this collection of studies focuses on
children, but several assess adults.

Air pollution is associated with mortality in the
short, middle, and long term (Brunekreef and Holgate
2002; Goodman et al. 2004). Goodman et al. (2004)
find cardiovascular mortality risk was greater imme-
diately following particulate matter exposure (within
days), while respiratory mortality was more likely to
occur over a longer period of time (weeks later). A
reduction in fine particulate matter is associated with
a decline in all-cause, cardiovascular, and lung cancer
mortality risk (Laden et al. 2006). Further, Hong et al.
(2002) found particulate matter, sulfur dioxide, carbon
monoxide, nitrogen dioxide, and ozone were all asso-
ciated with an increased likelihood of ischemic stroke
mortality. Finally, ozone probably causes diminished
lung function in individuals who reside in places with
elevated levels of ozone for four or more years (Galizia
and Kinney 1999).

The Built Environment and Crime

Theoretical Explanations. Theories that explain how
aspects of the built environment prevent or increase
crime focus on the benefits derived from the production
of informal social control and/or relationships among
neighbors. These ideas have been articulated by Jacobs
(1961) in her theory of street ecology and Newman
(1972) in his theory of defensible space. Below we
briefly consider these theories, review characteristics
of the built environment that are applicable to them,
including the decline of the built environment, and
discuss how crime is associated with health.

Physical Design and Crime. Jacobs (1961) argues
that design elements can promote surveillance and
thus, informal social control, by increasing pedestrian
traffic and other “eyes on the street.” According to
Jacobs, mixed land use containing multi- and single-
family housing, different types of commercial estab-
lishments, old and new buildings, sidewalks, and con-
nected streets will encourage more residents to walk
when engaging in routine activities. Further, research
shows aesthetics, defined by individual responses to
survey questions regarding perceived pleasantness,
attractiveness, and friendliness of the neighborhood,
play a role in the likelihood that residents will walk
in the community (Ball et al. 2001). Street activity, in

turn, draws the interest and “eyes” of business own-
ers and local residents who provide a natural source
of monitoring and street control (Jacobs 1961). Hence,
streets and parks that are visible from local resi-
dences and businesses will likely be more effectively
monitored (Jacobs 1961).

Newman (1972) extends on Jacobs’ ideas.
According to the theory of defensible space, buildings
can be designed in ways that increase the likelihood
of informal surveillance, thus reducing crime. Based
on work in housing projects, Newman (1972) argued
that if public space and pedestrian areas are clearly
defined and widely visible, it is more likely neighbors
will intervene if a problem occurs, and the number
of secluded places in which problematic behaviors
can occur is limited. Taken together, these scholars
advocate for community to be designed to encourage
people to use the streets at all hours of the day,
establish informal relationships through frequent
interaction, and promote visual monitoring of local
happenings by residents and business owners.

Fowler (1987) directly tested Jacobs’ model by
assessing how four aspects of physical diversity in
neighborhoods were associated with neighboring, and
how physical diversity and neighboring were associ-
ated with crime. Some support for her theory was
found such that places with greater physical diversity
had higher rates of acquaintanceship among neighbors
and less juvenile delinquency. But physically diverse
places with higher rates of neighboring did not have
lower neighbor-reported crime. The author notes this
could be because residents tend to know more about
what occurs in these places.

The decline of the built environment, indicated by
disorder, tends to occur in the absence of informal con-
trol. The term disorder generally refers to visible signs
of physical and social decay, and is found largely in
impoverished communities (Ross and Mirowsky 1999;
Skogan 1990). The components of physical disorder
include the presence of graffiti, vandalism, abandoned
buildings, and residences or businesses that are not
maintained (Ross and Mirowsky 1999; Skogan 1990).

Disorder may be consequential for health to the
extent that it increases social isolation and stress, and
encourages a spiral of neighborhood decay as resi-
dents withdraw from public space. Physical disorder
is linked to distrust, probably due to fear of victim-
ization (Ross and Jang 2000); if trust is eroded, social
networks and cohesion are likely to be compromised.
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Hence, and as theory would predict, interactions
between neighbors are not typically as strong in com-
munities containing disorder. Ross et al. (2001) found
that urban residents, particularly those in areas of con-
centrated disadvantage, are more distrustful and that
disorder may mediate this relationship. Therefore, dis-
order may have effects on health that are the result of
a decrease in social capital/collective efficacy. Cohen
et al. (2003) found disorder was associated with all-
cause and cardiovascular mortality among individuals
under 65 years of age, and that there was a significant
interaction with collective efficacy such that collective
efficacy was beneficial in low-disorder neighborhoods
but not in high-disorder communities. Further, reduc-
tions in social control, and consequently, increased
crime may result (Wilson and Kelling 1982). We
briefly discuss the health and mortality implications of
crime below.

Crime and Health. The level of violent crime in
the local community directly and indirectly affects
residents’ health. First, violent crime—most obvi-
ously, homicide—has clear public-health implications.
Second, residence in high-crime areas may cause
health-consequential stress responses. Curry et al.
(2008) analyzed a high-risk population of current
and former drug users residing in block groups in
Baltimore, Maryland. They found that subjects were
at an increased risk of victimization in places with
higher-crime rates. In addition, they found that vic-
timization was associated with depressive symptoms
and that the neighborhood crime rate also affected
depression through perceptions of disorder. In another
study assessing the relationship between crime and
mental health, Clarke et al. (2008) found that exposure
to violence among urban adult females is related to
depressive symptoms and anxiety after controlling for
individual characteristics. Thus, in addition to raising
the possibility of violent victimization, high-crime
rates may lead to stress and distress. Chronic stress
may have physical-health consequences, such as
a decline in cardiovascular functioning (Seeman
et al. 1997).

Other studies support the link between neighbor-
hood disadvantage, fear of crime, and health. Ross and
Mirowsky (2001) found that residing in a disadvan-
taged neighborhood is associated with fear and accom-
panying stress, with implications for physical health.
Similarly, Stafford et al. (2007) found that individu-
als with elevated fear of crime experience less-optimal

lung function and slower walking speed (as proxies for
physical functioning). This work also found individu-
als who fear crime are less likely to exercise, spend
time on hobbies, or socialize.

Implications of the Built Environment
for Higher-Risk Subpopulations

The Elderly and Functional Decline. The local-built
environment is especially important for the elderly
because their routine activity space is typically more
restricted when compared with younger adults. The
viability of the neighborhood environment for physi-
cal activity may more directly affect exercise patterns
and opportunities to avert functional decline (Jackson
2003b). Among older adults, functional decline is
associated with increased risk of mortality. Major risk
factors for functional decline in the elderly include
depression, weight gain or loss, social isolation, and
lack of exercise (Stuck et al. 1999; Unger et al. 1997).
Thus, if community design allows for or encourages
regular physical activity in the older population, func-
tional decline might be slowed and mortality risk
reduced. Supporting this idea, the quality of streets
and sidewalks has been associated with level of dis-
ability in adults over age 45 (Clarke et al. 2008). The
authors used data based on social observations of the
quality of streets and sidewalks in local areas and
found that, among those adults who are not physi-
cally impaired, disrepair was not problematic. Among
adults with impaired movement, however, street dis-
repair was a significant predictor of severe mobility
disability.

In another study, Berke et al. (2007) found that
residents aged 65–97 were more likely to walk if com-
mercial activity was nearby and was diverse across
retail types. This supports work showing diversity in
retail clusters increases walking and that proximity
of grocery stores to residences is especially signif-
icant. However, the authors found that larger office
buildings and educational facilities nearby may dis-
courage walking, suggesting that useful and accessible
destinations increase the likelihood of walking, but
what could be perceived as an overwhelming level of
commercial activity might decrease walking among
older adults. Residents might perceive that larger struc-
tures could impede pedestrian safety. Although these
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variables predicted the number of days that older resi-
dents walked each week, this was not associated with
BMI. Nevertheless, walking may safeguard against
functional decline.

Additional Considerations for Disadvantaged
Populations. Aspects of the built environment that are
negatively associated either directly or indirectly with
health are disproportionately located in poor and/or
minority neighborhoods. Further, health-promoting
amenities such as supermarkets and quality housing
are less likely to be present in these communities. This,
in conjunction with diminished access to individual
resources, suggests that modifications to the built
environment may be especially helpful for poor and
minority individuals. Indeed, Lovasi et al. (2009)
found, in an extensive review of the literature on
obesity-promoting built environments, that quality
food availability, safety, disorder/aesthetics, and
local places to exercise were especially lacking in
disadvantaged neighborhoods. Notably, in the case of
amenities (as opposed to disorder and crime-related
issues, which poor communities disproportionately
shoulder), it may be that more financially affluent
individuals use them to their advantage, while there is
a not an effect on disadvantaged individuals (Lovasi
et al. 2009).

Finally, there are implications of exposure in child-
hood to adverse features of the built environment, and
physical environment more broadly, that may have
long-lasting effects that are relevant for adult mortality
(see Chapter 9 by Montez and Hayward, this volume).
Hayward and Gorman (2004) have demonstrated that
social conditions in childhood are significantly asso-
ciated with life expectancy among adults aged 45–83.
Likewise, children who are obese are more likely to
be obese as adults, and some researchers have iden-
tified the built environment as a point of intervention
(Dehghan et al. 2005). Further, children play, move
about, and become adults within the physical con-
text of their home, school, and neighborhood, which
may expose them (or not expose them) to toxins and
other asthma inducing substances, pedestrian and bike
friendly streets, opportunities for recreation, and so
forth, with lasting implications (Cummins and Jackson
2001).

Summary. In sum, there is an emerging interest in
the ways that the built environment is linked to mor-
bidity and mortality risk in post-industrial societies. To
date, this research has focused primarily on the ways

that land use mix, street characteristics, composition
of commerce and public facilities, and amenities such
as public transportation, are associated with the likeli-
hood of obesity and some chronic diseases via indirect
mechanisms. The mechanisms considered are health
behaviors, social interaction, stress, and the produc-
tion of social capital and related resources. Further,
the quality of the built environment, as measured by
adequate or substandard housing stock, level of air pol-
lution, crime, and some land use characteristics, all
have direct health implications due to exposure to tox-
ins, criminal victimization, and likelihood of accidents.
Pathways between the built environment and health
have unique implications for vulnerable populations,
such as the elderly and disabled, the economically
disadvantaged, and children.

Socially Conditioned Consequences
of the Environment: Natural Disasters,
Temperature, and Climate Change

Natural Disasters

Natural hazards include drought, biological hazards,
floods, hurricanes and other coastal storms, earth-
quakes, wildfires, extreme temperature, volcanic erup-
tions, and landslides (Wisner et al. 2004). Though all of
these hazards are highly and directly relevant for adult
mortality, we begin with a discussion of the most sig-
nificant disasters in terms of loss of life that occurred
between 1900 and 2010. We exclude epidemics and
insect infestations because they are biological, rather
than physical hazards. We then focus on a brief review
of the socially conditioned nature of disaster-related
mortality risk.

Table 21.1 lists the ten deadliest disasters and their
mortality estimates from 1900 to January 2010 by
country. Estimates are from the Centre for Research on
the Epidemiology of Disasters International Disaster
Database. We included earthquakes, extreme tempera-
ture, floods, storms, mass movements, volcanic erup-
tions, and wildfires in the search criteria, though only
floods, storms, and earthquakes were deadly enough
to make the list (CRED 2009). The most deadly nat-
ural disaster during this time period was a general
flood in China (as opposed to a flash flood). About
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Table 21.1 Ten most deadly natural disasters by country, 1900–2010a

Event Country Date Estimated deathsb

General flood China July, 1931 3,700,000
General flood China July, 1959 2,000,000
General flood China July, 1939 500,000
Tropical cyclone Bangladesh December 11, 1970 300,000
Earthquake China July 27, 1976 242,000
Earthquake Haiti January 12, 2010 222,570
Earthquake China December 16, 1920 180,000
Tsunami Indonesia December 26, 2004 165,708
Earthquake Japan September 1, 1923 143,000
General flood China 1935 142,000
aAll estimates are from The Centre for Research on the Epidemiology of Disasters (CRED 2009
(www.emdat.be)). We use data from their disaster profiles database and include earthquakes,
extreme temperature, floods, storms, mass movements, volcanic eruptions, and wildfires. We do
not include the earthquake that occurred in the Peoples Republic of China on May 22, 1927 due to a
large difference in mortality estimates between the OFDA/CRED and the United States Geological
Survey (USGS 2009) (http://earthquake.usgs.gov/earthquakes/world/world_deaths.php).
bMortality estimates reflect deaths directly and indirectly attributable to the event in question.

3.7 million people were killed when the Yangtze River
flooded during the summer of 1931. China experienced
additional devastating floods in 1959, 1939, and 1935.
On December 11, 1970, a cyclone hit Bangladesh
that resulted in about 300,000 causalities. Earthquakes
and complications thereof round out the list. Two
of the earthquakes occurred in China in 1976 and
1920 and killed an estimated 422,000 people com-
bined. Haiti experienced a devastating earthquake on
January 12, 2010 that resulted in an estimated 222,570
casualties. In December, 2004 a tsunami hit many
countries in Southeast Asia as a consequence of an
offshore earthquake and killed an estimated 165,708
residents of Indonesia. And an earthquake in Japan in
1923 killed approximately 143,000 people. Notably,
we omitted droughts in order to observe the rele-
vance of other types of disasters, as had we included
them, they would have consumed eight of the ten
events on the table. Notable droughts include those that
occurred in China in 1928 and 1920 (3,000,000 and
500,000 estimated deaths, respectively), Bangladesh
in 1943 (1,900,000 deaths), India in 1942, 1965, and
1900 (1,500,000, 1,500,000, and 1,250,000 estimated
deaths), and the Soviet Union in 1921 (500,000 deaths)
(CRED 2009).

Disasters cause death and serious injury from a vari-
ety of causes. For example, floods lead to mortality
in a number of ways that include but are not lim-
ited to an increase in infectious disease, malnutrition,
drowning, hypothermia, electrocution, and often lead

to mental health problems that remain long after the
event (Ohl and Tapsell 2000). For example, in the
Yangtze River flood of 1931, deaths occurred from dis-
ease and starvation in addition to drowning (NOAA
1999). Further, mortality can occur as an immedi-
ate outcome of the disaster, or as a result of delay
in rescue or lack of understanding of acute medi-
cal problems associated with unique disaster-related
circumstances (Noji 1992). Moreover, the extent of
personal loss, both human and material, has been
linked to all-cause and heart disease mortality in the
first 6 months following a disaster (e.g., the 1988
Armenian earthquake) and to onset of heart disease
and other conditions (Armenian et al. 1988), illustrat-
ing that mortality risk remains a factor long after the
incident. With this in mind, we discuss some of the
ways disasters affect individual and community-level
health.

Individual Social Locations and Vulnerability.
Natural disasters, on first glance, may appear to affect
all groups equally. There may be a relatively equal
chance of being struck by disaster across groups,
but a closer look into the nature of detrimental
effects supports a gradient based on vulnerability, to
which it is argued SES and other social locations are
central (Wisner et al. 2004). Indeed, scholars have
asserted, “There is no such thing as a natural disas-
ter” (Hartman and Squires 2008)—i.e., a disaster with
socially unconditioned consequences. Risk varies with
the quality of the built environment, residence near
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components of the natural environment that elevate
risk (such as proximity to the coast), and social
vulnerability.

Wisner et al. (2004: 11) define vulnerability as
it applies to natural disasters as “the characteristics
of a person or group and their situation that influ-
ence their capacity to anticipate, cope with, resist, and
recover from the impact of a natural hazard.” Recent
disasters have highlighted the vulnerability of those
who live and work in coastal communities. Hurricane
Katrina struck the Gulf Coast of Louisiana, Alabama,
and Mississippi in August, 2005, and the 2004 Indian
Ocean tsunami struck large areas of Southeast Asia.
In the latter case, the destruction reached as far as
the Somali coast. The vulnerability associated with
the intersection of race, class, and age was seen dur-
ing and following Hurricane Katrina in the southern
United States (Louisiana Department of Health and
Hospitals 2009; Picou and Marshall 2007), while mor-
tality across social locations as a result of the tsunami
on December 26, 2004 in southeast Asia has been
associated with gender, occupation, and age (Doocy
et al. 2007). Specifically, Doocy et al. (2007) studied
mortality in the Aceh Province of Indonesia and, in
addition to the risk associated with coastal proxim-
ity, found it to be highest in the elderly and among
young children. The authors hypothesized that the
more limited physical strength characterizing these
groups resulted in greater exposure to risk during the
tsunami. With respect to gender, some speculated that
men were more likely to be out to sea fishing (where
the ultimately dangerous tsunami waves rolled incon-
sequentially under their vessels) or farming in areas
that were unaffected, while women remained home and
were more likely to experience the tsunami (Oxfam
2005).

Disasters, Distress, and Socioeconomic Status.
Distress following a disaster is common across all
groups, but the severity and length of time dis-
tress is experienced appears to be differentially dis-
tributed across socioeconomic groups and possibly
race-ethnicity. Poor people are more likely to expe-
rience stress after a disaster, in part because their
financial losses are more devastating (Garrison 1985).
In nations such as the United States, financial resources
and race are closely tied. In work assessing distress
resulting from Hurricane Katrina, Elliott and Pais
(2006) found that blacks experienced more imme-
diate and intense stress than whites with respect to

both the short- and long-term future after Hurricane
Katrina.

In some cases, distress may result in more severe
negative outcomes. Krug et al. (1998) examined the
extent to which suicide increases after disasters. The
authors took a broad look, by defining disaster as any-
thing declared by the United States government as such
over a period of 7 years. Comparing pre- and post-
disaster suicide rates they found that suicides were
higher in the periods following earthquakes, floods,
and hurricanes but did not differ following tornadoes
or other severe storms.

Individual social networks are in danger of dis-
ruption after a disaster, which may have implications
for stress. Bland et al. (1997) assessed working-class
Italian men who were either relocated or not relocated
following an earthquake. They found that those who
were permanently relocated away from family and
friends experienced increased long-term psychologi-
cal distress by comparison with men who did not
relocate. Those who returned to their communities
experienced levels of distress similar to those who did
not leave. In the aforementioned study of distress fol-
lowing Hurricane Katrina (Elliott and Pais 2006), it
was found that personal networks were the resources
most relied upon by residents to help them through
disaster-related challenges. Network resources were
especially important for blacks, who were more reliant
on personal ties than whites.

Notably, there appears to be some variation by
region as to the extent that distress is associated
with SES. Frankenberg et al. (2008), in assessing
outcomes resulting from the tsunami in Aceh and
North Sumatra, Indonesia, found that post-traumatic
stress disorder varied with residence in more dam-
aged areas, exposure to trauma (such as hearing
screams), as well as with age and gender, but not
with SES.

Preparation and Evacuation. Disaster preparation
may be anticipatory (insurance coverage) or reac-
tionary (evacuation). It is likely more difficult for lower
income residents to prepare for a disaster. For exam-
ple, insurance is an added cost that residents may
forgo (Fothergill and Peek 2004; Palm and Carroll
1998). Fothergill and Peek’s review (2004) indicates
that research is mixed in regard to evacuation responses
across socioeconomic groups. Some work shows those
with low education are also less likely to take warn-
ings seriously because they may not be as likely to see
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it as legitimate, perhaps due to distrust (Perry 1987).
Further, less-educated people may be more fatalistic
and therefore, less prepared in the event of a crisis
(Turner et al. 1986). If oriented in this way, prepara-
tion may not be viewed as worth the time, effort, or
resources it requires. Others demonstrate the poor are
less physically able to heed warnings due to material
constraints, such as lack of transportation (Gladwin
and Peacock 1997), and still others do not find an asso-
ciation with SES and evacuation behavior (Perry and
Lindell 1991). Perhaps most self-evident, non-English
speakers in the United States are at disadvantage in
regard to receiving and/or understanding warnings
(Fothergill and Peek 2004), a finding which proba-
bly extends to non-native speakers in other countries
as well. Of course some events, such as earthquakes,
occur without advance warning, and evacuation warn-
ings are not relevant in the short term. When an
earthquake occurs, the quality of building materials is
important, and in more impoverished nations that can-
not afford earthquake resistant structures, death tolls
are greatly increased.

Effects on Communities. In addition to the myriad
consequences for individuals that disasters produce,
there are often consequences for communities as well.
Local communities may be especially vulnerable to
challenges in reconstruction and consequences thereof,
a failure to repopulate, and an undoing of social
cohesion.

Reconstruction of the built environment is a chal-
lenge in communities that have been victimized by
natural disaster. For example, New Orleans, Louisiana,
has been criticized for failing residents by not rebuild-
ing schools, public transportation, and health-care
facilities in a timely manner (Picou and Marshall
2007). A lack of reconstruction may appear as or pre-
cipitate disorder, which, as discussed previously, can
lead to crime and social isolation. The decision to
return by residents who relocated as a result of the
disaster may be affected by the rate at which recon-
struction is completed as well as social problems, such
as increased crime, that are a consequence of physi-
cal disorder and disrupted social cohesion (Picou and
Marshall 2007).

Not only can unanticipated disasters wreak havoc
on health and mortality, and the built environment,
they can have consequences for the social fabric of
the community for years to come. This possibility is
vividly illustrated by Erikson (1976) in his description

of the social outcomes following the Buffalo Creek
flood in West Virginia that occurred in 1972. A mas-
sive flood of mine waste flowed directly into Buffalo
Creek from the mine high on the hill. Buffalo Creek
was a highly cohesive community, though it was not
affluent. Despite some research that indicates that peo-
ple join together in solidarity after a disaster, this did
not occur after this particular event. Instead, due to loss
of life, displacement, and other aspects of change, the
social cohesiveness of the community was disrupted.
We refer to this event as an example of how disasters
affect mortality risk immediately and directly, but also
through indirect channels, such as through the loss of
community social capital.

Temperature

We now turn our attention to temperature. Extreme
hot and cold temperatures pose health risks that vary
both by place and by subpopulation within place.
Urban areas have been labeled “urban heat islands”
due to their comparatively high-ambient temperatures
(Basu and Samet 2002; Frumkin 2002). This occurs
because increasing urban land area is associated with
much more concrete and asphalt and much less green
space, which both raises ambient temperatures dur-
ing the day and increases the propensity to retain heat
at night (Basu and Samet 2002). Concrete radiates
heat while greenery has a cooling effect, and as a
result, urban areas can experience temperatures 6–8◦
(Fahrenheit) higher than nearby non-urbanized areas.
Heat waves are known risk factors for increased mor-
tality (Curriero et al. 2002), and several notable events
of this type have occurred in recent years. Perhaps the
most deadly was a lengthy and severe heat wave affect-
ing Europe in August, 2003, that took approximately
35,000 lives (Stott et al. 2004).

Total heat exposure is central to mortality risk.
Researchers typically use ambient temperature, dew
point, or the heat index, which combines heat and
humidity, to measure heat exposure (Basu and Samet
2002). Importantly, stress on the body from heat occurs
as a result of cumulative exposure during the entire day
(day and overnight). Thus, any exposure to air con-
ditioning can reduce exposure threat, illustrating the
relevance of the overnight cooling period. Excess mor-
tality is typically measured compared to previous years
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during the same time period. Death most commonly
occurs between 1 and 3 days following the critical
point, though this varies. Those most likely to die due
to heat exposure are those with preexisting cardiovas-
cular, respiratory, or cerebrovascular diseases (Basu
and Samet 2002).

Individual risk factors for mortality during heat
waves include being elderly, poor, living alone, preex-
isting disease, and not having access to transportation.
Protective factors include the presence of greenery
around the residence, physical fitness, and access
to air conditioning (Basu and Samet 2002). Recent
research on the 1995 Chicago heat wave supports these
characteristics as risk factors (Klinenberg 2003). The
cooling process of the body is altered in the elderly,
which results in increased physiological risk. With
regard to heat exposure, these characteristics decrease
the likelihood that individuals would have access to
periods of time in cooler places. For example, those
with higher SES may be employed in air-conditioned
offices, while elderly, unemployed individuals who
live alone, who do not have air conditioning and do
not have immediate access to transportation are much
less likely to have access to time in air-conditioned
places. Some of the disparities in heat-related mortal-
ity across race-ethnicity and SES may be due to lack of
air conditioning, which is correlated with income. In
a study of heat-related mortality in Chicago, Detroit,
Minneapolis, and Pittsburgh, O’Neill et al. (2003)
found that whites were four times more likely to have
air conditioning than blacks. In a study of the Chicago
heat wave, older adults who resided in communities
with higher quality commercial activity (i.e., limited
presence of bars, liquor stores, and run-down com-
mercial buildings) were at lower risk of heat-related
mortality (Browning et al. 2006). This finding suggests
that older adults who do not have (or, for economic rea-
sons, are unwilling to use) air conditioning may benefit
from nearby businesses that provide a source of relief
during heat waves.

In August of 2003, a heat wave struck Europe. Some
estimate that the summer of 2003 was the hottest in
Europe since 1500 (Poumadere et al. 2005). In France,
the most affected of all countries, there were about
15,000 excess deaths (55% higher than the expected
count of all-cause mortality) (Fouillet et al. 2006;
Poumadere et al. 2005). Social factors associated with
the likelihood of death in France included age; being
female; being single, widowed, or divorced (living

alone); living in an urban area; and poverty (Fouillet
et al. 2006; Poumadere et al. 2005). Those most at
risk were women over 75 years of age (Pirard et al.
2005). Key direct causes of death due to the heat wave
included dehydration, hypothermia, and heat stroke.
Preexisting conditions such as cardiovascular and res-
piratory disease increased the likelihood of mortal-
ity (Fouillet et al. 2006; Poumadere et al. 2005). In
other affected European counties, Italy saw an esti-
mated 3,134 (15.2% higher) excess deaths in capital
cities, and England and Wales experienced about 2,130
excess deaths (16% higher), also most commonly in
urban dwellers over 75 years of age (Conti et al. 2005;
Johnson et al. 2005). Switzerland’s mortality was about
7% higher due to the heat wave (975 excess deaths)
(Grize et al. 2005).

Elevated mortality due to temperature extremes
varies by latitude (Curriero et al. 2002) and thresholds
are based on local temperature norms. For example,
in the United States, northern cities are more likely to
experience excess mortality during a heat wave than
are southern cities (Curriero et al. 2002). Conversely,
Gouveia et al. (2003) found that mortality in Sao
Paulo, Brazil, is more sensitive to extreme cold than
extreme heat.

Elevated winter mortality is less pronounced than
that of summer, and is probably not due to direct
effects of cold temperatures. Rather, although some
winter deaths may be due to lack of sufficient heat,
most excess death is due to the influenza season
(Reichert et al. 2004). But there may also be interactive
effects as it is possible that cold weather influences the
extent and severity of the influenza season (Reichert
et al. 2004). Due to the relationship between ozone
and other pollutant formation and heat, interactions
are also potentially relevant for heat-related mortal-
ity. Scholars have examined the relationship between
air pollution and temperature, but studies are incon-
sistent (Basu and Samet 2002). Some research finds
no relationship, whereas other work either finds that
pollution exacerbates heat effects on mortality, or
explains them.

Finally, new research suggests that the season in
which individuals are born may have a long-term
impact on life expectancy. Doblhammer and Vaupel
(2001) examined the association between season of
birth and life expectancy among those 50 years of
age and older in Denmark and Austria and found
that those born in autumn have longer life expectancy
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than those born in the spring. Moreover, they found
a similar pattern with a 6-month shift in Australia.
Neither socioeconomic status nor seasonal distribution
of death during year one accounted for the significant
findings. In another study McEniry et al. (2008) exam-
ined season of birth, based on extent of overlap of
the third trimester with the slack season in the Puerto
Rican sugar cane industry (July–December; sugar cane
is harvested January–June) among a rural population
under the supposition that season of birth is a proxy for
nutritional quality and exposure to infectious disease
during late gestation and early infancy. Seasons were
defined by full, some, or no overlap with the slack sea-
son in the third trimester of gestation. Results indicate
that full exposure to the slack period in late gesta-
tion was associated with greater risk of heart disease
later in life than either partial or no exposure. Findings
on diabetes were less conclusive and interacted with
indicators of family history of diabetes. Significant
associations were only relevant for those who live in
rural areas as a child. The authors conclude that season
of birth may be a valid measure of exposure to poor
nutrition in this rural population and that exposure to
poor nutrition and infectious disease is an important
predictor of heart disease later in life.

Climate Change and Health

We conclude our review of the socially conditioned
consequences of the environment with a brief discus-
sion of climate change. Significant climate change is
expected over the next century, and scientists believe
that both average temperatures and climate variabil-
ity will increase (McGeehin and Mirabelli 2001;
McMichael et al. 2006). Therefore, there are impli-
cations for disaster and temperature-related mortal-
ity. Notably, temperature increase is expected to be
greater at higher latitudes, where they are most harm-
ful. Because both average temperature and temperature
variability are expected to increase, European and US
cities at higher latitudes can expect more, and more
severe heat waves. The effects of these fundamen-
tal changes will be wide ranging. Although some
outcomes will actually be beneficial, most will be
detrimental for humans. In addition to other conse-
quences discussed, climate change is expected to cause
(and, in some cases, is already associated with) more

floods and drought (which are especially problematic
in developing countries), higher ozone levels, forests
fires, and allergens (Haines and Patz 2004). Among the
expected outcomes are an increase in mortality related
to elevated temperature and natural disasters. Further,
infectious disease is expected to rise due to warmer
conditions, which will increase bacterial growth. Crops
will be subject to these more extreme conditions and
will likely suffer. Some of these effects may be con-
ditionally beneficial in certain regions. For example,
higher temperatures may lead to fewer deaths in the
winter in colder climates. But the overall impact will
increase the risk of mortality (McGeehin and Mirabelli
2001).

Conclusions and Directions for Future
Research

We have presented a framework organized around the
distinction between socially unconditioned, socially
conditioned, and socially produced effects of the
physical environment, for describing extant knowl-
edge on the link between environment and mortal-
ity risk in the adult population. We first discussed
the built environment, drawing attention to the ways
that land use, street characteristics, sprawl, and the
content and quality of commerce and public places
are associated with both direct and indirect mech-
anisms influencing health and mortality. The sec-
ond section of this chapter outlined major compo-
nents of the natural environment that affect mortality,
with a focus on natural disasters and climate, and
discussed how their effects are often not randomly
distributed.

Throughout our discussion we have attempted to
emphasize the complex nature of the relationship
between the physical environment and mortality. The
physical environment influences mortality at multiple
levels of analysis, through numerous mechanisms, and
in varying social contexts that may shape the nature
of environment–mortality associations. Moreover, we
have emphasized the potential for social location
(e.g., SES, race/ethnicity, age, and social isolation)
to condition the influence of the physical environ-
ment. In particular, we have highlighted the need
to identify high-risk groups that may be uniquely
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vulnerable to the health consequences of risky
environments.

With these concerns in mind, we note a number
of potentially fruitful pathways for future research on
links between the physical environment, health, and
mortality. First, research on mortality, as opposed to
morbidity or more general health outcomes, remains
limited. While it is intuitive to assess mortality risk
due to disasters and heat waves, or events proximate
to mortality itself, it is more difficult to test effects
of the built environment on mortality directly due
to the greater lag between contextual characteristics
of interest, the proposed intermediate mechanisms,
and death. A significant complication concerns lim-
ited availability of data on the timing of individual
exposures to contextual characteristics across the life
course. Thus, quantification of the significance of
the built environment on mortality risk is difficult.
Research that focuses on those at greatest risk, such
as the elderly, chronically ill, or disadvantaged, may
best capture the relevance of the built environment
on mortality risk. Attention at the research design
phase to the potentially health-consequential expo-
sures to varying physical environments will also yield
more rigorous analyses of environmental effects on
mortality.

The delineation of the mechanisms through which
physical environment effects operate also remains as a
vexing question from the standpoint of both theory and
empirical investigation. Theories of built environment
effects on health, for instance, should continue to refine
models of the process by which such environments
ultimately affect health and mortality. As this chap-
ter has emphasized, physical environment influences
on health range from direct and immediate to indi-
rect and potentially quite distal. Moreover, the social
embeddedness of physical environments cannot be
ignored when assessing their health consequences—
social factors, including social capital, collective effi-
cacy, and social network dynamics may play an impor-
tant role in conditioning the influence of physical
environments.

Concerns about causality and selection are another
significant challenge to research on physical environ-
ment effects on health. Although by no means unique
to research on environmental effects on health, the
problem of causal estimation—particularly of built
environment effects on health outcomes—is espe-
cially intractable. The relatively pervasive reliance on

cross-sectional data in research on the built environ-
ment has left the field open to the persistent criticism
that individuals at higher risk of poor health and
mortality may select into neighborhoods characterized
by compromised physical environments. Longitudinal
and quasi-experimental (e.g., the moving to oppor-
tunity demonstration [Kling et al. 2004]) studies are
an important advance in this regard, but have not
been a major focus of research on the physical
environment.

At this juncture, with a continuing increase in
urbanization throughout the world, climate change,
and a focus on environmental quality, research on
aspects of the built and broader physical environment
on mortality risk should continue to offer important
insights into the social determinants of health.
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Suggested Internet Resources

Land Use and Urban Planning

http://www.euro.who.int/en/what-we-do/health-
topics/environmental-health/urban-health

http://icupph.wikidot.com/about-icupph
http://www.library.cornell.edu/Reps/DOCS/homepage.

htm
http://planning-research.com/
http://www.smartcommunities.ncat.org/landuse/mixed.

shtml

Air Pollution

http://www.epa.gov/ebtpages/air.html
http://www.euro.who.int/air
http://www.hc-sc.gc.ca/ewh-semt/pubs/air/index-

eng.php
http://www.nlm.nih.gov/medlineplus/airpollution.html
http://www.cdc.gov/nceh/airpollution/

Disasters

http://www.bt.cdc.gov/disasters/
http://www.colorado.edu/hazards/
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http://www.colorado.edu/hazards/resources/centers/
http://www.cred.be/
http://www.emdat.be/
http://www.who.int/topics/disasters/en/

Weather and Climate Change

http://www.hc-sc.gc.ca/ewh-semt/pubs/climat/index-
eng.php

www.noaa.org
http://www.who.int/topics/climate/en/
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Chapter 22

Coding and Classifying Causes of Death:
Trends and International Differences

Robert N. Anderson

Introduction

Knowing why and how people die is of critical
importance in understanding the nature and magni-
tude of health problems in a population and in the
planning, implementation, and evaluation of public-
health strategies and programs (Byass 2007; Hill
2006; Mathers et al. 2005; Ruzicka and Lopez
1990; Sharma 2008; Woolsey 1978; World Health
Organization [WHO] 2008). Data on causes of death
are the most widely available and frequently used data
for these purposes and are a staple of public-health
statistics.

Developing and evaluating effective public-health
interventions requires cause-of-death information that
is accurate, comparable, and timely. Unfortunately,
these criteria are not always met. The quality and avail-
ability of cause-of-death data vary widely from country
to country. Problems are particularly evident in those
countries with the highest burden of disease (Mathers
et al. 2005; Murray et al. 2004; Sibai 2004). The major-
ity of deaths occur in these countries, yet there are large
gaps in our knowledge about the health and mortal-
ity of their populations. Even among countries where
the completeness and coverage of the collection of
cause-of-death information approach 100%, there is
significant variation that may result in comparability
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problems. Differences exist in data collection methods,
in the standards used for classifying and coding the
cause of death, and in the tabulation and presentation
of data.

An understanding of how cause-of-death data are
collected, classified and coded, and presented is vital
for individuals who conduct public-health research.
One must understand the limitations of the existing
data to effectively interpret research findings and apply
these in the development of effective interventions and
policy. Variations and changes in the way the cause-
of-death is collected, classified, and coded can result
in comparability problems that can dramatically affect
the interpretation of national trends and international
comparisons.

The purpose of this chapter is to provide an
overview of the major issues related to the collection,
classification, coding, and analysis of cause-specific
mortality. The chapter is divided into four sections.
The first section focuses on how and from whom
cause-of-death data are collected and includes dis-
cussion of issues related to the accuracy of cause-
of-death data. The second section describes the clas-
sification and coding of cause-of-death information,
including the selection of the underlying cause of
death. The third section summarizes some of the
changes in cause-of-death classification over time and
how these changes impact the analysis of trends. The
fourth section presents some issues related to the tab-
ulation and presentation of cause-specific mortality
data, especially those affecting international compar-
isons. Finally, the chapter concludes with a sum-
mary of the key issues and a discussion of future
developments.
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Collection of Cause-of-Death
Information

Civil Registration Systems

Cause-of-death information is most commonly derived
from civil registration systems. The registration of vital
events dates back to ancient times (e.g., Egypt, Greece,
Rome, China) when births and deaths were recorded
primarily for administrative purposes, such as taxa-
tion and military conscription (United Nations 1991).
In medieval Europe, birth and death records were kept
primarily for religious reasons. Over time, the purpose,
especially for death records, expanded to include pub-
lic health. In fifteenth century Italy, boards of health
were organized to deal with the repeated epidemics
of plague. Among other strategies, in an attempt to
stay informed, these boards mandated the recording
of cause of death (Hays 1998). In seventeenth cen-
tury England, a similar strategy for containing the
plague led to the development of the London Bills of
Mortality, which included the cause of death (Graunt
1662). Eventually, these strategies evolved into mod-
ern civil death registration systems, making possible
the continuous collection of information on each death,
including both characteristics of the decedent and the
circumstances surrounding the death, including the
cause of death.

The Death Certificate

Cause-of-death information derived from civil regis-
tration systems is typically collected on a death cer-
tificate or death notification form. The World Health
Organization (WHO) has developed a standard format
for the medical portion of the death certificate—the
International Form of Medical Certificate of Cause
of Death (Fig. 22.1; WHO 2004a, b). Causes of
death include “all those diseases, morbid conditions
or injuries which either resulted in or contributed to
death and the circumstances of the accident or violence
which produced these injuries” (WHO 2004b: 33). The
medical certification of death is divided into two sec-
tions. In Part I, the certifier (usually a physician) is
asked to provide the causal chain of morbid condi-
tions that led to death, beginning with the condition
most proximate to death on line (a) and working back-
ward to the initiating condition. The lines (a) through
(d) in Part I are connected by the phrase “due to, or
as a consequence of.” This format was designed to
elicit a causally related sequence of medical conditions
that resulted in death. Thus, the condition on line (a)
should be due to the condition on line (b), which in
turn should be a consequence of the condition on line
(c), and so forth, until the full sequence is described
back to the originating or initiating condition. If only
one step in the chain of morbid events is recorded, a

Fig. 22.1 International form
of medical certificate of cause
of death. Source: WHO.
2004b. International
Statistical Classification of
Diseases and Related Health
Problems, Vol. 2
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Rupture of left ventricle

Acute myocardial infarction

Coronary atherosclerosis

Minutes

2 days

2 years

Diabetes mellitus Years

Hypertension Years

Fig. 22.2 An example of
proper cause-of-death
certification

single entry on line (a) is adequate. Part I of the medi-
cal certification is designed to facilitate the selection of
the underlying cause of death when two or more causes
are recorded on the certificate. The underlying cause
of death is defined as “(a) the disease or injury which
initiated the train of morbid events leading directly to
death, or (b) the circumstances of the accident or vio-
lence which produced the fatal injury” (WHO 2004b:
34) and is generally considered the most useful cause
from a public-health standpoint. Part II solicits other
conditions that the physician believed contributed to
death, but were not in the causal chain. An example
of a properly completed cause-of-death statement is
shown in Fig. 22.2. The conditions shown are logically
linked in terms of time, etiology, and pathology.

The primary purpose of the International Form is
to provide a standardized mechanism for collecting
the cause-of-death statement, thereby promoting com-
parability in international mortality statistics. While
many countries use the International Form or some
close variant, many other countries do not. Variation or
changes in format can result in incomparable cause-of-
death statistics and discontinuous trends (Hoyert et al.
2000; Johansson 2000; Jougla et al. 1998; Ohmi and
Yamamoto 2000). Even small, seemingly innocuous
changes can have an important impact. For example,
in 1989, the United States changed the cause-of-death
section of its standard death certificate to add an addi-
tional line to Part I, increasing from three lines to
four, and added instructions and examples of proper

cause-of-death certification (Hoyert et al. 2000). One
important effect of this change was to increase the
likelihood of diabetes being reported as the underly-
ing cause of death. As a result, the death rate due to
diabetes increased nearly 14% from 1988 to 1989, the
largest change since 1949 (MacDorman and Hudson
1992).

Cause-of-Death Certifiers

The cause-of-death section of the death certificate or
notification form is most appropriately and most com-
monly completed by a physician. Physicians, more
than other medical practitioners, have the clinical
expertise and judgment needed to identify the under-
lying cause and any other conditions that may have
contributed to death. In most countries with civil reg-
istration systems, when the manner of death is natural,
the attending physician typically has responsibility for
certifying the cause of death. When the death is unat-
tended, due to injury or poisoning, or occurs under
suspicious circumstances, certification of the cause of
death is often the jurisdiction of a medicolegal offi-
cer (e.g., a medical examiner or coroner) or the police,
who typically retain a physician to determine the cause
of death. Most jurisdictions and countries require that
the certifier be a physician. But in some jurisdictions
and countries, someone other than a physician may
certify the cause of death. For example, coroners in
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the United States, the United Kingdom, and Australia
are not necessarily physicians. Also, nurse practition-
ers and hospice nurses are allowed to certify natural
deaths in a few states in the United States and nurse
midwives and dentists may certify some natural deaths
in Korea and Japan. In places where physicians are
scarce and the death is not attended by a physician,
the cause of death may be reported by a community or
tribal leader.

Other Strategies for Collecting
Cause-of-Death Information

Almost all countries have legislation mandating civil
registrations systems, but many either are not func-
tioning or do not cover the entire population (Mathers
et al. 2005; Sibai 2004). In these cases, other strate-
gies may be used to collect and compile cause-of-death
statistics. These strategies address two major prob-
lems. First, if coverage of the civil registration system
is incomplete, the system will undercount deaths due to
all causes. Second, even if all deaths are registered, if
a large proportion of deaths are not attended by med-
ical practitioners, cause-of-death information will be
missing or, at best, unreliable.

Sample registration systems, such as that currently
used in China and India, can provide reasonable esti-
mates of mortality for countries with poor coverage
(Jha et al. 2006; Kumar et al. 2007; Mathers et al. 2005;
Setel et al. 2006). Sample registration systems typi-
cally involve periodic (usually monthly) monitoring of
a random selection of households for vital events—
both births and deaths. Members of the household
are then interviewed to obtain details about the event,
including, in the case of deaths, the cause of death.
Cause-of-death information obtained through sample
registration systems is typically reported by household
members with no medical training. The value of these
data has, therefore, been suspect. Verbal autopsy is a
tool used to improve the quality and utility of cause-
of-death information collected by survey (Baiden et al.
2007; Chandramohan et al. 2005; Murray et al. 2007a;
Soleman et al. 2006) and has been used effectively in
combination with sample registration systems to esti-
mate cause-specific mortality in both India and China
(Jha et al. 2006; Setel et al. 2005). Work has also been
done to validate and test methods in several African

countries, including Tanzania, Ghana, and Ethiopia
(King and Lu 2008; Quigley et al. 1999, 2000). While
verbal autopsy techniques have been in use for several
decades, there is substantial variation in methodology,
including instrument design, methods for assigning
an underlying cause, and cause-of-death lists (Murray
et al. 2007a). More recently, a renewed interest in mor-
tality data for developing countries has prompted the
development of standards for verbal autopsy (Setel
et al. 2006; WHO 2007). Work has also been done
recently to estimate cause-specific mortality using data
on in-hospital deaths, which are typically available
even in the poorest countries (Murray et al. 2007b).

While verbal autopsy is a useful strategy for esti-
mating cause-specific mortality in countries where
there is no reliable cause-of-death reporting, it is at
best only a crude substitute for proper medical certifi-
cation of cause of death (Setel et al. 2005, 2006). Other
chapters in this volume discuss more fully the issues
related to estimating cause-specific mortality in Latin
America (Chapter 5 by Palloni and Pinto-Aguirre),
Asia (Chapter 6 by Zhao), and Africa (Chapter 7 by
Reniers, Masquelier, and Gerland).

Accuracy of Cause-of-Death Statements

A proper cause-of-death statement should represent the
best medical opinion of the certifier as to the cause
of and circumstances surrounding the death. Given
the importance of cause-of-death statistics as a criti-
cal information source for health programs and policy,
there is naturally much concern regarding the accuracy
of cause-of-death statements on which these statistics
are based.

There are at least four factors that may adversely
affect the accuracy of cause-of-death statements. First,
many certifiers do not understand the importance of
the cause-of-death statement. Often, the death certifi-
cate is viewed as an administrative nuisance and may
be delegated to less-experienced physicians with some-
times little or no clinical contact with the decedent
(Kircher and Anderson 1987). Such an attitude leads
to carelessness and often results in modes of dying,
for example, cardiac or respiratory arrest, reported
as the cause of death. Second, certifiers are rarely
trained in formulating and writing proper cause-of-
death statements. The result is often a cause-of-death
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sequence that does not make sense. In some cases,
the certifier may simply copy the layout of the dis-
charge diagnoses from the medical record directly onto
the death certificate (Lu et al. 2006). Discharge diag-
noses are intended to elicit the reason for admission
and the severity of disease. The cause-of-death state-
ment, in contrast, is intended to elicit the chain of
events leading to death and the underlying cause of
death. Third, clinical-autopsy rates have been declin-
ing worldwide (Burton and Underwood 2007; Chariot
et al. 2000; Dalen 1997; Harrington and Sayre 2007;
Peacock et al. 1988; Start et al. 1995; Wood and
Guha 2001) for various reasons (Hanzlick and Baker
1998). The clinical autopsy is invaluable for educat-
ing physicians and improving clinical diagnosis and is
particularly useful for determining the cause of death
in cases where clinical information on the decedent is
ambiguous or missing (Hanzlick 2001; Hanzlick and
Baker 1998; Kircher et al. 1985; Kock et al. 2003;
Shojiana and Burton 2004; Shojiana et al. 2002; Wood
and Guha 2001). Fourth, the circumstances of some
deaths are such that the cause of death is very diffi-
cult to determine. With autopsy rates declining, there
is increasing potential for misdiagnosis and inaccurate
certification, especially in these more difficult cases.
In approximately 5% of autopsied deaths, the cause of
death cannot be determined (Lahti and Penttilä 2001;
Shojiana et al. 2002). Furthermore, it may be difficult
to distinguish between the underlying cause of death
and contributing causes for decedents suffering from
multiple, concurrent chronic conditions (Gorina and
Lentzner 2008; Hadley 1992; Moriyama 1989; Stallard
2002). This makes proper certification, i.e., choosing a
primary sequence of events and an underlying cause,
very difficult.

Given the potential for inaccuracies, it is unsurpris-
ing that much has been written regarding the accu-
racy of cause-of-death statements and the statistics on
which they are based (D’Amico et al. 1999; Gittelsohn
and Royston 1982; Jewell 2007; Kircher et al. 1985;
Moriyama 1989; NCVHS 1989, 1991; Sehdev and
Hutchins 2001; Sharp et al. 2001). Ironically, most
of the criticism of the quality of cause-of-death state-
ments is published by physicians—those who have
primary responsibility for providing this information.
Studies to determine the accuracy of cause-of-death
statements generally rely on two standards for com-
parison: autopsy results (see, e.g., Kircher et al. 1985;
Kock et al. 2003; Sington and Cottrell 2002) and

clinical records (see Coady et al. 2001; Iribarren et al.
1998; Johansson and Westerling 2002; Muhlhauser
et al. 2002; Percy et al. 1981). These studies have gen-
erally found varying degrees of accuracy overall and
substantial variation by cause of death (Johansson et al.
2006; Laurenti et al. 2000; Moriyama 1989). Deaths
due to neoplasms (e.g., cancer) tended to be most accu-
rately diagnosed, and those involving circulatory or
digestive diseases tended to be least accurate (Kircher
et al. 1985; Percy et al. 1981). However, while it is
logical that differences in the difficulty of diagnosis
would result in variation by cause of death, contradic-
tory results have been noted even for studies examining
the same cause of death (Johansson et al. 2006). While
these studies are informative and highlight the prob-
lems associated with cause-of-death certification, the
lack of consistency in the results of these studies
and differences in coverage and methodology make it
difficult to draw definitive conclusions about the preva-
lence of these problems (Moriyama 1989; Rosenberg
1989; Sirken et al. 1987). That is, we do not really
know the true extent of inaccuracies.

Even though autopsy is generally viewed as the
“gold standard” in determining the cause of death,
the findings of autopsy-based studies, while informa-
tive, tend to be less than representative, suffering from
selection bias. Those deaths chosen for clinical autopsy
tend to be the most difficult cases and, therefore,
would tend to naturally have lower rates of accuracy
(Moriyama 1989). As a result, these studies likely
underestimate the accuracy of cause-of-death state-
ments overall. In addition, autopsy-based studies typ-
ically compare autopsy results with physicians’ initial
cause-of-death diagnoses. When an autopsy is done,
the results are often used to certify the final cause of
death. Cause-of-death statistics, in these cases, would
be based on the autopsy results and not on the initial
diagnosis. Thus, what these studies are measuring is
the difficulty of diagnosis without autopsy rather than
the accuracy of cause-of-death statistics.

Studies based on review of clinical records typi-
cally employ a panel of physicians to retrospectively
review clinical records for a sample of decedents and
determine their causes of death. The panel’s determi-
nation is then compared with that of the certifying
physician. Because clinical records typically focus on
treatment and patient care, the emphasis may be on the
immediate cause of death (e.g., infections, pneumonia)
or complications (e.g., heart failure, kidney failure)
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rather than the underlying cause of death (Johansson
et al. 2006). In addition, the panels reviewing the
clinical records do not always have all the informa-
tion that is available to the certifier. Medical records
may be incomplete and may omit some information
to which the certifier is privy (Kircher and Anderson
1987; Moriyama 1989). Even if all of the informa-
tion is available to the review panel, the more difficult
cases (e.g., decedents suffering from multiple chronic
conditions) may result in several possible valid opin-
ions as to the cause of death, rendering the “true”
cause of death impossible to determine (Kircher and
Anderson 1987). Finally, these studies generally focus
on what was written by the certifying physician and
do not typically take into account the underlying cause
of death registered by the agency in charge of mor-
tality statistics (Johansson et al. 2006). Because errors
may occur in completing the cause-of-death statement,
a set of standardized rules are used to select the best
underlying cause from the information provided by
the certifier (see “Selection of the Underlying Cause
of Death” in Section “The International Classification
of Diseases”). Thus, although informative, evaluating
cause-of-death statements does not necessarily pro-
vide a correct assessment of the quality of cause-of-
death statistics (Johansson et al. 2006; Sirken et al.
1987).

While studies of the accuracy of cause-of-death
statements must be interpreted with caution, the results
of these studies, along with more objective measures
of statistical quality, such as the percent of reported
conditions that are ill-defined or non-specific (Mathers
et al. 2005) or the percent of statements with invalid
sequences (Lu et al. 2006), underscore the need for
improvements. There are multiple strategies with the
potential to improve cause-of-death statements and the
statistics on which they are based. Foremost among
these strategies is to train cause-of-death certifiers
how to properly complete the cause-of-death state-
ment. Despite strong recommendations for training
curricula (e.g., NCVHS 1989, 1991), most physicians
still receive little or no training in medical school
or through continuing medical education programs.
Materials, instructions, and tutorials are available in
print and on the Internet (Eurostat 2008; Hanzlick
1994; ISTAT 2003; Kircher and Anderson 1987;
NCHS 2004; NYC 2008; Pace et al. 2005), yet they
do not seem to be widely disseminated among physi-
cians. Such materials and training can be effective

in improving cause-of-death statements (Jougla et al.
1998; Pace and Grippo 2006; Pavillon et al. 2000;
Villar and Perez-Mendez 2007).

Cause-of-death querying, the process in which the
agency responsible for compiling mortality statistics
contacts the cause-of-death certifier for clarification or
more information regarding the cause of death, can
also be very effective in ensuring and improving the
quality of cause-of-death statistics (Hanzlick 1996;
Hopkins et al. 1989; Hoyert and Lima 2005; Lahti
and Penttilä 2003; Lu and Huang 2002; NCHS 2007;
Rosenberg 1989). Querying the certifier not only pro-
vides quality assurance, but also provides an effective
way to educate the physician in proper cause-of-death
certification (Rosenberg 1989).

The International Classification
of Diseases

History

The International Classification of Diseases (ICD) is
published by the WHO and provides standardized
guidelines for reporting and coding causes of death.
The stated purpose of the ICD is “to permit the system-
atic recording, analysis, interpretation and comparison
of mortality and morbidity data collected in differ-
ent countries or areas and at different times” (WHO
2004b: 3). Translation of the information reported by
the certifier on death certificates into a set of standard-
ized alphanumeric codes allows for the easy storage,
retrieval, and analysis of the data. The ICD also facili-
tates the aggregation and tabulation of causes of death
categories.

Attempts to develop systematic and comprehensive
disease classifications date back to the eighteenth cen-
tury (Cullen 1772; Sauvages de la Croix 1763). By the
mid-nineteenth century, the importance of a uniform
classification of causes of death for statistical purposes
was widely recognized (Registrar General of England
and Wales 1839; WHO 2004b). In 1893, Jacques
Bertillon, Chief of Statistical Services of the City of
Paris developed, at the request of the International
Statistical Institute, a statistical classification of causes
of death. The International List of Causes of Death, or
the Bertillon Classification as it was typically called,
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Table 22.1 Ten revisions of the International Classification
of Diseases (ICD)

Revision of the ICD Adopted

First 1900
Second 1909
Third 1920
Fourth 1929
Fifth 1938
Sixth 1948
Seventh 1955
Eighth 1965
Ninth 1975
Tenth 1989

Source: History of the development of the ICD. 2004.
In International Statistical Classification of Diseases and
Related Health Problems, Tenth Revision, Volume 2, 2nd ed.
pp. 147–59. Geneva, World Health Organization.

was adopted by several countries and was endorsed
both by the International Statistical Institute and the
American Public Health Association, which recom-
mended adoption of the list and suggested that it
be revised every 10 years (Institute of International
Statistics 1900) to accommodate changes in termi-
nology and advancements in medical knowledge. In
August 1900, the first International Conference for
the Revision of the Bertillon or International List of
Causes of Death was convened in Paris and attended
by delegates from 26 countries. The result is what is
now referred to as the first revision of the ICD, a classi-
fication of causes of death consisting of 179 categories
(US Bureau of the Census 1900). The ICD has been
revised nine times since the first revision (Table 22.1).
Over the years, the ICD has evolved from a simple list
of causes of death into a much more detailed classifi-
cation of diseases used widely for both mortality and
morbidity statistics.

The growing need for a more extensive classifi-
cation for morbidity prompted the United States to
modify the eighth revision of the ICD. The eighth
revision of the ICD, adapted for use in the United
States (ICDA-8) was used for mortality and morbid-
ity classification in both the US and Canada (National
Center for Health Statistics 1968). ICDA-8 is gener-
ally consistent with ICD-8, but gives greater detail and
specificity, especially for circulatory diseases.

The tenth revision of the ICD (ICD-10) is the most
recent revision of the ICD. It was first published in
1992 and, by 2002 was being widely used by WHO
member countries for cause-of-death classification

(WHO 2004a). ICD-10 is published in three volumes.
Volume 1 contains a tabular list of alphanumeric codes,
a set of standard tabulation lists for the statistical pre-
sentation of mortality data, standard definitions (e.g.,
live birth, maternal death), and reporting requirements.
Volume 2 is the instruction manual, which provides
guidance on the use of Volume 1, including coding
instructions, a standard format for collecting cause-of-
death information, and a history of the ICD. Volume 3
is the alphabetical index.

The ICD has been revised roughly every 10 years
until the most recent revision (WHO 2004a). Although
there were 14 years between adoption of ICD-9 and
ICD-10, it was actually a longer period between the
time ICD-9 was published (WHO 1977) and the time
ICD-10 was published and complete (the tabular list
was first published in 1992, but the alphabetical index
was not published until 1994). Because full and proper
implementation of the ICD cannot take place without
the alphabetical index, it was nearly 20 years before
most member countries began to make the transition
from ICD-9 to ICD-10. During this period, as in others,
medical knowledge continued to advance and medi-
cal terminology continued to evolve. This period also
saw the emergence of new diseases, most notably HIV.
Without a mechanism to update the ICD over such a
long period, ICD-9 became increasingly anachronis-
tic. Member countries were left to develop their own
methods for coding and tabulating emerging diseases,
running the risk of decreased international comparabil-
ity. For example, in 1987, the United States assigned
codes 042–044 to HIV disease, although these codes
were not officially part of ICD-9 (NCHS 1988). While
some other member countries followed the lead of
the United States, the WHO, and many other coun-
tries, did not. HIV disease did not officially become
part of the ICD until the tenth revision. To avoid
this lapse in the future, a mechanism was imple-
mented with ICD-10 to allow for updates between
revisions. Two separate bodies were established to
manage the updating process: the Mortality Reference
Group (MRG) and the Updating and Revision
Committee (URC).

The eleventh revision (ICD-11) is currently under
development by the WHO. Plans are for completion
and adoption by the World Health Assembly in 2014
with implementation in WHO member states in the fol-
lowing years. It is likely that ICD-11 will be generally
similar in structure and content to ICD-10.
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Cause-of-Death Coding

The attribution of a single cause of death to each
decedent has long been recognized by statisticians as
desirable. Doing so facilitates the statistical tabula-
tion, presentation, and analysis of cause-of-death data.
However, more than one-half of all deaths have more
than two conditions reported. When more than one
cause is reported by the certifier, as is often the case,
which of the multiple causes does one choose? This
was a major challenge for statisticians of earlier gener-
ations. In the US Bureau of the Census’ publication of
the first revision of the ICD, the author of the intro-
duction states, “[t]his is one of the most annoying
and difficult subjects . . . that occurs in the practical
compilation of mortality statistics” (US Bureau of the
Census 1900: 12). Fortunately, some solutions have
been developed, and these have evolved over time,
culminating in the development of the concept of the
underlying cause of death.

With publication of the first revision, the US Bureau
of the Census developed a set of rules for dealing
with “jointly reported causes of death” (US Bureau
of the Census 1900). These rules would allow for the
selection of a single cause from among two or more
causes reported on the death certificate. For example,
these rules indicate a preference for primary diseases
over their complications and communicable diseases
and injury (i.e., diseases with more rapid evolution)
over chronic diseases, except in cases where the com-
municable disease or injury is considered trivial in
comparison. In 1914, the United States produced a
manual that refined and systematized these rules (US
Bureau of the Census 1914). The Manual of Joint
Causes of Death was not intended to be an authori-
tative manual, but rather “a temporary guide for those
who are groping for help in making their assignments
. . .” (US Bureau of the Census 1925: 1). During the
Fifth International Revision Conference (1938), the
US Census Bureau was recognized for its efforts and
tasked by the Conference to set up an international
subcommittee to develop a standard methodology for
selecting a single, underlying cause of death. The
recommendations of this subcommittee were incorpo-
rated into the sixth revision of the ICD (WHO 1948),
which presented for the first time the International
Form of Medical Certificate of Cause of Death, the

concept of the underlying cause of death, and a set
of standardized rules for selecting the underlying
cause.

Selection of the Underlying Cause
of Death

If the medical portion of the death certificate (or its
equivalent) is properly completed, the disease or con-
dition listed on the lowest line used in Part I is usually
accepted as the underlying cause of death. This is an
application of “The General Principle” (WHO 2004b:
39). The General Principle is applied unless it is highly
improbable that the condition on the lowest line used
could have given rise to all of the diseases or conditions
listed above it. In some cases, the sequence of morbid
events entered on the death certificate is not specified
correctly. A variety of errors may occur in completing
the medical certification of death. Common problems
include the following: the causal chain may be listed
in reverse order; the distinction between Parts I and II
may have been ignored so that the causal sequence in
Part I is simply extended unbroken into Part II; or the
reported underlying cause is unlikely, in an etiological
sense, to have caused the condition listed above it. In
addition, sometimes the physician attributes the death
to uninformative causes, such as cardiac arrest or pul-
monary arrest. The rules for selecting the underlying
cause of death were designed to resolve the problems
of incorrect or implausible cause-of-death statements.
The rules for the tenth revision as updated by the
WHO since publication of ICD-10 are described in a
National Center for Health Statistics (NCHS) instruc-
tion manual (NCHS 2008a). Coding rules beyond the
“General Principle” are invoked if the cause-of-death
section is completed incorrectly or if their applica-
tion can improve the specificity and characterization
of the cause of death in a manner consistent with the
ICD. The rules are applied in two steps: selection of
a tentative underlying cause of death, and modifica-
tion of the tentative underlying cause in view of the
other conditions reported on the certificate in either
Part I or II. Modification involves several consid-
erations by the medical coder: determining whether
conditions in Part II could have given rise to the
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underlying cause, giving preference to specific terms
over generalized terms, and creating linkages of con-
ditions that are consistent with the terminology of
the ICD.

Multiple Cause-of-Death Coding

Although it is desirable from the standpoint of statisti-
cal presentation to select a single, underlying cause of
death for each decedent, the other information reported
by the certifier is also useful. Indeed, as the popu-
lation ages and as the proportion of the population
with multiple, concurrent chronic conditions grows,
analysis based on a single, underlying cause becomes
increasingly unsatisfactory, especially for the very old
(Dorn and Moriyama 1964; Guralnick 1966; Israel
et al. 1986; NCHS 1984; Tardon et al. 1995). All
cause-of-death information reported on the death cer-
tificate can and should be coded. The result is what
is commonly referred to as “multiple cause data.”
Multiple-cause data represent all conditions and dis-
eases that were either present in the sequence leading
from the underlying cause to the immediate cause
(Part I) or contributed to death in some way (Part II)
(Israel et al. 1986; NCHS 1984, 2008b).

Underlying cause coding, while complex, requires
the codification of only one entity on the death cer-
tificate. Multiple-cause coding, on the other hand,
requires the coder to code each individual entity
reported and apply the appropriate coding rules. This
can be time consuming and often requires additional
personnel and resources. In addition, the WHO does
not require multiple-cause data from member coun-
tries. As a result, there are still many countries that
only code the underlying cause of death.

Automated Coding Systems

To facilitate the coding of both multiple and under-
lying cause-of-death data, automated coding systems
have been developed in several countries. In 1968,
NCHS implemented the use of a computerized algo-
rithm called ACME (automated classification of med-
ical entities) for selection of the underlying cause of
death according to the ICD rules (Glenn 1999; Israel

1990). Other software has since been developed to
provide automated input to ACME. MICAR (mortal-
ity medical indexing, classification, and retrieval) and
SuperMICAR (an enhancement of MICAR) allow for
the input of the literal text as reported on death certifi-
cates by the certifier. An additional software program,
TRANSAX (translation of axes) is used to process
and produce multiple-cause codes suitable for analysis.
Together these computer programs form the mortality
medical data system (MMDS) (Glenn 1999).

Automated coding of mortality data has important
advantages over manual coding. The computer algo-
rithms allow for more consistent application of the ICD
coding and selection rules, resulting in better compa-
rability both nationally and internationally (McKenzie
et al. 2001; Rooney 1999; Rosenberg 1999). With
this in mind, NCHS organized the International
Collaborative Effort (ICE) on Automating Mortality
Statistics. The primary purpose of the ICE is to pro-
mote the international development and implementa-
tion of automated coding systems in order to improve
the international comparability of mortality statistics
(Rosenberg 1999). As a result of this effort, several
countries in addition to the United States have been
able to implement such automated coding systems.

English speaking countries, specifically the United
Kingdom, Canada, and Australia, have been able
to adapt (e.g., for differences in spelling) and use
the MMDS (McKenzie et al. 2001; Rooney 1999;
Rooney and Devis 1996). Although much of the
system is language independent, SuperMICAR, in
particular, is not, and efforts to translate to other
languages have met with little success. A few coun-
tries, most notably Sweden, France, Brazil, Japan, and
Mexico, have developed automated systems largely
based on ACME (Johansson 2001a; Kimura et al.
2006; Laurenti 2006; Ortega Garcia 2006; Pavillon
2001). But these systems were developed only with
considerable effort and expense, making it difficult
for other countries with fewer resources or commit-
ment to do likewise. In response to these challenges,
the ICE on automation has fostered the development
of a language-independent system based on MMDS.
This system, called IRIS (not an acronym), was intro-
duced at the most recent meeting of the ICE in May
of 2008 (Miniño 2009). IRIS requires only that coun-
tries develop a dictionary of terms indexed to their
language version of the ICD. IRIS then employs the
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language-independent components of MMDS result-
ing in the assignment of an underlying cause of death
and a set of multiple-cause codes generally consistent
with that produced by MMDS.

Analyzing Trends Across Revisions
of the ICD

With each revision of the ICD there are changes, some-
times substantial, in the coding structure and some-
times in the rules for selecting the underlying cause
of death. Consequently, the introduction of a new revi-
sion of the ICD often results in comparability problems
and major disruptions in cause-of-death trends over
time. Major changes in the ICD over time are docu-
mented below. See Moriyama et al. (2011) for a more
comprehensive description of ICD revisions.

First-Five Revisions

Each revision of the International List of Causes of
Death from the first to the fifth has resulted in some
degree of discontinuity (Dunn and Shackley 1944;
US Bureau of the Census 1945; Van Buren 1940).
Comparability was primarily affected by changes in
the international list, including additions, deletions,
and renumbering of the list; changes in terminology;
and reclassification of terms to different categories.
Revision of the Manual of Joint Causes of Death also
resulted in some comparability issues due to changes
in the method for selection of the primary cause.
Some specific examples of the effect of revision of
the list and of the Manual of Joint Causes of Death
can be found in Van Buren (1940). These changes
were generally minor and discontinuities not partic-
ularly problematic for the analysis of cause-of-death
trends, at least not for leading causes of death.

Sixth Revision

The sixth revision of the ICD represented a much more
substantial change than any of the previous revisions
(Faust and Dolman 1963, 1964). Sixth revision cate-
gories were assigned three-digit codes with a fourth

digit added as a decimal for subcategories. In addi-
tion, the revision involved considerable regrouping of
causes of death as well as a major modification in the
method for selecting the underlying cause of death.
This resulted in serious discontinuities in mortality
trends for several causes of death, most notably for
diabetes mellitus. Other major causes for which trends
were affected by the revision include: septicemia, heart
disease, stroke, hypertension, pneumonia, chronic liver
disease, and chronic nephritis (kidney disease).

Seventh, Eighth, and Ninth Revisions

Few substantial changes were made with the seventh,
eighth and ninth revisions of the ICD. With the seventh
revision, the rules for selecting the underlying cause,
introduced with the sixth revision, were recast and sim-
plified, but only very minor revisions to the rules were
made (Faust and Dolman 1965). As a result, mortality
trends for major causes of death are largely unaffected
by the implementation of the seventh revision.

With the eighth revision (both ICD-8 and ICDA-8),
a new category was added for the classification of
deaths where it was not possible for the certifier to
determine whether injuries were accidentally or pur-
posefully inflicted (Klebba and Dolman 1975). This
had the impact of reducing deaths assigned to both
accidents and suicide. Other major causes of death
affected by the eighth revision include diseases of early
infancy, arteriosclerosis, and nephritis and nephrosis
(kidney disease).

The ninth revision introduced only a few changes
in coding rules and only minor revision to the clas-
sification structure (Klebba and Scott 1980). Major
causes of death affected were chronic obstructive pul-
monary diseases (COPD), pneumonia, kidney failure,
and diseases of early infancy (perinatal conditions).

Tenth Revision

The tenth revision saw some substantial changes in
both the classification structure and the rules for select-
ing the underlying cause of death (Anderson et al.
2001; Rooney et al. 2002). It is the most consequential
revision of the ICD since the sixth revision. ICD-
10 differs from ICD-9 in several respects. The tenth



22 Coding and Classifying Causes of Death 477

revision is far more detailed than the ninth and previous
revisions, with about 8,000 categories compared with
about 5,000 categories, and uses alphanumeric codes
(a letter followed by two numbers, with a third number
in decimal form for subcategories) rather than numeric
codes. In addition, significant additions and modifica-
tions were made to the chapters in the ICD and to the
rules for selecting the underlying cause of death. Major
causes of death affected were pneumonia, stroke, sep-
ticemia, HIV disease (for those countries that added
an HIV code in ICD-9), Alzheimer’s disease, sudden
infant death syndrome, and certain perinatal condi-
tions.

Bridge-Coding Studies

To study and assess the effect of an ICD revision on
cause-of-death trends, it is necessary to create a bridge
between the two revisions. Bridge-coding or compara-
bility studies, as these are often called, allow for the
quantification of discontinuities between revisions. To
illustrate the need for bridge coding, Fig. 22.3 shows
the trend in age-adjusted death rates for nephritis,
nephrosis, and nephrotic syndrome (kidney disease)
from 1968 to 2005, spanning three revisions of the ICD
(eighth, ninth, and tenth). There are clear and substan-
tial discontinuities in the trend corresponding with the
implementation of the ninth revision in 1979 and the
tenth revision in 1999.

Bridge-coding studies are accomplished by coding
data according to both the previous and current revi-
sions. The comparability ratio (CR) is a measure of
the discontinuity and is calculated by tabulating deaths
according to cause-of-death categories defined by both
revisions. The CR for cause-of-death category i is
calculated as:

CRi = DCurrent ICD
i

DPrevious ICD
i

,

where Di is the number of deaths assigned to cause-
of-death category i. A ratio of 1.0 indicates the same
number of deaths assigned to a cause of death under
both revisions and denotes that there is no net effect of
the revision on that particular cause-of-death category.
A ratio less (greater) than 1.0 indicates fewer (more)
deaths allocated to cause i in the current revision com-
pared with the previous revision. For example, for
the ICD-9 to ICD-10 transition, a ratio of 1.23 for
kidney disease indicates that in ICD-10, there were
23% more underlying cause deaths allocated to kid-
ney disease than were allocated to the same cause in
ICD-9. Therefore, the effect of the implementation of
the tenth revision on kidney disease mortality is to
increase the number of underlying cause deaths by
23%. This should be taken into account when analyz-
ing the trend in kidney disease mortality across the two
ICD revisions.

Adjustment of trends using comparability ratios can
be done by simply multiplying the observed data by
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the CR. Figure 22.4 shows the adjusted trend in age-
adjusted death rates due to kidney disease from 1968 to
2005. Rates from 1968 to 1978 are multiplied by a CR
of 1.74, which was derived from a US study bridging
the eighth and ninth revisions (Klebba and Scott 1980).
These adjusted rates, along with the observed rates
for 1979–1998 are then multiplied by 1.23, which was
derived from the US study bridging the ninth and tenth
revisions (Anderson et al. 2001). The result is a trend
of comparable rates without major discontinuities that
is much more appropriate for analysis.

That said, one should apply comparability ratios
with some caution. Comparability ratios are typically
calculated based on the bridge coding of data for a sin-
gle year. Bridge coding in different years may result in
comparability ratios that are different due to changes in
the composition of the cause-of-death categories and
in certification practices over time. For example, in the
US bridge-coding study (Anderson et al. 2001) based
on data for 1996, the CR for HIV disease was 1.06.
Re-estimation of the CR based on subsequent years
(1997 and 1998) resulted in progressively higher ratios.
Based on 1998 data, the CR was 1.14. The difference
is largely due to changing certification practices (Grigg
et al. 2001; Selik et al. 2003). Adjustment of previous
data using the 1996 estimate would tend to underesti-
mate mortality for 1997 and 1998, while adjustment
using the 1998 estimate would tend to overestimate
mortality for 1996 and prior years. Differences in
cause-of-death composition and certification practices

may also result in both demographic and geographic
variation in comparability ratios (Anderson et al. 2001;
Rooney et al. 2002).

Bridge-coding studies including comparability
ratios have been conducted in the United States for
every revision since the sixth revision (Anderson
et al. 2001; Faust and Dolman 1964, 1965; Klebba
and Dolman 1975; Klebba and Scott 1980). Studies
between the ninth and tenth revisions have been done
by several other countries, including England and
Wales, Japan, Scotland, Sweden, France, Italy, Canada,
and Australia (Australian Bureau of Statistics [ABS]
2000; Frova et al. 2010; Geran et al. 2005; Johansson
2001b; Ohmi and Yamamoto 2000; Pavillon et al.
2005; Registrar General of Scotland 2001; Rooney
et al. 2002). These studies have generally produced
similar results, although some differences are evident.
The variation is due primarily to differences in the
distribution of causes of death and differences in
cause-of-death certification practices (Rooney et al.
2002).

Tabulation and Presentation
of Cause-of-Death Data

The presentation of mortality statistics is typically
based on the underlying cause of death. While
tables can (and should) also be constructed based
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on multiple-cause data, underlying-cause tabulations
are simpler and more easily interpretable, the inter-
national format for the death certificate is ori-
ented specifically to elicit an underlying cause of
death, and many countries only code the underlying
cause. Therefore, underlying-cause tabulations con-
tinue to be important, especially for international
comparability.

The WHO publishes a set of standard cause-of-
death tabulation lists according to which they publish
underlying cause-of-death statistics for 193 member
countries (WHO 2004a). These lists are intended to
provide some standardization in the tabulation and pre-
sentation of international mortality statistics and are
also used by the WHO as a reporting tool for countries
that cannot or will not release individual-record data.
Eurostat, the statistical agency of the European Union,
has also developed a European shortlist to standardize
the presentation of cause-of-death data for European
countries.

Countries typically publish their own data accord-
ing to a cause-of-death tabulation list that has been
developed with their own needs in mind. A look at
mortality reports for several countries shows some
variation in the number and content of the cause-
of-death lists (ABS 2008; Federal Health Reporting
2008; Heron et al. 2009; Korean National Statistical
Office 2006; ONS 2008; Statistics Bureau 2009;
Statistics Canada 2007; Statistics Norway 2008;
Statistics Sweden 2008). Some use the European short-
list (e.g., Norway and Sweden). Others use some
variation on the WHO lists. Cause-of-death categories,
in many cases, are consistent, but in others are quite
different.

The WHO lists rightly include a broad range of
causes of death, including causes that may be com-
mon only regionally or in developing countries, some
of which may be extremely rare or nonexistent in
others. For national tabulations, these rare or nonex-
istent categories are often not needed, and other causes
not shown in the WHO list may be relevant. For
example, the European shortlist and standard tabula-
tion lists for England and Wales, Japan, Canada, and
the United States exclude many of the infectious dis-
eases found in the WHO lists. These national lists
also include some cause-of-death categories, for exam-
ple, asthma, heart failure, renal failure, and external
causes of undetermined intent, not shown in the WHO
lists.

Multiple-Cause Tabulations

The importance of multiple-cause data has been well-
known for decades (Janssen 1940). A single, underly-
ing cause of death does not always adequately describe
deaths, particularly those due to chronic diseases
that tend to coexist with a number of other chronic
conditions (Dorn and Moriyama 1964; Guralnick
1966; Israel et al. 1986; NCHS 1984). In addition,
underlying-cause statistics do not adequately describe
the burden of mortality due to certain diseases and con-
ditions that are often reported on the death certificate,
but not selected as the underlying cause. In these cases,
the presentation of multiple-cause data may make more
sense. Table 22.2 shows multiple and underlying cause
counts for selected causes of death in the United States.
Some of these causes, for example, hypertension and
diabetes, are commonly reported in Part II of the death
certificate as contributing factors and are, thus, much
more likely to be reported on the death certificate
than to be selected as the underlying cause of death.
Other causes, for instance, heart failure and renal fail-
ure, are more likely to be reported than selected as
the underlying cause because they are often reported
as complications of the underlying cause. In contrast,
causes of death, such as those involving injury, HIV
infection, and cancer, are least likely to be reported
along with other existing conditions, are most likely
to be selected as the underlying cause when they are
reported, and are most likely to be the only causes
reported.

Multiple-cause data are also useful in describing
associations among medical conditions reported on the
death certificate. These data provide some insight into
the joint occurrence at death of multiple diseases and
the competing and cooperating morbid processes lead-
ing to death (Israel et al. 1986; Manton and Stallard
1982; Stallard 2002, 2006). In addition, these data
illustrate the difficulties inherent in selecting a single
underlying cause of death (Stallard 2002).

In addition to describing diseases and other medical
conditions, multiple-cause data also provide additional
information about injury-related deaths, i.e., about the
nature of the injury and body region affected, or, in the
case of poisoning, about the substance involved (Israel
et al. 1986; Miniño et al. 2002). Underlying cause data
are limited to the external circumstances that resulted
in the death, for example, accidental fall, intentional
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Table 22.2 Number of deaths from selected reported causes, number selected as the underlying cause, and ratio of reported causes
to underlying cause: United States, 2005

Cause of death (based on the
International Classification of Diseases,
Tenth Revision, 1992)

Total deaths
with cause
reported

Selected as
underlying
cause

Ratio of reported
to underlying
cause

Average number
of causes per
death

Percent only
cause reported

Hypertension (I10,I12) 276,368 24,902 11.1 4.2 0.5
Complications of medical and surgical

care (Y40–Y84,Y88)
28,132 2,653 10.6 4.3 0.9

Anemias (D50–D64) 48,588 4,624 10.5 4.8 0.9
Nutritional deficiencies (E40–E64) 19,761 3,183 6.2 4.6 0.6
Renal failure (N17–N19) 219,037 42,868 5.1 4.0 3.6
Heart failure (I50) 292,180 58,933 5.0 3.7 6.5
Atherosclerosis (I70) 54,411 11,841 4.6 3.8 4.4
Septicemia (A40–A41) 152,706 34,136 4.5 3.8 4.1
Pneumonia (J12–J18) 209,638 61,189 3.4 3.5 7.4
Diabetes mellitus (E10–E14) 233,615 75,119 3.1 4.2 1.0
Cerebrovascular diseases (I60–I69) 242,346 143,579 1.7 3.3 14.5
Congenital malformations (Q00–Q99) 15,107 10,410 1.5 3.3 11.0
Alzheimer’s disease (G30) 107,525 71,599 1.5 2.9 21.6
Ischemic heart diseases (I20–I25) 606,774 445,687 1.4 3.3 12.4
Accidents (V01–X59,Y85–Y86) 155,174 117,809 1.3 2.4 45.6
Perinatal conditions (P00–P96) 18,701 14,549 1.3 2.1 42.5
Human immunodeficiency virus (HIV)

disease (B20–B24)
14,132 12,543 1.1 2.2 36.7

Malignant neoplasms (cancer) (C00–C97) 616,646 559,312 1.1 2.4 38.7
Assault (homicide) (X85–Y09,Y87.1) 18,283 18,124 1.0 1.1 91.5
Intentional self-harm (suicide)

(X60–X84,Y87.0)
32,746 32,637 1.0 1.3 82.9

Source: US National Vital Statistics System.

self-poisoning, assault by blunt object. Multiple-cause
data can provide valuable additional information about
the medical effects of the trauma, for example, a frac-
ture of the hip in the case of an accidental fall. In
the case of deaths due to poisoning, the multiple-cause
data are much more detailed in terms of the substance
involved.

Both the tabulation and analysis of multiple-cause
data is much more complex than that based on the
underlying cause. There are several important issues
to consider when tabulating and analyzing multiple-
cause data. First, it is important to remember that
the international format of the death certificate is not
designed to elicit conditions or diseases that did not
contribute to death. As a result, the multiple-cause
information reported on the death certificate should
not be taken to represent a comprehensive list of con-
ditions and diseases that the decedent may have had.
Multiple-cause data obtained from death certificates
are not necessarily good for measuring the prevalence
of decedents with a particular condition. A distinc-
tion, therefore, must be made between dying with and

dying from a condition. For example, not all dece-
dents with diabetes die from diabetes. As a result, one
would not expect to see diabetes reported on a death
certificate if the certifier did not think that diabetes
was a cause of or contributed to death. This is very
important to consider when interpreting multiple-cause
tabulations.

Second, when tabulating multiple-cause data using
hierarchical tabulation lists, caution should be taken
not to count deaths more than once in higher-level cat-
egories. For example, a death certified due to an acute
myocardial infarction due to atherosclerotic heart dis-
ease would be assigned multiple-cause codes (in ICD-
10) I21.9 and I25.9, respectively. In the United States,
ischemic heart disease (I20–I25) is divided into several
subcategories, including acute myocardial infarction
(I21–I22) and other forms of chronic ischemic heart
disease (I20, I25). In a multiple-cause tabulation using
these categories, the death in the example above would
be assigned to both subcategories. Adding these cat-
egories up to the total ischemic heart disease would
result in the death being counted twice. Therefore, to
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avoid a distorted picture of the burden of mortality, it is
important to ensure that deaths in all of the categories
in a tabulation list are counted only once (Israel et al.
1986).

Finally, one must make a decision on how to
deal with uninformative medical information, such as
modes of dying. Modes of dying, such as cardiac and
respiratory arrest, are often reported as the immediate
cause of death. Because all deaths involve the ces-
sation of heart and lung activity, this is not useful
information. In multiple-cause tabulations and analy-
sis, particularly when examining associations between
coexisting conditions, it is usually best to ignore modes
of dying.

Ranking Causes of Death

Ranking causes of death is a popular method of pre-
senting mortality statistics. Leading causes of death
derived from the ranking illustrate the relative burden
of cause-specific mortality and are often used to make
a case for funding and research to prevent and treat
these diseases. Ranking is a useful tool, but must be
used with a clear understanding of its inherent lim-
itations (Rosenberg and Anderson 2004). The rank
order of causes of death depends heavily on the list of
causes from which the rankable causes are drawn and
the determination of what constitutes a rankable cause
(Becker et al. 2006; Griffiths et al. 2005; Heron 2007).
As a result, changes or differences in cause lists can
result in a lack of comparability over time and between
countries.

Rankable cause-of-death categories are determined
based on a few general methodological principles.
Cause-of-death categories should be ranked accord-
ing to the number of deaths assigned to the rankable
causes. The number of deaths most accurately rep-
resents the frequency and burden of cause-specific
mortality. While crude death rates also reflect the bur-
den of mortality, they are less precise and therefore
less than ideal. Age-standardized rates should never
be used for ranking as the numerical value of the
age-standardized rate depends on the population age
distribution used as the standard. An older standard
age distribution, for example, will tend to give more
weight in the ranking to causes of death affecting the
older population.

Choosing rankable cause-of-death categories
should be done according to the following principles.
Rankable causes should be medically meaningful
and useful from a public-health perspective. Thus,
ill-defined conditions, such as cardiac or respiratory
arrest, and symptoms should not be rankable. Non-
specific and residual categories should be excluded
as well. Rankable causes should also be mutually
exclusive. For example, if the category “malignant
neoplasms” is to be rankable, then its component
subcategories (e.g., malignant neoplasm of trachea,
bronchus, and lung, and malignant neoplasm of breast)
should not be rankable.

International comparisons of leading causes of
death are complicated by the fact that different coun-
tries often use different cause lists from which they
select rankable causes. There is also a diversity of opin-
ion as to which categories should be rankable. These
differences necessarily arise because of variation in
reporting practices, the prevalence of certain types of
diseases, and health priorities. For example, in the
United States, heart diseases are all combined for rank-
ing because of the tendency for physicians to report
heart disease without specifying the type of heart dis-
ease. Australia combines Alzheimer’s disease with all
dementias for the same reason. Less prevalent diseases
are often relegated to non-rankable residual categories.
For example, in the United States, cholera and diphthe-
ria are not rankable causes of death (they are embedded
in a residual category) because of their rarity. In devel-
oping countries, these diseases may be important in a
list of rankable causes.

Table 22.3 shows leading causes of death for the
world and three selected countries and illustrates the
difficulty in making international comparisons of lead-
ing causes based on published data from each country
and the WHO. Differences are apparent in the compo-
sition of the categories in the cause lists from which
the rankable categories are derived. For example, both
the United States and Korea combine all heart dis-
eases, but use different sets of ICD codes to define
this category. The United States ranks Alzheimer’s dis-
ease separately; Australia combines it with vascular
and other dementias. There are also differences in the
choices made as to which categories should be rank-
able. For instance, the United States and Korea rank
all malignant neoplasms; the WHO and Australia rank
the malignant neoplasm subcategories. The United
States and Korea rank all heart diseases; the WHO
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Table 22.3 Ten leading causes of death for the world and selected countries

Cause of death (based on the International Classification of Diseases, Tenth Revision, 1992)

Rank World (2004) USA (2006) Korea (2004) Australia (2006)

1 Ischaemic heart disease
(I20–I25)

Diseases of heart (I00–I09,
I11, I13, I20–I51)

Malignant neoplasms
(C00–C97)

Ischaemic heart diseases
(I20–I25)

2 Cerebrovascular disease
(I60–I69)

Malignant neoplasms
(C00–C97)

Cerebrovascular diseases
(I60–I69)

Strokes (I60–I69)

3 Lower-respiratory infections
(J10–J18, J20–J22)

Cerebrovascular disease
(I60–I69)

Heart diseases (I00–I09,
I20–I51)

Trachea and lung cancer
(C33–C34)

4 COPD (J40–J44) Chronic lower-respiratory
disease (J40–J47)

Intentional self-harm
(X60–X84)

Dementia and Alzheimer’s
disease (F01–F03, G30)

5 Diarrhoeal diseases (A00,
A01,A03,A04,A06–A09)

Accidents (V01–X59,
Y85–Y86)

Diabetes mellitus (E10–E14) Chronic lower-respiratory
diseases (J40–J47)

6 HIV/AIDS (B20–B24) Diabetes mellitus (E10–E14) Transport accidents
(V01–V99)

Colon and rectum cancer
(C18–C21)

7 Tuberculosis (A15–A19,
B90)

Alzheimer’s disease (G30) Chronic lower-respiratory
diseases (J40–J47)

Blood and lymph cancer
(including leukaemia)
(C81–C96)

8 Trachea, bronchus, lung
cancers (C33–C34)

Influenza and pneumonia
(J10–J18)

Diseases of liver (K70–K76) Diabetes (E10–E14)

9 Road traffic accidents
(V01–V04,V06,
V09–V80,V87,V89,V99)a

Nephritis, nephrotic
syndrome, and nephrosis
(N00–N07, N17–N19,
N25–N27)

Hypertensive diseases
(I10–I13)

Diseases of the kidney and
urinary system (N00–N39)

10 Prematurity and low birth
weight (P05, P07, P22,
P27–P28)

Septicemia (A40–A41) Pneumonia (J12–J18) Prostate cancer (C61)

Sources: World—WHO (2008); USA—Heron et al. (2009); Korea—Korean National Statistical Office (2006); Australia—
Australian Bureau of Statistics (2008).
aFor countries that code to the fourth-digit level, the list of codes is much more detailed. See WHO (2008, Table C3, footnote e,
p. 125).

and Australia have chosen to rank the subcategories,
including ischemic heart disease. Further illustration
as to how the choice of different rankable categories
can affect the leading causes can be found in Becker
et al. (2006) and Griffiths et al. (2005). Recently, an
attempt has been made to develop a standard cause list
for ranking and to standardize ranking procedures for
international comparisons (Becker et al. 2006).

Conclusions

An understanding of the issues related to the col-
lection, classification and coding, and presentation
of cause-of-death data is crucial for public-health
research and the development of effective interventions
and policy. Such knowledge is especially important
when making international comparisons and analyz-
ing cause-of-death data over time. For some causes

of death, changes over time coinciding with revisions
of the ICD may be due to the revisions rather than to
real changes in the risk of mortality. International vari-
ation may, in some cases, be due to differences in how
the data are collected, coded, and tabulated rather than
substantive differences in the risk of mortality.

Counting Deaths Due to Common Risk
Factors

Cause of death as discussed in this chapter refers
specifically to the pathophysiological diseases or con-
ditions identified at the time of death and not to the
root causes or risk factors that gave rise to those con-
ditions. Data collected at the time of death does not
lend itself well to the collection of information on risk
factors, for example, tobacco use, obesity, alcohol and
drug use, and sexual behavior. The death certificate is
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not intended for or designed to collect such informa-
tion, nor is it typically reported. One cannot survey the
decedent as to their habits or behavior, and an exten-
sive survey of medical records and the next of kin at
the time of death is neither practical nor considerate.

Longitudinal data and linkage studies with mortal-
ity follow-up can be used to assess the impact of risk
factors on mortality (see, e.g., Flegal et al. 2005; Liao
et al. 2000; Shultz et al. 1991). Measures of relative
risk from such studies can be used with prevalence
estimates to calculate attributable fractions (Rückinger
et al. 2009), which are then used to estimate the num-
ber of deaths attributable to the risk factor of interest
(Allison et al. 1999; Centers for Disease Control and
Prevention 2005; Danaei et al. 2009; Flegal et al.
2005; McGinnis and Foege 1993; Mokdad et al. 2004;
Stevenson 2001).

Such estimates of attributable deaths are useful in
illustrating the burden of disease and mortality due to
risky behavior. However, estimating these deaths is not
as straightforward as counting diseases or conditions
reported on a death certificate. Lack of a standardized
methodology is a problem. Differences in definition
and methodology can result in substantially different
and sometimes controversial estimates for the same
risk factor (Allison et al. 1999; Couzin 2005; Flegal
et al. 2005; Mokdad et al. 2004). Himes provides a
more detailed discussion regarding the role of behav-
ioral risk factors in disease and mortality in Chapter 14
of this volume.

Future Directions

Much of the discussion in this chapter has been limited
to developed countries, most of which have well-
established vital registration systems that are able to
register and collect information, including the cause
of death, on virtually 100% of deaths. Unfortunately,
death registration systems are either nonfunctioning
or inadequate in most developing countries. Serious
gaps exist in our knowledge of mortality patterns for
these countries. Estimates, especially those for cause-
specific mortality, are at best imprecise and may pro-
vide a misleading picture of the true risk due to disease
and injury. While strategies such as sample registration
and verbal autopsy can provide valid inferences where
data do not currently exist, they have limits, especially

with regard to producing data that are internationally
comparable. The development and augmentation of
vital registration systems where the cause of death is
reported by a medically qualified person continues to
be essential and should be promoted as the gold stan-
dard for the collection of cause-of-death data. Such
systems provide the best opportunity for collecting
high-quality cause-of-death information.

Among developed countries, despite high levels of
coverage and completeness in the collection of cause-
of-death data, there remains significant variation in
the way cause-of-death data are collected, coded, and
presented. Some efforts have been made, notably by
the WHO through the ICD, to provide international
standards. The ICD provides a standard format for
collecting the cause of death, standard rules for clas-
sification, and coding and standard tabulation lists for
presentation. But use of ICD and application of the
coding rules is not necessarily uniform internationally.
In addition, standards for the reporting of cause-of-
death information by medical certifiers are lacking.
Thus, much remains to be done, especially with regard
to promoting standards for coding and improvements
to the quality of cause-of-death reporting.

Automated coding systems provide important
opportunities for improvements in the international
comparability of cause-of-death data. While the ICD
provides standard coding rules, these rules are quite
complex and are often interpreted differently by human
coders. Automated systems, in contrast, provide a
standardized application of the ICD coding rules.
In addition, automated systems facilitate the coding
of multiple-cause data, making them more widely
accessible internationally. Development and enhance-
ment of automated coding systems continues through
the International Collaborative Effort on Automating
Mortality Statistics. However, automated systems are
currently in place in only a few countries. Wider dis-
semination is needed if such systems are to be effective
in promoting international comparability. Hopefully,
the recent development of IRIS, which mitigates much
of the difficulty in adapting automated coding for dif-
ferences in language, will result in wider adoption of
automated coding internationally.

Automated coding systems can have an important
impact, but are not a panacea for providing accurate
and comparable cause-of-death data. The coded out-
put from automated systems is only as good as the
input provided by medical certifiers. As discussed in
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this chapter, the quality of cause-of-death certifica-
tion is a matter of concern. Certifiers often do not
understand the importance of or how to write a proper
cause-of-death statement. While training materials for
medical certifiers are available in several countries,
these materials tend not to be widely disseminated or
easily accessible. Electronic death registration (EDR)
systems, in which medical certifiers enter the cause
of death directly into the system, have the potential
to improve cause-of-death information in three ways.
First, training materials can be made directly accessi-
ble in electronic format to the certifier as the cause of
death is being reported. Second, EDR systems can be
programmed to enhance cause-of-death querying. For
example, if insufficient detail or an unsuitable under-
lying cause is reported, the certifier may be queried in
real-time while the facts of the case are fresh. Third,
the potential for error is reduced if the cause of death
is entered directly by the certifier and not by data entry
personnel. EDR systems additionally have the poten-
tial to provide more timely cause-of-death data that can
be used for disease surveillance. Currently, such sys-
tems are in their infancy, under development in only a
few countries, including the United States, France, and
Australia.

Information about causes of death is vital. If we do
not know why people die, we cannot devise effective
programs and interventions to prevent death, improve
health, and ultimately increase life expectancy. This
information is lacking, of poor quality, or incompara-
ble in too many countries around the world. This limits
our ability to draw valid conclusions on a global scale.
Much more needs to be done to close these informa-
tion gaps and improve the availability, comparability,
and quality of cause-of-death information globally.
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Chapter 23

Avoidable Mortality

Hiram Beltrán-Sánchez

Introduction

This chapter reviews the most relevant papers related
to the concept of avoidable mortality since its origin in
the late 1970s. However, for the presentation of empir-
ical results, I concentrate on research published after
2005; for earlier years, there is a review of the litera-
ture by Nolte and McKee covering about 200 articles
related to avoidable mortality. I searched PubMed and
ISI-Web of Science for articles using key words such
as avoidable mortality, avoidable causes, amenable
mortality, and amenable causes. Additionally, I pro-
vide a summary table of avoidable conditions used
by different authors at various times using the ninth
international classification of diseases (ICD9).1

The chapter is divided into five sections. The first
three describe the historical development of the con-
cept of avoidable mortality in the late 1970s, 1980s,
1990s, and 2000s, followed by a section on recent
empirical results from studies on avoidable mortality.

H. Beltrán-Sánchez (�)
Andrus Gerontology Center, University of Southern California,
Los Angeles, CA 90089, USA
e-mail: beltrans@usc.edu

1 ICD codes have been adopted by most of the countries in the
world to classify causes of death. The version currently use in
vital statistics agencies is ICD10 but I use ICD9 to summarize
the conditions because this is the most common classification
used in the literature. There are, however, some differences
in cause codification between ICD classifications. For further
details see Chapter 22 by Robert Anderson in this volume in
which he describes these differences and their importance for
mortality analysis when making comparison across ICD classifi-
cations. In addition, more details in cause-specific nomenclature
in ICD codes are found at the World Health Organization
website: www.who.int/classifications/icd/en

Then, I conclude with a discussion of some limitations
of the concept of avoidable mortality.

Historical Development of the Concept
of Avoidable Mortality

The concept of avoidable mortality derives from the
work of Rutstein and colleagues, who wanted alter-
native measures of the quality of medical care “based
on all unnecessary diseases, disabilities, and untimely
deaths” (1976: 583). The authors viewed unnecessary
and untimely deaths as cases in which death should
not have occurred if everything had gone well in
the medical care system, including the use of timely
and effective medical care. The occurrence of these
deaths “is a warning signal, a sentinel health event
that the quality of care may need to be improved”
(1976: 583). The medical care system being evaluated
in this approach is broadly defined as “the applica-
tion of all relevant medical knowledge, the basic and
applied research . . ., the services of all medical and
allied health personnel, institutions and laboratories,
the resources of governmental, voluntary, and social
agencies, and the co-operative responsibilities of the
individual himself” (1976: 582).

Rutstein and colleagues separated conditions into
three main groups based on whether the condition was
viewed as preventable and/or treatable. The authors
stated that the list of conditions was derived with “the
assistance of specialists in many fields of medicine”
(1976: 583); that is, they provided no scientific evi-
dence to support their choice of conditions. For
each condition they distinguished among unneces-
sary disease, unnecessary disability, and unnecessary

491R.G. Rogers, E.M. Crimmins (eds.), International Handbook of Adult Mortality, International Handbooks
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untimely death. The first group, “clear-cut” cases,
corresponded to conditions in which each case of a dis-
ease, disability, or untimely death could be viewed as
either preventable, treatable, or both. For example, all
deaths from tuberculosis were considered unnecessary
deaths that could have been treated. Thus, the occur-
rence of any condition in this group should have raised
the question of “why did it happen?” The second group
included conditions in which the presence of effective
and timely medical care should have lowered incidence
rates for that condition, even if not every case was pre-
ventable or treatable. For example, Hodgkin’s disease
was considered an unnecessary and untimely death
that could be treated at lower stages of malignancy
in young people. The last group comprised conditions
that could have a serious effect on health but whose
diagnosis, prevention, and treatment might not be very
well-defined.

The authors identified some conditions as providing
particularly clear warning signals. For example, deaths
from asthma among people aged 50 or younger were
considered sentinel health events reflecting the quality
of medical care. The idea was that with good medical
care, the number of these deaths should be very low.

The Rutstein group developed their initial list of
conditions using the eighth ICD. They subsequently
updated it for comparability with the ninth ICD revi-
sion, but, as in the first version, the authors provided no
evidence to support their selection of causes (Rutstein
et al. 1980: 583).

Rutstein’s approach has been the basis for the
concept and operationalization of avoidable mortal-
ity used in the literature. By 1990, there were about
a dozen papers on avoidable mortality in which
the categorization of causes of death was mainly
derived from Rutstein’s. Most of this work focused on
European countries—Belgium (Humblet et al. 1987),
England and Wales (Bauer and Charlton 1986; Carr-
Hill et al. 1987; Charlton and Velez 1986; Charlton
et al. 1983), the Netherlands (Mackenbach et al.
1988a, b; Mackenbach et al. 1990), and Finland
(Poikolainen and Eskola 1986)—on the United States
(Adler 1978); and on cross-country mortality compar-
isons (Holland 1986, 1988, 1991, 1993, 1997; Kunst
et al. 1988; Poikolainen and Eskola 1988). However,
the work by Charlton and colleagues, Holland and col-
leagues, Poikolainen and Eskola, and Mackenbach and
colleagues modified the lists of conditions included
in avoidable mortality to some extent, and these

modifications became the basis for most studies after
the 1990s. At this point, the focus on avoidable mor-
tality shifted to selecting conditions based on the par-
ticular mechanism that was thought to be responsible
for their prevention and/or treatment. Thus, condi-
tions were generally classified as medical care indica-
tors, and health policy indicators (Nolte and McKee
2003, 2004, 2008; Nolte et al. 2002; Simonato et al.
1998; Tobias and Jackson 2001; Tobias and Yeh 2007;
Westerling 2003; Westerling et al. 1996).

Conception of Avoidable Mortality
in the 1980s

Charlton and colleagues (1983) studied variation in
mortality from amenable causes in England and Wales,
using a subset of conditions from Rutstein’s list.
Charlton and colleagues selected 14 causes of death
from Rutstein’s list, “conditions that were regarded as
most amenable to medical intervention (excluding con-
ditions whose control depends mainly on prevention
such as lung cancer) and for which there were suffi-
cient numbers of deaths to make a feasible analysis of
the variation in mortality rates” (1983: 691). The main
difference from Rutstein’s work is that Charlton and
colleagues focused on causes that were mainly treat-
able, which they called amenable conditions, exclud-
ing preventable conditions. That is, their concept of
amenable mortality was a subset of the more gen-
eral construct of avoidable mortality. Although they
selected causes for which there were sufficient num-
bers of deaths to make analysis feasible, they excluded,
without explanation, some causes with large numbers
of deaths such as prostate, colon, and rectal cancers,
epilepsy, and peptic ulcers (Table 23.1). Like Rutstein
et al. (1976), Charlton et al. (1983) linked their con-
cept of amenable mortality to certain ages, which
varied somewhat by cause, but for most of the causes,
the range comprised ages 5–64 years. A year later,
Charlton et al. (1984) classified deaths from each cause
as being indicative of failures in hospitals, general
practice, or public health services. Neither of these
studies, however, provided epidemiologic evidence to
support the selection of causes as being avoidable
causes of death.

In a subsequent analysis comparing mortality rates
from avoidable causes in six countries, Charlton and
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Velez selected only 9 causes from their original list of
14, but added cerebrovascular disease as an amenable
cause. The inclusion of cerebrovascular disease as
amenable was based on empirical evidence from the
“Hypertension Detection and Follow-up Program Co-
operative Group (HDFP) study that shows that mortal-
ity from strokes may be reduced by half with intensive
antihypertensive treatment” (1986: 296). However, the
results from the randomized controlled trial of the
HDFP study came from a “preliminary analysis of
mortality . . . [with] no tests for statistical signifi-
cance for the specific causes of death” (Hypertension
Detection Follow-up Program Cooperative Group
1979: 2567). Furthermore, the authors justified their
exclusion of pneumonia–bronchitis and acute respi-
ratory diseases from their list of amenable causes
because “incidence and severity tend to fluctuate
widely from year to year” (1986: 296), but gave no
explanation of why they excluded important conditions
such as infectious diseases, deficiency anemias, and
respiratory diseases (Table 23.1).

Basing its work on Rutstein’s and Charlton’s lists of
avoidable causes, the European Community Concerted
Action Project on Health Services and “Avoidable
Deaths” generated several reports in a 10-year period
on avoidable mortality (Holland 1988, 1991, 1993,
1997) (Table 23.1). The first, an analysis of mortality
variation in Europe in the 1980s, included 17 pre-
ventable and/or treatable conditions with identifiable
effective interventions (Holland 1988). The project
classified the conditions into two main groups: those
that were considered to be indicators of the success of
national health policy in primary prevention, includ-
ing causes such as lung cancer, liver cirrhosis, and
motor vehicle accident; and those that reflected ade-
quacy of curative medical care and secondary preven-
tion. The authors restricted the age range of avoidable
mortality to people younger than 65. A second edi-
tion of this document, published in 1991, incorporated
eight more conditions to reflect advances in med-
ical knowledge, for example, congenital anomalies.
Finally, a last revision published in the late 1990s
listed 16 conditions (Holland 1997), selected from
the initial 17 causes plus the 8 added in the sec-
ond revision. It is interesting to note that in the final
revision cerebrovascular and ischemic heart disease
were included as avoidable causes, while prostate,
colon, and rectal cancers were never included in the
lists.

In the late 1980s, Poikolainen and Eskola (1986,
1988) studied the impact of health services on
amenable mortality in Finland and in 25 developed
nations, classifying conditions as amenable or par-
tially amenable to medical care. Most of the causes
of death used by Pokolainen and Eskola are taken
from Rutstein’s original list, with the exception of
chronic nonspecific lung disease, which is not included
in Rutstein’s list. Although Rutstein’s group and
Charlton’s group noted the potential factors that influ-
enced mortality from each condition (e.g., primary
care), it was Poikoilanen and Eskola who first began
grouping conditions to represent the possible effect
of health interventions (Table 23.1). This grouping
of conditions was the main focus of the studies con-
ducted after the 1990s. Poikoilanen and Eskola defined
one group of causes as amenable by prevention or
treatment (e.g., infectious diseases and hypertensive
disease); a second group as not amenable to inter-
vention by health services (e.g., anemias and mental
disorders); a third group as partly amenable, includ-
ing “other deaths from natural causes . . . which could
not be further subdivided into categories of amenable
and non-amenable deaths” (Poikolainen and Eskola
1988: 87) (e.g., cancer of the skin and ischemic heart
disease); and a fourth group as violent causes (e.g.,
accidents, suicides, and poisonings). Their 1986 list of
about 25 causes was expanded in 1988 to include about
70 amenable conditions and about 20 partly amenable
causes. For most of the conditions, Poikolainen and
Eskola restricted the age range to 0–64 years.

The first attempt to justify the inclusion/exclusion
of causes of death classified as avoidable by using epi-
demiological evidence was conducted by Mackenbach
and colleagues (1988b) in their study of the contribu-
tion of medical care innovations to mortality changes
during 1950–1984 in the Netherlands. Their list of
conditions is derived with the intention “to cover all
medical care innovations, for which the evidence on
favorable incidence or case fatality effects is relatively
undisputed” (p. 889). They omitted conditions “for
which [they] were not able to find convincing evidence
of significantly increasing effectiveness of medical
care (p. 889)” (e.g., cancer of the thyroid). Thus, the
Mackenbach group’s list is not entirely derived from
that of the Rutstein group. For example, they included
congenital digestive anomalies, nephritis and nephro-
sis, and cancer of the testis, while the Rutstein group
did not include any of these causes (Table 23.1). The
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Mackenbach group’s lists included 35 causes divided
into 11 groups by source of improvement: specific
medical therapies (Group I, e.g., diseases of the thy-
roid), improvements in surgery/anesthesia (Group II,
e.g., appendicitis), improvements in antenatal and peri-
natal care (Group III, e.g., maternal and perinatal
causes), chemotherapeutics and antibiotics (Group IV,
e.g., tuberculosis), surgical repair of congenital anoma-
lies (Group V, e.g., congenital anomalies), prophylaxis
and heart valve surgery (Group VI, e.g., rheumatic
heart disease), mass vaccinations (Group VII, e.g.,
tetanus), hemodialysis (Group VIII, e.g., nephritis
and nephrosis), hypertension detection and treatment
(Group IX, e.g., cerebrovascular disease), improve-
ments in cancer treatment (Group X, e.g., leukemia),
and mass screening (Group XI, e.g, cancer of the
cervix). An important difference from previous studies
is that Mackenbach and colleagues found no evi-
dence that incidence or case fatalities were limited
to certain age groups, and they did not restrict mor-
tality to specific ages (except for diabetes mellitus,
where improved survival was found to be effective
only among people younger than 25, and cancer of
the kidney and leukemia, for which more effective
treatment occurs mainly in children younger than 15).
Additionally, the Mackenbach list included only four
kinds of cancers—lips and skin, kidney, testis, and
cervix—excluding other important cancers such as
breast, prostate, and colon.

Avoidable Mortality in the 1990s
and the 2000s

In the 1990s and early 2000s, research on avoid-
able mortality concentrated on distinguishing between
causes amenable to medical care intervention (i.e., sec-
ondary prevention and treatment), and those amenable
through public health policies (Nolte et al. 2002;
Simonato et al. 1998; Tobias and Jackson 2001;
Westerling 1993; Westerling et al. 1996). While the
Rutstein and Holland groups had previously noted the
different effects of medical care interventions on spe-
cific conditions, they did not include this dimension in
their classification system (Table 23.1).

Westerling and colleagues (Westerling 1993;
Westerling et al. 1996), for example, used the lists

of causes from the Rutstein group (1976), Holland
(1988, 1991, 1997), and the Mackenbach group
(1988b) to classify conditions into medical care
indicators (e.g., diabetes and asthma), health policy
indicators (e.g., liver cirrhosis), and other indicators.
Surprisingly, infectious diseases and maternal deaths
were eliminated altogether from Westerling’s list.

A few years later, Simonato and colleagues (1998)
further disaggregated avoidable causes by level of
prevention into those that are amenable to primary
prevention through reduction of exposures (Group 1),
secondary prevention through early detection and
treatment (Group 2), and tertiary prevention through
improved treatment and medical care (Group 3).
They included most of the conditions from Rutstein’s,
Charlton’s, and Holland’s lists, with a focus mainly on
cancers. For example, four out of seven conditions in
Group 1 are cancers, and Group 2 comprises cancers
only. They eliminated important diseases even within
cancer types, such as cancer of the kidney, as well as
diabetes mellitus, diseases of the thyroid, deficiency
anemias, perinatal deaths, nephritis and nephrosis, and
congenital anomalies.2 Most of the epidemiological
evidence provided to support their selection of condi-
tions referred to cancer types only, mainly those related
to smoking, and cancers of the breast, larynx, skin, and
cervix.

In the early 2000s, Tobias and Jackson (2001)
extended the arbitrary age range to include people up
to 75, and subcategorized avoidable causes according
to the level of intervention: primary avoidable (PAM),
secondary avoidable (SAM), and tertiary avoidable
(TAM) (Table 23.1). This classification was based on
“expert consensus” (2001: 13). A proportion of deaths
from each condition was assigned to each subcate-
gorized avoidable group. These proportions (weights)
were first derived by the authors “based on extensive
review of the literature” (p. 13) and then “reviewed and
refined by an expert panel comprising clinicians and
epidemiologists” (2001: 13). Deaths from ischemic
heart disease, for example, received relative weights
of 0.5, 0.25, and 0.25 corresponding to its primary
(PAM), secondary (SAM), and tertiary (TAM) pre-
ventability (see Table 23.1 for more details).

2 Mackenbach et al. (1988) had provided evidence to justify the
inclusion of these conditions as avoidable (Table 23.1).
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A year later, Nolte and colleagues (2002) returned
to the original idea of the Rutstein group by focus-
ing on “amenable,” or “treatable,” and “preventable”
conditions. The authors defined amenable or treatable
conditions as indicating the impact of medical care in
the form of secondary prevention or medical treatment,
and preventable conditions as representing primary
prevention through health policies. They further dis-
tinguished between causes responsive to medical care
and those responsive to health policy, separating, for
the first time, ischemic heart disease as a cause that
could be both preventable and treatable. They argued
that ischemic heart disease is a condition that can
represent both medical care and primary prevention.
Recently, Nolte and McKee (2008) maintained that
half of deaths from ischemic heart disease can be
considered amenable.

From this point forward, most of the research on
avoidable mortality derives lists of causes from the
papers previously described.

Results of Studies on Avoidable
Mortality

Concentrating on research published after 2005, I
searched PubMed and ISI-Web of Science for articles
using key words such as avoidable mortality, avoid-
able causes, amenable mortality, and amenable causes.
I divided the papers found into four groups to cover
broad regions of the world: North America, Europe,
Asia, and Australia and New Zealand.

North America

There are a few papers related to avoidable mortal-
ity in Canada (James et al. 2006, 2007), the United
States (Macinko and Elo 2009), and both countries
(Kunitz and Pesis-Katz 2005). Some of these stud-
ies classified causes as amenable to medical care,
amenable to public health policy, and all other causes,
with ischemic heart disease as a separate condition
(James et al. 2006, 2007). Kunitz and Pesis-Katz
(2005) classified deaths as avoidable through medical
care without any further disaggregation, following the

concept from Holland (1988, 1991, 1997). Macinko
and Elo added HIV/AIDS as a separate condition
because “[this condition] was initially sensitive only
to policy/behaviour interventions before the advent of
highly active antiretroviral therapy in the mid-1990s,
and because of its sizable contribution to black–white
mortality disparities” (2009: 715). Most of the studies
restricted the analysis to people younger than 65, with
the exception of James et al. (2007), who extended the
age range to 75 years.

Results for Canada showed important changes in
amenable mortality by regions and by urban neigh-
borhoods between the 1970s and the 1990s. For
example, declines in mortality rates were more pro-
nounced for amenable causes than for nonamenable
causes between 1975 and 1979 and between 1995
and 1999, with Ontario and British Columbia hav-
ing lower mortality rates from injuries, lung cancer,
and ischemic heart disease than the Atlantic region
(Prince Edward Island, Newfoundland, Nova Scotia,
and New Brunswick), Quebec, and the Prairies region
(Manitoba, Saskatchewan, and Alberta) (James et al.
2006). While income disparities in mortality in urban
neighborhoods from causes amenable to public health
interventions increased between 1971 and 1996 (0.7%
in men and 20% in women), reductions in mortality
rates from causes amenable to medical care made the
largest contribution to narrowing socioeconomic mor-
tality disparities (60% for men and 78% for women)
(James et al. 2007).

For the United States, the evidence shows that “all
other” causes of death were the largest contributors to
the decline in the black–white mortality gap among
men and women, followed by causes amenable to
medical care among women, and causes amenable to
policy/behavior among men (Macinko and Elo 2009).
For men, for example, the black–white difference
in all-cause mortality increased between 1980 and
1989 because of a widening gap in mortality from
ischemic heart disease and HIV/AIDS. After 1989,
there was a narrowing in the black–white mortality
gap, with mortality from causes amenable to pol-
icy/behavior making the second largest contribution
from 1989 to 1998, and HIV/AIDS contributing to a
further decline between 1998 and 2005. For women,
conditions amenable to medical care were the second
largest contributors to narrowing the racial mortal-
ity gap in the whole period, followed by ischemic
heart disease. A comparison of white Americans and
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Canadians showed that, despite important declines
in mortality rates among Americans and Canadians
between 1980 and 1999, Canadians experienced much
lower mortality rates for most of the amenable condi-
tions (except for breast cancer, all respiratory diseases
in children, and peptic ulcer, for which the rates are
very similar) (Kunitz and Pesis-Katz 2005). Among
white Americans, for example, there was a more rapid
increase in mortality from HIV/AIDS in the 1980s than
among Canadians. While mortality from diabetes had
been increasing in both countries during the period of
study, white Americans showed a more pronounced
increase.

Europe

Most of the work on avoidable mortality has been
conducted in Europe, principally in Spain (Duarte
et al. 2009; Gispert et al. 2008), England and Wales
(Wheller et al. 2007), Norway (Dahl et al. 2007), the
Netherlands (Stirbu et al. 2006), and cross-country
comparisons (Nolte and McKee 2008; Stirbu et al.
2009; Weisz et al. 2008).

The results for Spain show that between the late
1980s and early 2000s most of the mortality decline
was due to nonavoidable causes (Duarte et al. 2009;
Gispert et al. 2008). Gispert and colleagues (2008), for
example, showed that nonavoidable causes accounted
for about 80% of all deaths in each 5-year period
between 1987–1991 and 1997–2001. The largest con-
tribution to the increase in life expectancy in the
period was due to nonavoidable causes for both men
and women. The exception is people aged 20–34, for
whom avoidable causes contributed the most to the
gain in life expectancy at birth for both men and
women.

Mortality from amenable causes of death declined
faster than mortality from nonamenable conditions in
England and Wales between 1993 and 2005 (Wheller
et al. 2007). Mortality from amenable causes (mainly
preventable) showed a considerable decline between
1993 and 2005, but this was not the case for nonavoid-
able causes. Ischemic heart disease was the leading
cause of amenable mortality in every year in the period
of study. Among preventable deaths, smoking- and
alcohol-related diseases account for the majority of
deaths for both men and women.

In Norway, the empirical evidence suggests that
there was a very steep educational gradient in avoid-
able mortality for both men and women during the
1990s. Dahl et al. (2007) showed that, for both sexes,
people with only basic education had higher mortal-
ity than those with college education, but this gradient
was more pronounced for avoidable causes. This result
is mainly due to higher mortality rates from ischemic
heart disease and preventable deaths.

Mortality comparison between migrant popula-
tions and native Dutch showed that migrants expe-
rienced a higher mortality from all avoidable causes
than did native Dutch (Stirbu et al. 2006). Migrants
experienced lower risks of death from most can-
cers than did native Dutch, but they showed higher
mortality from infectious diseases (about two times
higher), diabetes, hypertension, and cerebrovascu-
lar disease. Sociodemographic factors were mainly
responsible for the differences in mortality between
the migrant groups and the native Dutch. Surinamese
and Antillean/Aruban people had higher risks of death
from avoidable causes than did native Dutch, while
Turkish and Moroccan people tended to have lower
risks of death than the native Dutch.

International comparisons in avoidable mortality
have shown that the United States has higher mor-
tality rates from amenable conditions than do other
developed countries (Nolte and McKee 2008). In
their study of avoidable mortality rates in the United
States, Canada, Australia, New Zealand, Japan, and
14 European countries between 1997 and 2003, Nolte
and McKee (2008) found that, even though mortality
from amenable conditions declined in all the coun-
tries, the United States had the slowest decline for both
men and women. In particular, there has been com-
paratively slow progress in reducing mortality from
ischemic heart disease and other circulatory diseases
in the United States. However, the United States expe-
rienced the largest decline in nonavoidable mortality
in the whole period. The implications of the latter
result were never described by the authors. In a study
comparing mortality rates from amenable causes for
Paris, London, and Manhattan, Weisz et al. (2008)
found that Paris had the lowest all-cause mortality and
the lowest mortality from amenable conditions, while
inner London had the highest amenable mortality rate.
Manhattan, on the other hand, had the largest decline
in amenable mortality in the period of study. However,
people living in the lowest-income neighborhoods in
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Manhattan experienced a significantly higher mortal-
ity rate from avoidable causes than did those living
in better-off neighborhoods. This is not the case for
neighborhoods in London and Paris. Finally, Stirbu and
colleagues studied educational inequalities in avoid-
able mortality in 16 European countries between 1990
and 2000 and found that there were large educa-
tional inequalities in mortality from infectious and
from cardio-respiratory diseases in all European coun-
tries. In particular, people living in central eastern
Europe and the Baltic experienced the largest educa-
tional inequalities in avoidable mortality, while people
living in southern Europe had the lowest inequalities in
mortality.

Asia

A recent article published in Korea (Chung et al. 2008)
described time trends in all-cause and avoidable mor-
tality between 1983 and 2004 by sex. The authors
classified conditions as avoidable through primary pre-
vention, secondary prevention, and hygiene conditions
and medical care. They added stomach and colorec-
tal cancers to their list, but excluded perinatal deaths
because of possible data errors (mainly underreport-
ing of deaths). For most of the causes, they restricted
the age range to ages 1–64 years. Their results showed
continuous mortality decline over the period of study,
with mortality avoidable through medical care showing
the fastest decline. Although men had higher mortality
from each avoidable cause, they benefited more than
women from reductions in mortality avoidable through
secondary prevention, whereas women benefited more
from declines in mortality avoidable through primary
prevention and medical care.

Australia and New Zealand

Recent work in Australia and New Zealand has been
carried out by Korda et al. (2007, 2006), Piers et al.
(2007), and Tobias and Yeh (2007, 2009). Korda
and colleagues classified conditions into two main
groups, amenable to medical care and responsive to
health policy but with no effective treatment once
the condition has developed, with ischemic heart

disease as a separate cause. The studies by Piers
et al. (2007), and Tobias and Yeh (2007, 2009) used
Tobias and Jackson’s list of conditions in which causes
of death are classified into PAM, SAM, and TAM
(see Table 23.1 for more details). All these stud-
ies restricted the age range to people younger than
75 years.

The studies in Australia show that mortality from
avoidable causes has declined faster than mortality
from nonavoidable causes for both men and women
since the late 1960s, but there remain important mor-
tality differentials by socioeconomic groups (Korda
and Butler 2006; Korda et al. 2007). Between 1968
and 2001 mortality from all avoidable causes expe-
rienced a yearly decline of about 3.5 and 3.9% in
women and men, respectively, while the corresponding
figures for nonavoidable causes were 1.1 and 0.95%
(Korda and Butler 2006). For men, the decline in
avoidable mortality can be attributed to reductions of
about 57% in ischemic heart disease deaths, 32% in
deaths from causes amenable to medical care, and 11%
in deaths from conditions amenable to health poli-
cies. For women, the corresponding percentages are
45, 54, and 1%, respectively. Declines in avoidable
mortality resulted in a rise in relative mortality inequal-
ity, with the lowest quintile of socioeconomic status
(SES) having lower declines than the highest quintile
(Korda et al. 2007). The relative inequality was larger
for conditions amenable to public policy and ischemic
heart disease but not for treatable conditions. In addi-
tion, there was a decrease in absolute inequality in
avoidable mortality over time, but not in nonavoid-
able mortality. In a study in Victoria, Australia, Piers
et al. (2007) showed that avoidable mortality declined
about 5 and 3.6 times faster than nonavoidable mor-
tality in men and women, respectively. In rural places,
men had significantly higher avoidable mortality rates
than females, whereas in metropolitan areas, the sex
difference was almost negligible.

For New Zealand, the two recent studies focused on
estimating trends in amenable causes by ethnic groups
and SES (Tobias and Yeh 2007, 2009). Both stud-
ies restricted the age range to people younger than
75, but they cover different time periods, 2000–2002
(Tobias and Yeh 2007) and 1981–1984 to 2001–2004
(Tobias and Yeh 2009). The main difference between
these studies is that the former uses small-area depri-
vation as a measure of SES, while the latter uses an
adjusted household income based on household size
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and composition. The results of both studies are very
similar, suggesting that amenable mortality made a
higher contribution to the mortality decline among
women than among men, a higher contribution for
European/other, Maori, and Asian people than for
Pacific people, and a higher contribution for low- and
middle-SES groups than for those of high SES.

Limitations of the Avoidable Mortality
Approach

Critics have pointed to several limitations on the
usefulness and accuracy of the avoidable mortality
approach for assessing the contribution of health care
to population health. Some authors argue that if avoid-
able mortality is an indicator of the effectiveness of
medical treatment, then there should be a clear associa-
tion between health care resources and avoidable mor-
tality (Carr-Hill et al. 1987). The empirical evidence
does not show such an association (Carr-Hill et al.
1987; Kunst et al. 1988; Mackenbach et al. 1988a).
Nolte and McKee (2004) argue that the lack of asso-
ciation may be due to poor data quality (whether the
“data reflect only what is measurable and not necessar-
ily what is important” or “geographical level analysis
may be insufficiently detailed to identify any real dif-
ferences”), or to unspecified lags between changes in
resources and changes in mortality.

In addition, as Table 23.1 shows, there is no clear
rule for classifying conditions as avoidable. For exam-
ple, even in their latest update of conditions, Nolte and
McKee (2008) have failed to include prostate cancer
as an avoidable cause, even though the 5-year survival
rate from prostate cancer in the United States is close to
100% (above 99%) and the disease can be readily iden-
tified (Preston and Ho 2009). In the latest edition of the
European Community Atlas of Avoidable Mortality in
1997, the authors did not include important causes of
death associated with behavioral factors such as lung
cancer (which are mostly due to smoking), cirrhosis
of the liver (mostly due to drinking), homicides, and
motor vehicle accidents. More importantly, HIV/AIDS
has been excluded as an avoidable cause (except in
Tobias and Jackson (2001)), even though mortality
rates from this condition have had important impacts in
changing life expectancy (see Chapter 8 by Bongaarts,

Pelletier, and Gerland, this volume; Macinko and Elo
2009).

Additionally, the rule for deciding what proportion
of deaths from each cause is considered amenable to
medical care seems rather subjective. The weighting
system developed by Tobias and Jackson (2001) and
Nolte and McKee (2008) to define the proportions
of deaths from each cause that are considered avoid-
able seems rather arbitrary. For instance, Nolte and
McKee (2008) stated that half of deaths from ischemic
heart disease can be considered amenable. As Preston
and Ho (2009) note, “[the] rule of thumb is clearly a
poor substitute for an effort to attribute international
variation in mortality from ischemic heart disease to
its various components, including health care systems
and behavioral and social factors.” This procedure is
akin to measuring change of mass on a scale whose
calibration depends on the mass being measured.

Moreover, the choice of conditions classified as
avoidable can have an important influence on the
relationships observed. French and Jones (2006) con-
trasted mortality results obtained from the set of
avoidable conditions proposed by Charlton and col-
leagues (1983) and by Holland (1988). The main
difference between the two definitions is the pro-
portion of total deaths classified as avoidable. Using
Charlton’s approach, the authors found that avoid-
able mortality was higher for women than for men in
Great Britain between 1981 and 1998, but the oppo-
site was true when they used Holland’s list. When they
used Holland’s list there was also a larger decline,
on average, in avoidable mortality during the period
of the study, particularly for the late 1980s and early
1990s among young people. The difference between
Charlton’s and Holland’s definitions persists at the
regional level. Holland’s list shows higher standardized
mortality ratios (SMRs) in the north of England and in
Scotland, whereas Charlton’s list shows low SMRs in
this same region.

Furthermore, focusing on avoidable conditions has
made most of the researchers pay little to no atten-
tion to conditions classified as nonavoidable. They
assume that the health care system reduces mortality
rates only for avoidable conditions, when it may have
other indirect effects on nonavoidable causes. This is
particularly relevant when important treatable condi-
tions, such as prostate cancer, are lumped together as
nonavoidable. For example, from Nolte and McKee’s
study, the United States is the only country whose male
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mortality from other causes is larger than that from
amenable conditions, and its decline far exceeded the
declines in amenable mortality in all the other coun-
tries in the period of study. There is a similar result
in Spain (Gispert et al. 2008). Between 1987–1991
and 1997–2001, nonavoidable causes accounted for
about 80% of all deaths in each 5-year period, and
they showed the largest contribution to the increase
in life expectancy in the period for both men and
women. The authors of these studies, however, spent
very little time describing the implications of these
results.

Another important limitation of the avoidable mor-
tality approach relates to comparability across time. As
Nolte and McKee note, “a degree of caution is required
[when interpreting trends in mortality] because of
factors such as disease incidence, which may reflect
changes in risk factors acting over prolonged peri-
ods.” Additionally, the concept of avoidable mortality
has been changing according to what is considered
“amenable” to medical care or “treatable;” time trend
analysis is difficult when a recent list of conditions
is used to evaluate performance of a health system in
the distant past. Several authors have proposed that the
list of amenable conditions be tailored to each coun-
try (Gispert et al. 2006, 2007; Malta and Duarte 2007;
Melchor et al. 2008; Page et al. 2006; Westerling 2001)
to create a list of conditions similar to the European
atlas of avoidable death proposed by Holland and col-
leagues in the late 1980s. Following this approach,
however, will complicate international comparisons, as
the list of causes is likely to be different.

Finally, as Table 23.1 shows, there is a need for a
more consistent and systematic way of characterizing
conditions as avoidable. In particular, it is important
to recognize that avoidable mortality is a broader con-
cept than amenable mortality. The former includes
conditions whose fatality can be averted by treatment
and/or prevention, whereas the latter focuses on deaths
that could be averted mainly by treatment, excluding
prevention. We should keep in mind that the initial con-
cept of avoidable mortality proposed by the Rutstein
group was intended to “serve as a stimulus to iden-
tify objective outcome indexes of the more subtle and
personal aspects of health” (Rutstein et al. 1976: 583).
Accordingly, in making cross-country comparisons we
should use the concept of avoidable mortality with
great caution, as only a crude indicator of the quality
of medical care.
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Chapter 24

Model Schedules of Mortality

Patrick Heuveline and Samuel J. Clark

The observation of empirical regularities in mortal-
ity risks across many populations with reliable data
(see Chapter 10 by Robine, this volume) led to the
development of model schedules of mortality. These
models are parsimonious representations of typical age
and gender variations in the risk of death. These rep-
resentations take one or a combination of two forms:
mathematical and tabular. Mathematical representa-
tions incorporate empirical regularities in a parametric
function linking each age to a mortality risk. Tabular
representations incorporate these regularities in a set
of tables showing mortality rates corresponding to dif-
ferent age groups. Each table is indexed by one or a
few parameters. Hybrid representations combine both
strategies by applying a parametric function to trans-
form a “standard” table of age-specific mortality rates.
Any parameter set thus yields a new table of age-
specific mortality rates. In either mathematical, tabular,
or hybrid form, a model mortality schedule requires
only a few parameters to provide mortality risks over
the life span that vary with age in a manner consis-
tent with one of a few typical patterns observed in our
massive extant mortality records. While accuracy of
representation is always a major goal of model build-
ing, other considerations include the number of param-
eters (with more parameters placing higher demands
on existing data) and their interpretability (to allow for
possible extrapolations outside of the range of existing
data).
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Demographers have used these model schedules for
a variety of analytical purposes (Preston et al. 2000);
one the most common is the analysis of data qual-
ity. A set of reported age-specific mortality rates that
cannot be reasonably well-described by any model
representation is to be treated as “suspicious,” unless
unusual factors can explain the idiosyncrasies (e.g.,
war, famine, or a “new” disease not yet accounted
for in earlier models, such as HIV/AIDS). A related
purpose for using model schedules is to complete age-
specific mortality rates that are only observed, or reli-
ably observed, for a narrow range of the life span. For
instance, childhood mortality rates may be known from
data on children’s survival provided by their parents,
whereas adult mortality rates are unknown. In such
cases, a model that adequately represents available
mortality data would provide mortality rates at all ages.
Model schedules can also be used for their parsimony
in denoting differences in mortality over the life span
for many populations or for a given population at many
points in time. A case in point is the preparation of pop-
ulation projections by the common cohort-component
method. A 50-year forward projection of a population
by sex and 5-year age group requires 10 survival ratios
(one for each 5-year projection interval) for each sex,
and for each of the age groups—as many as 18 if the
oldest, open-ended age interval is “85 years and over.”
Making separate assumptions for each of these age-
specific survival ratios is not only cumbersome, but it
may also result in inconsistencies across the life span.
Selecting survival ratios derived from model represen-
tations involves selecting only a few parametric values
in each projection interval and ensures that these ratios
will be consistent with the extant record of mortality
variations with age. The interpretability of the model
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Fig. 24.1 Graunt’s deaths by
age and corresponding
age-specific cohort mortality
rates. Source: Authors’
calculations from Graunt
(1662) data, reproduced in
Sutherland (1963)

parameters matters here, as it facilitates the choice of
reasonable future parameter values.

Regularities in Age-Specific Mortality

The relationship between age and mortality varies from
one population to another, but also exhibits some basic
regularities. We do not discuss this relationship in any
detail here because it was discussed extensively in
Chapter 10. However, we consider some of the most
basic regularities in the age-dependency of mortality,
since such long-observed regularities have provided
the impetus for the development of model mortality
schedules.

John Graunt (1662), with the possible help of
William Petty, is credited for producing the first life
table from the mortality records for London. Graunt’s
data, however, were not tabulated by age—Caspar
Neuman, a clergyman for the city of Breslau, might
have been the first one to compile mortality data in
that manner, to the benefit of Edmond Halley (1693).
The production of the first life table thus required some
amount of guesswork, and Graunt hypothesized that in
a cohort of 100 births, 36 might die before age 6 and
that the last survivor might die between ages 76 and
86. He reasoned that in each decade of age in between
the number of deaths from a birth cohort should go
down. Any decay process at a constant rate of attrition
would produce similarly declining number of attritions
(here deaths) over time (here age). However, the cohort
mortality rates that we can estimate from his deaths
by age number are not constant, but rather J-shaped,

declining during early childhood and increasing at
older ages (Fig. 24.1).

Although he did not seem to have any data on death
by age at his disposal and did not document which
underlying process he had in mind when picking his
number of deaths by age, Graunt still appeared to have
the correct intuition about age-specific mortality rates.
Age-specific mortality data from many different popu-
lations since have shown most consistently that, when
plotted against age, mortality rates indeed display a
J-shaped pattern similar to that shown in Fig. 24.1.
As a function of age, mortality rates decline rapidly
after birth to a minimum in late childhood, after which
they increase more slowly but steadily over the rest of
life span.

In 1930, Ronald Fisher observed, “it is probably
not without significance [. . .] that the death rate in
Man takes a course generally inverse to the curve of
the reproductive value” (1930: 29). This reproductive
value function measures the contribution of individu-
als at a given age to the future ancestry of a population.
In a stable population growing at rate r, with sur-
vival probabilities p(x, y) from age x to age y, and
maternity rates m(y) at age y, this function at age x is
the cumulative sum for all ages y > x of the product
exp(r(x–y)) × p(x, y) × m(y). The cumulative sum of
the maternity function is at its maximum from birth
to the onset of reproduction and declines to zero at
the end of the reproductive age span. The first two
terms in the product discount the maternity function
at pre-reproductive ages by conditioning reproduction
to survival to the age of reproduction and the amount
of population growth in the interval. In a stationary or
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Fig. 24.2 Death rates by age
and sex: United States, 2005
(in natural logarithm). Source:
Kung et al. (2008). Note: The
upward inflection between the
“80–84” and the “85 and
over” age groups does not
indicate an increase in death
rates after age 85, because the
last age group is open-ended
and its median age is more
than 5 years older than the
median age of the previous
age group (about 82.5 years)

growing stable population, the reproductive value then
reaches its maximum just at the outset of reproduction.
The inverse relationship, Fischer reasoned, reflects that
the reproductive value at a given age measures the
effectiveness of genetic selection at that age.

In non-stable, age-structured, two-sex populations,
measuring the effectiveness of selection as a function
of age is more complex than the product of the first
two terms in Fisher’s formula (see Charlesworth 2000
for a review). Nonetheless, the basic idea remains that
genes with a negative impact on survival early in the
reproductive age span are more efficiently selected out
than those with a negative impact later in life (Carnes
et al. 1996). In fact, animal populations appear to dis-
play similar age patterns of mortality, to the extent that
mortality risks also appear to be lowest at the outset of
reproduction.

Figure 24.2 presents death rates by age and sex for
the United States in 2005 (displayed on a logarith-
mic scale to increase the readability of the pattern at
low-mortality ages). Beyond a common, general shape,
most features of human mortality cannot be explained
by genetic selection alone. In particular, natural selec-
tion cannot explain why or how fast mortality increases
with age-past reproductive ages. Human mortality also
depends on organizational features of human societies
that may contribute to mortality in some societies and
not in others, such as a survival advantage of boys
over girls where parents have strong gender prefer-
ences, or a hump in adolescent mortality clearly visible
for American males (Fig. 24.2). Recent work build-
ing on Fisher’s intuition integrates genetic influences
and the allocation of resources in human societies
(Carey and Judge 2001; Chu and Lee 2006). From a

pure-modeling perspective, these variations in age pat-
terns of mortality imply that to model mortality over
the whole age range will require more than just the few
parameters already required to model the reproductive
value function.

Mathematical Models of Age-Specific
Mortality

With data on mortality over the life span becoming
more readily available, mathematicians began to seek
functions of age that could approximate the age pat-
tern of mortality. Besides the general J-shape, the most
striking feature of the age patterns shown in Fig. 24.2
is the near-linear increase after age 35. Abraham de
Moivre (1725) was perhaps the first to suggest a
mathematical representation of mortality change with
age as:

μ(a) = 1

ω − a
, (1)

where μ(a) is the mortality rate at age a and ω rep-
resents an ultimate age at which mortality risk would
be infinite (for which de Moivre suggested the value of
86 years). Over the next century, several other mathe-
matical formulae were proposed (see Forfar 2004 for
a review), but without exactly capturing the nature of
mortality’s age-dependency.

On the logarithmic scale used in Fig. 24.2, the lin-
earity after age 35 reflects an exponential increase
in adult mortality. Benjamin Gompertz first observed
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that a “law of geometric progression pervades, in an
approximate degree, large portions of different life
tables of mortality; during which portions the num-
ber of persons living at a series of age in arithmetical
progression, will be nearly in geometric progression”
(1825: 514). This geometric law is more frequently
stated in demography in terms of mortality rates than
in terms of survivors in a life table, that is,

μ(a) = β exp(γ a), (2)

where μ(a) is again the mortality rate at age a.
Although the Gompertz’ formula is only used for adult
ages, the coefficient β represents the extrapolated value
of the mortality rate at age 0, while γ expresses the
argument of the geometric progression (for each addi-
tional year of age, the mortality rate is multiplied by
exp(γ )).

Makeham (1860) argued that mortality data always
include deaths from causes that are intrinsically inde-
pendent of age (of relatively constant occurrence over
the life span, such as accidents), and that the estimation
of Gompertz’ two parameters could be improved by
adding one parameter to capture that underlying level
of mortality at all ages:

μ(a) = α + [β exp(γ a)]. (3)

The Gompertz–Makeham formula performs very well
for a large spectrum of adult ages, and has been used
to complete life tables when data are too incomplete
or unreliable for some age groups (e.g., Horiuchi and
Coale 1982). As more reliable data became available
for older ages from countries with relatively accurate
age reporting, Horiuchi and Coale (1990) found that
the exponential rate of mortality change appeared to
slow down after a certain age, 75 for females (the
pattern for males is confounded by substantial cohort
variations that may reflect World War I experiences).
Extrapolations of the Gompertz–Makeham formula
which hold this rate to be constant thus appear to
overestimate mortality beyond age 90 or so (see for
instance, Fig. 24.5 in Vaupel 1997: 1802). This decel-
eration of the pace of mortality increase with age might
reflect population heterogeneity (Vaupel et al. 1979).

William Perks (1932) introduced the logistic curve
to represent the sub-exponential growth of mortality
rates at the oldest ages. Perks showed that if individual
mortality risk indeed follows a Gompertz–Makeham

curve but with individual-specific values of β to rep-
resent individual heterogeneity, the population-level
mortality rates differ from the individual-level formula
because the distribution of β among survivors changes
with age. With a particular distribution of β values
at birth (gamma distribution), Perks shows that the
population-level mortality rates follow:

μ(a) = {α + [β exp(γ a)]}
{1 + [δ exp(γ a)]} . (4)

At younger ages, when a is small, this modified curve
might be similar to a Gompertz–Makeham curve, but
as a increases, the mortality risk approaches a max-
imum value close to (β/δ). Actual ages might not
get large enough for mortality rates to approach that
asymptotic value, but the addition of the denominator
suffices to reduce the exponential growth of mortality
with age.

While actuaries mostly focused on adult mortality,
demographers also tried to model declining mortal-
ity in the first part of the life span. Like Makeham,
Bourgeois-Pichat (1946) began with a decomposition
of infant mortality into two different sets of causes,
those originating in the post-natal environment (e.g.,
infectious diseases, accidental injuries), and those
associated with or even preceding birth (e.g., con-
genital, traumatic delivery). Between the end of the
first month and the end of the first day of life, he
showed that the cumulative proportion of deaths at age
n (in days) among a birth cohort appeared to fit the
following function:

q(n) = α + {β[ln(n + 1)]3}. (5)

The constant term α represents the level of endogenous
mortality, independent from the post-natal environ-
ment, and only operating in the first month of life,
whereas the coefficient of the cubic term, β, is associ-
ated with the exogenous, environmental component of
mortality, which continues to operate throughout the
first year of life. Bourgeois-Pichat was only able to
fit this relationship to data from a few western coun-
tries. With data from a more diverse set of populations,
historically and geographically, becoming available,
however, researchers were able to show substantial
variations in age pattern of infant mortality, which
were likely linked to maternal breastfeeding and the
timing of weaning (Knodel and Kintner 1977). In
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the last third of the twentieth century, medical care
immediately after delivery also contributed to substan-
tial declines in mortality in the first month of life in
the most developed countries and challenged the dis-
tinction between endogenous and exogenous mortality
based on the timing of infant deaths (Lantoine and
Pressat 1984).

To model mortality over the whole life span, can-
didate mathematical functions should account for the
two above-discussed features (decline after birth, and
near-exponential increase after age 35), as well as,
in some populations, the accident “hump” for young
adults, males in particular, already noted in Fig. 24.2.
Thiele (1872) proposed a seven-parameter function
representing these three features as:

μ(a) = [α exp(−βa)} + [γ exp(−δ{a − ε}2)]

+ [ζ exp(ηa)].
(6)

The last term represents the Gompertz’ increase of
mortality at older ages. The first term is similar, but
as all parameters are positive, it is actually declining
with age. The middle term is bell-shaped and centered
on a maximum at age ε. As the function is additive,
each term dominates in a different age range of the life
span. Whole lifespan functions have been continuously
elaborated since. Among those, the following nine-
parameter function proposed by Heligman and Pollard
(1980) continues to provide a very good fit to some of
the most recent mortality data:

q(a) = {exp[α(a + β)γ ]} + {δ exp[−ε ln(a/ζ )2]}

+
{

[η exp(θa)]

[1 + κ exp(θa)]

}
,

(7)

where q(a) is the probability of dying at age a.
Such models are useful whenever accuracy is the

main consideration, for instance in actuarial work,
when good data is available for a population and the
analyst needs to fine tune estimates of mortality at
very precise ages. When good-quality data on mor-
tality are scarce, however, simpler models may place
more realistic demands on available data. In addition,
if the objectives are more modest, for instance the
estimation of an abridged life table with 18 5-year
age groups, the use of a nine-parameter function then
provides little benefits over the actual table. With the

growing concerns over the world’s population “explo-
sion” in the second-half of the twentieth century, more
and more demographers turned their attention to poor
data quality and sought more parsimonious models.

Model Life Tables of Typical Mortality
Regimes

The interest in model life tables grew largely from the
objective of deriving the best mortality estimates when
little reliable data were available for the population of
interest. Given the robust empirical regularities in mor-
tality schedules discussed above, a natural approach
to these data limitations is to extrapolate a mortal-
ity schedule for the population of interest from the
schedules of other populations with good data.

For instance, if mortality in every population fol-
lows a Gompertz curve from age 35 on as shown in
Eq. (2) above, then we can relate age-specific mortality
in any two populations as:

ln[μ1(a)] = β ′ + {γ ′ ln[μ2(a)]}, (8)

with γ ′ = (γ 1/γ 2), that is, the ratio of the arguments in
the geometric progression of mortality in the two pop-
ulations, and β ′ = ln(β1) – [γ ′ln(β2)], where β1 and
β2 are the constant terms in Eq.(2) for each of the two
populations. If we have mortality estimates for a given
population at a few different ages only, and a reliable
age pattern of mortality for a second population, Eq.
(8) can be used to estimate the coefficients β ′ and γ ′
and thus derive a full age pattern of mortality for the
first population. This is, in essence, the rationale for
the relational models that, chronologically, were devel-
oped after model life tables and to which we will return
later.

Another look at the linear relationship in Eq. (8)
also suggests that if we can express ln[μ2(a)] at any
age a, as a polynomial (say, quadratic) relationship of
ln[μ2(a0)] where a0 is an age of reference (say, 15),
then the same type of polynomial relationship, with
different coefficients, will prevail in the first popula-
tion (that is, with μ1). The basic principle underlying
the development of model life tables is the search for
such relationships between mortality indicators at dif-
ferent ages, which can be estimated from the many
populations for which good data are available, and
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then extended to populations with incomplete or unre-
liable data. We review below historical developments
in model life table systems. Even though some early
systems are little used nowadays, this review allows us
to discuss the rationale for model life tables and their
pros and cons more concretely.

The first model life tables were published by the
United Nations (1955) from a set of 158 mortality
tables available at the time. The relationship underly-
ing this set is quadratic and relates consecutive survival
probabilities in an abridged life table, starting with

1q0, 4q1, and then 5-year survival probabilities, 5qx, as
follows:

5qx+5 = α + (β ×5qx) + (γ [5qx]2). (9)

Once the three coefficients (α, β, and γ ) are estimated
from the 158 extant tables, a new table (and one only)
can be constructed from any value of the first survival
probability, 1q0. Tables that are entirely defined by a
single parameter are referred to as “single-parameter”
models. Forty initial tables were constructed from val-
ues of 1q0 ranging from 20 to 330 per thousand, with
corresponding life expectancies at birth between 19
and 72 years. For ease of use, new interpolated tables
were then provided for life expectancies at birth by 2.5
years increments, starting with 20.

These tables had several limitations. First, closer
examination showed that some of the 158 tables used
to estimate the coefficients in Eq. (9) were not reli-
able. Second, Eq. (9) is intuitively appealing because
the closest relationships between survival probabil-
ities at different ages should be between those for
adjacent age groups, but in the end any survival proba-
bility, regardless of age, is estimated from 1q0. Gabriel
and Ronen (1958) showed that this “chained” method
compounds estimation errors for all intervening age
groups, and that a better approach would, in fact, esti-
mate any survival probability from 1q0 directly. Third,
single-parameter life tables in which the whole table
derives from a single value of the parameter (1q0

here) essentially assume a single age pattern of mor-
tality. As discussed with respect to Eq. (8), while there
are reasons to expect the same functional relationship
between mortality indicators for different age groups,
the coefficients of that function may vary across pop-
ulations. The whole process of deriving a life table
for a population with poor mortality data from another
population with good data should thus be questioned.

Indeed, age patterns of mortality reflect the respec-
tive importance of specific causes of deaths (Preston
1976), which tend to affect certain age groups more
than others (e.g., childhood-infectious diseases, early-
adulthood motor vehicle injuries, older-adult cancer,
and degenerative diseases). The prevalence of these
causes of death at each age in a population being
influenced by its natural, cultural, and medical environ-
ments largely determines the age pattern of mortality,
and, different populations with similar such environ-
ments often share relatively similar age patterns of
mortality.

Ansley Coale and Paul Demeny (1966, with Barbara
Vaughan 1983) undertook an extensive examination of
mortality age patterns across populations. Their anal-
yses were based on 326 male and 326 female life
tables. The majority of these tables were from Europe
(over 60%), and in nearly equal proportions from
three periods: pre-World War I, between World Wars
(1919–1945), and post-World War II. The main finding
from their analyses was that the age patterns of mor-
tality displayed in these life tables appeared to form
four clusters and that the tables in each of these clus-
ters corresponded to geographically close populations.
This is consistent with the expectation that a given pat-
tern corresponds to the relative prevalence of different
causes of death in a given region, and is determined
in part by a population’s environment. For this rea-
son, the four clusters or mortality patterns were labeled
“West,” “North,” “South,” and “East,” referring to the
region of Europe from which originated the majority
of tables in the cluster.

The Coale and Demeny model life tables are prob-
ably the most widely used today, and to allow us to
discuss their advantages and limitations, we shall first
review their construction in some detail. The proce-
dure used to uncover these four clusters was quite
ingenious at a time when cluster analysis was not well-
established in the social sciences. In a first step, origi-
nal sex-specific life tables were “broken up” to yield
17 age-specific survival probabilities from each that
were then rearranged into a large matrix of 326 × 17
probabilities, with probabilities sorted from their low-
est to their highest value in each column (e.g., for each
age-group). Each of the 326 rows in this matrix con-
tains in effect a new, hypothetical life table: the first
row constitutes the set of the lowest survival probabili-
ties in each age interval. The next step was to compare
each original table with one of these new tables with
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a similar overall mortality level. This comparison first
provided a data-quality check that led to the elimi-
nation of tables displaying wild deviations from their
comparison tables. In the end, only 125 of the original
326 tables could be used (and none of the tables for
periods earlier than 1870).

Among the remaining tables, four main patterns of
typical variations were established with respect to the
specific age intervals for which the original proba-
bilities were higher in the original table than in its
comparison table. One of these patterns is character-
ized by higher mortality, relative to comparison tables,
between ages 1 and 45 or 50 and lower mortality at
other ages (“North” pattern). A second pattern (“East”
pattern) is almost the opposite of this “North” pat-
tern, exhibiting higher mortality before age 1 and
after age 50. A third pattern (“South” pattern) is rel-
atively close to this “East” pattern, except that high
early mortality extends to age 5, while high mortal-
ity at older ages is only visible after age 65, and
mortality between ages 40 and 60 is relatively low.
The remaining tables exhibited mortality rates rela-
tively close to those in their comparison tables at most
ages and were grouped in a residual pattern (“West”
pattern).

The construction of the final series of tables
involved a couple of regressions for each sex and
age group, estimated separately from each of the four
groups of tables (i.e., belonging to one of the four pat-
terns above). The two regressions were linear regres-
sions of 5qx and of log(5qx) on life expectancy at
age 10. For most values of life expectancy at age 10,
the average value predicted by these two regressions

was used. As values of life expectancy at age 10
become very low, however, the regression based on
log(5qx) would eventually predict probabilities of
death above 1, which is of course impossible, and for
low values of life expectancy at age 10, only the regres-
sion of 5qx was used. Similarly, for high values of life
expectancy at age 10, only the regression of log(5qx)
was used as the other regression could predict negative
probabilities.

For each of the four patterns, 24 values of female
life expectancy at age 10 were then selected so that
female life expectancy at birth would range from
exactly 20 to 77.5 years by increments of 2.5 years.
For each of these values, a full set of 5qx’s were
obtained and a full female life table constructed using
the usual life table relationships. In the 1983 revision
of these tables, a 25th level was added, increasing
life expectancy at birth to a maximum of 80 years,
and breaking up the open-ended age interval 80 years
and over into fourty five-year age intervals and a new
open-ended age interval 100 years and over. Each
table corresponds to one of four patterns, and one
of 25 levels. A corresponding male life table was
also constructed by estimating the average sex dif-
ferences in life expectancy at birth in the original
tables.

Compared to the United Nations tables, the Coale
and Demeny tables have two significant advantages.
First, they are in effect two-parameter model tables
(level, indexed by female life expectancy at birth, and
“regional” pattern), which accommodates population-
to-population variations in the age pattern of mortality.
These variations are shown in Fig. 24.3.

Fig. 24.3 Coale and
Demeny’s four female age
patterns of mortality
(probabilities of dying on age
intervals from birth to age 65;
in natural logarithm). Source:
Author’s calculations using
the Match procedure in
Mortpak 4.0 (United Nations
2003). Note: Each model was
fit to match a value of 0.2 for
the probability of dying
between birth and age 5
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The four sets of probabilities shown in Fig. 24.3
correspond to a probability of dying between birth
and age 5 of 0.2, yet important differences are visi-
ble over the life span. This illustrates the advantage
of a two-parameter system over any single-parameter
system. A second advantage of the Coale and Demeny
tables over their predecessors is the data quality of the
tables retained for constructing the final tables (less
than half of the original set). Unfortunately, the lim-
ited availability of good-quality empirical data at the
time required that they incorporate only a relatively
narrow range of mortality experience. These model life
tables were and still are used first and foremost to esti-
mate demographic parameters in populations with little
good-quality data (i.e., primarily non-European pop-
ulations), whereas the empirical basis for the model
tables is almost exclusively from European popula-
tions. Meanwhile some distinct, non-European pat-
terns of deviations from the “Western” model were
being documented contemporaneously (Preston 1976).

Two systems of model life tables attempted to
remedy this limitation, with data originating from non-
European populations only. The Development Center
of the Organization for Economic Co-operation and
Development (OECD) undertook the collection of a
mortality database for populations from less-developed
regions exclusively. The resulting tables (OECD 1980)
represent four mortality patterns, simply labeled A,
B, C, and D rather than referring to specific regions
of origins. The OECD tables were also meant to
improve on Coale and Demeny’s tables by including
both single- and double-parameter tables. This model
life table feature had actually been introduced earlier
by French demographer Sully Lederman. Lederman
rightly pointed to a major discrepancy between the
mode of production and the typical usage of model life
tables. On the one hand, the regression analyses used
in life table construction provide the life table values
that best fit the empirical record on the basis of their
relationship to another life table indicator, the parame-
ter of the set of model life tables (say, life expectancy
at birth). On the other hand, that very parameter might
not be known to the user, who then chooses a life
table among the model tables based on other available
life table indicators. In such cases, the user “enters”
(picks) a life table, for a life table value itself esti-
mated empirically from another life table value. In
Fig. 24.2 for instance, we represent values of the prob-
abilities of dying based on a common value of 5q0,

which might more commonly be available than life
expectancy at birth. These values, however, are not
necessarily those that would have been obtained if
we had predicted them directly from 5q0—an issue
related to the compounding of errors discussed above
with respect to “chained” estimation. Multiple single-
and double-parameter models are thus produced by
estimating their life table indicators based on several
bivariate or multiple regressions of the following form:

ln(5qx) = αx + [βx ln(Q1)] + [γx ln(Q2)], (10)

with {Q1, Q2} one of several parameter sets (with
the convention Q2 = 1 for single-parameter tables).
Lederman’s tables (1969) included seven single- and
three double-parameters sets of model life tables,
among which one could choose based on data avail-
ability.

Also, of interest in these life tables is that Lederman
approached the determination of how many and which
parameters were necessary to provide a good model
of mortality age patterns in the most general terms.
The investigation started with a set of 157 life tables
referring to periods between 1900 and 1950, each one
treated as a multidimensional observation (or vector)
of 38 indicators: 18 age-specific probabilities of dying
and life expectancy at birth for each sex (Lederman
and Breas 1959). Principal component analysis then
helped determine how many components were neces-
sary to adequately represent the variance across these
observations. This method provides the most efficient
way to summarize this variance, here variations in age
patterns of mortality across life tables, with only a
few “principal components” as opposed to the orig-
inal dimension of the vectors (38). These principal
components are linear combinations of the original 38
indicators, and a potential shortcoming of the method
is that the principal components may not be easily
interpreted. In this case, however, the first primary
component turned up to be a linear combination of the
age-specific probabilities of dying, with positive coef-
ficients at all ages, and highest values between ages
10 and 35 for males and between ages 5 and 45 for
females. Readily interpreted as an indicator of over-
all mortality level, this component alone explains 77%
of the total variance. Explaining, respectively, 10 and
6.5% of the total variance, the next two components
are determined primarily by mortality after age 40 and
70, respectively. These analyses thus provide support
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for choosing life expectancy at birth or at age 10 as
the parameter to predict age-specific probabilities of
dying using a single parameter. They also show that
the models can be improved by adding a second or a
third dimension corresponding to mortality at or above
specific ages, but in practice, model life tables are used
precisely when mortality indicators at different ages
are hard to come by. Linking the second dimension to
the geographical origins of the tables used to construct
the model, “regional” model life tables has been much
more popular because they are easier to choose from.
Less compelling theoretically, the choice of regional
model is still justified, as mentioned above, by the fact
that age patterns of mortality are determined in part by
the disease environment and living conditions of the
population.

The second attempt to produce better model life
tables for non-European populations (United Nations
1982) actually combined the principal component and
the regional approach. First, the OECD database was
subjected to data-quality checks that resulted in the
elimination of all but 72 of the original 286 life tables
(these 72 tables originating in only 22 of the original 67
countries). Second, the remaining tables were arranged
into clusters using one graphical and two statistical
procedures. The graphical procedure consisted in plot-
ting at each age the ratio of the probability of dying to
the corresponding probability in Coale and Demeny’s
West model table with the same life expectancy at
age 10. The three procedures produced essentially the
same results: four clear clusters and a residual group
that did not fit in either one of the four clusters.
The four clusters consisted of tables from (1) Latin

American countries, plus the Philippines, Sri Lanka,
and Thailand, (2) Chile, (3) south Asian countries, plus
Iran and Tunisia, and (4) far eastern countries, plus
Guyana and Trinidad and Tobago.

The final tables were produced for each gender and
life expectancy at birth ranging from 35 to 75 years in
1-year increments. The General pattern is an average
of the four other patterns, each of those correspond-
ing to one of the above clusters. The Latin American
pattern is characterized by high mortality (relative to
Coale and Demeny’s West model table with the same
life expectancy at age 10) during infancy, childhood,
and into early adulthood, but low mortality at older
ages. The Chilean pattern characterized by very-high
infant mortality thought to reflect the high incidence
of respiratory diseases. The South Asian pattern dis-
plays high-mortality rates both at younger ages and
at the oldest ages, and lower mortality during adult-
hood. The Far Eastern pattern presents high mortality
at the oldest ages, which has been linked to the preva-
lence of tuberculosis. These variations are shown in
Fig. 24.4.

The last model of typical mortality regimes we
will review here is Brass’ transformational model,
which actually combines the mathematical and tabu-
lar approaches in a powerful way. To allow both for
the empirical regularities found in all regular-mortality
age patterns and for the deviations in age-specific
mortality across populations, Brass (1971) originally
proposed to derive each life table as a mathematical
transformation of a specific, unique model life table,
the “standard” life table. Specifically, Brass’ model
relates linearly the logit of the probability of dying

Fig. 24.4 United Nations’
five female age patterns of
mortality (probabilities of
dying on age intervals from
birth to age 65; in natural
logarithm). Source: Author’s
calculations using the Match
procedure in Mortpak 4.0
(United Nations 2003). Note:
Each model was fit to match a
value of 0.2 for the probability
of dying between birth and
age 5
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Fig. 24.5 Logit of the
cumulative probabilities of
dying up to a certain age (ages
1–65), values from a North,
an East, and a South
Coale–Demeny model life
table plotted against those
from a West Coale–Demeny
model life table. Source:
Author’s calculations using
the Match procedure in
Mortpak 4.0 (United Nations
2003). The four model life
tables are the same as those
shown in Fig. 24.3

between ages 0 and x in the standard table to any other
life table as follows:

logit(xq0) = α + [βlogit(xqs
o)]. (11)

With logit(xq0) = 1/2 ln(xq0/[1–xq0]) and xqs
o denoting

the probabilities of dying in the standard life table.
Figure 24.5 plots the values of logit(xq0) for the

four Coale and Demeny’s model life tables previ-
ously shown in Fig. 24.3. Although these mortality
pattern are clearly different, the relationship between
the logit(xq0) from the different models still display a
very nearly linear relationship across the different age
groups.

The general applicability of this relatively simple
linear transformation and the motivation for suggest-
ing this particular transformation might be surprising
at first. This particular transformation originates in
dose response theory which was popular at the time
of Brass’ writing. Dose response refers to the binary
outcome of an exposure that can be graded contin-
uously, such as the survival to a certain “dose” of
a potentially toxic element. Individual tolerance (the
maximum dose that can be tolerated without failure)
varies in the population, and assuming it follows a
logistic distribution, the cumulative proportion of indi-
viduals that would not tolerate a given dose D can be
expressed as exp[2f(D)]/{1+exp[2f(D)]}, where f(D) is
a linear function of D with parameters related to those
of the logistic distribution of individual tolerance. The
logit of p, the proportion of individual failure is then
linearly related to the dose. In a particular experi-
ment, individual tolerance to a given dose may not

be logistically distributed, but considering the relation-
ship between logit(p) and the dose, it is always possible
to find a transformation of the dose, ϕ(D), for which
the relationship between logit(p) and ϕ(D), is linear.

The analogy with the analysis of age-specific
mortality is straightforward, considering exposure as
aging, dose being measured as a function of age, ϕ(a),
and death as failure. Taking the cumulative propor-
tion dying, xq0, there is a function ϕ(a), such that
logit(xq0) is a linear function of ϕ(a). If the parameters
of the linear relationship vary across populations, but
the transformation ϕ(a) remains the same, then the val-
ues of logit(xq0) in two different populations are also
linearly related, which is expressed above in Eq. (11).

Brass’ model has two parameters that can be read-
ily interpreted. With respect to parameter α, we can
observe first that the value of logit(xqo) increases from
negative to positive with age, reaching zero at the
median age at death in the population. Turning to Eq.
(11), a positive value of the parameter α then indicates
that logit(xq0) is positive at the median age at death in
the standard life table. The median age at death in the
standard life table is thus older than the median age
at death in the population, indicating that cumulative
mortality by age in that population is higher than in
the standard population. The parameter α can thus be
taken as an indicator of the mortality level, compara-
ble to life expectancy at birth within a set of model life
tables, except that higher values are here indicative of
higher mortality.

On the contrary, increasing the value of the param-
eter β only raises the values of logit(xq0) relative to
those of logit(xqs

o) when the latter is positive, that is,
at ages beyond the median age of death in the standard
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life table. This second parameter thus allows the model
to account for the different age patterns of mortality,
with higher values of β decreasing cumulative proba-
bilities of dying up to the median age at death in the
standard life table and increasing these probabilities
at older ages. Selecting the value of this parameter is
thus comparable to the choice of a regional pattern in
model life table sets, but the parameter can now take
continuous rather than discrete values.

By varying the values of the two parameters, Brass’
model can thus adjust the standard life table to fit
a wide variety of different age patterns of mortality.
Varying the value of β raises mortality at some ages
and lowers it at other ages, whereas varying the value
of α adjusts mortality in the same direction at all ages.
A combination of the two forms of adjustment can thus
accommodate many deviations from the standard age
pattern of mortality. Brass developed his model in part
to address issues he observed while working on mortal-
ity data from Africa, where the age pattern of mortality
seemed to differ from the standard mostly at younger
ages, before the median age at death. His first “stan-
dard” pattern was thus an “African” standard, although
he later introduced a second, more general “standard.”

The choice of a standard can be seen as a third
parameter in Brass’ model of age-specific mortality
patterns, although the results are not very sensitive to
the choice of a particular standard. There have been
several extensions of Brass’ original representation
aiming at increasing the flexibility of Brass’ transfor-
mation. Ewbank et al. (1983), for instance, proposed
a four-parameter model linearly relating the logit of
the probability of surviving to any age x, lx, to a
transform of lx. The first-two parameters are the coeffi-
cients of the linear relationship, whereas the third and
fourth parameters affect the transformation of lx, one
before, and the other after the median age at death in
the standard life table. When the values of the third
and fourth parameters approach zero, the transforma-
tion of lx approaches logit(lx) and the model is then
similar to the original Brass model. This model has
more flexibility since varying only the third or fourth
parameter yields variations from the standard only at
younger or at older ages, respectively. Using a differ-
ent functional form, Zaba (1979) achieves the same
objective by introducing a new standard as the sum
of three terms, the original standard, a deviation at
younger ages, and one at older ages, and two additional
parameters as weights of the two deviations.

Models of Atypical Mortality Regimes

The “classic” model life tables of Coale and Demeny
and of the United Nations have been widely used
in demographic analysis, in particular for the esti-
mation of demographic parameters and in population
projections. For many users, these tables represent a
good compromise between empirically sound life table
construction and ease of use, requiring only a few
interpretable parameters to select a model table.

However, there remain a few important instances
for which these models provide a poor representa-
tion of mortality patterns. These misrepresentations
can arise from two types of discrepancies—in mor-
tality level and in cause-of-death prevalence—between
the empirical dataset from which the model tables were
constructed and the actual mortality experience being
modeled. Prevalence discrepancies may emerge when
a cause-of-death is important enough in the popula-
tion of interest to influence the overall age pattern of
mortality, but that particular cause is not salient in any
of the populations included in the empirical dataset.
Sometimes, the age pattern of the cause of death in
the population of interest might be close enough to
the age pattern of another cause of death in the empir-
ical dataset to render acceptable the use of a model
life table. Such age-pattern similarities across causes
explain, for instance, why the North model of the
Coale and Demeny life table system, based mostly on
the record from Scandinavian countries in the early
twentieth century, when tuberculosis was prevalent,
has often been used to represent mortality patterns in
African countries, where mortality is also dominated
by infectious diseases. We describe later in this section
situations where, on the contrary, the age pattern of an
important cause-of-death does not share enough sim-
ilarities with the age pattern of causes represented in
the empirical dataset. First, however, we discuss dis-
crepancies in level, when the actual-life expectancy
in the population of interest is substantially higher or
substantially lower than in the empirical dataset from
which the model life tables were constructed. In Coale
and Demeny (1966) model life tables, for instance,
the actual range of life expectancies at birth among
the life tables that satisfied the data-quality checks for
inclusion in the empirical dataset was narrower than
the range of the final tables (20–80 years for female
tables). Later examinations showed the extrapolation
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from the actual range toward the bounds of the final
range to be problematic.

This issue has received extensive attention as mor-
tality kept declining at older ages during the second-
half of the twentieth century in a manner that would
have been hard to predict from earlier declines. The
1983 revision of Coale and Demeny model life tables
extended the range of life expectancies to age 100
instead of the previous age 80 by fitting a Gompertz
curve to mortality rates at older ages. As discussed
above, this curve has been shown to overestimate mor-
tality at the oldest ages. Coale and Guo (1989) then
published a new set of model life tables for higher val-
ues of life expectancy at birth (beyond 80 years) that
relied on an alternative method of calculating rates at
the oldest age. In the new tables, the exponential rate
of mortality change is no longer constant, as in Eqs. (2)
and (3), but instead a declining function of age a, for
ages 80 and older. Specifically,

k(a) = k(80) − [R(a − 80)], (12)

where k(a) = ln(5ma/5ma–5). Unlike with the Gompertz
curve, closing the life table then requires a value of
the coefficient R. This value can be derived from a
value of 5m105 and while the choice of this value is
somewhat arbitrary (lacking reliable data on mortality
at these ages), Coale and Kisker (1990) showed that
this method is actually relatively robust to the choice of

5m105. Compared to the previous mortality rates based
on the Gompertz curve from age 80 on, these new esti-
mates were found closer to recorded rates in 8 out of 12
populations at ages 85–89, 10 out of 12 at ages 90–94,
and in all 12 at ages 95–99.

Himes et al. (1994) took a different approach to
extending life tables to higher values of life expectancy
at birth, using a hybrid or relational model. The authors
used the results of consistency tests based on the inter-
censal cohort method comparing population age distri-
butions and death registration data for 18 low-mortality
countries from 1950 to 1985 (Condran et al. 1991).
Mortality rates in empirical life tables were retained
only up to the ages for which data were sufficiently
consistent. The authors then derived a “standard” set
of 1-year age-specific mortality rates from age 45 to
99 years. The standard exhibits a peak in the rate at
which mortality increases with age between 70 and 80,
as observed in empirical data by Horiuchi and Coale
(1990). As their standard was based on relatively few

observations from age 95 to age 99 and none beyond
age 99, the authors fitted a linear equation to the stan-
dard pattern to both smooth and extend the pattern to
older ages. Specifically, they fitted the relationship as
follows:

logit(1ma) = α + (βa), (13)

with age a. Eq. (13) can be rewritten to mirror the third
and last term in Heligman and Pollard’s (1980) Eq. (7),
with the difference that this one is expressed in terms of
mortality rates as opposed to Heligman and Pollard’s,
which is expressed in terms of probability of dying.

The importance of modeling age patterns of mor-
tality accurately as mortality declines further explains
why much work has focused on this issue. The extrap-
olation from common-mortality experiences to situa-
tions with very-high mortality has received less atten-
tion, but it remains important in the study of historical
populations. Although Coale and Demeny (1983) for
instance provide tables with life expectancy at birth as
low as 20 years, these tables seem to extrapolate poorly
toward very-low life expectancies (Bhat 1987). Some
of the best records from a very-high mortality regime
document the experience of African-Americans reset-
tling in Liberia between 1820 and 1843 (McDaniel
1995). Their high mortality was likely due to high inci-
dence of infectious diseases, most importantly malaria,
to which the settlers had not been exposed, and thus
had not acquired any immunity, prior to reaching the
Liberian shores. Based on the relatively good records
of the settlers’ mortality, Preston et al. (1993) derived
a set of high-mortality model life tables, with very-
low levels of life expectancies and likely applicable to
many populations in which high mortality is driven by
infectious diseases.

With respect to the other type of discrepancy, linked
instead to cause-of-death prevalence, two causes typ-
ically absent from common-mortality life tables but
relatively common historically are famine and conflict.
Although no specific age pattern of mortality has been
constructed to represent such situations, high mortality
driven by famine mortality has been studied exten-
sively and shown to exhibit several regularities (Dyson
and Gráda 2002). Extant data suggest that famine
increases mortality rates most at extreme ages, among
the very young and old. To the extent that the age
pattern of famine mortality is thus J-shaped as are typ-
ical mortality patterns, albeit with a more substantial



24 Model Schedules of Mortality 523

0

5

10

15

20

25

30

35
M

or
ta

lit
y 

ra
te

 (
pe

r 
hu

nd
re

d)

0 – 10
10 – 20

20 – 30
30 – 40

40 – 50
50 – 60

60 +

Age

Execution Famine Natural

Fig. 24.6 Age pattern of mortality from execution, famine, and
natural causes in Cambodia, 1970s. Source: Heuveline (2001)
from data in Sliwinsky (1995)

decrease with age at younger ages and faster increase
with age at older ones, famine mortality might be
approached by regular-mortality models at low levels
of life expectancy.

This is not the case for conflict-related mortal-
ity. For illustrative purposes, Fig. 24.6 presents male
age patterns of mortality from two types of excep-
tional mortality in Cambodia during the 1970s, (1)
war-related and executions and (2) famine-related, and
from (3) other, “natural” causes. As mentioned above,
famine-related and other causes of death share a gen-
eral J-shape age pattern, but on the contrary, the age
pattern of death due to conflict (both war-related and
executions) exhibits a “bell shape,” peaking among
young and middle-aged adults. In fact, these age pat-
terns are so distinct that the contribution of war-related
causes to overall mortality can be indirectly estimated
from the age pattern of overall mortality (Heuveline
1998). A bell-shaped age pattern is probably typical
of conflict-related mortality, but the sex ratio and age
range of those directly involved in a particular conflict
determine the age- and sex-specific mortality rates that
increase most. The overall age and sex pattern of mor-
tality also depends on the extent to which the general
population is affected by the conflict. This makes it
unlikely that a model pattern could be produced that
would readily apply to all populations experiencing
conflict-related mortality.

Since the 1990s, the HIV/AIDS pandemic has
created a unique and significant deviation from
the standard age pattern of mortality. The Human

Immunodeficiency Virus (HIV) has complex effects
on mortality that depend on the predominant modes
of transmission and overall prevalence of the virus in
a population. Large increases in mortality associated
with HIV/AIDS are observed in countries where preva-
lence in the general population is greater than about
1%. A stationary population with an expectation of
life of 10 years, similar to the HIV-positive popula-
tion, has a crude death rate of 1/10 = 0.1 or 100 per
1,000. A population containing 1% HIV-positive peo-
ple will therefore add about 1 additional death per
1,000 to the crude death rate. Consequently, for popu-
lations with baseline (non-HIV) crude death rates of 10
per 1,000, an HIV prevalence of 1% corresponds to a
significant 10% increase in the overall crude death rate.
The greatest concentration of populations in that preva-
lence range are located in eastern and southern Africa,
where HIV prevalence in the general population can
reach 20–30% (UNAIDS 2008).

The HIV virus attacks a person’s immune system,
gradually wearing it down until it cannot control infec-
tions, or even itself. The result is a long period of
infection and gradually worsening illness ending in
death. Because of the long lag time between infec-
tion and death, the effect of HIV on mortality is
observed several years after infection. In the absence
of antiretroviral treatment, the time between infec-
tion and death for children is between 5 and 10 years
(Marston et al. 2005) and for adults about 10 years
(Jaffar et al. 2004; Morgan et al. 2002). The age pat-
tern of the effect of HIV on mortality is determined
by the age pattern of transmission and whether or not
there is widespread use of antiretroviral drug ther-
apy (highly active anti-retroviral therapy, HAART) in
the population. The common modes of transmission
in high-prevalence populations are heterosexual sexual
intercourse and mother-to-child transmission at birth
or during breastfeeding. Consequently infections occur
at or shortly after birth and at ages when people are
most sexually active. Those ages vary from population
to population but generally span the late teens through
older adulthood, with peaks sometime in the twenties
or thirties. Layered on top of this is individual variation
in sexual activity that effectively protects a fraction
of the population and creates a gradient of risk in the
remaining fraction. The net result in a mature HIV epi-
demic in a population without widespread treatment
is that the bulk of the at-risk portion of the popula-
tion is infected soon after becoming sexually active,
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and as a consequence the effect of HIV on mortal-
ity is relatively concentrated at the youngest possible
ages, about 10 years after the average age at infection.
Finally, because women typically pair with slightly
older men, the average age at infection for women is
usually several years younger than men, and hence the
mortality effect of HIV is slightly younger for women
compared to men. In general this leads to an age-
profile of HIV-related mortality that affects infants and
young children, women roughly aged 25–50, and men
roughly aged 30–60. Although there is a lot of varia-
tion in this general pattern, depending on the specifics
of HIV transmission and whether or not HAART is
available, this general sex–age pattern of HIV mor-
tality is commonly observed in populations with high
prevalence.

Data to describe all-age mortality in populations
with high-HIV prevalence are rare, and hence most
age patterns of mortality published for those popu-
lations are based on modeled results of one kind or
another. Some of the good data that are available
come from demographic surveillance system sites that
intensively monitor small populations for long peri-
ods of time. The examples of HIV-affected mortality
shown in Figs. 24.7 and 24.8 come from one such
study in the rural northeast of South Africa, where

the HIV-prevalence rate is about 12% in the gen-
eral population (South Africa National Department of
Health 2009). Figure 24.7 displays age-specific all-
cause mortality in various periods during which the
HIV epidemic was growing in this population. There is
an obvious increase in mortality over time for infants
and young children less than 5 years old, which is
seen more clearly in Fig. 24.8. Concurrently, there is
a dramatic increase in mortality for men age 20–65
and a slightly smaller but no less dramatic increase for
women age 15–55. The only other cause of death that
has a comparable impact on adult mortality is armed
conflict, as described above. In both cases, mortality
during the middle years of life is elevated severalfold
above normal; with HIV, the effect typically peaks at
slightly older ages and covers a wider range of ages,
especially older ages.

These examples of atypical mortality patterns reveal
the limitations and weaknesses of our existing mortal-
ity models. It is common now to observe age patterns
of mortality that produce life expectancies that exceed
the majority of those used to create the commonly
used Coale and Demeny and United Nations model life
tables, and in some rare cases significantly lower life
expectancies have also been observed. These are exam-
ples of unusual levels of mortality that fall outside the

Fig. 24.7 Age pattern of all-cause mortality from the Agincourt study population in the rural northeast of South Africa, probability
of dying and 95% credible intervals in 5-year age groups, 1992–2007. Source: Sharrow and Clark (2010)
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Fig. 24.8 Age pattern of
all-cause child mortality from
the Agincourt study
population in the rural
northeast of South Africa,
probability of dying in
1-month age groups,
1992–2007. Source: Sharrow
and Clark (2010)

range that our models in their usual form can easily
handle. In addition, there are specific conditions that
dramatically increase the prevalence of a given cause
of death to a level at which it has an important effect on
the overall age pattern of mortality. Armed conflict and
especially HIV-related causes are significant examples
of this category of atypical mortality age profiles, and
the most commonly used mortality models are unable
to adequately handle either of these situations. Current
work on mortality models is aimed at solving these and
other emerging challenges.

New Developments in Mortality Models

New Theory-Based Frailty and Vitality
Models

Briefly alluded to above is the seminal work of Vaupel
et al. (1979) that formalized the notion of “frailty”
to explain the deceleration in the increase in the risk
of dying at the oldest ages in humans, that is, the
empirical fact that the risk of dying begins to “flatten
out” rather than continue to increase as age advances
to the very oldest ages lived by human beings (and
some other organisms as well). As used in this mod-
eling framework, “frailty” is a term that describes the
distribution of the risk of dying in a population. The

idea is that members of a given cohort are each born
with a “frailty” value that remains unchanged through-
out their life. As the cohort ages, the distribution of
this frailty value among the members of the cohort
changes as those with high frailty die and are removed
from the cohort. As time progresses, the distribution
is skewed to contain increasingly less-frail individuals
who as a group are less likely to die, and this change
in the distribution of frailty becomes important and has
a significant impact when a substantial fraction of the
cohort has died; the result being the steady decelera-
tion in the risk of dying observed at the oldest ages.
The two central ideas in the frailty model are that a
cohort is heterogeneous with respect to frailty from the
start, and that frailty affects the risk of dying, which
leads to a gradual change in the distribution of frailty
(and the “average” risk of dying) as the cohort ages
and more frail members die, leaving a group who are
on average more robust, leading to a slowing of the
rate of increase in the risk of dying at the oldest ages.
The mathematics underlying the frailty model are too
involved to summarize adequately here, but for inter-
ested readers, good discussions of this model can be
found by Steinsaltz and Wachter (2006) and Vaupel
et al. (1979).

Closely related to frailty models, but different in
critical ways, are the first passage time or “vitality”
models. These models originate in work in ecology
to describe the survival patterns of various non-human
organisms and even mechanical mechanisms. Like the
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frailty models, the mathematics of these models will
not be described here, but nice discussions can be
found by Anderson et al. (2008), Li and Anderson
(2009), and Steinsaltz and Evans (2004, 2007). In con-
trast to the somewhat abstract relationship between
frailty and mortality contained in the frailty mod-
els, the vitality models aim to more closely mirror
the physiological and contextual mechanisms that are
likely to contribute to the risk of dying, albeit still in
relatively abstract ways. Vitality models are based on
the notion that each organism is born with a given
“vitality” that is continuously depleted over the course
of its lifetime. The age at death is determined by
the age when vitality has been depleted completely.
Vitality can be thought of as a combination of an
endowment at birth and an accumulation of use, abuse,
or small failures that gradually wear down the ini-
tial vitality until it is gone, at which point death
occurs. In this way, vitality relates to life sustaining
processes intrinsic to the individual organism. Like
the frailty models, vitality models also assume het-
erogeneity in vitality among members of a cohort,
and the same gradual culling out also operates on a
cohort with heterogeneous vitality, with results sim-
ilar to those predicted by frailty models. However,
some vitality models (see Li and Anderson 2009)
have another important component that differentiates
them from frailty models. This is a stochastic chal-
lenge process that is independent from vitality and
creates challenges with random magnitude to each
organism at random times during their lives. Each
challenge temporarily and reversibly depletes vitality,
so that if the magnitude of a challenge is equal to
or greater than the current store of vitality possessed
by an individual, the individual dies; otherwise the
challenges are harmless in the long term and leave
vitality to deplete as it would have without any chal-
lenges. These challenges have an obvious interpreta-
tion as accidents or harm from sources extrinsic to the
organism.

Vitality models that include random challenges have
the attractive property of containing few parameters
that can be interpreted in terms of intrinsic and extrin-
sic processes affecting individuals. Because the initial
distribution of vitality, the vitality decrement process,
and the random challenge process are independent in
vitality models, it is possible to estimate parameters
that describe each net of the effects of the others. In
particular, the way in which vitality decreases, net of

heterogeneity and random challenges, determines the
average age at death in a cohort, sometimes termed
longevity. So, in addition to being able to represent
and explain the deceleration in the increase in the
risk of dying at old ages, vitality models are also
able to provide information about the typical lifes-
pan of an organism. This is particularly interesting in
the context of the ongoing debate regarding the future
longevity of humans: is there a natural limit to the
lifespan of human beings? The application of vital-
ity models to human populations is still at the very
forefront of work in this area, so no definitive results
are available. However, anecdotal evidence emerging
from the work of Li and Anderson (2009) applying a
vitality-with-challenges model to long-time series of
mortality data from Sweden, Japan, and Switzerland
suggests a long and uninterrupted improvement in the
senescence parameter, and no indication that we are
approaching a fundamental limit on that parameter.

New Empirically Based Models
for Mortality Age Patterns

Advances in mortality modeling are being driven by
a combination of growing access to better quality data,
continuing development of statistical and related meth-
ods, and an increasing desire to incorporate biological
or physiological knowledge into models of mortality.
The Human Mortality Database is a relatively new
repository of high-quality life tables describing the his-
tory of mortality in a number of populations around the
world. Having all of those data in one easily accessi-
ble place is enabling a range of innovative new work
on mortality. Likewise in the developing world, the
INDEPTH Network (2010) of demographic surveil-
lance sites is gradually making high-quality mortality
data from Africa and Asia available for study, which
for the first time allows useful models of mortality
to be created for populations living in those areas.
Advances in Bayesian statistical estimation techniques
are addressing some of the challenges inherent in esti-
mating and/or fitting complex mortality models to data
and simultaneously providing a better means through
which to understand the uncertainty in the outputs of
such models. Finally, borrowing ideas and techniques
from biology and ecology, demographers are coming
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back to the idea of making mortality models more
mechanistic so that they include parameters that can
be interpreted either biologically or physiologically.

Working with data from the Human Mortality
Database, John Wilmoth and colleagues propose a new
model of mortality that serves the same purpose as
the traditional model life tables constructed by Coale
and Demeny and the United Nations and others (see
above), but does so in a fundamentally different way
(Wilmoth et al. 2009). Wilmoth recognized that one
of the most common and consequential uses of model
life tables is to extrapolate mortality at ages older than
5 years from a measure of child mortality, typically
the probability that a newborn dies before reaching
its fifth birthday, 5q0 in the terminology of life tables.
This is done routinely to estimate all-age mortality
in developing world settings—Africa in particular—
where empirical measures of mortality at all ages are
not available. In addition to this practical motivation,
it has been recognized for some time that there is a
strong and regular relationship between child and adult
mortality. Instead of looking for empirical regulari-
ties on which to build the typical “families” within
a model life table system, Wilmoth and his cowork-
ers decided to use the relationship between adult and
child mortality as the fundamental empirical regular-
ity in their model. After experimenting with several
specifications, they propose the following equation
to describe the relationship between child and adult
mortality:

log(mx) = ax + bx h + cx h2 + vx k

where:

h = log (5q0)

This equation describes the log of mortality at age x (on
the left) with a quadratic curve in units of log(5q0) (on
the right) plus an extra term vxk. The quadratic compo-
nent describes the fundamental underlying relationship
between mortality at ages older (and younger) than
five to mortality between ages zero and five, and the
extra vxk term allows some age-specific modification
to that fundamental relationship. The vxk term is nec-
essary because of the empirical observation that there
is sometimes a slight age-specific deviation from the
strong underlying shape of this relationship; the age
schedule of vx defines the general shape of this devi-
ation with age, and k modulates the magnitude of the

deviation. The exact form of the basic relationship is
set by the values of the ax, bx, and cx coefficients, and
the exact nature of the age-specific deviation is defined
by vx. For this model to describe mortality at all ages,
each age group needs a set of values for a, b, c, and v.
Wilmoth et al. (2009) derived the age-specific values
for a, b, and c by estimating a regression defined by
Eq. (14) for each age group using the approximately
1,800 life tables in the Human Mortality Database.
Age-specific values for v were derived by summariz-
ing the regular age pattern observed in the residuals
from those regressions. With this full set of empiri-
cally derived values for ax, bx, cx, and vx, it is possible
to generate a very-wide range of mortality age patterns
by providing different values for 5q0. Wilmoth and col-
leagues validate their model by “fitting” it to a large
variety of life tables that are not part of the Human
Mortality Database, and in all but two specific cases,
the model performs very well. The two cases where
it does not perform well are when the age pattern of
mortality reflects severe armed conflict, such as the
two world wars, and when HIV/AIDS is a significant
cause of death. In both of these cases, there is a very
unusual “bulge” in the mortality age pattern for young
to middle-aged adults, see above.

Addressing the need for model life tables that
embody the experience of people living in the develop-
ing world today, especially in places where HIV/AIDS
is a significant cause contributing to mortality, Clark
and colleagues (2009) have developed a new compo-
nent model of mortality and clustering algorithm that
enables “empirical regularities” in mortality age pat-
terns to be identified and used to generate model age
patterns of mortality in a general and reproducible way.
Underpinning this method is a component model of
mortality based on the simple notion that it is pos-
sible to represent the arbitrary “shape” of a specific
age pattern of mortality with a linear combination of
a small number of age-based components. On the left
in Eq. (15) (below) is the mortality age pattern, M, as a
column vector of age-specific mortality rates, m, and
on the right is a weighted sum (linear combination)
of age-specific mortality components, S, represented
as column vectors, each multiplied by its weight, b.
Finally on the right there is a constant, C, added to the
weighted sum as a column vector with only one value,
c, repeated for all ages, and finally a column vector
of residuals, R, that contains whatever is left over. To
use this model to generate mortality age patterns, R is
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ignored (R is only necessary when using the model to
fit an existing age pattern) and the weights b and con-
stant C are varied to generate an arbitrary M, limited
only by the variation encoded in the set of components
S that are used in the model.
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The components must be chosen such that together
they contain all of the information necessary to repre-
sent a wide range of possible age patterns of mortality.
This can be easily accomplished if one has a relatively
large and diverse set of empirical age patterns of mor-
tality available. A principal components analysis of the
matrix of empirical mortality schedules yields a small
number of score vectors that are shaped like mortality
schedules, or typical deviations in mortality schedules,
and together contain the vast majority of the informa-
tion in the empirical data set, and these are precisely
the components necessary for this model of mortality.

This component model of mortality is being used
to identify empirical regularities in the mortality age
patterns contained in the Human Mortality Database
and the data contributed by the INDEPTH Network
of demographic surveillance system sites in the devel-
oping world (Clark et al. 2009; INDEPTH Network
(Prepared by S.J. Clark) 2002). For this purpose,
the component model is estimated for each empirical
mortality age pattern by regressing the empirical age
pattern on the first few components resulting from a
principal components analysis of the full collection of
empirical age patterns. The resulting b’s and c’s are a
very compact representation of the empirical dataset
and can be fed into any of a number of clustering algo-
rithms to identify a small number of “clusters” of very
similar age patterns of mortality. Within each cluster,
the b’s and c’s can be summarized by averaging or tak-
ing the median to yield a characteristic age pattern for
each cluster. The characteristic age pattern within each

cluster can then be used as the basis for a “family”
of similar age patterns at various levels of mortality
within a system of model life tables, each cluster being
the basis of a family. The only remaining task is to gen-
erate age patterns at different levels within each family,
and this can be accomplished by describing the charac-
teristic age-dependent way in which mortality moves
from generally low to high within each empirical clus-
ter. This too can be parsimoniously encoded in a set of
b’s and c’s, making it possible to represent any arbi-
trary level of mortality within each family in a simple
and compact way using the component model of mor-
tality and one extra parameter to specify the level. The
result is effectively a two-parameter system of model
life tables, one parameter to specify the family, and
one parameter for the level or mortality within each
family—very similar to the Coale and Demeny (1983)
and United Nations (1982) model life table systems
described earlier. Advantages of the procedure outlined
here are that it is fully automated and thus reproducible
because it does not require judgment on the part of
the analyst at any stage, and because the model age
patterns are generated through the linear component
model of mortality, it is possible to manipulate them
formally in many ways, including creating combina-
tions of two or more families. For example, one could
calculate a mortality age pattern from a combination of
one-half family A and one-quarter each of families B
and C, at whatever level desired in each family.

Another area of innovation involves the method-
ological treatment of some of the older models pre-
sented earlier in this chapter. Recent developments
in statistics make it possible to more carefully quan-
tify the uncertainty associated with models of many
types, including the deterministic models typically
applied to mortality. Uncertainty arises in several
forms: uncertainty about which model is best, uncer-
tainty associated with the parameters used or esti-
mated by the model, and uncertainty in the outputs
of the model. “Uncertainty” in these circumstances
describes a situation in which information is imper-
fect and exact values are unknown. Another way to
think about this is in terms of precision, which is
inversely related to uncertainty. In all cases, the objec-
tive is to quantify uncertainty or precision so that we
are in a better position to say what we know and
what we do not know, and this is usually expressed
by creating a probability distribution of the quantity of
interest.
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Recent work by Sharrow and Clark (2010) applies
some of these new methods to the eight-parameter
Heligman and Pollard (1980) model described above.
A common application of this model involves fitting it
to some empirical data either to smooth those data or
to obtain parameter values that can be interpreted on
their own or in comparison to similar values derived
from fitting the model to another set of data. In
the past, several researchers have noted that standard
fitting procedures involving least squares and maxi-
mum likelihood methods do not perform well with
this model (Congdon 1993; Dellaportas et al., 2001;
Rogers 1986). Additionally, neither of those methods
provides a robust measure of uncertainty in the val-
ues of the parameters that appear to fit the data best
nor in the outputs of the model, i.e., the mortality age
patterns that it generates with the best fitting sets of
parameter values. Finally, it is hard if not impossible
to constrain either the parameters or the model output
using these traditional techniques. A Bayesian statis-
tical technique known as Bayesian Melding (Poole
and Raftery 2000; Raftery and Bao 2010) addresses
these and other shortcomings by allowing the analyst
to define prior distributions of the parameter values
and the model outputs and then explore the joint set

of parameter values and model outputs that satisfy
those constraints to find combinations of parameter
values and model outputs that maximize the likeli-
hood of observing a given set of data. The resulting
joint posterior distribution can be integrated to yield
conditional posterior distributions for each parame-
ter and the model outputs, each of which describes
the probability associated with various values of the
parameters and the model outputs. A typical result of
applying this method is a sample from this posterior
distribution consisting of a set of parameter-value vec-
tors and corresponding model outputs. Summarizing
this sample with respect to each parameter and the
model outputs provides the distribution of inputs and
outputs most consistent with the data. A significant
advantage of this Bayesian technique is that it does not
require the parameters and model outputs to be “well-
behaved” in the common sense of sharing approxi-
mately Normal (approximately elliptical) relationships
with each other, a set of assumptions that is rarely met
with complex deterministic models of the type that are
interesting in practice.

Sharrow and Clark have applied this method to mor-
tality data coming from the Agincourt demographic
surveillance site in South Africa to produce a set of

Fig. 24.9 Result of applying
Bayesian melding model
estimation technique to
Heligman and Pollard model
of mortality, male mortality,
2005–2007 in the Agincourt
study population, northeast
South Africa. Source:
Sharrow and Clark (2010).
The dotted line represents the
actual data, the family of light
curves are the sample from
the posterior distribution of
model outputs, the solid line
is the median of the sample,
the dotted lines define the
50% and 95% credible
intervals around the median.
This mortality age pattern
demonstrates the severe
impact of HIV discussed
earlier
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robust parameter estimates from mortality age patterns
associated with various stages of the HIV epidemic in
that population. An example plot from this work is dis-
played in Fig. 24.9 in which one can see the family of
model output curves corresponding to the sample from
the posterior distribution. These clearly communicate
the precision with which the data define the probabil-
ity of dying in each age group. Similar distributions
exist for each of the eight parameters in the model. And
after fitting the model in this manner to mortality age
patterns from several different periods, it is possible to
compare parameter values across multiple periods and
quantify with precision how the various components of
this model have changed as the prevalence of HIV rose.
As expected, the overall level of child and adult mor-
tality increased dramatically, and the intensity of the
accident “hump” defined by this model increased dra-
matically to accommodate the adult-age bulge in the
age pattern of mortality created by HIV.

These new developments illustrate that while the
construction of model mortality schedules has been
one of the primary endeavors of formal demography
at its outset, this endeavor has remained central to
the discipline to this date. The availability of large
mortality database and regression analysis software
today makes it relatively easy for the analyst to con-
struct her own “model” based on extant tables that
are expected to reflect a cause-of-death environment
shared with the population of interest. This recent ease
in the construction of new, even ad hoc models has
decreased the need to rely on the classic systems such
as the Coale and Demeny (1983) or the United Nations
(1982) model life tables, but leaves intact the reliance
on mortality schedules in demographic analysis and
forecasting.

Looking forward, there will remain an urgent need
to continue refining and creating model mortality
schedules to reflect continuing changes in the level
and age patterns of mortality. Population projections
and forecasts are perhaps the most widely used “prod-
ucts” of demography, and both make extensive use
of model mortality schedules. To function well in
those applications, model mortality schedules need to
be able to accurately reflect what has happened in
the past (the estimation part of constructing a fore-
cast) and also provide a reasonable set of possible
futures for mortality. Particularly in terms of predict-
ing future mortality, ongoing and future work will seek
to better understand and represent senescent mortality

or longevity independent of other causes because the
long-term future of mortality is tied to the trend in
senescent mortality. It is for this reason that frailty
and vitality models have and are receiving so much
attention. Future work will also lead to models that are
better able to handle atypical mortality schedules such
as those created by HIV-related causes of death. This
work is of crucial importance to Africa and other parts
of the developing world where vital registration sys-
tems function poorly or not at all, resulting in missing
or incomplete data to describe mortality. In those situ-
ations, model mortality schedules are used extensively
to smooth, interpolate, extrapolate, or make indirect
estimates of mortality that serve in the place of vital
registration. The challenge is that the populations for
which indirect estimates are necessary are often those
whose mortality schedules are atypical and not well-
represented by existing models. Last, recent advances
in statistical methodology are providing opportuni-
ties to re-conceptualize existing models and formulate
new models in novel ways. It is likely that the next
generation of model mortality schedules will use sig-
nificantly different methods that more fully account
for uncertainty, and more robust fitting and estimation
procedures.

Promising areas for future research and modeling
of mortality schedules include better understanding
and modeling of: mortality at the oldest ages, senes-
cent mortality and the long-term trend in senescent
mortality, and atypical causes of death and how they
affect age patterns of mortality. With respect to atyp-
ical causes resulting from disease (like HIV), it will
be important to link model mortality schedules with
epidemiological models that describe the transmission
or development of the disease. Together, these can
then be used to better understand the population-level
effects of the disease and perhaps help illuminate how
best to disrupt or affect the disease to bring about a
desired change in the population-level effects. In areas
where mortality data are incomplete or missing, it will
be important to continue thinking about measurement:
how to replace direct measures of age-specific mor-
tality with indirect measures, modeled measures, and
measures derived from cutting-edge sampling tech-
niques such as adaptive sampling or respondent-driven
sampling or new sampling methods not yet conceived.
The aim in each case is to increase the accuracy
and representativeness of the data while simultane-
ously keeping the measurement system cheap and



24 Model Schedules of Mortality 531

logistically feasible. It is likely that model mortality
schedules will be an integral part of designing and
testing sophisticated sampling strategies of these types.
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Chapter 25

Period Versus Cohort Life Expectancy

Michel Guillot

Introduction

Mortality can be analyzed according to two main
frameworks: the cohort framework, which takes into
account mortality risks as they unfold along the actual
life cycle of a group of individuals born during
the same period of time, and the period framework,
which takes into account risks experienced by different
cohorts during a single period of time. These frame-
works provide two alternative ways for studying life
expectancy. Analysis of time trends in life expectancy
will differ depending on whether it is calculated by
period or cohort.

The purpose of this chapter is to contrast these two
approaches and their respective interpretations. In par-
ticular, I examine the extent to which period and cohort
life expectancies can be interpreted in terms of under-
lying health conditions for the corresponding periods
and cohorts. Finally, I discuss a third and intermediate
approach, the cross-sectional cohort approach, which
offers some additional insights about the dynamics of
mortality.

Definitions

Cohort Life Expectancy

Cohort life expectancy summarizes the mortality expe-
rience of an actual birth cohort of individuals as they

M. Guillot (�)
Department of Sociology and Population Studies Center,
University of Pennsylvania, Philadelphia, PA 19104, USA
e-mail: miguillo@sas.upenn.edu

age over time, from birth until the cohort becomes
extinct through the death of the last survivor. By nature,
individuals gain 1 year of age every year. Thus, this
mortality experience will be spread over a period of
time that is as long as the age at which the cohort’s
last survivor dies. In a matrix of mortality rates indexed
by age x and time t (μ(x,t)), the mortality rates experi-
enced by a cohort born at time t will be located along
the age and time coordinates (x, t + x).

Cohort life expectancy at birth for the cohort born
at time t is defined as follows:

ec
0(t) =

∞∫
0

pc(x, t)dx, (1)

where pc(x,t) is the probability of surviving from birth
to age x for the cohort born at time t. This cohort sur-
vival probability is related to age- and time-specific
mortality rates as follows:

pc(x, t) = e
−

x∫
0

μ(a,t+a)da
. (2)

Ignoring migration, cohort life expectancy at birth
corresponds to the mean age at death for that cohort.

Period Life Expectancy

Period life expectancy, by contrast, summarizes the
mortality risks experienced by different cohorts (or,
equivalently, at different ages) during one period of
time. When calculating period life expectancy at birth
at time t, risks experienced during the first year of
life (age 0) during year t will be combined with risks
experienced at age 1, at age 2, and so forth, during
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the same year t. Period life expectancy is calculated
by resorting to the concept of synthetic (or fictitious)
cohorts. Unlike real cohorts, synthetic cohorts do not
gain 1 year of age every year; they hypothetically
spend their entire life during one period of time. Period
life expectancy at birth can thus be interpreted as the
mean age at death that would be experienced by a syn-
thetic cohort hypothetically exposed to the age-specific
mortality rates of one period. Equivalently, period life
expectancy at birth can be interpreted as the mean age
at death that would be experienced by a real cohort
under the hypothetical scenario that age-specific mor-
tality rates observed during one period remain constant
in the future. In a matrix of mortality rates by age and
time, the mortality experience of the synthetic cohort
born at time t will be located along the age and time
coordinates (x,t).

Period life expectancy at birth for period t is defined
as follows:

eP
0 (t) =

∞∫
0

p(x, t)dx, (3)

where p(x,t) is the probability of surviving from birth
to age x for the synthetic cohort born at time t and

exposed to the age-specific mortality rates of time t.
This surviving probability is derived from period rates
as follows:

p(x, t) = e
−

x∫
0

μ(a,t)da
. (4)

Practical Considerations Regarding
the Computation of Cohort Versus Period
Life Expectancy

Cohort life expectancy at birth (ec
0) is not as commonly

calculated as period life expectancy because it requires
the availability of mortality data spanning about a cen-
tury. Furthermore, ec

0 can be calculated with certainty
only for cohorts that are now extinct or near extinct.
This means that in practice, even when historical mor-
tality data are available, the most recent cohorts for
which ec

0 can be estimated were born about 90–100
years ago. Thus, ec

0 will refer to mortality experienced
in the past and will ignore a large amount of more
recent mortality information.

Period life expectancy at birth (eP
0 ), by contrast,

involves only mortality information for one period. No

Table 25.1 Comparison of three summary mortality measures

Summary mortality
measure

Time and age location of the underlying
conditions it seeks to summarize Advantages Disadvantages

Cohort life expectancy (ec
0) − Adequately reflects

underlying conditions
in corresponding Lexis
area.

− Can only be calculated
for cohorts now extinct
or near extinct.

− Most recent value of ec
0

refers to conditions in
the distant past.

Period life expectancy (eP
0 ) − Can be calculated for

recent periods.
− Seeks to estimate a

timely set of
conditions.

− May not adequately
reflect underlying
conditions in
corresponding Lexis
area in the presence of
cohort influences
and/or heterogeneity.

CAL − Adequately reflects
underlying conditions
in corresponding Lexis
area.

− Refers to past
conditions, though not
as distant in the past,
on average, as most
recent value of ec

0.

Note: ω is the age at which there remains a negligible number of cohort or period survivors.
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Fig. 25.1 Period versus cohort life expectancy at birth, French males, 1816–2007 (period), and 1816–1916 (cohort). Source: Human
mortality database

historical data are needed for calculating today’s eP
0 . eP

0
involves current as opposed to past mortality rates, and
in this sense, it is more “timely.” For these reasons, eP

0
is more often calculated than ec

0. Most discussions of
mortality trends or international mortality comparisons
rely on the period approach. Less-developed coun-
tries, in particular, rely almost exclusively on period
mortality measures.

The Lexis diagrams in the first two rows of
Table 25.1 contrast the time location of the mortal-
ity rates involved in the calculation of ec

0 versus eP
0 .

Given the availability of age-specific mortality rates up
to time t, and if we define ω as the age at which the
number of cohort or period survivors is negligible, the
most recent cohort for which ec

0 can be estimated is the
cohort born at time t–ω (top row of Table 25.1). eP

0 ,
however, can be calculated for time t (middle row of
Table 25.1).

Figure 25.1 presents trends in ec
0 versus eP

0 , using
data for French males as an example. This figure illus-
trates the difference in the range of years for which ec

0
versus eP

0 can be calculated. With annual age-specific
mortality rates available between 1816 and 2007, eP

0
can be calculated annually between 1816 and 2007,
whereas ec

0 can be calculated from 1816 until 1916,
i.e., the most recent cohort for which ec

0 can be reliably

calculated. This figure also illustrates differences in
levels and trends between these two indicators. The
interpretation of these levels and trends is developed
in the next section.

Interpretations

Cohort Life Expectancy

Cohort life expectancy varies over time and place. For
example, among Swedish females, ec

0 increased from
35.81 years for the cohort born in 1751 to 70.44 years
for the cohort born in 1916. Among French males
(shown in Fig. 25.1), it increased from 37.62 years for
the 1816 cohort to 51.99 for the 1916 cohort. (These
two populations are chosen for purely illustrative pur-
poses.)

The overall order of magnitude of these life
expectancies (i.e., the fact that the above values are
measured in years and not, say, in days) reflects the
underlying biological vulnerability of humans and how
it evolves with age. This underlying theoretical influ-
ence of age on mortality, also called theoretical biolog-
ical aging (Wilmoth et al. 1990) explains why humans
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live longer on average than, say, fruit flies. It also
explains why, in spite of the wide range of variation in
human experience over time and place, newborns tend
to face higher mortality risks than, say, 10-year olds;
and 90-year olds tend to face higher mortality risks
than, say, 30-year olds. Patterns of theoretical biologi-
cal aging are thought to be species-specific. By nature,
these patterns may change only slowly over time and
thus may not explain historical improvements in life
expectancy in a country like Sweden over the past
250 years.

Theoretical biological aging takes place within spe-
cific historical conditions that may have powerful
impacts on survival. By contrast to biological aging,
these conditions may change rapidly over time. Factors
that can be invoked for explaining improvements in
life expectancy include improvements in nutrition and
housing conditions, advances in medical technology,
public health measures, and improvements in personal
health behaviors (Riley 2001). For the relatively low
values of life expectancy among certain cohorts of
French males shown in Fig. 25.1, especially those born
toward the end of the nineteenth century, the impact of
World Wars I and II can also be invoked.

In view of these various time-specific influences,
cohort life expectancy is perhaps best understood by
examining the time location of these factors and their
impact on age-specific mortality. These influences can
be broadly divided into two main categories: (1) health
conditions that a cohort faces at a given time and that
have an immediate impact on the cohort’s mortality,
and (2) health conditions that a cohort faces at a given
time and that have a delayed impact on the cohort’s

mortality. These influences operate in combination
with theoretical biological aging.

The Lexis diagram in Fig. 25.2 illustrates these
two types of influences. This figure represents the
life course of a birth cohort as it passes through
different calendar years. Year after year, the cohort
faces a set of potentially changing conditions. Certain
foods may become more abundant. A new drug may
become available. The quality of drinking water may
improve. Smoking may become fashionable or fall out
of fashion. A war may break out or end. Some of
these changes may have an immediate impact on the
cohort’s mortality. For example, a cohort’s mortality
may increase during a war as result of the immedi-
ate impact of combat and bombardments. Some of
these changes in conditions, however, may have a
delayed impact on a cohort’s mortality. For exam-
ple, in addition to causing immediate deaths, com-
bat may cause injuries that can lead to increased
mortality long after the war has ended. Overall, the
unique set of health conditions that a cohort faces at
different ages may leave a specific imprint on that
cohort and have an impact on the cohort’s subsequent
mortality.

In Fig. 25.2, the origin of the arrows identifies the
time location of the health conditions or factors hav-
ing an impact on mortality. The destination point of
the arrows locates the time location of mortality rates
that are affected by these factors. Conditions or factors
that have an immediate impact on a cohort’s mortality
are represented with vertical arrows. These conditions
are referred to in this chapter as “period influences.”
Conditions or factors that have a delayed impact on

ag
e

time

Cohort influences

Period influences

Fig. 25.2 Period versus
cohort influences on
age-specific mortality rates
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mortality are represented with diagonal arrows. These
conditions are referred to in this chapter as “cohort
influences.” (The distinction between immediate and
delayed impacts is somewhat arbitrary. Except perhaps
in the case of some external causes, such as certain
accidents, homicides, and suicides, causal processes
leading to increased mortality require some time to
unfold. Since mortality rates are typically calculated
over discrete time intervals, immediate influences can
be thought of as situations in which the cause and
effect both take place during the same time interval
over which mortality rates are calculated, such as a cal-
endar year. Note also that in Fig. 25.2 the origin of the
arrows indicates the time at which health conditions
are present in the population, not the time at which they
first appeared. For example, a drug that treats a dis-
ease common in old age may become available when
a cohort is still young. This medical advance would
have an impact on the cohort’s mortality only once the
cohort reaches old age. Such an influence would not be
represented with diagonal arrows in the diagram, but
with a vertical one. It is the availability of that drug
when the cohort reaches old age that has an impact
on the cohort’s mortality. The availability of the drug
when the cohort is young is irrelevant—at that point it
is not part of the cohort’s experience.)

In the demographic literature, factors that have
an immediate impact on mortality are often referred
to as “period effects,” whereas factors that have a
delayed impact on mortality are often called “cohort
effects.” Period and cohort effects operate in combi-
nation with theoretical biological aging, often referred
to as “age effects.” The precise definition of these
period, cohort, and age effects varies from author to
author, in part due to differences in methodological
approaches designed for the estimation of these pro-
cesses. Sometimes a clear connection is established
between a health condition or factor and its immedi-
ate versus later mortality effects, in relation to the age
at which this condition is experienced (see Chapter 9
by Montez and Hayward, this volume; see also Elo
and Preston 1992; Preston and Wang 2006; Preston
et al. 1998). Sometimes period versus cohort effects (or
full age-period-cohort [APC] models) are evaluated by
examining correlations among age-specific death rates
(Caselli and Capocaccia 1989; Crimmins and Finch
2006; Hobcraft et al. 1982; Myrskylä 2010; Wilmoth
et al. 1990). The purpose of this chapter is not to review
or evaluate age-period-cohort procedures, but rather to

illustrate the time-specific connection between health
conditions and age-specific mortality, and the implica-
tion of this connection for interpreting levels and trends
in life expectancy. (To emphasize the fact that we refer
to the time-specific connection between health condi-
tions and age-specific mortality, rather than to some
other type of connection, we use the term period ver-
sus cohort “influences” in this chapter, rather than the
more common and general term period versus cohort
“effects.”)

Classic examples of conditions that have imme-
diate effects on age-specific mortality include wars,
epidemics, famines, and such natural disasters as
earthquakes, storms, floods, and heat waves. (For
more information about environmental effects, see
Chapter 21 by Browning, Bjornstrom, and Cagney, this
volume.) These extreme conditions are easy to detect
because their occurrence is typically well-defined in
time, and because they have obvious short-term causal
effects on mortality. For example, in Fig. 25.1, the
effects on mortality of the Franco-Prussian war and
the Paris commune (1870–1871), World War I and the
Spanish Influenza epidemic (1914–1918), and World
War II (1940–1945), appear clearly in the trend in
period life expectancy. However, many conditions with
period influences may evolve more gradually over
time and may appear less clearly in trajectories of
age-specific death rates or life expectancy.

Conditions that are often cited as having delayed
effects on mortality include exposure to infectious
diseases, dietary patterns, exposure to non-infectious
inflammogens, smoking, and alcohol consumption
(Chapter 9 by Montez and Hayward, this volume;
Crimmins and Finch 2006; Elo and Preston 1992).
Such effects are usually difficult to detect in trajecto-
ries of age-specific mortality rates, because they often
involve factors that may change more gradually over
time and affect mortality over a broad range of ages.
Nonetheless, in a number of cases, there are clear
causal, biological mechanisms that support the exis-
tence of these effects. Perhaps the clearest example
of a health condition with delayed impacts on mor-
tality is respiratory tuberculosis (TB) (Frost 1939;
Mason and Smith 1985). This disease can have a long
period of latency, and therefore many adult deaths
from respiratory TB result from childhood exposures.
Another important health condition that has long-
lasting impacts on mortality is cigarette smoking (Doll
et al. 2004; Preston and Wang 2006). Exposure to
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asbestos is another example of a condition that has
delayed impacts on mortality (Peto et al. 1982).

A number of complications to this simple distinc-
tion between immediate versus delayed influences can
be introduced. First, some health conditions may have
both immediate and delayed impacts. Exposure to
infections and inflammation in childhood, for exam-
ple, may increase mortality rates both at childhood
ages and at older ages (Crimmins and Finch 2006;
see also Chapter 9 by Montez and Hayward, this
volume). Another example is alcohol consumption,
which can have both immediate impacts (with deaths
from alcohol poisoning) and delayed impacts (with
deaths from liver cirrhosis). In some cases, the delayed
versus immediate impacts may operate in opposite
directions. For example, high exposure to diseases for
which life-long immunity can be acquired may gen-
erate both high childhood mortality and low later life
mortality from these diseases (Preston et al. 1998).
Second, for most if not all mortality factors (except
perhaps some extreme natural disasters), the impact
(immediate and/or delayed) depends on the age at
which these factors are experienced. For example, it
is believed that exposure to infections and/or malnutri-
tion is particularly consequential when experienced at
childhood ages (or even in utero), rather than at adult
ages (Barker 2007; Forsdahl 1977). Similarly, wars
involving mostly military combat will impact mortal-
ity primarily within the draft age range. Third, factors
affecting mortality may interact with one another in
complex ways (Chapter 9 by Montez and Hayward,
this volume). (This discussion of immediate versus
delayed influences focuses on physiological processes
affecting the risk of death at the individual level. We
will see in the next section that, when examining mor-
tality rates at the aggregate level, another mechanism
through which health conditions can have a delayed
influence on mortality rates is mortality selection.)

The life expectancy of a cohort summarizes these
two kinds of influences, period and cohort, on age-
specific mortality. Exposed to a specific set of period
conditions, which they experience at specific ages,
the cohort’s mortality responds immediately (period
influences) or with some delay (cohort influences).
These conditions may interact with one another in
complex ways. The cohort’s set of age-specific death
rates reflect this unique combination of circum-
stances. Changes in cohort life expectancy can thus
be directly interpreted in terms of changes in the

underlying mortality conditions experienced by suc-
cessive cohorts. Even though the exact nature of the
underlying causes and mechanisms is often unclear,
an increase in ec

0 from one cohort to the next implies
that the second cohort has been exposed to a more
favorable combination of mortality conditions. (This
interpretation ignores possible intergenerational influ-
ences, i.e., the fact that a mother’s past exposure to
specific conditions may also influence her children’s
risk of mortality throughout their life course. One
example of such mechanism is the possibility that
persons exposed to radiation (for example, Japanese
atomic survivors) may suffer genetic defects that will
influence the mortality of their yet-to-be born children.
While this particular example is unsupported by data
(Neel and Schull 1991), the existence of such a mech-
anism would imply that two birth cohorts exposed to
identical mortality conditions may still exhibit differ-
ent survival, depending on their parents’ past expe-
rience. In other words, cohort life expectancy may
not only reflect mortality conditions; it may also be
affected to some extent by the underlying characteris-
tics at birth of the cohort exposed to these conditions.
The scale of intergenerational influences is difficult to
establish, and thus these influences are often ignored in
the literature on period versus cohort influences. If we
include in utero exposures as part of a cohort’s expo-
sure to period conditions, a number of influences that
are sometimes considered as intergenerational influ-
ences, such as pre-natal malnutrition or mother–child
HIV transmission, would be excluded from this mech-
anism and would not undermine the interpretation of
the cohort life expectancy as an index summarizing the
cohort’s unique set of time-specific circumstances.)

Period Life Expectancy

Interpreting levels and trends in period life expectancy
in terms of underlying health conditions is not as
straightforward as in the case of cohort life expectancy.
Strictly speaking, period life expectancy summarizes
period mortality rates. However, it is often taken as
summary of the mortality conditions operating dur-
ing that year (Vaupel 2002). The implicit assump-
tion is that if mortality conditions (i.e., all factors
affecting age-specific mortality besides theoretical bio-
logical aging, such as environmental, behavioral, and
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technological factors) were to remain constant from
time t onward, the cohort born at time t would expe-
rience age-specific mortality rates that would be equal
to those observed at time t, and thus would experience
a mean age at death equal to the observed period life
expectancy at time t. This interpretation is subject to
a number of biases. Three main types of biases have
been discussed in the literature: (1) cohort influences,
(2) heterogeneity, and (3) tempo effects.

Cohort influences. As we saw in the previous sec-
tion, the existence of health conditions with delayed
influences on mortality generates a situation in which
the mortality rate observed at age x at time t is in part
due to the past experience of the cohort born at time
t–x. To the extent that the cohort’s past experience dif-
fers from the conditions experienced at time t in the
population, the mortality rate at age x at time t will
not perfectly reflect current conditions. For example,
under the hypothesis that a cohort’s exposure to infec-
tions at infant ages has an impact on its mortality at age
80, the current mortality rate at age 80 would reflect in
part the level of exposure to infections 80 years ago.
This past exposure would in turn affect current life
expectancy. This would not be a problem if mortality
conditions, including infant exposure to infections, had
not changed over time. Indeed, if mortality conditions
were constant, period and cohort life expectancy would
be equal to one another, and period life expectancy
would adequately reflect current mortality conditions,
even in the presence of cohort influences. But when-
ever health conditions change, cohort influences create
a situation in which current period life expectancy does
not perfectly reflect current mortality conditions. This
means that, if underlying mortality conditions were to
stay constant in the future, there is no guarantee that the
level of life expectancy for today’s birth cohort would
be equal to today’s period life expectancy.

The magnitude and direction of this bias is dif-
ficult to evaluate. It depends on: (1) the prevalence
of health conditions with delayed versus immediate
influences, (2) the size and direction of the effect for
conditions with delayed versus immediate influences,
(3) the length of the delay for conditions with delayed
influences, (4) the speed of change in the prevalence
of conditions with delayed influences, and (5) the
magnitude of interactions among health conditions.

While there is a large literature on identifying fac-
tors that have long-term effects on survival or on the
relative importance of period versus cohort influences

in mortality, few studies have quantified the impact
of cohort influences on period life table measures. In
one such study, Preston and Wang (2006) examine
the impact of past cohort smoking patterns on current
mortality rates. They compare actual period life table
measures with those predicted with current smoking
behavior (rather than with actual smoking histories).
They predict that the period probability of surviving
from age 50 to 85 under current smoking behavior
would be 0.384 for men and 0.479 for women in 2003,
compared with values of 0.302 and 0.464, respectively,
in the US life table for 2003. The discrepancies illus-
trate the impact of changing conditions on current
mortality in the presence of cohort influences. Since
the prevalence of smoking has declined over time,
and since smoking has a delayed, detrimental impact
on mortality, current survival probabilities underesti-
mate the probabilities that would be observed under
current conditions. Obviously smoking is only one of
many conditions that have changed over time and may
have delayed effects on mortality. Whereas smoking
may bias current mortality rates upward, other changes
may bias current rates downward. The total impact of
cohort influences on period life expectancy is difficult
to assess. In the context of overall improvements in
health conditions, though, it is likely that current mor-
tality rates are biased upward. Overall, if detrimental
exposures and behaviors with lagged effects on mor-
tality have been replaced with more favorable ones,
current life expectancy would be biased downward as
an indicator of current exposures and behaviors.

Heterogeneity. When reaching age x at time t, mem-
bers of a cohort do not all face the same mortality risks.
Individuals possess different underlying characteristics
that influence their risk of mortality. Such character-
istics may be observed (for example, socioeconomic
status, race/ethnicity, health status, DNA markers), or
they may be unobserved. They may be fixed at birth
(for example, race/ethnicity) or may vary with age (for
example, health status). As a result of this heterogene-
ity, the observed “average” mortality rate at age x at
time t in a population can be viewed as a product of two
components: (1) individual-level risks of mortality, and
(2) distribution of the population aged x according to
individual-level characteristics that influence mortality.
As the cohort reaches age x + n, this distribution will
have changed. For characteristics that are fixed at birth,
the proportion of individuals possessing characteristics
associated with higher mortality will have decreased,
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since attrition among these individuals will be greater.
This process is often referred to as selection (Vaupel
et al. 1979). For characteristics that can change over
the life course, distributional changes will depend on
both differential mortality and individual-level changes
in background characteristics. The implication of these
mechanisms is that a cohort’s current average mortality
rate is not only affected by processes that are currently
occurring, but also by processes that occurred in the
past (Vaupel 2002).

When constructing a classic cohort or period life
table, the implicit assumption is that there is no het-
erogeneity in mortality risks, or, equivalently, that the
population is homogenous with respect to the risk of
mortality: at each age, all survivors have the same risk
of dying.

In a cohort life table, the homogeneity assump-
tion does not bias the estimate of the cohort’s life
expectancy or mean age at death. This is because the
series of cohort age-specific mortality rates is consis-
tent with the cohort’s distributional changes over the
life course. These rates simply summarize how aver-
age mortality risks evolve as the cohort ages, reflect-
ing both individual-level mortality risks over the life
course, and corresponding distributional changes. The
resulting cohort life expectancy accurately summa-
rizes these average age-specific mortality risks (which
nonetheless should not be interpreted in terms of indi-
vidual risks).

In a period life table, however, there is no guarantee
that the observed cross-sectional series of age-specific
mortality rates is consistent with the distributional
changes that would be observed in a synthetic cohort
hypothetically exposed to current mortality conditions.
The current population could have higher or lower
proportions of individuals with characteristics associ-
ated with higher mortality than the current synthetic
cohort. As a result, period life expectancy under the
homogeneity assumption may differ from a period life
expectancy that would take heterogeneity into account
(Vaupel 2002).

The impact of the homogeneity assumption appears
clearly when results from an increment–decrement
(multistate) life table are compared with those of a sin-
gle decrement life table based on the same data (see,
Chapter 26 by Jagger and Robine, this volume). A mul-
tistate life table takes into account some heterogeneity
in the population by assuming that the age-specific
risk of mortality varies according to a particular status

variable. For example, in a multistate system that takes
disability into account, the risk of death at age x at time
t is assumed to vary depending on whether individuals
are disabled or not at time t. Once these differences
are taken into account, along with the current inci-
dence of and recovery from disability, the system-wide
life expectancy will likely differ from a life expectancy
calculated using the same data but without taking dis-
ability status into account (i.e., merging disabled and
disability-free individuals and using a single decre-
ment life table approach). This is due to the fact that
the current distribution of the population by disability
status, which results from the past dynamics of mor-
tality and disability, is often different from that of the
synthetic cohort exposed to current transition rates.

Lievre et al. (2003) showed that the current preva-
lence of disability in the United States is higher than
the one that would be experienced by a synthetic cohort
exposed to current state-specific transition and mor-
tality rates. As a result, the homogeneity assumption
in the classic period life table calculation biases life
expectancy downward. In their illustration, however,
the difference is not large (0.1 year of difference in life
expectancy at age 70). Crimmins et al. (1994) make a
similar point, though in their example the bias works
in the other direction.

In a classic article, Vaupel et al. (1979) define frailty
as an individual-level variable that is fixed at birth and
makes an individual’s risk of death higher or lower, by
a constant factor, relative to that of a “standard” indi-
vidual. Since this variable is fixed for an individual at
birth, the proportion of frail individuals will decrease
as the cohort ages. In the context of declining mortality
rates for the “standard” individual, the current popula-
tion tends to be more robust than the synthetic cohort
exposed to current rates of frailty-specific mortality. As
a result, current mortality rates that do not take het-
erogeneity into account will be underestimated, and
current life expectancy will be overestimated. Using
various assumptions about the distribution of frailty
among individuals at birth, they find that, for Swedish
females in 1975, the official value of life expectancy at
birth (78.15 years) may be overestimated by 0.34–1.79
years (Vaupel et al. 1979; see also Vaupel 2002). (Note
that if frailty-specific mortality is constant over time,
along with the frailty distribution at birth, current life
expectancy at birth would be unbiased.)

Cohort influences and heterogeneity both generate
a situation in which a cohort’s past history affects
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its current average mortality rate and consequently
undermine the interpretation of period life expectancy
as an indicator reflecting current mortality conditions.
Although these two concepts are usually treated sep-
arately in the literature, they have many overlaps. If
an individual’s level of frailty is allowed to vary over
time in response to exposure to a series of period
health conditions, then we obtain a mechanism which
explains why an individual’s current risk of death
may be related to earlier exposures. Together with the
process of mortality selection, these variations in indi-
vidual frailty generate relationships at the aggregate
level between current average mortality and earlier
health conditions. If, however, an individual’s level
of frailty is assumed to be fixed at birth, then we
obtain a situation in which there is no delayed impact
of earlier exposures on the current risk of death at
the individual level. These earlier exposures would
still influence current mortality at the aggregate level
through the process of mortality selection. In other
words, cohort influences, both at the individual and
aggregate level, can be interpreted in terms of het-
erogeneity. Heterogeneity, however, may affect current
mortality rates even in the absence of cohort influences
at the individual level.

Tempo effects. This third mechanism examines bias
in period life expectancy from a different angle. It
assumes that, as mortality conditions improve in a pop-
ulation during a given year, cohort deaths from all age
groups are postponed by a certain amount of time.
Because this postponement of deaths happens for all
cohorts at the same time, there is a decrease in the
number of deaths occurring during the year when new
mortality conditions appear, producing a decrease in
period age-specific death rates. However, as a result
of the way averted deaths are assumed to be dis-
tributed over time, these postponements later generate
an increase in period age-specific death rates. Tempo
effects refer to the discrepancy between that later mor-
tality level and the level observed during the year when
deaths start being postponed.

The concept of mortality tempo has been proposed
by Bongaarts and Feeney (2002, 2003). Building on
the well-known concept of fertility tempo, they argue
that period life expectancy is biased whenever mortal-
ity conditions are changing. In particular, in the context
of steady improvements in mortality conditions, they
argue that period life expectancy is biased upward as
a measure reflecting current mortality conditions. One

implication of this model is that if mortality conditions
stopped improving, period life expectancy would actu-
ally go down. This decline contrasts with the conven-
tional interpretation of period life expectancy, which
expects period life expectancy to remain constant if
mortality conditions stop changing.

Bongaarts and Feeney’s (BF) model rests on
assumptions about what happens to postponed deaths
once new mortality conditions appear. Indeed, when-
ever mortality conditions improve, some deaths are
averted and postponed to future years. While both
the conventional and BF models can be interpreted in
terms of delays in ages at death, the two frameworks
make different assumptions about the pattern of these
delays. Figure 25.3 contrasts these two frameworks,
using a simple example in which everyone dies by
the time they reach their fourth birthday. The Lexis
diagram, Panel (a) shows the distribution of cohort
life table deaths (assuming a radix of 10,000) under a
baseline scenario of no change in mortality conditions.
Panels (b) and (c) contrast the conventional versus BF
models of mortality change in the case where new
mortality conditions appear during the second calendar
year and remain constant thereafter. In both scenar-
ios, 100 deaths are averted during year 2 as a result of
improved conditions during that year, but these averted
deaths are redistributed differently in the two mod-
els. The conventional model assumes that the averted
deaths will be redistributed according to the new set
of age-specific mortality rates observed during year 2.
As a result, these averted deaths are redistributed to
different years, as far as year 5. In BF’s model, how-
ever, the 100 averted deaths are all postponed to year 3.
Since new mortality conditions remain constant in the
future, postponements also occur among deaths that
would have occurred during years 3, 4, and 5 in the
baseline model. For example, some of the 5,000 deaths
that would have occurred during year 3 in the baseline
scenario are postponed into the future. Here also the
two models differ. In the conventional framework, the
500 averted deaths are redistributed into years 4 and 5.
In BF’s model, they are all redistributed into year 4.

Figure 25.3 also illustrates why mortality rates are
eventually higher in the BF scenario, compared to the
conventional scenario. While both scenarios involve
the same number of individuals at risk at the beginning
of year 3 (10,000 – 2,000 – 900 = 7,100), the num-
ber of deaths occurring during year 3 is larger in BF’s
scenario (4,500 + 100) than under the conventional
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(a)

(b)

Fig. 25.3 Lexis diagram comparing the conventional ver-
sus Bongaarts and Feeney’s scenarios of mortality change.
(a) Baseline scenario (no mortality change). (b) Conventional

scenario of mortality change. (c) Bongaarts and Feeney’s sce-
nario of mortality change. Note: Adapted from Guillot (2006)
and Luy and Wegner (2009)
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(c)

Fig. 25.3 (continued)

scenario (4,500 + 64). Expanding these two scenarios
of mortality change to all cohorts, age-specific mor-
tality rates will be higher during year 3, 4, and 5
under BF’s scenario. Bongaarts and Feeney believe
that the age-specific mortality rates observed starting
at year 3 in the delay model better represent the new
mortality regime, whereas the risks observed during
year 2 underestimate the underlying mortality condi-
tions. Therefore, according to BF’s model of mortality
change, life expectancy under new mortality condi-
tions will eventually stabilize at a level lower than the
one observed during the year at which the new con-
ditions appeared. This is why BF believes that, under
their model of mortality change, current period life
expectancy overestimates the underlying level implied
by current mortality conditions. In the conventional
model, however, mortality rates will stay constant at
the level observed during the year when the new
mortality conditions appear.

Consistent with their model of mortality change,
Bongaarts and Feeney propose a method for correct-
ing period life expectancy, which they believe pro-
duces a value that better reflects underlying mortality
conditions. They estimate that, as a result of tempo

effects, period life expectancy at age 30 among females
as conventionally calculated is overestimated by 2.4
years in France and 1.6 years in the United States and
Sweden.

It is difficult to empirically determine the amount of
time by which cohort deaths are delayed as a result of
new mortality conditions, such as a medical innovation
(a new drug is invented) or a behavioral change (indi-
viduals stop smoking). Mortality conditions change
year after year, producing cumulative changes in the
distribution of cohort deaths. As a result, the impact of
one year’s worth of changes in health conditions can-
not easily be isolated. This is why observing a shifting
distribution of cohort deaths in actual populations does
not provide evidence for a delay model of mortality
change.

A similar criticism can be raised for the classic
model. As we saw in the earlier section, due to the exis-
tence of cohort influences and heterogeneity, the new
set of mortality rates reflecting the new conditions, and
the corresponding distribution of future cohort deaths,
are unknown.

In spite of its weaknesses, the conventional
approach offers a more realistic framework for
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understanding changes in mortality conditions than
BF’s delay model, for the following reasons. First, in
BF’s model, all deaths that would have occurred at
age x under the old regime are postponed by the same
amount under the new regime. By contrast, the conven-
tional framework offers a range of new ages at death to
the survivors, even in homogenous populations. This
seems a more realistic framework, because individu-
als whose death is averted due to changing mortality
conditions are likely to experience various amounts of
additional life. (BF’s assumption about shifts in the
age distribution of deaths refers to the population level
rather than the individual level. There may exist sit-
uations in which fixed shifts at the population level
are produced by varying delays at the individual level.
BF’s approach would still apply to such situations.
However, it is not clear what pattern of varying individ-
ual delays would produce such shifts at the population
level.)

Second, in BF’s model, the cumulative amount of
change in conditions during a period of time can never
generate delays greater than that period of time. For
example, one year’s worth of changes in health con-
ditions can never generate delays greater than 1 year.
Otherwise, there would be zero death during that year,
which is theoretically impossible in large populations.
In BF’s tempo model, an averted death can never be
postponed very far into the future. This constraint does
not exist in the conventional framework, which allows
some deaths to be postponed far into the future, and
can accommodate rapid improvements or deterioration
in mortality conditions while never generating zero
period mortality.

Bongaarts and Feeney (2008) believe that the con-
ventional model is a framework that applies primarily
to certain causes of deaths (such as infections, acci-
dents, and violence) occurring more or less at random
and predominating in childhood and young adulthood.
Indeed, a young child whose death from an infec-
tious disease is averted thanks to a medical intervention
may survive, say, another 70 years. By contrast, they
claim that their delay model applies primarily to causes
of death resulting from senescence, which predomi-
nate at older ages and for which interventions may
only provide a few months of additional life. This is
why Bongaarts and Feeney apply tempo corrections to
ages 30 and above only. However, even if we restrict
the analysis to ages 30 and above, BF’s delay model
remains theoretical and lacks empirical evidence about

the impact of interventions on ages at death. This con-
trasts with cohort influences and heterogeneity, two
sources of bias that are known to occur in reality. In
sum, period life expectancy may not accurately reflect
current conditions, but this appears more likely due
to cohort influences and heterogeneity than to tempo
effects.

Relationship Between Period and Cohort
Life Expectancy

As discussed earlier, the life expectancy at birth of a
cohort provides a clear measure of the set of mortal-
ity conditions to which a cohort has been exposed.
However, it can be calculated with certainty only for
cohorts that are now extinct. For more timely infor-
mation, demographers calculate period life expectancy,
resorting to synthetic cohorts.

Although synthetic cohorts are simulations rather
than actual depictions of the reality (no actual cohort
spends its entire life course in one calendar year),
the life expectancy of a synthetic cohort can often
be related to the life expectancy of an actual cohort.
In particular, whenever mortality has been steadily
declining, period life expectancy corresponds to the
life expectancy of a cohort born some years earlier.
Also, in the context of steady mortality decline, period
life expectancy underestimates cohort life expectancy
by a certain amount.

A set of empirical and analytical relationships
between period and cohort life expectancy has been
proposed by Goldstein and Wachter (2006), who
thus extended to mortality Ryder’s classic analysis of
period-cohort translation (Ryder 1964; see also Eng
1980). They define lags as the number of years one
must move back before time t to find a cohort that has
a life expectancy equal to the period life expectancy at
time t, and gaps as the discrepancy between the period
life expectancy at time t and the life expectancy for
the cohort born at time t. Analyzing observed and fore-
cast mortality data from Sweden and the United States,
they find that during the twentieth century, lags have
increased from about 20 years in 1900 to about 50
years in 2000. In both countries, cohort life expectancy
is consistently above period life expectancy during
the twentieth century, due to mortality decline. In the
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United States, gaps have been decreasing from about
10 years in 1900 to about 6 years in 1960.

Using mortality models and approximations, they
find that lags are a function of the mean age at
which mortality improvement is occurring. The recent
increase in lags in the United States and Sweden is thus
largely explained by the fact that mortality improve-
ments are taking place at older ages. They also find
that gaps are to a large extent explained by the pace of
mortality decline. The faster the decline in age-specific
death rates, the greater the gain in life expectancy
for the cohort born at time t, relative to period life
expectancy at time t. In this sense, the recent decrease
in the gap in the United States indicates a flattening of
the pace of change in period mortality. Similar con-
clusions are reached by Canudas-Romo and Schoen
(2005).

While the analysis of the period-cohort correspon-
dence does not resolve the interpretation of period life
expectancy as an indicator of current mortality condi-
tions, it does show that whenever mortality is steadily
changing, period life expectancy can be considered as
a lagged indicator of cohort life expectancy. This is
justified by the fact that age-specific mortality rates
are ultimately experienced by actual cohorts, even if
period life table construction organizes these rates by
period.

A Third Dimension: Cross-Sectional
Cohort Mortality Indexes

Cohorts that are not extinct at time t do not have a
known life expectancy, since their survival history is
truncated. However, they do have a known survival
probability, from birth until the age they reach at time t.
These truncated cohort survival histories contain use-
ful mortality information, which is ignored in both
cohort life expectancy calculations (which deal only
with non-truncated mortality histories) and period life
expectancy calculations (which ignore cohort survivor-
ship altogether).

One mortality indicator, the cross-sectional aver-
age length of life (CAL), takes advantage of this
information, and combines it in a way that has some
useful interpretations. This index was first proposed by
Brouard (1986) and then further developed by Guillot
(2003).

Formally, CAL is defined as follows:

CAL(t) =
∞∫

0

pc(x, t − x)dx, (5)

where pc(x, t–x) is the probability of surviving from
birth to age x for the cohort born at time t–x. (In a
population, pc(x, t–x) corresponds to the proportion
of cohort survivors for the cohort aged x at time t.)
Simply put, CAL is the cross-sectional sum of pro-
portions of cohort survivors at a given time. CAL is
clearly not a cohort indicator, because it involves infor-
mation from many different cohorts. It is not a period
indicator either, because it uses past mortality infor-
mation and does not involve synthetic cohorts. CAL
thus involves a third perspective in mortality analysis.
Schoen (2006) termed it the “wedge-period” perspec-
tive. The time and age location of the age-specific
death rates involved in the calculation of CAL is illus-
trated in the Lexis diagram in the bottom row of
Table 25.1.

CAL has a number of interpretations:

1. CAL is a mortality measure that summarizes the
mortality history of all the cohorts present in a pop-
ulation at a given time (Guillot 2003). Since cohorts
present in a population at time t have been exposed
to past mortality levels that are typically higher than
at time t, CAL(t) will typically be lower than period
life expectancy at time t.

2. CAL corresponds to the size of a model popula-
tion in which a unit number of births each year
is exposed to actual, changing mortality. In that
sense, CAL shows how mortality change directly
influences population size. (One implication of the
population interpretation of CAL is that the discrep-
ancy between eP

0 and CAL during a given year can
be interpreted in terms of population momentum
[Guillot 2005].)

The first two interpretations do not involve any
particular assumption about the age pattern of mor-
tality and its change over time. Introducing assump-
tions about the age–time pattern of mortality, CAL
has the following additional interpretations:

3. Under Bongaarts and Feeney’s proportionality
assumption (Bongaarts and Feeney 2003), CAL
is approximately equal to a weighted average of
past levels of period life expectancy (Wachter
2005). This interpretation is consistent with the first
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interpretation and also predicts CAL levels that are
lower than period life expectancy levels whenever
mortality has been steadily declining.

4. Under Bongaarts and Feeney’s proportionality
assumption, CAL corresponds to the observed
mean age at death in the CAL model population
described above. This interpretation also predicts
that CAL will be lower than period life expectancy,
because a CAL population that has experienced
steady mortality decline in the past is younger at
time t than the stationary-equivalent population at
time t.

5. Under a linear shift pattern of mortality (which
is a special case of BF’s proportionality assump-
tion), CAL corresponds exactly to the cohort
life expectancy for the cohort born CAL years
earlier (CAL(t) = ec

0(t-CAL(t)) (Goldstein 2006;
Guillot and Kim 2010; Wilmoth 2005; Rodriguez
2006). This correspondence also holds approxi-
mately under a Gompertz mortality model with log-
linear decline. In that sense, CAL can be considered
as a lagged indicator of cohort life expectancy.

6. If changes in period mortality conditions generate
fixed delays in future cohort deaths, as proposed
by Bongaarts and Feeney, CAL immediately adjusts

to the level of life expectancy under the new mor-
tality regime and may thus better reflect under-
lying period mortality conditions than period life
expectancy during that year. This last interpreta-
tion of CAL is controversial, because, as explained
above, it requires strong assumptions about the way
changes in mortality conditions produce changes in
the timing of future cohort deaths.

Figure 25.4 shows the trend in CAL among
French males, together with period and cohort life
expectancy at birth. As expected, CAL is typically
lower than eP

0 , except during the World Wars I
and II. Figure 25.4 also shows that CAL reacts
more gradually than eP

0 to abrupt changes in period
mortality.

Since CAL involves cohort survival probabilities, it
has a stronger connection with cohort life expectancy
than with period life expectancy. This connection is
illustrated by the fact that, under certain patterns
of mortality change, CAL is equal to the cohort
life expectancy for the cohort born CAL years ago.
However, CAL is also related to period life expectancy
in the sense that the relative position of eP

0 with
respect to CAL will influence how CAL will change.
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In particular, CAL tends to increase when eP
0 is above

its value, and it tends to decrease when eP
0 is below

(Guillot 2003; 2006: 17). This mechanism appears on
Fig. 25.4.

The ultimate goal of a summary mortality measure
is to give an indication of a population’s underlying
mortality conditions and how it evolves over time.
As we discussed earlier, cohort life expectancy ade-
quately summarizes the specific set of conditions to
which one cohort has been exposed. By contrast,
period life expectancy, which seeks to summarize the
conditions of one period, is affected by a number of
biases. How does CAL perform under that criterion?
The basic component of CAL is the truncated survival
history of a cohort present at time t in the popula-
tion. This survival history of that particular cohort,
although truncated, adequately reflects the set of condi-
tions to which the cohort has been exposed up to time
t, even in the presence of cohort influences and het-
erogeneity. Combining this information for all cohorts
present in the population at time t, it can be said that
CAL adequately summarizes the average conditions to
which cohorts have been exposed to. This implies that
increases in CAL do not only reflect improvements in
cohort mortality rates, but they also reflect improve-
ments in cohort mortality conditions. Perhaps the most
blatant sign that mortality conditions are improving in
a population is the fact that these improvements gener-
ate population growth: more people are surviving. This
is precisely what CAL seeks to measure. Similarly,
if CAL is higher in population A than in population
B, this reflects the fact that cohorts in population A
have experienced more favorable mortality conditions,
on average, than in population B. As we saw earlier,
similar statements cannot be made with period life
expectancy.

While a link can be made between CAL and under-
lying mortality conditions, one needs to keep in mind
that the time and age location of the conditions that
CAL seeks to summarize is unusual. With ω defined
as the age at which the number of cohort survivors is
negligible, the age and time-specific conditions sum-
marized by CAL(t) are located in the Lexis triangle
defined by the age and time coordinates (0, t–ω), (0,t),
(ω,t). (See the bottom row of Table 25.1 for a graphical
representation of this area in a Lexis diagram.) Thus,
these conditions refer to the past, even though they
refer to a more recent past, on average, than the condi-
tions reflected in the most recent cohort life expectancy

that can be calculated at time t. (This contrasts with
BF’s interpretation of CAL as a measure reflecting cur-
rent conditions. As we saw earlier, this interpretation
remains controversial.)

Conclusion

Life expectancy is perhaps the most important sum-
mary measure of mortality. For a cohort, it summarizes
the unique set of conditions experienced by the cohort
at various ages. For a period, however, the connection
with underlying current conditions remains elusive.
This chapter examined mechanisms that make it dif-
ficult to interpret variations in period life expectancy
over time and place in terms of variations in under-
lying health conditions. As a result, small differences
in period life expectancy between countries should not
be automatically interpreted in terms of differences
in conditions, as these differences may reflect differ-
ences in past rather than current behaviors. Similarly,
short-term variations (or lack thereof) in period life
expectancy should be interpreted with caution. This
chapter also discussed CAL, an alternative summary
index of mortality that offers useful insight about
mortality change in relation to changes in mortality
conditions.

These three mortality measures, along with their
advantages and disadvantages, are compared in
Table 25.1. Cohort life expectancy and CAL are two
summary measures that adequately reflect the mortal-
ity conditions they seek to capture, without any further
corrections or adjustments. Therefore, much can be
gained by using these indicators as a basis for studies
of mortality levels and trends. Their main drawback,
however, is that they refer to conditions of the past. For
many purposes, especially in the area of health pol-
icy, it remains important to capture conditions of the
present.

Because period life expectancy is an imperfect
reflection of current conditions, appropriate correc-
tions need to be implemented. Two main approaches
have been outlined in this chapter. The first approach
focuses on cohort influences and consists of establish-
ing relationships between past health conditions and
their impact on current mortality rates. Once these
relationships are established, information on histori-
cal changes in health conditions allows us to purge
current mortality rates of the lagged effect of past
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conditions. An example of this approach is the study
by Preston and Wang (2006) discussed earlier. The
second approach focuses on heterogeneity and recog-
nizes that the imprint left on an individual as a result
of past exposures should in theory be observable as
part of the individual’s current characteristics. This
approach thus consists of studying current character-
istics associated with mortality at the individual level
and how they vary in response to current conditions.
If one could find a set of variables that adequately
identifies these underlying characteristics, and study
how they interact with the current conditions to pro-
duce current mortality patterns, period life expectancy
could be corrected through the use of synthetic cohorts
that take this heterogeneity into account. The multi-
state life table approach outlined above is one example
of such an attempt (Crimmins et al. 1994; Lievre
et al. 2003). The advantage of this approach, com-
pared to the first approach, is that it is based only on
current information and thus does not require infor-
mation about past health conditions. However, this
approach poses important methodological challenges,
because it requires the identification of the correct
individual characteristics summarizing an individual’s
current level of frailty, and also necessitates data from
longitudinal surveys which are complex to carry out.

Nonetheless, these two approaches show that cor-
rections of period life expectancy are theoretically
grounded and empirically possible, even if incomplete.
Future research should seek to develop and systematize
ways to improve the measurement of current mortality
conditions, net of past influences. While life unfolds
on a cohort basis, health policy operates on a period
basis. Thus, health policy would be better guided by
indicators that correctly reflect current conditions.
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Chapter 26

Healthy Life Expectancy

Carol Jagger and Jean-Marie Robine

Historical Development

Historically, mortality data have been used to mon-
itor the health of populations, because they are rel-
atively easily collected and comparable across coun-
tries. Thus, decreasing mortality rates have been seen
as reflecting improving population health. While this
was a reasonable assumption when the burden of
ill-health was due to acute, infectious diseases, the sub-
stantial increases in life expectancy that have taken
place over the previous century, but particularly in
the last 30 or 40 years, have seen a shift to more
long-standing, chronic diseases, such as heart disease,
stroke, and dementia, as our populations age. So mor-
tality rates no longer correlate as well with the burden
of ill-health in the population, necessitating new mea-
sures, such as health expectancies, that capture the
quality rather than or as well as the quantity of life.

During the 1970s, a number of theories began to
emerge on the relationship between the quantity and
quality of remaining life. Kramer (Kramer 1980) rea-
soned that the increases in life expectancy were a result
of medical technology prolonging the life of the frail
and sick who would previously have died, resulting in
an expansion of morbidity. Fries (1980, 2000), on the
other hand, proposed that there was a natural limit to
life and that prevention could delay the onset of dis-
ease and disability to minimize the gap between the
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morbidity and mortality curves (Fig. 26.1). The con-
sensus is that there is no evidence thus far to suggest
that a natural limit exists, since in most countries life
expectancy gains are not slowing down. A third, inter-
mediate scenario was later put forward that suggested
that although morbidity/disability might increase,
its severity on average would be reduced (Manton
1982).

Definition of Health Expectancy

Health expectancies divide life expectancy into years
lived in different health states. They are a natural
extension of life expectancies and were developed in
response to exploring which of the “aging scenarios”
was true. Life expectancies are the average number of
years of life remaining at a particular age, considering
current mortality. For example, in 2006 the female life
expectancy at birth in the United Kingdom was 81.6
years, so a baby girl born in 2006 could expect to live to
age 82, assuming that the conditions of 2006 prevailed
over her whole life. By considering not only mortality,
but also ill-health at particular ages, we can divide this
remaining number of years into years spent in good
and bad health; these are then health expectancies.
The notion of health expectancy was first introduced
in 1964 by Sanders, and 5 years later Sullivan (1971)
documented its calculation.

One can question what extra information is brought
by health expectancies, since the amount of ill-health
in a population is often measured by the prevalence
alone. However, because our populations are getting
older, with more people surviving to the oldest age
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Fig. 26.1 Healthy life years at age 50 for EU countries. Source: EU-SILC 2005

groups, and older people are more likely to suffer from
disability and multiple comorbidities, overall preva-
lence may increase in a population without individuals
being more at risk of ill-health than previously. Health
expectancies take into account both the changes in liv-
ing with ill-health and the changes in mortality, which
are responsible for the increase in life expectancy.
Therefore, improving population health in an aging
population leads to an increase in the part of life
expectancy spent in good health despite an increase in
the overall prevalence of ill-health due to more people
being at risk. Health expectancy is therefore a potent
tool to identify the interaction among health, ill-health,
and mortality.

The scenarios of compression and expansion of
morbidity and dynamic equilibrium have now been
more clearly defined in terms of health expectancies
by further concepts of absolute and relative compres-
sion/expansion (Nusselder 2003; Robine and Mathers
1993). Absolute compression of morbidity (or disabil-
ity) occurs if the total years spent with morbidity
decrease, whereas a relative compression of morbidity
occurs when the years lived with morbidity decrease
as a proportion of total life expectancy. An absolute
compression of morbidity generally coincides with a
relative compression, but an absolute expansion of
morbidity can coincide with a relative expansion, equi-
librium, or compression of morbidity, depending on
how total life expectancy and life expectancy free of
morbidity are increasing relative to each other. We
explore this later in the chapter with examples from
different countries.

Types of Health Expectancy

As health expectancies combine mortality with a
health measure, there are as many health expectan-
cies as health measures. The most popular indicator
is disability-free life expectancy (DFLE), but it is also
possible to construct many other indicators that might
measure healthy life. A number of countries routinely
monitor life expectancy “in good perceived health”
(often known as healthy life expectancy) (Bronnum-
Hansen 2005; White 2009). However, a limited num-
ber of “disease-free” life expectancies have also been
estimated, for example, dementia-free life expectancy
(Perenboom et al. 1996; Ritchie et al. 1994; Roelands
et al. 1994; Sauvaget et al. 1997), life expectancy free
of cognitive impairment (Dubois and Hebert 2006;
Lievre et al. 2008; Matthews et al. 2009; Sauvaget
et al. 2001; Suthers et al. 2003), life expectancy with-
out diabetes (Jonker et al. 2006; Laditka and Laditka
2006), and life expectancy without cardiovascular dis-
ease (Crimmins et al. 2008; De Laet et al. 2003; Franco
et al. 2005, 2007; Mamun et al. 2004; Pardo Silva et al.
2006).

Calculation Methods

Health expectancy calculation broadly follows life
expectancy calculation, with the numbers of individ-
uals in each age interval of the life table partitioned
according to the age-specific probabilities of being in
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each of the health states under consideration. In life
expectancy, the age-specific probabilities of dying are
derived from the registered number of deaths and are
thus flow data collected over a defined period. The age-
specific probabilities of being in each of the health
states for the health expectancy should be derived sim-
ilarly, which means from the incidence rates of entry
into and exit from the health state. Practically, this
is difficult, since data on transitions in and out of
health states, unlike data on mortality, are not col-
lected regularly. As a consequence, direct calculation
of the incidence rates is often difficult, and the “period
prevalence” associated with the states under study is
estimated as the proportion of the population in the
state over a specific period of time. Three main meth-
ods for calculating health expectancy exist, and these
correspond to the different approaches to estimate the
transition rates or “period prevalence:” cross-sectional
or observed prevalence life table methods (the Sullivan
method); increment–decrement or multistate life table
methods; and multiple-decrement life table methods.

Cross-Sectional Methods

The Sullivan method remains the most popular method
of calculating health expectancies, since the only data
required are the prevalence of ill-health within age
groups (usually 5- or 10-year age groups) and by gen-
der from a cross-sectional survey of the population,
and a period life table for the population for the same
time period as the survey. The prevalence of ill-health
is then applied to the person-years lived (Lx) to produce
the years lived in bad health. The life table is then con-
stituted in the usual way, although the end product is
now life expectancy in bad health. Life expectancy in
good health is formed from the total life expectancy at
a particular age minus the life expectancy in bad health.
The period prevalence has been estimated therefore
by the observed prevalence, providing an approxima-
tion of true period conditions. This has been shown
to be a reasonable approximation provided that the
health transition under study is stable over time or
evolves regularly (Mathers and Robine 1997). More
recent research has provided a statistical underpinning
to the method and shown that the Sullivan estima-
tor of DFLE is unbiased and consistent under the
less stringent assumptions of stationarity (Imai and
Soneji 2007). Further details of the Sullivan method,

together with a training manual (Jagger 1999) and
Excel spreadsheets for the calculation, can be found
online at www.ehemu.eu. A Bayesian formulation of
the Sullivan method has also been developed (Lynch
and Brown 2005).

Health expectancies are usually formed with two
states—for instance, with and without disability—but
more levels of severity may be included and indeed
are necessary to address the dynamic equilibrium sce-
nario. Although health expectancy calculation appor-
tions only a binary weighting (zero or one) to the
health or disability state, it is possible to include a
weighting system based on severity levels, similar
to that of quality adjusted life years (QALYs), thus
obtaining a disability-adjusted life expectancy (DALE)
or health-adjusted life expectancy (HALE), such as
disability-adjusted life years (DALY) (Murray and
Lopez 1997b).

Health expectancies using the Sullivan method have
now been calculated for over 50 countries (Robine
et al. 1999), many by members of the International
Network on Health Expectancy and the Disability
Process (REVES) (www.reves.net). The obvious bene-
fits of the Sullivan method are the relative availability
of data, its requirements being only a population life
table and the prevalence of ill-health from a cross-
sectional survey. It is also the preferred method for
assessing trends in health expectancies, information
that is essential for determining whether countries are
undergoing compression or expansion of morbidity.
Though more and more countries have national health
surveys conducted regularly, relatively fewer countries
have good time series on health expectancies (Robine
et al. 2003). We summarize these later in this chapter,
but it is worth noting here the key elements neces-
sary to compare health expectancies either between or
within countries over time as follows:

• The general design of the surveys used to derive
prevalence should be identical, as estimates of
the prevalence of ill-health can be sensitive to
the method by which the data are collected (e.g.,
face-to-face interview, telephone interview, postal
questionnaire) as well as to any change in the
questionnaire itself (Cambois et al. 2007).

• The definition of health used in the calculation
of prevalence of health should be identical, since
differences between health expectancies calculated
for different countries have been explained by
differences in the measurement instruments used
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to collect the prevalence data (Buratta and Egidi
2003).

• If possible, health expectancies should be com-
pared on total populations. Life tables generally
include total populations, but surveys from which
the prevalence of the health states are derived often
exclude people in institutions. Omitting these may
produce bias, particularly for older populations and
for certain health conditions associated with admis-
sion to institutional care, such as dementia (Ritchie
1994). It is therefore preferable that either the
prevalence survey include those in institutions or
a separate survey of those in institutional care be
undertaken to estimate prevalence and be combined
with the prevalence outside institutions by weight-
ing. If these requirements are impossible to meet,
then with knowledge of the size of the population
in institutions, assumptions can be made about the
prevalence, and these can then be combined using
appropriate weighting.

• The final age group in the life table should be
the same when the Sullivan method is used, since
the age distribution of this group may be substan-
tially different between surveys, also affecting the
comparability of health expectancies.

Multistate Methods

While prevalence reflects past and present incidence
and survival, and therefore the Sullivan (1971) method
implicitly includes past transitions to and from ill-
health, multistate life tables explicitly apply incidence,
recovery, and mortality rates to a population to esti-
mate the years spent in good or bad health by age. The
essential component for multistate life tables is longi-
tudinal data, and this has been the reason why these
methods are less well-used than the Sullivan method
and have been increasing in popularity only over the
last two decades, alongside the increase in large-scale
longitudinal studies (Crimmins et al. 1994; Rogers
et al. 1989).

Though theoretically a person can make multiple
movements in and out of states within a time period
(Schoen 1988), and the incidence rates reflect this
fact, the nature of longitudinal surveys, with relatively
long intervals between interviews, means that states are
observable only at the ends of intervals, and multiple

movements between these states are unobserved. It is
generally assumed, therefore, that individuals make
only one transition between interviews; hence the
method underestimates the number of transitions, and
this may be particularly acute at older ages (Laditka
and Hayward 2003; Wolf and Gill 2009).

Multistate life tables have two major advantages
over the Sullivan method. First, health expectancies
allow comparison of the evolution of health sta-
tus between different subpopulations, often defined
by region, gender, education, or race. The Sullivan
method is limited since such analyses require life
tables to be available for subgroups, and for many
countries only regional life tables are easily accessi-
ble. Multistate methods, on the other hand, can more
readily incorporate covariates to define subpopulations
for comparison. Second, since the incidence rates to
and from ill-health and to death are explicitly esti-
mated, their relative contributions to the prevalence of
ill-health can be ascertained, and this can be impor-
tant in explaining differences between subpopulations
(Jagger et al. 2007b).

One disadvantage of longitudinal data is that they
are often subject to attrition between survey waves
and, in some cases, the intervals between survey
waves are unequal. Microsimulation techniques have
been developed in software such as interpolated
Markov chain (IMaCH) (Lievre et al. 2003), and these
have been key in the analysis of irregularly spaced
data, a particular feature of the Medical Research
Council Cognitive Function and Ageing Study (MRC
CFAS) (Jagger et al. 2007a, b; Peres et al. 2008).
Programs for multistate life tables have been written
for STATA (see http://www.ssc.wisc.edu/~mweden/),
for SAS (Cai et al. 2006), and using Bayesian tech-
niques (van den Hout and Matthews 2009). A further
issue is that if the interval between waves is long,
then transitions may be missed, though intervals of 1–2
years are thought to be sufficient to accurately estimate
active and disabled life expectancy (Gill et al. 2005).

Multiple-Decrement Methods

Multiple-decrement life tables are a special case of
multistate life tables that include transitions to ill-
health and death but not the return to the initial
state (that is, recovery of health). The probabilities of
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survival by age in the initial (active) state can be esti-
mated from two waves of data collection, and these are
then applied, age by age, to a hypothetical cohort to
obtain the active life table of the survey population.
Katz et al. (1983) used a multiple-decrement life table
to calculate active life expectancy using longitudinal
data, but this method is of particular interest for states
(often disease states) where recovery is impossible, for
instance stroke-free or dementia-free life expectancy.
In certain instances, for example, cognitive impair-
ment, transitions to improved states are assumed to
be impossible, though educational bias (and learning
or practice effects) with cognitive measurement scales
may result in apparent improvement. Recent advances
in statistical modeling have dealt with these by assum-
ing that such transitions are misclassification errors
(van den Hout and Matthews 2008).

Relevance of Health Expectancies

This section reviews how health expectancies have
been used to identify inequalities between spatial

groupings (country, region) and social groupings
within populations defined by gender, race, and social
disadvantage (education, social class, income, depri-
vation). Though these analyses may go some way to
address the important issue of compression of morbid-
ity by identifying whether the extra years lived by one
group are years of healthy life, definitive answers can
come only from comparable time trends within coun-
tries. We review the few countries that have these data.
Finally, we detail how health expectancies, in particu-
lar disability-free life expectancy, have allowed a fuller
exploration of the public health impact of both fatal
and nonfatal disease.

Spatial Comparisons

Global estimates of health expectancy. Estimations
of health expectancies (disease-free, disability-free, or
healthy life expectancy) were available for 67 countries
in the REVES database (available at www.reves.net)
as of April 2009 (see Table 26.1). These were pre-
dominantly European (29) and Asian (15) countries,

Table 26.1 List of the 67
countries for which at least
one estimation of health
expectancy was available in
the REVES database by April
2009

Africa (9) Asia (15) Europe (29) Europe (contd.)

Botswana∗ Burma∗ Austria Slovak Rep.
Egypt∗ Cambodia Belgium Slovenia
Ethiopia∗ China (mainland) Bulgaria Spain
Ghana India Cyprus∗ Sweden
Mali∗ Indonesia Czech Republic Switzerland
Mauritius∗ Japan Denmark United Kingdom
South Africa Korea (North)∗ Estonia∗
Sudan Korea (South)∗ Finland Oceania (2)
Tunisia Malaysia∗ France Australia

Pakistan∗ Germany New Zealand
America, North (2) Philippines Greece∗
Canada Singapore Hungary
USA Sri Lanka∗ Ireland

Taiwan Italy
America, Central (4) Thailand Latvia∗
Mexico Lithuania∗
Antilles (Nether.) Middle East (4) Luxemburg∗
Cuba Bahrain∗ Netherlands (the)
Trinidad and Tobago∗ Israel∗ Norway

Jordan∗ Malta∗
America, South (2) Kuwait∗ Poland
Brazil Portugal
Venezuela∗ Russian Fed.
∗Indicates countries part of international studies not having independent national pub-
lished values or studies.
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but there are also estimates for almost all the coun-
tries of North and Central America, as well as Oceania.
Indeed, the REVES bibliography database contained,
by April 2009, 207 studies for the United States, 74
for Canada, 73 for the United Kingdom, 72 for the
Netherlands, 65 for France, 51 for Japan, 42 for Spain,
36 for Denmark, 32 for Australia, 29 for China, 27
for Belgium, 25 for Italy, 11 for Taiwan, and 6 for
Brazil.

Setting aside China, Taiwan, and Brazil, most
studies report values for the most advanced west-
ern and Japanese economies. However, the REVES
database contains health expectancy estimates for
some less-developed and developing countries, for
instance Cambodia, Cuba, Ghana (including work-
ing life expectancy), India, Indonesia, Philippines, the
Russian Federation, Singapore, South Africa, Sudan,
Thailand, Tunisia, the Caribbean in general, and the
Netherlands Antilles. In total, the database contains
estimates from independent national published values
or studies for 43 countries (4 in Africa, 2 in North
America, 3 in Central America, 1 in South America,
9 in Asia, 22 in Europe, and 2 in Oceania). In addition,
estimates of health expectancies have been produced in
ten developing countries in the context of international
studies: for Bahrain, Egypt, Jordan, and Kuwait in a
study of the elderly in eastern Mediterranean countries
(Lamb et al. 1994); for Bahrain, Egypt, Ethiopia, Mali,
and Pakistan in a study of aging and disability in the
third world (Romieu and Robine 1994); for Botswana,
Mauritius, Trinidad and Tobago, and Venezuela in a
study by the United Nations (Haber and Dowd 1994);
for five Asian countries (Burma, Malaysia, North
Korea, South Korea, and Sri Lanka) in the frame-
work of an international training on health expectancy
calculation organized by Asia-REVES (Saito et al.
2003); for Israel in the framework of a European
study (Minicuci et al. 2004); and for seven European
countries (Cyprus, Estonia, Greece, Latvia, Lithuania,
Luxemburg, and Malta) by Eurostat and the European
Health Expectancy Monitoring Unit (EHEMU) (Jagger
et al. 2008).

As the majority of these estimates were computed
independently, they are poorly comparable, mainly
because of differing methods of calculation, health
measures, survey design, year, and starting age for
the health expectancies. Even the few studies con-
ducted internationally rarely provide satisfactory com-
parison among the countries studied because they use

preexisting data collected separately within each of the
countries involved.

Harmonization of national health surveys is very
difficult to achieve, but considerable progress has been
made within Europe with the advent of healthy life
years (HLY), a new European Union (EU) struc-
tural indicator. HLY is a disability-free life expectancy
based on a global measure of activity restriction,
known as the GALI (Robine et al. 2003), and is
calculated using the Statistics of Income and Living
Conditions (SILC) survey conducted in all 25 EU
countries. The range in HLY at age 50 (HLY50) in
2005 was 14.5 years for men, from 9.1 years (Estonia)
to 23.6 years (Denmark), and 13.7 years for women,
from 10.4 years (Estonia) to 24.1 years (Denmark),
wider than the range in total remaining years of life
at age 50, which was 9.1 years for men and 6.1
years for women (Jagger et al. 2008) (Fig. 26.1).
Figure 26.1 also clearly shows that countries with the
highest life expectancies at age 50 were not neces-
sarily those with the highest HLY, and rankings of
countries according to life expectancy at age 50 were
not the same as rankings for HLY. Furthermore, differ-
ences between the new EU10 countries (predominantly
eastern European countries) and the existing EU15
countries were particularly marked. Metaregression
techniques demonstrated that some of the variation
among the 25 countries could be ascribed to differ-
ences in other structural indicators reflecting wealth,
employment, and education (Jagger et al. 2008); for
example, the gross domestic product (GDP) in Estonia
was 63, half that of Denmark (GDP in 2005 = 126.8).
Though this is the most comparable data to date for
European countries, harmonization of the underlying
activity limitation measure was suboptimal, particu-
larly for Denmark.

Subregional estimates of health expectancy.
Countries that have regularly estimated health
expectancies at the regional level, often to assist
internal resource allocation, include Canada, England
and Wales, France, and Spain. As a concise summary
of findings to 2003 has been produced by Bebbington
and Bajekal (2003), we include here only results pub-
lished after this. In Italy, DFLE and life expectancy in
good perceived health have been regularly computed
by region, with a gradient of longer DFLE in the
northern and central regions than in the south (Burgio
et al. 2009). In Mexico, older people in regions with
the longest life expectancy tended to spend a lower
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proportion of remaining life active (Reyes-Beaman
et al. 2005), suggesting that social, economic, tech-
nological, and medical developments have focused on
extending the lives of older people who are already
dependent, echoing the “pandemic” scenario of
Kramer (1980). Similar results have also been found in
Spain (Gispert et al. 2007). Although the Netherlands
appears a relatively small, homogeneous country,
substantial regional differences have been found in
healthy life expectancy (Groenewegen et al. 2003).

A study of five centers in the United Kingdom found
that only for healthy life expectancy (self-perceived
health) did the centers rank similarly to the way they
ranked for life expectancy, while the centers ranked
differently for DFLE and life expectancy free of cog-
nitive impairment, confirming the existence of con-
siderable differences in life experience across regions
beyond basic life expectancy (Matthews et al. 2006a).
Smaller area analyses for England, at the level of health
authority and local authority, have been undertaken
using 1991 and 2001 census data. In 1991, there was
considerable variation in both LE and DFLE at birth
at regional (local and health authority) levels across
England, with greater variation in DFLE (men: 6.5
years men; women: 5 years) than in LE (men: 3 years;
women: 2.5 years) (Bone et al. 1995). Almost all the
variation in 1991 was explained by a small set of
factors: unemployment rate, low social class, popula-
tion sparsity (as a surrogate for access to services),
retirement migration, and the size of ethnic minori-
ties. Whynes (2009) has analyzed differences in HLE
(based on self-rated health) between local authorities
in 2001 using a more limited set of explanatory fac-
tors and found that the HLE observed in the most
deprived areas was less than the regression model pre-
dicted. More recent studies in other countries have
further confirmed the role of socioeconomic indicators
in explaining regional variations, concluding that more
favorable socioeconomic conditions lead to longer life
expectancy, more years free of disability, and fewer
years with disability (Kurimori et al. 2006; Van Oyen
et al. 2005).

Although useful for resource allocation, such subre-
gional analyses are not without methodological prob-
lems. For instance, the geographic areas need to be
large enough to have the power to detect differences;
Bebbington and Bajekal (Bebbington and Bajekal
2003) calculate that if two areas have a sample size
of 1,000, then the difference in health expectancy

required to qualify as significantly different at a 5%
level of significance would be 5 years. A further issue
is that subregional estimates are strongly affected by
migration. Thus, differences between subregions may
result from migration of certain subgroups of the pop-
ulation, e.g., into retirement areas, rather than the
general “healthiness” of the area.

Temporal Comparisons Within Countries

In total, 16 countries have recently published at
least one chronological series of health expectancies,
including 4 countries outside Europe (China, Japan,
Thailand, and the United States). There are no recent
published series for Australia and Canada. Table 26.2
lists these series by country, indicating for each series
the period concerned, the number of health expectancy
estimations over time (n), the health domain under con-
sideration, the method of calculation, and the main ref-
erences for each study. The health domains used have
been collated into seven categories: self-perceived
health (SPH), chronic morbidity or long-standing ill-
ness (LSI), impairment (IMP), functional limitation
(FL), activity limitation including basic and instru-
mental daily activities (AL), happiness (HAP), and
well-being (W). Long-standing illness and disability
have been combined in recent health expectancy cal-
culations for the United Kingdom, forming a new
category labeled LSI&D (Table 26.2). The methods
of calculation used are the Sullivan method (Sullivan)
or the multistate life table (multistate), though the
majority have used the Sullivan method, demonstrating
the difficulty of obtaining chronological series from
longitudinal data.

Out of the 16 countries having a least one chrono-
logical series of health expectancies, 12 have series
based on self-perceived health, 6 have series based on
activity limitation, and 4 countries have series based on
chronic or long-standing illness, other health dimen-
sions being rarely used. General self-perceived health
is a popular question available in almost all health sur-
veys, following past recommendations of the World
Health Organization for national health survey harmo-
nization. Although often considered as more important
for assessing the compression of morbidity and/or dis-
ability, data on long-standing illness and disability are
less frequently available.
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Table 26.2 Chronological series of health expectancies published since 2000

Country Period N Domain Method References

Austria 1978–1998 4 SPH Sullivan Doblhammer and Kytir (2001)
Belgium 1997–2004 3 SPH, LSI, AL Sullivan Van Oyen et al. (2008)
China 1987–2006 2 IMP Sullivan Liu et al. (2009)

1987–2006 2 IMP Sullivan Lai (2009)
Czech Rep. 1993–2002 4 SPH Sullivan Hrkal (2004)
Denmark 1987–2000 4 SPH, LSI, FL Sullivan Bronnum-Hansen (2005)

1987–2005 5 SPH, LSI, FL Sullivan Jeune and Bronnum-Hansen (2008)
France 1980–2003 3 AL Sullivan Cambois et al. (2006) and Cambois et al. (2008a)
Germany 1984–1998 2 SPH, AL Sullivan Kroll et al. (2008)
Italy 1991–2000 3 SPH, AL Sullivan Burgio et al. (2009)

1994–2005 3 SPH, AL Sullivan Egidi et al. (2009)
Japan 1986–2004 7 SPH Sullivan Yong and Saito (2009)
Lithuania 1997–2004 2 SPH Sullivan Kalédiené and Petrauskiené (2004)
Netherlands 1981–2007 27 SPH, LSI, FL Sullivan Bruggink et al. (2009)

1989–2000 12 LSI, AL, W Sullivan Perenboom et al. (2004a, b, 2005)
Spain 1986–1999 2 AL Sullivan Sagardui-Villamor et al. (2005)

1987–2003 4 SPH Sullivan Gomez Redondo et al. (2006)
Switzerland 1992–2002 2 SPH Sullivan Guilley (2005)
Thailand 1986–1995 2 SPH Sullivan Jitapunkul and Chayovan (2000)
USA 1970–1990 3 AL Sullivan Crimmins and Saito (2001)

1982–1999 5 AL Sullivan Manton et al. (2006)
1992–2003 2 AL Multistate Cai and Lubitz (2007)
1982–1999 5 AL Sullivan Manton (2008)
1982–2004 6 AL Sullivan Manton et al. (2008)
1970–2000 4 HAP Sullivan Yang (2008)
1984–2000 6 AL Multistate Crimmins et al. (2009)

United Kingdom 1980–1996 17 SPH, LSI Sullivan Kelly et al. (2000)
1981–2002 22 SPH, LSI&D Sullivan Office for National Statistics (2006)
2004–2006 2 SPH, LSI&D Sullivan Smith et al. (2008)
2000–2006 7 SPH, LSI&D Sullivan Office for National Statistics (2008)

Several countries have computed a set of health
expectancies to better describe the changes in the
health status of their population, for instance Belgium,
Denmark, Italy, the Netherlands, and the United
Kingdom. These analyses are based on the premise that
the main health domains (i.e., morbidity, functioning,
and perceived health) may evolve differently.

Out of the 16 countries, 11 now have series made
of three or more estimates over the studied period.
The ranges of the series span 26 years in the United
Kingdom and the Netherlands, 23 years in France,
22 years in the United States, 20 years in Austria,
19 years in China, 18 years in Denmark and Japan,
and 16 years in Spain. However, forecasts of health
expectancy values are still an exception (Manton et al.
2006).

Jagger et al. (2011) have computed a comparable
series of health expectancies across 13 EU member

states over the time period 1995–2001 using the
European Community Household Panel (ECHP). They
found consistent increases in life expectancy at ages 16
and 65 in all 13 countries over the period 1995–2001,
but in the majority of countries this was not accompa-
nied by a compression of disability. Only two countries
(Austria and Italy) had strong evidence of compression
of disability, while three countries (the Netherlands,
Germany, and the United Kingdom) showed strong
evidence of expansion of disability in the majority
of age and gender groups, although these expansions
were not accompanied by increases in years with
severe disability, suggesting dynamic equilibrium. In
contrast, in Greece there was a significant increase in
the number of years with severe disability in all the age
and gender groups (Table 26.3). There are a number
of potential explanations for the fact that the major-
ity of countries experienced an expansion of disability.
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Limitations of the data may be part of this: the ECHP,
which provided the disability prevalence, did experi-
ence a falling response rate over time, although rep-
resentativeness did not seem to have been adversely
affected (Watson 2003); the underlying disability ques-
tion in the ECHP was not optimally harmonized across
countries, though this is less of a problem in comparing
trends over time; and the ECHP included only the non-
institutionalized population, so an apparent expansion
of disability might result from changes in the care sys-
tems, allowing more older dependent people to remain
at home rather than being admitted to a care home.
If the expansions of disability are real, they confirm
Kramer’s (1980) hypothesis that medical and techno-
logical advances are keeping alive frail older people
who previously would have died.

Social Inequalities in Health Expectancy

One of the major uses of health expectancy calcula-
tions has been to identify inequalities in the quality,
not simply the quantity, of life between subgroups
within the population. The subgroups explored by most
countries are gender and socioeconomic status (defined
by education, occupation, income, level of depriva-
tion, or ethnicity). Although here we review each of
these socioeconomic indicators separately, it should be
remembered that they are not interchangeable, and they
indicate inequity at varied points throughout the life
course. Crimmins and Cambois (2003) have reviewed
studies comparing socioeconomic groups up to 2003,
so here we concentrate on more recent studies.

Gender. As life tables are generally available sep-
arately for men and women, most health expectan-
cies are calculated by gender. Almost all studies,
using either Sullivan or multistate methods, show that
women live longer in total than men and have more
years free of disability or ill-health, but that these lat-
ter years are a smaller proportion of remaining life
expectancy. Thus, in general women live longer but
spend a greater proportion of remaining life with dis-
ability or ill-health. This has been shown to be true
even at the oldest ages in Denmark (Bronnum-Hansen
et al. 2009), although recent findings from one city in
Brazil suggest that from age 75 women spent a shorter
proportion of remaining life with ill-health than did
men (Camargos et al. 2008).

Education. As a measure of social inequity in health
particularly at older ages, education has the advantage
that it has been completed early in life and therefore is
less likely to suffer from reverse causation than mea-
sures such as income or occupation. Comparisons of
the absolute size of differentials between educational
groups from different studies are difficult because both
levels of education and the health measures are rarely
the same. However, the consensus is that the high-
est education group has even more advantage over
the lowest for healthy life than for total life. Thus,
those in the lowest education group live shorter lives,
have more years of ill-health, and enjoy fewer healthy
years than those with the highest levels of educa-
tion (Crimmins and Cambois 2003), although for life
expectancy with cognitive impairment the burden for
the highly educated is similar to that for the less edu-
cated (Matthews et al. 2009). Whether gaps between
education groups have increased or decreased over
time is debatable. In the Netherlands, between 1989
and 2000 educational differentials in morbidity-free
life expectancy decreased by 2.5 years for men and 0.7
years for women, perhaps because of earlier diagnosis
of chronic diseases in the less educated (Perenboom
et al. 2005). However, for two countries, Denmark
and the United States, the gaps between the educa-
tionally advantaged and disadvantaged have widened
over time. Over the two decades beginning in 1970,
the most educated in the United States experienced
a compression of morbidity while the least educated
continued to experience an expansion, so that the
gaps between them widened (Crimmins and Saito
2001). In Denmark, the gaps in healthy life expectancy
(based on self-rated health) and DFLE between the
most and least educated increased between 1994 and
2005, despite the decrease in numbers of people with
the lowest level of education (Bronnum-Hansen and
Baadsgaard 2008).

In some countries, such as the United Kingdom,
Sullivan’s method cannot be used to generate health
expectancies by educational status since life tables
are not routinely available by education. Educational
differentials in life expectancy free of mobility dis-
ability at age 65 have been estimated (Jagger et al.
2007b) from the Medical Research Council Cognitive
Function and Ageing Study (see www.cfas.ac.uk), a
large-scale longitudinal study of aging conducted at
five centers in the United Kingdom. Differences in
life expectancy between the least educated individuals
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Fig. 26.2 DFLE at ages 65
and 85. Source: MRC CFAS

(0–9 years of education) and the most educated (12 or
more years) were 1.7 years for women and 1.1 years
for men at age 65, while differences in life expectancy
free of mobility disability were considerably larger
at 2.8 years for women and 2.4 years for men, and
these persisted to age 85 years (Fig. 26.2). Despite
the societal differences in China, similar gaps in active
life expectancy (based on activities of daily living)
have been found from a longitudinal study in Beijing
(Kaneda et al. 2005). The United Kingdom differences
appeared to arise from the least educated experienc-
ing a significantly higher incidence of disability and
lower rate of recovery, even after adjustment for the
presence of comorbid conditions (Jagger et al. 2007b).
Others have looked more specifically at the part that

diseases and conditions play, finding that nonfatal con-
ditions (arthritis, back complaints, and asthma/chronic
obstructive pulmonary disease) explain a substantial
part of differences in DFLE by education in Belgium
(Nusselder et al. 2005), as do musculoskeletal dis-
eases in Denmark (Bronnum-Hansen and Davidsen
2006; Bronnum-Hansen et al. 2006), since these dis-
eases have a much greater impact on DFLE than on
life expectancy.

Occupation. Occupation is often viewed as a mea-
sure of inequity in middle rather than early or late
life. Health expectancies by occupation have been
estimated for Finland (Kaprio et al. 1996), France
(Cambois et al. 2008b; Cambois et al. 2001), Great
Britain (Bebbington 1993; Matthews et al. 2006b;
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Melzer et al. 2000), Sweden (Pettersson 1995), Italy
(Spadea et al. 2005), and China (Kaneda et al. 2005).
The majority of researchers use Sullivan’s method and,
as for education, all consistently find that those with
the lowest occupational status live shorter lives, with
more years of disability and fewer years disability-free.

Income and deprivation. Income and deprivation
are more current measures of inequity. Social inequal-
ities in health expectancies have been measured
through income alone in Canada (Wilkins and Adams
1983), the United States (Katz et al. 1983), England
(Matthews et al. 2006b), and China (Kaneda et al.
2005), and all studies again show that those with lower
incomes have shorter lives with more disability. As
with occupation, care must be taken since disability
earlier in life might itself result in lower occupational
status, more periods of unemployment and reduced
incomes.

Deprivation is measured through area-level vari-
ables and is a common indicator for resource allocation
in the United Kingdom. In the 1990s, those in the most
deprived areas in the United Kingdom spent twice as
many years in poor health as did those in the least
deprived areas, and between 1994 and 1999 these
gaps did not decrease (Bajekal 2005). An interesting
analysis of the 2001 census in the United Kingdom
demonstrated not only the unsurprising result that gaps
between the most and least deprived areas were greater
for healthy life expectancy (13.4 years for men and
11.8 for women at birth) and DFLE (14.1 years for
men and 12.8 years for women at birth) than for life
expectancy (7.6 years for men and 4.8 years for women
at birth), but also “that for approximately equivalent
levels of deprivation, the gap in health expectancies
between the most and least deprived areas was widest
in the northern regions and Wales and smallest in the
East of England, London and the South West” (Rasulo
et al. 2007). Significant reductions in DFLE and life
expectancy in the most deprived areas compared to
the least were found to persist in men, though not in
women, at age 75 years (Matthews et al. 2006b).

Race/ethnicity. Comparisons of health expectan-
cies by ethnic group are almost entirely confined to
the United States, where racial differences (between
white and African-Americans) in health expectancy
are greater than those in life expectancy (Crimmins and
Saito 2001; Crimmins et al. 1989), though gaps are
age dependent (Crimmins et al. 1996; Guralnik et al.
1993). Ethnic inequalities in healthy life expectancy

are, however, insignificant in highly educated groups
and up to 6 years in those with the least educa-
tion (Crimmins and Saito 2001). When ethnicity is
further differentiated, the picture becomes more com-
plex. Asian-Americans live longer and have rela-
tively fewer years of disability than white Americans.
African-Americans and Hispanics live shorter lives,
but Hispanics have fewer years of disability (Hayward
and Heron 1999). Two other countries, the United
Kingdom and New Zealand, have estimated the impact
of ethnicity on variations in healthy life expectancy.
In New Zealand Maoris live shorter lives with more
years of disability than Europeans, even within the
same levels of deprivation (Tobias and Cheung 2003),
while in the United Kingdom the proportion of eth-
nic minorities was found to contribute significantly to
the variation in healthy life expectancy between local
authorities (Bone et al. 1995).

Measuring the Burden of Disease
by Disability-Free Life Expectancy

Most models of the disablement process place dis-
ease at the start of the process (Verbrugge and Jette
1994). A number of studies have estimated the impact
on DFLE of individual diseases or conditions, such as
depression (Peres et al. 2008; Reynolds et al. 2008)
or diabetes (Jagger et al. 2003; Laditka and Laditka
2006), one of the benefits of health expectancies being
that they provide the same metric for comparison of
both fatal and nonfatal diseases. The original approach,
and still the most common method, for comparing the
impact of disease on DFLE has been through cause-
deleted life tables. This method was first proposed in
the 1980s (Colvez and Blanchet 1983), but other stud-
ies have followed (Bone et al. 1995; Mathers 1999;
Nusselder et al. 1996), including the Global Burden
of Disease study (Murray and Lopez 1997a). These
studies have highlighted that elimination of such fatal
diseases as cancer and cardiovascular disease not only
increases DFLE, but also increases years with disabil-
ity. Elimination of such nonfatal diseases as arthritis
and psychiatric diseases increases DFLE and reduces
years with disability.

Cause-elimination methods based on the Sullivan
method rely on cause-of-death data. Nonfatal dis-
eases, particularly dementia, are known to be
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underrepresented on death certificates, and for the old-
est old, comorbidity is common, so it can be difficult
to ascertain the main cause of disability. Multistate
methods do not suffer from this problem, though dis-
ease in longitudinal studies is often self-reported, and
a large study size is needed to assess the impact of
less prevalent diseases such as diabetes. Only the MRC
Cognitive Function and Ageing Study had sufficient
size to compare a range of fatal and nonfatal dis-
eases (Jagger et al. 2007a). The number of disability-
free years gained in persons free of stroke, cognitive
impairment, and arthritis at baseline was greater than
the years gained in total life expectancy (Fig. 26.3)
suggesting that eliminating these conditions would
compress disability, in contrast to coronary heart dis-
ease (CHD), where, at least for men, the years gained
in life expectancy exceeded those gained in DFLE.

Directions for Future Research

Future research in health expectancies is required both
on harmonization of health measures and on method-
ology. Though considerable progress has been made

within Europe in achieving comparability in disabil-
ity measures with the healthy life years indicator, it is
still impossible to compare national estimates of DFLE
or trends among Europe, the United States, and Japan.
A key concern for Europe is to ascertain whether
different social groups within Europe are experienc-
ing compression or expansion of disability, which
requires life tables by social group. Methodological
advances will focus on further extending methods to
explain the variability in health expectancies between
and within countries. Three ways are being pur-
sued at present. Metaregression has begun to be used
(Jagger et al. 2008), but more might be gained through
the advances that have already been made in meta-
analysis. Work is ongoing within the European Health
and Life Expectancy Information System (EHLEIS)
project (see www.ehemu.eu) on decomposition meth-
ods (Nusselder and Looman 2004). Finally, current
software programs for longitudinal data, for example,
IMaCH (Lievre et al. 2003) and SPACE (Cai et al.
2006), allow a very limited set of covariates, and fur-
ther developments are required to allow adjustment
for potential confounding factors—for instance, to bet-
ter ascertain educational differences in healthy life
expectancy after adjustment for comorbidity.
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Conclusion

Since the development of health expectancy measures
in the late 1960s, the use of these indicators to moni-
tor population health and to identify health inequalities
has burgeoned. The growth in the number of longitu-
dinal studies of aging in both the developed and devel-
oping worlds affords greater possibilities for multistate
methods to explore inequalities in health expectancies
between social groups and discover which transitions
and diseases contribute to inequalities. Moreover, the
last 5 years have seen a real acceptance of the political
importance of health expectancies within the EU with
the addition of healthy life years (HLY), a DFLE, to
the set of EU structural indicators.
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Chapter 27

Public Policies Intended to Influence Adult Mortality

S. Jay Olshansky and Leonard Hayflick

Introduction

Life expectancy at birth (an actuarial measure of the
duration of life for a population) rose by several
decades in many developed nations in the twentieth
century, with notable increases also occurring in most
developing countries in the last few decades (Vaupel
2010). The increase in the duration of life of indi-
viduals (referred to as “lifespan”) and the rise in
the life expectancy of populations are achievements
of the modern era that are unrivaled in history. The
consensus among scientists is that the first longevity
revolution was caused by a combination of advances
in public health and technological and behavioral inno-
vations (Omran 1971). Examples include reductions in
communicable diseases, the introduction of refrigera-
tion, temperature-controlled indoor living and work-
ing environments, availability of clean drinking water,
indoor plumbing, antibiotics, vaccines, understanding
and application of the germ theory of disease, and
advances in medical technology. Reductions in adult
mortality occurred at varying levels in most nations
throughout this first longevity revolution, with notable
gains occurring in the last quarter of the twentieth
century (Riley 2001).
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Public Policy and Mortality

Although most reductions in adult mortality have been
due, in part, to the extraordinary work of public health
experts and scientists who worked hard to convince
politicians of the merits of implementing the products
of their work, federal and local government policies
contributed to reductions in adult mortality in a vari-
ety of ways. These include mandates for clean drinking
water, the construction of waste removal facilities,
health education and more recently, the creation of the
National Institutes of Health and its predecessor orga-
nizations. A detailed description of how government
policies influence adult mortality is interesting, but this
history has already been published (Riley 2001). We
will focus instead on the historical and contemporary
discussion of whether the federal government should
be engaging in activities designed to further influence
adult mortality as a means to extend the lifespan of our
species.

At first blush this might seem like a rhetorical
question since it would be easy to justify almost all
facets of modern medicine as a public good, but the
science behind life extension has now entered new ter-
ritory where the ability to manipulate our fundamental
biology has already arrived, and these technologies
will occur at an ever accelerating pace in the coming
decades (Butler et al. 2008; Miller 2009). On one hand,
it is uncertain whether humanity is ready to compre-
hend the implications of profoundly altering our own
biology, but then again, never before have such unique
opportunities to save and extend human life presented
itself (President’s Council on Bioethics 2003). The dis-
cussion presented here will not fall so much within the
realm of philosophy, but rather, within the context of
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how these emerging technologies might influence adult
health and longevity in the near-term.

Pursuing Life Extension

The question of whether governments should be in
the life extension business, or allow themselves to be
influenced by scientists who have found the means to
increase the duration of life is, ironically, the exact
question that brought the first author of this chapter
into the field of aging to begin with. In a 1979 graduate
course on human aging at the University of Chicago,
Dr. Bernice Neugarten from the Department of Human
Development posed a question to the class that she and
her colleagues had addressed in a recently published
book (Neugarten and Havighurst 1977). This chap-
ter’s senior author wrote the lead article for that 1977
publication. Leaving aside the importance of ongo-
ing debates about prolonging the life of an individual
patient, the authors of the Neugarten/Havighurst book
chapters were asked whether it is appropriate to focus
government resources on a concerted effort to use our
expanding knowledge of basic biology to extend the
longevity of the human species. This question was
posed at a unique time in American history—just when
the National Institute on Aging had arisen. The answer
to this question had then, and currently has, important
ethical, economic, and public policy implications.

Neugarten and her co-authors identified two ways in
which life extension could be accomplished: through
continuing efforts to conquer disease (referred to as
“disease control”), and through an effort to “identify
the intrinsic biological processes that are thought to
underlie aging and that proceed independently from
disease processes—that is, to discover the genetic and
biochemical secrets of aging, then to alter the bio-
logical clock that is presumably programmed into the
human species” (p. 4) (referred to as “rate control”).
It has since been discovered that there is no biological
clock that directly governs the rate of aging or timing
of death (Kirkwood 2005), but in the late 1970s that
was a popular view.

The authors of the 1977 book co-edited by
Neugarten and Havighurst used both biological and
philosophical arguments to support their positions. For
example, Hayflick (1977) was one of the first scien-
tists to discuss how the elimination of specific diseases

would have only a marginal effect on life expectancy
(see, Keyfitz 1977 for the first discussion of this issue
by a demographer), and that if increases in duration
of life like those observed in the twentieth century
were to occur again, it would be necessary to slow the
fundamental biology of aging itself. A similar conclu-
sion was arrived at some 13 years later by scientists
speculating on the upper limits to human longevity
(Olshansky et al. 1990). Hayflick predicted that under-
funded gerontologists would not fully solve the aging
puzzle and also fail to develop treatments that would
dramatically increase life expectancy within the next
25 years (by 2002), but he did suggest that the time was
ripe (back in 1977) for research efforts of this kind to
be aggressively pursued. Hayflick’s rationale was sim-
ple, “It is easier to affect a biological rate than it would
be to prevent its occurrence” (p. 5). No one listened.

Hayflick also emphasized the importance of
addressing aging disparities, especially in the United
States. Using unambiguous language, Hayflick stated,
“It is doubtless true that to be old in America is
unpleasant, to be old and poor in America is a tragedy,
but to be old, poor, and a member of an ethnic
minority in America is devastating” (p. 9). It was at
this point that Hayflick recommended specific govern-
ment policies to address some of these issues, only
some of which are now—some 34 years later—being
contemplated (Olshansky et al. 2011; Rowe et al.
2010). Examples included revamping society’s atti-
tudes toward the aged; the abolishment of retirement
based on chronological age; and a concerted effort to
extend the healthy years of life (not necessarily life
expectancy itself) as a result of efforts to slow the bio-
logical clock of aging. Although Hayflick supported
government efforts to slow aging, his views were tem-
pered by the belief that it was at least possible that
society is not yet ready for the dramatic changes in our
social, political, and economic institutions that such
achievements would bring.

Havighurst and Sacher (1977) focused their atten-
tion on the importance of clarifying the distinction
between interventions that modulate the rate of aging
and those that increase vigor. According to Fig. 27.1,
a represents a standard survival curve that is a product
of a mortality rate doubling time (MRDT) of approxi-
mately 8 years. The c curve would be realized if mean
lifespan is extended by slowing the rate of aging—
which is characterized by an increase in MRDT from 8
to 16 years and an increase in life expectancy of about
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Fig. 27.1 Survivorship curves based on various patterns of mortality. (a) Adult US population, 1970. (b) If “vigor” were improved.
(c) If the “rate of aging” were slowed. Source: Havighurst and Sacher (1977: 15)

15–20 years (with a notable extension of maximum
lifespan as well). The b survival curve would occur
only if “vigor” was actively improved, and it was vigor
or healthy life that these authors believed should be the
goal of research in this area. In the example provided,
b would result from a reduction in the death rate to
one-fifth its value (in 1977) after age 40, with a result-
ing increase in life expectancy of about 18 years and
a modest increase in maximum lifespan. Havighurst
and Sacher favored public policies that would encour-
age the realization of the b survival curve because it
would lead to a compression of morbidity and dis-
ability and save more lives between ages 40 and 90.
Policies that favor the c survival curve were considered
less than optimal because they would save more lives at
ages 90 and older—a phase in the lifespan when aging
has already played itself out and frailty and disability
are at extremely high levels. Importantly, Havighurst
and Sacher argued that b could best be achieved by a
combination of policies that encourage healthy behav-
iors (e.g., reduction in smoking, better medical care,
and cholesterol reduction) and those that encourage
the development of pharmacological agents with anti-
aging properties that have a systemic positive affect on
bodily vigor.

Goddard (1977) contemplated what would be
required to set and achieve the extension of lifespan as
a national goal. Drawing on the scientific literature that
existed at that time, experimental evidence suggested

that life extension could be achieved by one of the fol-
lowing methods: cooling of body temperature; reduc-
ing infection by manipulating the immune system;
caloric restriction; introduction of antioxidants; and
manipulation of a “biological clock” that was believed
at the time to regulate the rate of aging. Which method
eventually proved fruitful was irrelevant to Goddard—
a combination of experimental evidence that lifespan
can be manipulated in other animals, and a series
of affirmative comments from leading gerontologists
that it could be done, was sufficient to justify setting
lifespan extension as a national goal for the year 2000.

It is worth emphasizing at this point what gerontol-
ogists in the 1970s believed could be achieved in the
way of lifespan extension in order to provide perspec-
tive on contemporary views. Hayflick stated in 1974,
“The goal that appears to be not only more desirable,
but indeed more attainable, is not the extension of
longevity per se, but the extension of our most vig-
orous and productive years” (in Goddard 1977: 21).
This view was echoed by Nathan Shock in 1975, “We
are not interested in our laboratory in increasing the
lifespan. I don’t buy that as a legitimate goal. I’d
rather make the years that we have into good years”
(in Goddard 1977: 21). These admonitions aside, Dr.
Ivan Asimov suggested in 1975 that by the year 2000
men and women would routinely live up to and per-
haps beyond 100, and Dr. Alex Comfort boldly pre-
dicted that by 1990 we will know of an experimental
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way of slowing down age changes that would
increase lifespan by 20% (in Goddard 1977: 21–22).
Bold predictions about how science will dramatically
extend the human lifespan have been part of folklore
for centuries (Gruman 1966; Olshansky and Carnes
2001).

According to Goddard (1977), establishing life
extension as a national goal “requires a coalition of
outstanding leadership, strong political support, the
presence of strong vested interests, a constellation of
pressures which combine to cause substantial public
support, the economic wherewithal, and in those few
instances which have involved science, the existence
of a capability which can reasonably be expected to
lead to a successful outcome” (p. 22). Examples of
accelerated US national efforts of this kind include
legislation to address wastewater as early as the mid-
nineteenth century (Burian et al. 2000), the creation
of the transcontinental railroad in the 1860s, munici-
pal water treatment legislation in 1914 (EPA 2000), the
building of the national highway system in the 1920s,
the Manhattan project in the 1940s to develop an
atomic weapon, the declaration by President Kennedy
in 1961 that the United States would land a man on
the moon by the end of the decade, and President
Nixon’s declaration of war on cancer in 1977. It is
interesting to note that in most of these examples, the
technical means to accomplish these national goals
were not known at the time they were initiated, and
in some cases the benefits of the stated goals had not
yet been fully established by science. Yet, in each
instance a political leader or leaders led the charge by
establishing a vision, marshalling the resources, and
rallying the populace—often in direct response to per-
suasive arguments made by scientists (e.g., Einstein’s
letter to President Roosevelt regarding atomic fission.)
Goddard suggested that a similar set of conditions
would be required to set life extension as a national
goal for the United States.

Not everyone agreed with Goddard’s proposal.
Wick (1977) suggested that setting a national goal to
extend life “is exactly what we do not need . . .” (p. 45),
and his reasoning was straightforward. According to
Wick, the life extension we have already witnessed
has led to considerable increases in the number of
people requiring care in nursing care facilities, and
the further extension of life might very well increase
the number and proportion of people requiring this
undesirable scenario. A nearly identical argument was
set forth in the same year by Greunberg (1977)

who coined the phrase “the failures of success” as
a way of describing how life extension can inadver-
tently increase the prevalence of conditions of frailty,
disability, and morbidity. Both Wick and Greunberg
were prophetic—the prevalence of these undesirable
conditions has risen dramatically in the last quarter
century, although recent research demonstrates that in
some parts of the world people are living longer lives in
a healthy state (see Chapter 26 by Jagger and Robine,
this volume). However, not everyone considers mor-
bidity undesirable; Vaupel (2010) has suggested, “to
the extent that the unhealthy state is better than death,
greater prevalence of morbidity among the elderly may
be a positive development” (p. 538). Wick also argued
that the responsibility that comes with acquiring the
ability to modify our own biology seems, at least so
far, to be well beyond our current comprehension. In
short, Wick suggested that humanity is not yet ready to
wield the power of a demigod (which is how he viewed
manipulating our biology for the sole purpose of life
extension) because we do not yet fully understand the
consequences of our actions, nor are we going to be
able to undo this process once it has begun.

Sacher had a significantly different and somewhat
counterintuitive view than anyone else (in Englehardt
1977). He suggested that extending life by slowing
aging would have the opposite effect as that intended; it
would result in a disproportionate increase in the num-
ber of person-years of disease and disability for the
10% of the population living the longest. This would
occur because such interventions as caloric restriction
and reducing body temperature (which at the time were
the only methods thought to delay aging) resulted in an
extension of the senescent phase of life (i.e., such inter-
ventions were thought to make us older longer). Sacher
argued,

Biologists frequently say that their goal is to decrease the
rate of aging, and they have tried to approach this goal by
several chemical therapies—for example, by administer-
ing antioxidants or procaine (temperature-lowering and
caloric restrictions are separate cases [that Sacher argued
did reduce the rate of aging, but which also had the curi-
ous effect of extending years, not all of which could be
expected to be healthy]). However, all of the pharmaco-
logical methods, although they are used and proposed
as anti-aging agents, do not, in fact, reduce the rate of
aging. Insofar as they are effective, they reduce the vul-
nerability to disease. In other words, they have the kind
of consequence that I said would be more favorable—i.e.,
deferring the senescent phase rather than stretching it out.
However, the researchers are getting a wrong result so far
as their original hypothesis is concerned. (p. 50)
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Sacher’s main argument was that the only inter-
vention programs that should be pursued should be
those that reduce our vulnerability to disease without
altering the rate of aging, the result of which would
be a decrease in the prevalence of disabled in the
population and concomitant reductions in the relative
costs of debility and medical care. Since the authors
expressed their opinion on this topic in 1977, scientists
have subsequently shown that animals that are likely
to experience an experimental delay in their biological
aging are also likely to experience both a reduction in
vulnerability to disease and a compression of disability
(Bartke and Brown-Borg 2004; Clements et al. 2008;
Flurkey et al. 2001; Miller et al. 2005). Using Sacher’s
own criteria for intervention programs that should be
pursued, it is reasonable to conclude that even those
that slow aging would meet with his approval.

The question of whether efforts to slow human
aging should be pursued has been the subject of a num-
ber of papers both before and after the edited volume
by Neugarten and Havighurst. For example, McKay
et al. (1956) suggested that successful life exten-
sion already achieved in laboratory animals justified
the experimental manipulation of lifespan in humans.
Strehler (1975) invented the term “gerontogeny” to
describe the hoped-for development of interventions
that extend healthy life, and suggested that societies are
generally unprepared for scientific windfalls like the
one that would result from delayed aging. He went on
to argue that society has not yet pursued this golden era
because public policy makers are themselves ensnared
in time’s net where they experience a form of societal
senescence. Miller (2002) identified eight obstacles
to applied gerontology: (1) the presence of hucksters
selling phony anti-aging interventions cast a negative
shadow on real scientists with the potential to make
scientific breakthroughs; (2) there are strong political
lobbies for major diseases but no lobby to attack aging;
(3) experiments on mammals take too long, thus dis-
couraging new scientists to work in this area; (4) young
scientists are seduced to learn new technologies rather
than conduct simple experiments; (5) pharmaceutical
companies could make money selling phony anti-aging
nostrums, so why should they bother investing in trying
to discover something that actually works; (6) pharma-
ceutical companies cannot afford to wait for research
on mammals to be completed; (7) the absence of a
well-validated method to measure biological age; and
(8) the biochemical pathways that influence the rate
of aging have yet to be elucidated. Add to this list

the illogical argument set forth by many that slowing
aging is undesirable because it will make us older
longer (Kass 2004), and Miller has outlined a series
of obstacles that will be difficult to overcome.

Pursuing Immortality

Several approaches have surfaced in recent years to
address Goddard’s 1977 proposal that life extension
serve as a national goal. One of the more flamboy-
ant among them goes well beyond the mere pursuit
of life extension to the demand that humanity should
set nothing short of immortality as the target. British
advocate for radical life extension—Aubrey de Grey—
contends that the only enemy we should have in our
sights is death itself, because anything short of immor-
tality would eventually lead us right back to where
we are now: unsatisfied with the fate that appears to
await us all, even if life is lived longer. Indeed, as the
reasoning goes, anything short of immortality is not
worth pursuing (de Grey and Rae 2007; Kurzweil and
Grossman 2005).

Immortalists

The immortalists as we refer to them contend that
physical immortality is on the horizon (where it has
been since recorded history 3,500 years ago—see
Gruman 1966), and that some people alive today will
literally drink from a fountain of youth. For exam-
ple, de Grey maintains that the preferred solution to
aging according to gerontologists is to disrupt the cel-
lular and molecular processes that give rise to it (i.e.,
their focus is on cleaning up the business of being
alive so the side effects are lessened). An engineer’s
approach to aging would be entirely different accord-
ing to de Grey. An engineer would let the damage
happen unhindered, but instead all of their attention
would be focused on repairing it, indefinitely and
perfectly. If repaired to perfection like that of an auto-
mobile or house that is constantly monitored, de Grey
believes we could perpetually maintain ourselves in
a youthful state (i.e., a 20-year-old could eternally
remain in that physical state)—achieving immortality
along the way. Since humans are made up of nothing
more than “cells and the stuff between cells” (de Grey
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2004: 254), simply repair everything he declares (de
Grey identifies only seven molecular and cellular dif-
ferences between people who are young and old), and
by ignoring the second law of thermodynamics, poof,
we become immortal (de Grey et al. 2002).

Kurzweil and Grossman (2005) claim that humanity
is on the verge of immortality because of technological
bridges to life extension that are forthcoming. Bridge
One technologies are composed of a combination
of nutritional supplements, changes in lifestyle, and
extensive health care screening which, taken together,
will (according to the authors) allow people to live an
additional 20 years beyond the life expectancies that
prevail today. These interventions are already avail-
able to the public (in part because the authors them-
selves created an online longevity store where they sell
Bridge One supplements), and if used, would enable
people to live long enough to benefit from Bridge Two
technologies 20 years hence. Bridge Two technologies
are anticipated forthcoming advances in biomedicine
such as stem cell therapy, genetic engineering, and
“rejuvenation technologies” thought to be on the very
near horizon. Once people live into the window of
time when Bridge Two technologies prevail, accord-
ing to Kurzweil and Grossman, the survivors will then
inevitably live long enough to benefit from nanotech-
nology (the Bridge Three technology they say will
come into existence within the next 50 years). It is
Bridge Three technologies that these authors claim will
lead to immortality, which is the basis for Kurzweil’s
standard credo “live long enough to live forever.”
Driving this particular line of reasoning is the under-
lying premise that if information technology continues
to rise at an ever faster exponential rate, then human
immortality is sure to follow (Kurzweil 2006).

In both the de Grey and Kurzweil scenarios, physi-
cal immortality would be achieved for all of human-
ity sometime by the middle of the twenty-first cen-
tury. Both authors suggest that accompanying physical
immortality would be eternal youth, which means that
the centenarians they envision occupying the future
will be no different than people at younger and middle
ages today. In effect, old age as we know it would cease
to exist and only those who are physically healthy and
mentally vibrant would populate the world.

The immortalist line of reasoning suffers from a
host of problems, not the least of which is that it is
entirely dependent on the creation of something that
does not exist: life-extending technologies that yield
eternal life. de Grey (2003) stated that in the past few

years it has become possible to enumerate a compre-
hensive panel of technically feasible interventions that
would represent real anti-aging interventions, but enu-
merating a plan is not the same as developing one
that is scientifically verified to actually work by at
least proof of principle. Thus, De Grey’s concept of
“technically feasible” is considered spurious by many
of the scientists currently involved in this research
(Warner et al. 2005). The line of reasoning formulated
by Kurzweil is equally problematic. First, there is no
evidence to support the position that 20 years could
be added to life expectancy by purchasing anything
from their longevity store, and second, the basis for
the bridges to immortality is the unsupported linkage
between exponential increases in information technol-
ogy and life expectancy. The modern painters and
engineers of this hypothetical immortal world act more
like advocates or self-proclaimed prophets rather than
scientists (Olshansky 2011; Warner et al. 2005). The
immortalist’s operate, as they have done for centuries,
almost exclusively on a vision without science.

Promises of immortality and indefinite youth and
vigor have been made by longevity prophets of every
era dating back thousands of years (Gruman 1966). For
now at least, there is no science to back up boastful
claims that humanity is headed toward a genuine elixir
that will yield eternal life. In fact, even the partial or
complete elimination of the major fatal diseases that
kill three of every four people in developed nations
(heart disease, cancer, and stroke) would yield life
expectancies of less than 100 (Olshansky et al. 1990),
so it is evident that radical life extension can only be
accomplished by the development of technologies that
do not exist. And yet, having now levied the greatest
of all insults to immortalists, it is worth remembering
a point we made earlier about Manhattan-type projects
of the past—the technical means to accomplish them
were often unknown at the time they were initiated,
and the benefits and unintended consequences were
sometimes not fully established in advance by science.

The Language of Life Extension

Strehler (1975) once said that humanity is not ready
for scientific windfalls of the magnitude we speak
regarding the extension of life. We agree. As such,
equal attention must be paid to how the message of
life extension is presented to public policy makers and
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the general public as much as the science that sup-
ports it. This view about being careful regarding the
content of the message has surfaced regularly in the
scientific literature—perhaps none more clearly stated
than Miller’s (2002) description of “gerontologipho-
bia” as “. . . an irrational public predisposition to regard
research on specific late-life diseases as marvelous but
to regard research on aging, and thus on all late-life dis-
eases together, as a public menace bound to produce a
world filled with nonproductive, chronically disabled,
unhappy senior citizens consuming more resources
than they produce” (p. 170). It is safe to say that
no one in the field of gerontology, past or present,
is in favor of using science to extend the period of
old age and its accompanying undesirable health con-
sequences. Hayflick (1977) articulated this idea best
when he distinguished between being old and being
aged; the focus of research designed to slow aging
should be on helping us get older without becoming
aged. There is also no disagreement on the fact that too
little money is being spent on the fundamental biology
of aging and longevity determinants (Hayflick 2007).
Aside from these two points of agreement, it is here
that two distinct camps have formed that are taking
radically different approaches to the common goal of
enabling us to age without growing old.

The immortalists have not just ignored the admo-
nition proffered by many about the importance of the
content of the message; they have intentionally chosen
language that we believe is destructive to their cause.
By setting immortality as the only goal that is reason-
able and achievable, a number of political problems
arise that may very well decrease the chances that for-
mal efforts to slow aging will ensue. For example, the
first tactic used by the immortalists is to label aging
as a disease (de Grey 2003). This is done, in part,
because the general public and policy makers view dis-
ease in the traditional sense as something that can be
cured by medical intervention. If aging is labeled a dis-
ease, then as the reasoning goes, perhaps lobbies will
form, funds can be marshaled, and the Food and Drug
Administration will approve of interventions to com-
bat it. As appealing and logical as this might seem,
scientists tend to shy away from creating labels for
political reasons, especially when the evidence sug-
gests that aging is not a disease (Carnes et al. 2008),
any more so than puberty, menopause, or childbirth are
diseases. This issue has been discussed extensively in
the scientific literature for many years, with reasonable
arguments on both sides (Butler 2000; Carnes et al.

2008; Hayflick 1998, 2004; Holliday 2004), so it is
pointless to reiterate the arguments here. Nevertheless,
Hayflick (2007) has given six reasons why aging is not
a disease. Suffice it to say that if we did successfully
manage to label aging as a disease, it is questionable
whether this would be sufficient to garner the financial
resources necessary to combat it.

The problem created by the immortalists is that their
chosen goal—anything less than immortality is consid-
ered shortsighted. This view presents several problems.
The worst among them is that it will be impossible to
use methods of science to demonstrate that the goal
has been approached or achieved. The reason is that
it would take forever to test the hypothesis that a spe-
cific intervention makes any animal live forever. Wick
(1977) suggested that trying to gain political and pop-
ular support for a crash program to bring us indefinite
life would backfire because “. . . it will raise the same
old question in the public mind, ‘What have you done
for us this year?’” (p. 57). Setting a goal that cannot be
measured by the tools of science, especially over short
periods of time, makes it impossible to demonstrate
progress, and without such a demonstration, there is
no reason for politicians (or scientists and health care
practitioners for that matter) to commit to it. As such,
because of a stubborn all-or-nothing mentality that is
perhaps the most effective brake to scientific research
imaginable, the immortalists have chosen a strategy
that may very well guarantee their own demise.

The Longevity Dividend

An alternative new approach to setting decelerated
aging as a national goal for health research has coa-
lesced under the umbrella of what has come to be
known as the Longevity Dividend. The line of rea-
soning goes something like this. Governments across
the globe have already committed trillions of dollars in
the last 50 years combating the fatal and disabling dis-
eases that accompany old age, but most of these funds
were intended to treat diseases rather than determine
their etiology. The rationale used to attack disease is
straightforward—cancer, heart disease, stroke, sensory
impairments, Alzheimer’s, and a host of other ailments
are not just lethal or disabling when they occur—they
are frightening—and it is fear of both disease and death
that have driven our collective decision to engage in
an ongoing battle against diseases. However, instead
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of trying to fit a square peg into a round hole by
transforming aging into a disease like the immortal-
ists, advocates of the Longevity Dividend suggest that
decelerated aging will accomplish what we already
understand and are already trying to do when we attack
diseases with new detection devices, surgical proce-
dures, drugs, chemicals, and radiation, but without
the high cost and often painful extension of frailty,
disability, side effects, and even old age.

Our modern world has already made the psycholog-
ical commitment to extend life—that battle has been
fought and won. In fact, it was an easy sell since
advances in medicine and science quickly lead to inter-
ventions designed to postpone the onset of major fatal
and disabling diseases, or more effectively treat them
once they occur.

The premise of the modern version of the Longevity
Dividend is fivefold as follows: (1) convince the medi-
cal and scientific community and public policy makers
that biological aging is the greatest risk factor for most
of what goes wrong with us as we grow older; (2) the
current medical model that treats one disease at a time,
independent of all others, may eventually lead to the
very thing we fear most—an extension of old age; (3) a
successful effort to slow aging, even by a small mar-
gin, would be a monumental achievement that would
yield the benefits we already pursue aggressively by
attacking diseases, but with much greater efficiency;
(4) a modest deceleration in the rate of aging would
yield dramatic health, social, and economic dividends
for individuals and the countries in which they live that
will pay off in the short-term and for all future genera-
tions; and (5) the cost to create the Longevity Dividend
is estimated to be about 1% of the current Medicare
budget annually, but the savings to health care would
more than pay this back. A successful effort to slow
aging would create scientific, medical, and economic
windfalls that would be roughly equivalent in impact
to the discovery of antibiotics in the middle of the
twentieth century.

The underlying rationale behind the Longevity
Dividend is not new—elements of the idea were men-
tioned in one form or another by numerous authors in
the past (see Goddard 1977; Hayflick 1977; Holliday
1984; Strehler 1975). Other scientists have since doc-
umented the economic benefits associated with rising
life expectancy (Bloom and Canning 2000; Bloom
et al. 2004; Murphy and Topel 2006; Nordhaus 1998)
and discussed the prospects of success in slowing

aging and the various benefits that would accrue to
society as a result (Miller 2009; Rattan 2005; Sierra
et al. 2008).

The modern version of the Longevity Dividend first
appeared in Olshansky et al. (2006), and the logic actu-
ally has not strayed too far from the original proposal
set forth by Goddard (1977). However, the science has
progressed so far beyond what was known 30 years
ago that some find it reasonable to conclude that the
technical means to slow aging in people is a plausible
goal. Butler et al. (2008) also dispel the old belief still
held by some that aging is an immutable process that
was genetically programmed by evolution. This is now
known to be wrong. Indeed, because there can be no
aging or death genes that arose under the direct force
of evolution (Kirkwood 2005; Hayflick 2007), inter-
ventions designed to slow aging in people would have
no genetic barriers to success.

Goddard suggested decades ago that setting life
extension as a national goal required not just the sci-
ence, but the political will to make it happen and a
champion in the world of politics to carry the vision
forward in Congress and to the public. To address
this issue, the executive director of the Alliance for
Aging Research (Daniel Perry) arranged a Capital Hill
Symposium on the Longevity Dividend in September
2006 (http://www.agingresearch.org/content/calendar/
detail/1096/). Attending the symposium were the
authors of the Longevity Dividend, a number of scien-
tists working in the field of aging, several US Senators,
their staff, and representatives from interest groups
involving health, economics, and longevity. During a
subsequent meeting that day between the authors of
the Longevity Dividend and US Senator, Tom Harkin,
it was established that Congress cannot specifically
direct the National Institutes of Health (NIH) to sup-
port research on a single topic, but they can include
language in the appropriations bill that guides the fund-
ing agency to channel money to scientists working in a
particular area. The following language was provided
to Senator Harkin, and eventually included in the 2008
appropriations bill:

The Committee commends the (National Institute on
Aging) for work it has done to improve understanding
of the biological factors that regulate the processes of
aging. These new discoveries have led many scientists
to believe that it may become possible to postpone the
onset of a wide range of fatal and disabling diseases, in a
coordinated fashion, by retardation of the aging process.
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It is widely understood that chronic illness is a power-
ful driver of medical costs, which in the United States are
expected to reach $16 billion annually by 2030. To allevi-
ate this financial burden and to develop interventions that
can extend health and longevity, the Committee urges the
NIH to increase dramatically its annual investment in the
biological basis of aging.

At the briefing in Washington, DC the authors of
the Longevity Dividend discussed how to move for-
ward. It was determined that a successful effort to
obtain funding for this idea required the understanding
and support from the medical community, in addition
to scientists. To help achieve this goal, an outline for
a second manuscript was devised. The result of that
effort was an article authored by numerous well-known
scientists and physicians, including two former direc-
tors of the National Institute on Aging, and published
in the British Medical Journal (Butler et al. 2008). The
argument contained in the BMJ article was straight-
forward: if the amelioration of disease is the goal of
modern medicine and public health, then one of the
best ways to ensure success in the coming decades is
to attack the major risk factor for all fatal and disabling
diseases expressed throughout the life course—aging.
This view echoes in nearly identical language the argu-
ment made more than three decades ago by Hayflick
(1977). Indeed, the authors went so far as to suggest
that a new model of health promotion and disease pre-
vention for the twenty-first century should include at
its foundation efforts to slow down the biological pro-
cesses of aging. By getting physicians to understand
and appreciate the value of aging research, the authors
of the Longevity Dividend believe that the next critical
step in achieving this goal would have been taken. The
Alliance for Aging Research is continuing their effort
to promote the Longevity Dividend by organizing con-
ferences that include scientists involved in research
on aging and politicians responsible for controlling
research funds.

Conclusions

In developed nations, the three main causes of
adult mortality are heart disease, cancer, and stroke.
Interventions that diagnose these conditions earlier,
extend the lives of people with these diseases (i.e.,
declining case fatality rates), or that treat their
complications more effectively (e.g., through the use of

new and more effective pharmaceuticals, chemother-
apy, and radiation), represent the primary way in which
adult mortality has been influenced in the past. The
battle against these diseases will continue, but there
is reason to believe the benefits of this medical model
based on attacking individual diseases independent of
each other, will diminish as the survivors eventually
succumb to currently immutable biological processes
of aging (Butler et al. 2008). In fact, it has already
been established that the complete resolution of these
diseases would yield relatively small increases in life
expectancy (Hayflick 1977, 2007; Olshansky et al.
1990), and it is possible that successful efforts to cur-
tail fatal diseases could have the unintended effect of
extending the period of old age as biological aging
would remain uninfluenced by these efforts. A new
weapon in the ongoing battle to extend the period of
healthy life has presented itself—an attack on biologi-
cal processes of aging.

When Neugarten and Havighurst posed the ques-
tion to a group of scientists in 1977 as to whether
it is appropriate to focus government resources on
extending the longevity of the human species, they
set in motion a debate about the future of human
longevity that continues to this day. In fact, the ques-
tion is more relevant now because some scientists
believe that we have already achieved life exten-
sion in the laboratory for a broad range of species
(e.g., fruit flies, round worms, yeast, mice, primates)—
leading them to believe that at least some measure
of increase in human longevity is plausible by slow-
ing biological aging (Miller 2009; Sierra et al. 2008).
Immortalists suggest that radical life extension (on
the order of thousands of years, or immortality itself)
should be the target for research in this area, while
others claim that more modest and measurable goals
are the only way to move from theory to practical
interventions.

In spite of substantial differences in how to
approach the extension of healthy life by slowing
aging, one critical view shared by everyone with a
voice in this debate is that the end result should be
an extension of the period of healthy life and the
avoidance of an extension of old age and its accom-
panying frailty and disability. Precisely how this will
be achieved is as yet unknown, which means the
question posed by Neugarten and Havighurst more
than 30 years ago is more relevant now than it has
ever been.
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Chapter 28

Mortality Affected by Health Care and Public Health Policy
Interventions

Luc Bonneux

Introduction

Interestingly, in the 1950s and 1960s, when medi-
cal care became truly effective, social historians tried
to downplay the role of medicine in the mortality
decline. These theses became particularly popular by
Thomas McKeown, physician and demographic his-
torian (McKeown 1976; McKeown and Brown 1955).
He claimed that the so-called epidemiologic (or health)
transition from approximately 1700 to the present
had little to do with public health and medical inter-
ventions, but was prompted by social and economic
changes. Relatively uncontroversial is the thesis that
therapeutic care had little substantive effect on the
declining mortality rates in the nineteenth and early
twentieth century. There were few effective interven-
tions available. The first antibiotics, sulfa drugs, appear
only during the 1930s. McKeown contended that the
improvements in population health from 1700 to 1950
were due to improvements in overall standards of liv-
ing, especially diet and nutritional status, resulting
from better economic conditions. This is certainly an
acceptable viewpoint. But he also called into question
the effectiveness of all public health, including sanitary
reforms and vaccinations.

Health is embedded in a complex system, even more
so public health (Szreter 2003). In a complex system,
many forces can operate simultaneously, reinforcing or
ameliorating each other. In the age of Enlightenment,
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many societal processes changed at the same time. One
primary social determinant of health is empowerment
of the people. The most important factor for improv-
ing population health in the nineteenth century was the
growing political voice of the urban masses in Europe,
who gained power and began to defend their interests
(Szreter 2003). Population health in the early nine-
teenth century was miserable, particularly in the cities.
Rising standards of living masked a great number of
social and political conditions, all affecting and being
affected by public health reform.

In the twentieth century, along with declining mor-
tality from communicable diseases and maternal and
perinatal mortality, mortality from “man-made, degen-
erative and stress related” diseases increased. This is
known as “the third demographic transition” (Omran
1971, 1977). The concepts “stress-related” and “man-
made” suggest a rather romantic view of history as
much of the late eighteenth and early nineteenth cen-
tury string of epidemics and famines can be explained
by the painful transition to a liberalized market and
an industrial society. Small farms and cottage indus-
tries were destroyed by early industrialization and the
penniless flocked to the cities, desperately searching
for employment (Szreter 2003). Stress was most likely
increased by the epidemics, famines, and dreadful sew-
ers and disgusting water supply of early nineteenth-
century London.

Certainly, changes in lifestyle were important in the
increase of degenerative diseases, with more seden-
tary occupations and increasing food for some (against
a background of fetal malnutrition) (Roseboom et al.
2006; Sparen et al. 2004). By the end of World War
II, there was an amazing gender difference in life
expectancy in Europe and the United States. Life
expectancy of women is commonly higher than that
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of men, but after the war, the gender gap in Europe
increased rapidly. Remarkably, in women cardiovas-
cular mortality continued to decline, while for men
mortality reached a nadir in the developed countries at
the end of the 1960s. In all Western European coun-
tries, life expectancy stagnated or even declined in
the third quarter of the twentieth century. In the last
quarter of the century, cardiovascular mortality began
to decrease, first slowly, then with accelerating speed
in the 1980s, and the decline continues until today
in many countries. This has been called “the age of
delayed degenerative disease” (Olshansky and Ault
1986), which was a slightly myopic characterization.
It could be called “the age of delayed cardiovascular
disease, of continuing struggle against tobacco and of
impressive progress in road safety.” The next sections
discuss delayed cardiovascular mortality and the other
avoidable causes of death.

The Age of Delayed Cardiovascular
Disease

Cardiovascular diseases (CVD) are the main cause of
death in the European Union (EU), and other devel-
oped countries (Huisman et al. 2009; Mathers and
Loncar 2006). They account for 42% of all deaths in
the EU. Diseases of the circulatory system are more
common at advanced ages: 81% of male deaths and
94% of female deaths due to this disease are older
than 65 years. Deaths from ischemic heart and from
cerebrovascular diseases make up two thirds of all
cardiovascular deaths. Other heart diseases are often
related to ischemic disease and lethal peripheral vas-
cular diseases, such as aortic aneurysms and renal vas-
cular disease, and share the same causes. The human
species is vulnerable in the make-up of blood vessels,
and many causes of death and disease share degenera-
tive atherosclerotic changes of the blood vessel wall as
their main cause.

There is little doubt that a sedentary lifestyle and
diets rich in animal fats and calories are an important
factor in the causation of atherosclerotic disease.
Coronary heart disease, the most important cause of
fatal circulatory disease, was rare in traditional agricul-
tural societies where diets rich in animal fats are less
available and food is won by hard manual labor. As
a medical doctor in tropical rural Africa, I witnessed

many strokes but never saw one case of angina pectoris
or ischemic heart disease (IHD). While Hippocrates
described stroke as a disease 2,400 years ago, the first
report of angina pectoris, describing 20 cases, was
published more than 2,000 years later by William
Heberden in 1772 in the Transactions of the Royal
College. Data and theories explaining these apparent
historic disparities between stroke and acute coronary
heart disease in developing countries are rare, as is all
etiological research of non-communicable diseases in
low-income countries (Feigin et al. 2009). The inci-
dence of coronary heart disease is increasing sharply
and moving up to the second position as cause of
death in lower income countries, with stroke mortality
being fifth according to the World Health Organization
(WHO; http://www.who.int/mediacentre/factsheets/
fs310_2008.pdf). These WHO estimates, while based
on expert consensus, may be biased by disease advo-
cacy. A careful systematic review showed that stroke
mortality, while declining in high-income countries,
is increasing dramatically in low- and middle-income
countries (Feigin et al. 2009). Lower population
income has been shown to be the best predictor of
higher population stroke mortality, better than the
prevalence rates of traditional risk factors, except for
blood pressure (Johnston et al. 2009). The relationship
between high blood pressure and stroke is stronger in
lower income than higher income countries (Eastern
Stroke and Coronary Heart Disease Collaborative
Research Group 1998; Kisjanto et al. 2005). In low-
income countries, over- and under-nutrition coexist,
and both high and low body mass indexes (BMI)
are risk factors for stroke (Johnston et al. 2009).
Weaker healthcare systems play an important role
in explaining high stroke mortality in low-income
countries. Case fatality is higher in lower income
countries where diabetes and hypertension are more
poorly managed (Feigin et al. 2009).

Socioeconomic factors such as a less education,
lower income, and unemployment also contribute sig-
nificantly to the risk of vascular mortality (Brunner
1997). Gender is also related in that women reach a
given level of disease at an older age than men. The
reasons for the relatively lower risks of women are
many, including gender differences in physiology. As
indicated above, the mortality gap between genders
increased in the twentieth century; differential tobacco
use by men and women explained part of that increas-
ing gap (Peto et al. 1992). The male disadvantage in
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mortality is particularly high in the former socialist
economies of Europe, with life expectancy differences
by gender of 10 years and more (Huisman et al. 2009).
Most of these differences can be explained by dif-
ferences in tobacco use (high lung cancer mortality),
alcohol use (high alcohol-related mortality and alco-
hol associated chronic liver disease, high injury, and
road traffic accident mortality), and hopelessness (high
levels of suicide) (Huisman et al. 2009). Part of the
explanation is that men seem more vulnerable to social
disruption, unemployment, and lack of perspective
(Brunner 1997).

Mortality from IHD has decreased spectacularly
in the Western world beginning in the fourth quar-
ter of the previous century and is even more rapid
in the recent period. In the United States, coronary
heart disease mortality halved in the period 1980–
2000 (Ford et al. 2007). The reasons for these declines
are many and the relative contributions are arguable
(see Table 28.1), but the general picture is one of
shared progress, both in prevention and therapy with
a growing contribution from evidence-based medi-
cal therapies. Lifestyle changes were also important
explanations of this decline, predominantly smoking
cessation and the switch to diets with less saturated
fat. Obviously, the obesity epidemic is now counteract-
ing these changes. However, significant gain has been
accomplished in managing cardiovascular risk.

Understanding this mortality decline requires
knowledge of multiple concurrent trends. Societal

changes lowered heart disease risk as advances
were made in reducing the smoking epidemic.
Cardiovascular risk management through drug usage
targeted the remaining risks, with increasing effec-
tiveness. Antihypertensives were used to reduce blood
pressure and statins to reduce cholesterol levels.
Aspirin usage also increased. The originally poor prog-
nosis for acute myocardial infarctions, by far the
most important cause of cardiovascular death and
the most important of all causes of death, improved
tremendously through new treatment approaches. The
long-term prognosis improved through new drugs and
increasingly effective smoking cessation in heart dis-
ease patients. Prognosis in congestive heart failure,
the common endpoint of most heart disease, improved
considerably by employing evidence-based treatments.
Heart health booked successes at all stages: primary,
secondary, and tertiary prevention as well as sharply
lowering case fatality.

Explaining the mortality decline involves under-
standing the roles of many societal institutions.
Epidemiological research discovered the major deter-
minants of IHD, the primary drivers of the cardio-
vascular disease epidemic. Public health profession-
als started health promotion campaigns. Although the
effectiveness of these campaigns has been questioned,
smoking among men dropped steeply in the 1970s, fol-
lowed a decade later by dropping lung cancer rates
and concomitant decreases in IHD. Pharmaceutical
research manufactured safe and effective drugs to

Table 28.1 Quantified causes of the coronary heart disease mortality decline in the United States between 1980
and 2000

All risk factors: over all change explained +44%
Reductions in mortality by risk factor change +61%
– Total cholesterol (partly related to cholesterol-lowering therapies) 24%
– Systolic blood pressure (partly related to blood pressure lowering

therapies)
20%

– Smoking prevalence (modest contribution of smoking cessation
therapies)

12%

– Physical inactivity 5%
Increases in mortality by risk factor change –17%
+ Increases in BMI 8%
+ Increases in diabetes mellitus 10%
Therapeutic innovation: all change explained +47%
– Secondary preventive therapies in clinical heart disease, including

drugs, percutaneous and surgical interventions
16%

– Initial treatment of acute coronary events by drugs or interventions 11%
– Treatment for heart failure 9%
– Diverse other therapies 12%

Source: Ford et al. (2007).
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manage CVD risks. First blood pressure lowering
therapies became increasingly widely used and later
statins, the cholesterol-lowering drugs that were most
effective in lowering CVD mortality of thrombotic
origins. Aspirin, β-blockers, and, increasingly, surgi-
cal and procedural interventions improved prognosis
for patients with clinical heart disease. Case-fatality
rates of acute myocardial infarctions were high, but
therapeutic advances in the treatment of acute and
chronic coronary heart disease lowered the mortality
risks (Briffa et al. 2009). Societal changes pushed the
powerful tobacco industry slowly but relentlessly into
a defensive mode.

Table 28.1 summarizes causes attributed to reduc-
tions in coronary heart disease (CHD) mortality in
the United States. It should be noted that changes in
risk factors are partly due to medical innovation and
partly to lifestyle changes, including smoking cessa-
tion. The same risk factor changes also decreased the
risk of stroke; while therapeutic progress in stroke has
remained limited. In the non-Western world, cardio-
vascular heart disease mortality in general, and CHD
in particular, is increasing for the same reasons as
mortality increased historically in the West: increased
smoking and an increasingly sedentary lifestyle with
diets rich in calories and animal fats (Joshi et al. 2007;
Mathers and Loncar 2006).

Lowering Cardiovascular Risk

Numerous factors increase cardiovascular risk; and
some reduce risk. But more than 90% of all population
attributable risk for acute myocardial infarction can
be accounted for by a limited set of easy-to-measure
risk factors (Yusuf et al. 2004). These risk factors are
ranked according to their importance using the results
of the landmark INTERHEART study. Although a
case-control study, its results were comparable to many
prospective studies and it covered at least 52 coun-
tries, offering a worldwide vista of cardiovascular
risk.

1. Raised ApoB/ApoA1 ratio (blood apolipoproteins;
odds ratio (OR) 3.25 for top versus lowest quintile,
population attributable risk (PAR) 49.2% for top
four quintiles versus lowest quintile). ApoB/ApoA1
ratios perform better at predicting cardiovascular

risk than traditional cholesterol measures. This is
true at all ages, for both sexes, and among all ethnic
groups (McQueen et al. 2008).

2. Smoking (OR 2.87 for current versus never smok-
ers, PAR 35.7% for current and former versus
never). For these calculations current smoking was
defined as any tobacco use in the previous 12
months. Former smokers were defined as those who
had quit more than a year earlier.

3. Psychosocial factors (OR 2.67, PAR 32.5%). These
included depression, locus of control, perceived
stress, and adverse major life events (Rosengren
et al. 2004). Stress was indexed by questions about
feeling irritable, being filled with anxiety, or having
sleeping difficulties as a result of conditions at work
or at home. Major life events were defined as mar-
ital separation or divorce, loss of job or retirement,
loss of crop or business failure, violence, major con-
flicts, injury, illness or death of the person or a close
family member.

4. Abdominal obesity (OR 1.12 for top versus low-
est tertile and 1.62 for middle versus lowest tertile,
PAR 20.1% for top two tertiles versus lowest ter-
tile). BMI is related to risk of myocardial infarction,
but this relation is weaker than that of abdom-
inal obesity (waist/hip ratio), and becomes non-
significant after controlling for abdominal obesity.

5. History of hypertension (1.91, PAR 17.9%). Only
self-reported history of hypertension was used in
this analysis. This may be an underestimate of the
role of hypertension.

6. Diabetes (2.37, PAR 9.9%), also indicated by self-
report.

7. Regular alcohol consumption (0.91, PAR 6.7%),
defined as alcohol consumption at least three times
a week.

8. Regular physical activity (0.86, PAR 12.2%).
Individuals were judged to be physically active if
they were regularly involved in moderate (walking,
cycling, or gardening) or strenuous (jogging, foot-
ball, and vigorous swimming) exercise for 4 hours
or more a week.

These associations were noted in men and women,
old and young, and in all regions of the world.
Collectively, these nine risk factors accounted for 90%
of the PAR for acute myocardial infarction in men and
94% in women.
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Hypertension

Persistent hypertension is one of the main risk fac-
tors for strokes, heart attacks, heart failure, arterial
aneurysms, and renal failure. Even moderate elevation
of arterial pressure leads to shortened life expectancy.

Factors increasing the risk of hypertension include
age, salt sensitivity, and obesity. More than 85% of all
cases of hypertension occur in overweight individu-
als (or those with a BMI of 25 or more). The risk is
five times higher in the obese as compared to those of
normal weight and up to two thirds of cases can be
attributed to excess weight (Haslam and James 2005).
Approximately one third of the essential hypertensive
population is responsive to sodium intake (Frost et al.
1991; Law et al. 1991). The increased sodium stim-
ulates individuals to increase their water intake and
the kidneys into retaining water, thereby augmenting
volume and pressure.

The relationship between high blood pressure and
cardiovascular complications is clear and unambigu-
ous: increasing blood pressure increases risk. This
risk increases at all levels, without a threshold. The
main complication of hypertension in middle-aged
European and American people is CHD, whereas in
Asian and older people it is stroke (Staessen et al.
2003). Black individuals tend to have higher blood
pressure and hypertension-related mortality rates than
other individuals. There is no doubt that lowering high
blood pressure levels is good for your health. Every
millimeter of lowered blood pressure for those with
high blood pressure results in equal health benefit,
whether the reduction results from drug or lifestyle
change (Staessen et al. 2001).

Behavioral interventions affecting hypertension
include increasing physical activity, a calorie restricted
diet rich in fruit and vegetables and moderately
restricted in salt (strict salt restriction is not sustain-
able). However, blood pressure lowering drugs are the
most effective means of reducing hypertension in those
with high blood pressure. Stroke mortality has been
declining for some time. However, when calculated
quantitatively, the portion of the decline explained by
antihypertensive treatment was modest (Bonita and
Beaglehole 1989; Niessen et al. 1993; Tuomilehto et al.
1991), yet tangible and important. The best estimates
suggest that one third of the mortality decline could
be explained by lowered prevalence rates of smoking

and increased uptake of antihypertensive medications.
A smaller part might be explained by improving case-
fatality rates. These are hard to interpret as improved
case detection diagnosed more benign cases of strokes,
which previously remained hidden, but that carry a
better prognosis. Specific treatment options remained
limited, but the overall effect of aspecific, general
improvements in knowledge and care was crucial
(Niessen et al. 1993; Peeters et al. 2003b).

Mean blood pressure and the prevalence of hyper-
tension has been declining since the 1950s (Antikainen
et al. 2006; Burt et al. 1995). While this is attributed to
increasing awareness and treatment, evidence to doc-
ument this is lacking. Healthier foods, salt reduction,
improved preservation practices, and generally bet-
ter living conditions all may have contributed. Given
the strong correlation between BMI and hypertension,
increases in blood pressure and incidence of hyperten-
sion likely will follow increasing trends in BMI (Fields
et al. 2004; Hajjar and Kotchen 2003).

Cholesterol and the Lipoproteins

Although the role of hypertension on CVD is clear,
researchers have debated the risk for CVD related to
cholesterol over the last 50 years. A platform summa-
rizing the evidence against the cholesterol hypothesis
is the International Network of Cholesterol Skeptics
(www.thincs.org/). To summarize the debate: total
cholesterol levels have an exponential relationship
with CHD, but a U-shaped relationship with all-cause
mortality. At lower levels of cholesterol, all-cause
mortality increases. The proponents of the choles-
terol hypothesis declare the exponential relationship
with heart disease causal and the U-shaped relation-
ship spurious, a consequence of declining cholesterol
levels because of disease. The skeptics believe that
the increased mortality at lower levels of cholesterol
is causal, but the increased mortality at higher lev-
els of cholesterol spurious, a consequence of choles-
terol as a marker not a determinant of risk. There
is no debate that CHD risks go up with increasing
cholesterol levels. The question relates to interven-
tions: does lowering cholesterol reduce CHD mor-
tality and all-cause mortality? What is the evidence
that cholesterol-lowering diets and drugs lower heart
disease?
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In familial hypercholesterolemia, genetic variants
cause increased cholesterol levels and increased levels
of heart disease. A systematic review found no evi-
dence that a cholesterol-lowering diet is effective at
lowering cholesterol and reducing IHD (Poustie and
Rutherford 2001). The dietary improvements recom-
mended center on the reduction of salt and fat intake
and an increase in the intake of fruit, vegetables, and
fiber. A review that evaluated the effectiveness of
dietary advice in reducing cholesterol (Brunner et al.
2007) found 38 trials in which healthy adults were ran-
domly assigned to receive dietary advice or no dietary
advice. Modest improvements were shown in the treat-
ment groups in cardiovascular risk factors, such as
blood pressure and total and LDL-cholesterol levels.
The trials did not last long enough to answer the
question of whether the beneficial changes in cardio-
vascular risk factors resulted in a reduced incidence of
heart disease, stroke, or heart attack. Diets that reduced
modified dietary fat for prevention of heart disease
found a small but potentially important reduction in
cardiovascular risk in trials lasting longer than 2 years;
however, they found no effect on all-cause mortality
(Hooper et al. 2001). Cholesterol-lowering trials with
diet or drugs other than statins showed modest and
poorly understood increases in injury mortality (sui-
cide and accidents) (Hooper et al. 2001; Muldoon et al.
2001). A “meta-meta-analysis” that reviewed all meta-
analyses published on cholesterol reduction before
1995 found that the results of a meta-analysis depend
on the inclusion criteria of the study and the “charac-
teristics of the investigator” (Katerndahl and Lawler
1999). Overall, the meta-meta-analysis satisfied both
parties in the cholesterol wars: cholesterol reduction
was most strongly related to decreased non-fatal CVD
event rates, modestly related to decreased mortal-
ity from all cardiovascular causes and not related to
decreased all-cause mortality (Katerndahl and Lawler
1999).

Statins

The cholesterol wars became history with the appear-
ance of statin drugs in the late 1980s and the early
1990s. The first publications indicating the effects of
statins date from 1976 (Endo 2008; Endo et al. 1976).
In 1980, the therapeutic effect in patients with familial
hypercholesterolemia was demonstrated (Yamamoto

et al. 1980). The “4 S trial” showed that statin use
was safe and highly effective in patients with clinical
heart disease and high cholesterol levels (Scandinavian
Simvastatin Survival Study (4S) 1994; Strandberg et al.
2004). Evidence-based medicine became linked to
evidence-based marketing as the market of wealthy
persons with moderate hypercholesterolemia is enor-
mous. The weapons used to conquer the hearts and
minds of first cardiologists, then all medical doctors,
were randomized controlled trials. There is substan-
tial evidence and little debate that statins work and are
safe. They are effective in people with CHD (LaRosa
et al. 1999), stroke (Amarenco et al. 2004), and dia-
betes (Kearney et al. 2008), and in the elderly (Roberts
et al. 2007); they are effective as primary prevention
in healthy people (Mills et al. 2008). They seem to
improve bone mineral density (Uzzan et al. 2007),
may prevent melanoma (Dellavalle et al. 2005), and
although not yet clinically demonstrated, may lower
the risk of dementia (Hoglund and Blennow 2007).

After statins became available, active treatment
of hypercholesterolemia became (almost) universally
considered to be good medical practice. Statins not
only revolutionized cardiovascular risk management,
but they also revolutionized the traditional cholesterol
hypothesis. Statins reduced cardiovascular event rates
within weeks after initiation of therapy, long before
any LDL reduction could have reduced the atheromas
in the vessel wall and reduced disease. Statins did show
minor effects on atheromas, the accumulation of fat
in debris in the vessel wall. The cholesterol skeptics
were quick to point out that statins worked not because
but in spite of lowering cholesterol levels. In addition,
the unexpected side effects of statins were positive.
Statins have beneficial effects on inflammation, throm-
bosis, platelet aggregation, immunomodulation, and
endothelial function (Shaw et al. 2009).

Statins have proven to be highly effective in reduc-
ing all CVD event rates with thrombotic origin. The
fear of increased cancer risks did not materialize, and
the known adverse side effects (cognitive changes and
muscle weakness in the elderly) are either minor or
hard to prove. Statins lower all-cause mortality as
expected from reductions in cardiovascular mortality.
In contrast to other cholesterol-lowering interventions,
this suggests that the hazard of death from non-
cardiovascular mortality should remain unchanged. In
primary prevention, all-cause mortality is lowered by
8%, which is still marginally insignificant (Mills et al.
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2008). As the absolute risk of death is rather low in
primary prevention, statistical significance does not
equate with clinical significance.

Mass Chemoprofylaxis of Heart Disease

Statins are very effective for large portions of the pop-
ulation. In the short and medium term, in middle-aged
populations, they have few side effects that are gen-
erally easily managed. This success has raised the
idea of mass treatment for the entire population with
the “risk pill” that lowers CVD risk. This idea was
extended to extremes with the “poly pill,” a pill com-
bining a statin, three blood pressure lowering drugs (a
diuretic, a beta blocker, and an angiotensin converting
enzyme inhibitor), each at half standard dose; folic acid
(0.8 mg); and aspirin (75 mg) (Wald and Law 2003).
The authors conveniently assumed multiplicative inter-
actions of all benefits of all these drugs and no harmful
effects. However, three blood pressure lowering med-
ications and aspirin for healthy persons at low risk
might mean that the benefits of a polypill are unlikely
to supersede the harm. The idea of “more than 80%
reduction of cardiovascular mortality,” however, cap-
tured the imagination. We responded in a special issue
of the British Medical Journal that publishes papers
with the intent “to make you think, to make you laugh,
to make you think again.” Our satire, only partly in
jest, about the “polydiet,” mixed many dietary com-
pounds and multiplied the effects in a multiplicative
model resulting in the elimination of cardiovascular
mortality (Franco et al. 2004).

Management of risk based on 10-year absolute risk
for CVD events or death has become the cornerstone
of diagnosing need for treatment (Califf et al. 1996;
Graham et al. 2007; Haq et al. 1995; Standing Medical
Advisory Committee 1997). People at the highest risks
have enjoyed the greatest benefits. But in a life course,
reduction of the risk of death means postponing not
averting death. Postponing age-related disorders, or
increasing the age at which they occur, has more or
less the same effect, regardless of prior risk. If effects
persist lifelong, nonsmokers save more life years than
smokers, but at older ages (Bonneux 2000). For any
combination of risk factors such as lipid and blood
pressure levels, diabetes, smoking or a family history,
absolute risk level can be determined and related to

age. Those at high risk reach a given risk level at an
early age; those at low risk reach that risk level at a
later age. There are few ethical objections to this. The
problem arises from the added healthcare costs, and
the tradeoffs between treating the healthy against the
consequences of progressing age and caring for the dis-
abled and treating the diseased who are at high risk of
death. Statins in primary prevention reduce all-cause
mortality rates by 7% (Mills et al. 2008). Applying
this reduction to the Dutch life table of 2008, 30 years
of treatment (from age 50 until 80) would increase
life expectancy by 5 months for men and 4 months
for women. This is not a minor effect. The interesting
ethics question is then, do we wish to reduce risk by
pills or by healthier lifestyles, such as smoking ces-
sation, better diets, and increased physical activity?
Furthermore, in social welfare systems, who pays for
risk intervention?

Smoking

Smoking dwarfs all other risky behaviors in com-
promising health and increasing the risk of death
(Table 28.2). The US Surgeon General concludes that
smoking affects nearly all human non-communicable
diseases (US Department of Health and Human
Services 2004). Smoking works as a general “aging
agent,” harming every organ. It is particularly delete-
rious for what German researchers in the Third Reich
called “the Rauchstrasse,” the smoking street (mouth,
pharynx, larynx, and lung). German researchers under
the Third Reich were the first to discover and collect
evidence demonstrating the disastrous health conse-
quences of smoking. But after World War II, the sad
and terrible heritage of public health under the Nazis
overshadowed the value of any scientific research
(Proctor 1996, 2001).

This adverse effect of smoking is related to the
amount of tobacco smoked daily and to the duration
of smoking. The best measure of tobacco exposure is
“pack-years,” packages per day smoked during past
years. The effects of smoking on CVD interact syn-
ergistically with other CVD risk factors such as age,
gender, arterial hypertension, and diabetes (Graham
et al. 2007).

There are many ways to calculate smoking attribut-
able mortality. Formally, you need the population
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Table 28.2 Diseases considered to be caused by smoking by the U.S. Surgeon General

Cancer Cardiovascular diseases
Respiratory
diseases

Reproductive
effects Other

Bladder Atherosclerosis Chronic
obstructive lung
disease

Fetal death and
stillbirth

Low bone density and
hip fractures

Cervix
uteri

Abdominal aortic aneurysm Pneumonia Fertility Cataract

Esophagus Stroke Low birth weight Peptic ulcer disease
Kidney Coronary heart disease
Larynx
Leukemia
Lung
Mouth and

pharynx
Pancreas
Stomach

Source: US Department of Health and Human Services (2004).

structure, age-specific mortality by cause of death,
age-specific relative risks, and prevalence rates of
smoking-related diseases. But current prevalence is
not the best estimate of smoking exposure. Time lags
between smoking and the various target diseases vary.
For IHD, these time lags are short, but for lung can-
cer and chronic obstructive lung disease, the time lags
are long and may go back decades. Further, the effects
vary by intensity. Women may run lower risks than
men because they are less addicted, smoke less, and
quit for pregnancies.

The elegant method developed by Peto et al. (1992)
does not require information on historical smoking
prevalence as lung cancer mortality in developed
nations is a proxy for smoking intensity. In developed
countries, nearly all lung cancer is smoking-related.
Lung cancer as a cause of death is reliably recorded.
The ratio between the observed lung cancer mortality
and the expected lung cancer mortality in non-exposed
smokers, calculated from very large epidemiological
studies, replaces smoking prevalence as a more reli-
able proxy of the historical smoking exposition leading
to clinical disease. Based on the relative risks for all
other smoking-related diseases, from the same studies,
the numbers of deaths from all other smoking-related
causes are then attributed to the excess numbers of lung
cancer deaths.

On average smoking is said to kill one out of two
smokers. If smokers had not smoked, their mortal-
ity would be halved. A 50% reduction in all-cause
mortality of non-communicable degenerative disorders

would be linked to a life expectancy 5 years longer.
Some studies show even more loss of life: smoking
kills more often at middle age when the relative risks
are higher than 2 (Doll et al. 1994; Peto 1994). In
the Framingham Heart Study, persistent smokers lived
8.7 years (men) and 7.6 years (women) less than non-
smokers (Mamun et al. 2004; Peeters et al. 2003a).
It is also true that people who took up smoking after
the 1970s were well aware of the risks of smoking
and they may also share other risky lifestyles that
could explain their 1–2 year greater reduction in life
expectancy (Peto et al. 1992). Mr. David Goerlitz, a
former model who had appeared in ads for the R.J.
Reynolds Tobacco Company, asked Reynolds execu-
tives at a session “Don’t any of you smoke?” One of
them shook his head. “Are you kidding? We reserve
that right for the poor, the young, the black and the
stupid” (Herbert 1993). Poor, black, and less-educated
persons are known to have shorter life expectancies,
even after adjusting for smoking, obesity, and other
known risky lifestyles (Mackenbach et al. 2008).

By far the best behavioral intervention for reducing
CVD is stopping smoking. Quitting smoking is even
more important as age and smoking history increase.
The cumulative risk of lung cancer among nonsmok-
ers is very low, lower than 0.5% (Peto et al. 2000). The
cumulative risk of death from lung cancer by age 75
was 16% at 1990 rates in male cigarette smokers, and
10% in female cigarette smokers (generally because
women smokers smoke less). For men who stopped
at ages 60, 50, 40, and 30, the cumulative risks of
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lung cancer by age 75 were 10, 6, 3, and 2% (Peto
et al. 2000). If we extrapolate the lung cancer risks
to all-cause mortality, this would correspond to sav-
ings of 3, 4, 5 and 6 years of life expectancy. Quitting
smoking confers health benefits even among the old-
est old through immediate effects of tobacco smoking
on CVD mortality, mediated by nicotine and carbon
monoxide (CO).

Anti-tobacco Strategies

Because of the important effect of tobacco smoking
on health, all strategies that are effective in reducing
tobacco use have a large health impact. Originally,
anti tobacco activity was motivated by moral princi-
ples. The powerful public health campaigns of Nazi
Germany against tobacco smoking were based on
sound medical and epidemiological observations, but
added racist and nationalist hygiene arguments. The
Aryan race had a duty to be healthy: the men for
fighting, the women for breeding. While smoking was
frowned upon, the cigarette remained a trusted friend
of the soldier in harsh conditions and Hitler did not
try to eliminate smoking in the army. But while the
racist hygiene arguments were immoral, they saved
many German young women from smoking. Lung can-
cer rates in the German female cohorts born around
the 1930s are amongst the lowest in Europe (Proctor
1999).

After World War II, the movement to reduce
tobacco use increased in strength through the accumu-
lating knowledge of the health risks posed by tobacco
use. Despite overwhelming evidence of the adverse
health consequences of smoking, the norm of male
smoking in the United States and Europe has receded
slowly, in part because of the continued promotion of
smoking by tobacco companies that work synergisti-
cally with tobacco-addicted smokers who do not want
to believe their addiction is lethal (US Surgeon General
2000). However, it is important to note that, even in the
face of the stepped up propaganda from the tobacco
industry, the prevalence of smoking started decreas-
ing in the 1960s, a decrease that sped up in the 1970s,
largely as an effect of health education. Male smok-
ers became a minority and health advocates focused
on the prevention of harm to nonsmokers, particularly
of children (US Surgeon General 2006).

While smoking is an individual choice, inhal-
ing environmental tobacco smoke is not. Norms
have changed and smoking is increasingly becom-
ing socially unacceptable, regarded as annoying and
harmful to others. The epidemiology of passive smok-
ing is less convincing than often suggested, a conse-
quence of the impossibility of discerning small relative
risks against a large background of noise, associated
with poverty, education, occupational class, and other
risk factors (Bonneux and Coebergh 2004). However,
there is ample evidence that environmental tobacco
smoke contains many carcinogens, that active smok-
ing increases all cancer risks threefold, and that people
exposed to environmental tobacco smoke have nicotine
metabolites in their blood. There is no need for more
evidence: EU laws regulating health at the workplace
impose regulation of occupational exposures using a
perspective of “ALARA (as low as reasonably achiev-
able).” ALARA of environmental tobacco smoke is
obviously a smoke-free environment. Strict laws pro-
hibiting smoking in the workplace and in public places
affect smoking prevalence rates and assist people in
deciding to quit or not to start. The economically pow-
erful tobacco industry used multiple means to fight
against many laws and regulations, but lost many
crucial cases.

Given the tremendous health consequences of
smoking, nearly all strategies that succeed in effec-
tively lowering smoking are cost-effective if they are
not terribly expensive. Efforts at reducing smoking fall
in two categories: lowering uptake of smoking in the
young and helping smokers quit. As in tuberculosis
treatment or HIV-AIDS prevention, where single drugs
promote resistance and are not very effective, single
programs are less effective than multiple approaches.
The statements below summarize the findings pre-
sented in the report of the US Surgeon General on
reducing tobacco use (US Surgeon General 2000).

Lowering Uptake of Smoking

Educational strategies, conducted in conjunction with
community- and media-based activities, can postpone
or prevent smoking onset in 20–40% of adolescents.
More effective school programs are part of the stan-
dard curriculum and cooperate with parents, mass
media, and other community resources to lower the
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attractiveness of smoking, promoted by the industry
(US Surgeon General 2000).

Regulatory efforts have been less effective, partly
because they have been less well enforced. Because
most people take up smoking in adolescence, a minor’s
access to tobacco should be reduced as much as possi-
ble. Successful measures include enforcing minimum
age laws and requiring licensure of tobacco retailers.
Licensure provides an incentive to obey the law when
revocation of the license is a consequence of selling
tobacco to minors.

The price of tobacco has an important influence on
the demand for tobacco products, particularly among
young people who are not yet addicted. Increasing
the “sin taxes” on cigarettes would have a consider-
able impact on the prevalence of smoking and, in the
long term, reduce the adverse health effects caused by
tobacco. However, higher taxes may increase poverty
in addicted smokers. The money gained from “sin
taxes” should be used to finance smoking cessation
programs.

Numerous attempts to regulate advertising and
promotion of tobacco products have had only modest
success, often because the advertising departments of
the tobacco industry were more creative in subverting
these efforts. All tobacco advertising and sponsorship
on television has been banned within the EU since
1991, but this leads to very successful—from the
point of view of the tobacco industry—sponsoring
of attractive sports and cultural events directed at
the young. Bans on sponsoring these events lead to
widespread protests (and more unwelcome publicity),
and because of massive increases in budgets, these
events had become largely dependent on tobacco spon-
sorship and needed to downsize after the ban. Sports
that were largely sponsored by tobacco industries
included Formula 1 racing, NASCAR races, snooker,
golf, tennis, and darts. Snooker, Formula 1, and golf
tournaments needed a dispensation to be able to
adapt to the sponsorship ban (http://en.wikipedia.org/
wiki/Tobacco_advertising, accessed 05 February
2009) (Fig. 28.1).

EU legislation and most national legislations now
foresee a blanket ban on all future promotion, pub-
licity, and sponsoring. In 2009 US legislation pro-
hibited radio ads, television commercials, event spon-
soring, promotional giveaways, and other types of
brand advertising, as well as in-store product displays.

Product placement promoting “light” or “ultra light”
tobacco products is forbidden in the EU, as it fools
consumers into believing that these are safer.

Clean indoor regulations are only effective if they
foresee a smoking ban. While they protect nonsmokers
from environmental tobacco smoke, they protect smok-
ers even more, by reducing intensity of smoking and
promoting cessation efforts.

In the long term, tobacco production must be
reduced. Economic investments in programs that help
tobacco farmers to diversify and change to healthier
crops are effective in reducing tobacco production and
minimizing economic pressure.

Alcohol Use

Alcohol consumption is both harmful and protective of
mortality. Although drinking prevalence rates are rel-
atively high in most more developed countries, some
religions prohibit their members from drinking both
because it is considered wrong and because of the
dreadful consequences of alcoholism. Indeed, the tra-
ditional puritan heritage led to prohibition and later to
strict alcohol laws in the United States.

In observational studies, alcohol lowers CVD and
all-cause mortality (Klatsky and Udaltsova 2007). The
now common U-shaped (or J-shaped) relationship,
demonstrating increased mortality among heavy alco-
hol use and abstainers, was first identified by Pearl
in 1926. Most scientific associations recommend mild
alcohol use (http://www.health.gov/dietaryguidelines/
dga2005/document/html/chapter9.htm), but do not rec-
ommend starting drinking to improve health. However,
alcohol use has not been subjected to randomized clin-
ical trials and light and moderate drinkers often engage
in healthier lifestyles, in addition to their moderate
alcohol consumption. Further, abstainers also include
people with past or current histories of alcoholism.
Ecologically, there is a close correlation between the
amount of alcohol consumed and alcohol-related harm
and alcohol dependence. Nevertheless, light to mod-
erate alcohol use is associated with reduced CHD; it
also causes pleasure and enjoyment. Prohibition in the
United States and the failed War on Drugs show that
unbalanced anti-alcohol policies or drug enforcements
have large hidden costs, rarely taken into account in
cost-effectiveness analyses.
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Fig. 28.1 Publicity for
Marlboro at Formula 1 races.
Source: From Wikipedia
(public domain)

The lower mortality risk associated with lighter
drinking is attributable to lower risk of CHD and other
atherothrombotic vascular conditions. Substantial evi-
dence exists for several plausible biological mecha-
nisms for protection by alcohol against CHD (Klatsky
and Udaltsova 2007). Lower CHD mortality is even
observed in heavy drinkers, which argues against con-
founding. The size of the relative protection alcohol
confers against CHD makes the effect of alcohol use
dependent on CHD epidemiology. If CHD mortality
is higher, the relative positive effect due to alcohol
use will be larger. In developed countries, the effects
of alcohol consumption on CHD will be greatest in
middle and old ages.

While some deaths are attributed to alcohol use
(e.g., alcohol poisoning), most alcohol-related mor-
tality is linked to other causes of death. Using an
elegant case-control design, Zaridze et al. (2009) esti-
mated the relative risks of alcohol-related mortality
in Russian cities among heavy drinkers (equivalent
to three or more bottles of vodka per week), com-
pared to mild drinkers (less than half a bottle vodka a
week). Fewer women were heavy drinkers, but those
who were had extremely high risks of death from
alcohol-related causes. The highest risks were found
for alcohol poisoning (RR 27.1 for men, 75.2 for

women) and accidents and violence (5.9 for men, 9.3
for women), although many other causes were elevated
including road traffic accidents, homicide, suicides
and falls, tuberculosis, pneumonia, pancreas, and liver
disease (Zaridze et al. 2009). As in other studies, can-
cers most notably linked to alcohol use were in the
liver (2.1 and 1.6) and the upper aerodigestive tract
(3.5 and 2.2). Cancers often attributed to alcohol use
(breast cancer and colorectal cancer) are likely caused
by the excess calorie intake induced by alcohol, and not
directly related to alcohol (in this study, the effect of
alcohol use was predominantly protective). Mortality
from acute IHD showed relative risks of 3.0 among
men and 9.3 among women. In the three Russian cities,
more than half of all the deaths between ages 15 and 54
were caused by alcohol use.

In the EU comparisons between new member states
(nearly all former socialist economies before the fall
of the Berlin Wall) and the EU-15 (the “old” European
Union, mostly market economies since World War
II), the difference in life expectancy was 6 years for
men and 4 years for women (Huisman et al. 2009).
Among men, 0.8 years of the difference was explained
by smoking-related cancers and respiratory disease,
1.4 years by accident- and alcohol-related mortal-
ity, and 3.8 years by CVD. Among women, only
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cardiovascular mortality appeared different, account-
ing for a loss of life expectancy of 3.9 years.

Alcohol addiction has a stronger effect on persons
in the younger ages and the poor (Rehm et al. 2009).
In poorer populations, heavy episodic or binge drink-
ing is more common and very harmful (Anderson
et al. 2009). In low- and middle-income countries
where CHD mortality is lower, the protective effect of
alcohol is lower too. Direct morbidity and mortality
from alcohol use are compounded by severe indirect
morbidity from family disruptions and from the high
economic costs due to lost productivity (Rehm et al.
2009).

Effectiveness of Policies to Reduce
the Harm Caused by Alcohol

Box 28.1. summarizes the effectiveness of alcohol
control programs (Anderson et al. 2009). There is
good evidence that policies regulating the market-
ing of alcohol, its price and availability, are effec-
tive in reducing alcohol-related harm. Most effective
in reducing the harm of road traffic accidents are
enforced legislative measures to reduce drink driving.
Individually directed measures to at-risk drinkers are
effective too.

Box 28.1. Overview of effective
policies limiting the harm of alcohol
use

• Education and information

◦ School-based education showed some
positive effects of increased knowledge,
but no sustained effect on behavior
change.

◦ Parenting programs showed reductions
of alcohol use in six out of 14 programs.

◦ Social marketing programs showed
some significant effects in the short term
(up to 12 months).

◦ Health warnings noted some effects on
intentions to change drinking behavior,
but no effect on actual behavior change.

• Health sector response

◦ Brief advice noted a positive effect on
alcohol consumption and many alcohol-
related endpoints.

◦ Cognitive behavioral therapies for alco-
hol dependence are effective

◦ Benzodiazepines, glutamate inhibitors
and opiate antagonists for the treatment
of withdrawal or dependence are effec-
tive.

• Community programs

◦ Evidence is limited.

• Drink driving policies

◦ Introduction and/or reduction of alcohol
concentration in the blood while driv-
ing decreases alcohol-related fatal traffic
accidents.

◦ Sobriety checkpoints and random breath
testing decreases alcohol-related fatal
traffic accidents.

◦ Restrictions on young and inexperi-
enced drivers (e.g., lower concentrations
of alcohol in blood of novice drivers) are
moderately effective.

◦ Mandatory treatment for alcohol depen-
dence reduced recurrence of drunk-
driving offences and reduced alcohol-
related accidents.

◦ Alcohol locks were moderately effec-
tive in reducing recurrence of alcohol-
related offences, but only while present.

• Addressing the availability

◦ Government policies are effective in
reducing the availability of alcohol.

◦ Minimum purchase age is effective in
reducing youth drinking and alcohol-
related harms, particularly road traffic
accidents.

◦ Reductions in hours of sale reduce con-
sumption and harm.
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• Addressing the marketing of alcoholic bever-
ages

◦ Advertising increases youth initiation
and alcohol consumption among cur-
rent users (evidence of harm). Self-
regulation is not effective and does not
prevent types of marketing that can
affect young people.

◦ Alcohol taxation is effective.

Source: Anderson et al. (2009).

Avoidable Mortality

Causes of avoidable mortality highlight those causes
of death that are considered amenable to medical or
policy interventions (see also Chapter 23 by Beltrán-
Sánchez, this volume). The idea was pioneered by
Rutstein (Rutstein et al. 1976) for use as an indicator of
the performance of health care. Some causes of death
are partly avoidable through medical interventions,
others are not. Lists of avoidable mortality contain
a level of medical consensus but vary somewhat by
author, indicating possible variance in interpretations
about what is avoidable and, if avoidable, by how
much. Effective medicine will lower but not eliminate
the risk of most avoidable causes of death. The Global
Burden of Disease Project (GBD) shows the variance
in major causes of death over the world (Lopez et al.
2006) and highlights the most important avoidable
causes of death. GBD data are not based on actual data,
but generated by formalized expert consensus and give
the best overview of the state of world health for two
periods—1990 and 2001.

The GBD makes the distinction between three
classes of causes of death in two parts of the world. The
three classes are communicable disorders with mater-
nal and perinatal causes and nutritional deficiencies,
non-communicable causes and external causes (injury,
suicide and homicide). The two parts of the world
are low- and middle-income versus high-income coun-
tries. The low- and middle-income part is rather big
and heterogeneous; however, life expectancies in Latin
America, Asia (except South Asia), and North Africa
are increasing and converging, whereas Sub-Saharan
Africa (SSA) is falling further behind. Life expectancy

in South Asia (predominantly India, Pakistan, Sri
Lanka, and Bangladesh) is increasing, but not as fast
as in the rest of the middle- and low-income coun-
tries. In 2001, these low- and middle-income countries
(LMIC) accounted for 85% of world population and
97% of deaths. The age-standardized death rate (with
the young World Population Standard) was 1.14%
in the LMIC and 0.5% in the high-income countries
(HIC), indicating a hazard of death more than double
in LMIC.

Causes of Death Related to Infectious
Disease, Pregnancy, Birth, and
Malnutrition

In the high-income countries, this category of causes
of death accounted for 7.0% of mortality, in the LMIC,
this was 36.4% of mortality, in SSA 69% in 2001,
according to the GBD (Lopez et al. 2006). In SSA
(11% of the world population), 237,000 women died
during childbirth, of whom 223,000 were between ages
15 and 24. In the rest of the LMIC (74% of the world
population), 270,000 young mothers died; in the high-
income countries, 15% of the world population, there
were 1,000 deaths to young mothers. Of the half mil-
lion mothers dying each year, close to 80% die of
bleeding, sepsis, hypertensive disorders of pregnancy,
or of obstructed labor or abortion (causing 66,000
deaths per year). Maternal mortality is therefore a good
indicator of the quality and performance of primary
health care, including the two basic levels of care: the
first line and the secondary hospital of reference. A
decent maternity service in the referral secondary hos-
pital with a performing primary healthcare system will
reduce maternal mortality to low levels.

It is common knowledge that infectious diseases
have been nearly eradicated in high-income countries
by vaccinations, antibiotics, and effective health care.
However, as noted before, in the case of measles,
infectious diseases have a very different outcome in
healthy and well-nourished children living in salubri-
ous housing than in malnourished children living in
crowded conditions. This argument has been put forth
in explaining the history of tuberculosis decline by
McKeown (1976). He rightly noted that tuberculosis
in the United Kingdom was already reduced to very
low levels in the late 1940s, when the first antibi-
otic for treatment of tuberculosis, streptomycin, was
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introduced (BCG, the vaccine, was introduced 10 years
before, but it did not work very well).

In the high-income countries, of the 7% dying of
infectious disease, two thirds (4.4%) die of lower respi-
ratory infections, and of these, 90% die at ages 70 and
older. This is caused by waning immunity at the end of
life, and is one reason pneumonia is known as the “old
man’s best friend.” The same holds for malnutrition,
which is limited to old age, often associated with cog-
nitive decline. Additional infectious diseases that cause
8% of the deaths from infectious disease include HIV,
tuberculosis, and hepatitis B and C. In high-income
countries, these are often prevalent in minority groups:
men who have sex with men, migrants from Sub-
Saharan Africa, the homeless, alcoholics, and other
substance abusers, often with co-occurring mental ill-
ness (Huisman et al. 2009; Lopez et al. 2006). Hepatitis
C is a frequent problem among blood transfusion
recipients.

In LMIC, infectious diseases are still an important
cause of death, claiming 14.2 million deaths (nearly
30%). An added 2.5 million deaths are caused by peri-
natal deaths, 700,000 during traumatic deliveries. The
most important causes of death are, in order of mag-
nitude, lower respiratory infections, HIV-AIDS, diar-
rheal diseases, tuberculosis, malaria, measles, pertus-
sis, tetanus, meningitis, and syphilis. Pertussis, tetanus,
and measles are vaccinable diseases; lower respira-
tory infections, meningitis, syphilis, tuberculosis, and
malaria are treatable and curable. Mortality may be
hard to eradicate completely, but can be pushed back
to very low levels.

Except in African populations, HIV-AIDS has not
spread widely in the general heterosexual population
(Hamers et al. 2003). Rates of partner change and mul-
tiple concurrent partnerships were too low to increase
the basic reproductive rate (“R 0” is the probability that
an infected person will infect another person. If this is
under 1.0, no epidemic can be maintained) (May and
Anderson 1987). In Africa (and African populations
outside Africa), HIV-AIDS spread into the general
population for reasons not always well understood.

HIV-AIDS remains a difficult challenge, as highly
active antiretroviral treatments (HAART) effectively
lower mortality but will not eliminate the virus
and cure the disease. RNA viruses are labile, fast-
mutating viruses that easily acquire resistance to exist-
ing drugs, which makes the long-term outlook for
even successfully treated patients uncertain. The lack

of development of HIV-vaccines is one of the most
notable failures of medical research in recent decades
(Robb 2008).

Although behavioral campaigns have been highly
promoted, evidence of their success is scant, absent
in high-risk African populations, and plagued by
ideology and religion. Right-winged religions sab-
otage information campaigns about healthy sexual
behaviors, considering these to be pornographic and
promoting promiscuous and immoral behaviors. In
high-income countries, such campaigns against sex-
ual education have little effect, but in low-income
countries where religion offers dignity and hope to
impoverished people, these radical campaigns against
contraception and safe sexual behaviors have been very
damaging (Bonneux 1994; Mashta 2008).

On the other side, left-wing, nongovernmental orga-
nizations overestimated the effectiveness of condoms
and deliberately ignored the high risks of multiple
concurrent partnerships (Epstein 2008). Condoms are
efficacious at reducing the risk of transmission in
laboratory conditions and effective in the hands of
professional sex workers, but they appear less success-
ful in community settings particularly among young
and inexperienced partners (Weller 1993; Weller and
Davis 2002). In randomized trials in Africa, condom
use increased the risk of HIV transmission, likely as
a consequence of risk compensation (people engag-
ing in unsafe sex, who have but do not use condoms)
(Hearst and Chen 2004; Kajubi et al. 2005). The ABC
campaigns of Uganda seemed to be the only ones
that were effective in the real-life conditions of Africa
(Murphy et al. 2006; Potts et al. 2008; Shelton 2007).
A stood for Abstinence (targeted to youngsters: think
and talk before you start having sex), B for Be faith-
ful (concurrent partnerships are the HIV highways
through sexual networks), and C for condom use (when
experimenting with new relations outside marriage,
use condoms). There is a general consensus that behav-
ioral HIV campaigns should be multifactorial and a
growing consensus of the health dangers of concurrent
sexual partnerships (Coates et al. 2008; Merson et al.
2008a, b; Potts et al. 2008; Shelton 2007).

Cancers

By far the most important amenable causes of can-
cer are affected by health policy interventions: those
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cancers that are related to and caused by tobacco smok-
ing, alcohol, obesity, and occupational exposure. The
most important contribution of a well-organized and
funded healthcare sector to the decline of cancer mor-
tality is a timely diagnosis, lowered complication rates
from the extensive surgical treatment often needed, and
increasing effectiveness and appropriateness of radio-
therapy and chemotherapy. These all add up to a size-
able but hard-to-define improving prognosis for cancer.
In the most common chronic cancers (breast, colorec-
tal, and prostate cancer), such therapeutic progress has
improved prognosis considerably.

The foundation of the progress in cancer treatments
was the development of evidence-based medicine,
and the organization of carefully designed multicen-
ter treatment trials recruiting large numbers of eligible
patients. Progress was real but limited and piece-
meal. Survival of most cancers improved. However,
early detection and population screening of popula-
tions at low risk make these figures hard to interpret.
Active case detection will preferentially detect those
cancers that are longstanding with a more benign
disease course. The “cancer epidemic” is usually an
epidemic of cancer incidence, not of mortality, and
is largely iatrogenic. It is a difficult public health
choice between improved prognosis through early
diagnosis and increased overdiagnosis of essentially
benign lesions.

For all specific cancers, with the exception of lung
cancer in smokers, the probability of dying of the
specific cancer is small, compared to competing mor-
tality risks. The effect on population life expectancy of
targeting these cancers is therefore limited, if measur-
able at all. The important cancer causes of death are
lung cancer (discussed with smoking-related cancers),
colorectal cancer, breast cancer (among women), and
stomach cancer.

Stomach Cancer

Stomach cancer used to be the most important can-
cer causing death in Europe, before it was overtaken
by lung cancer, previously a rare disorder. Stomach
cancer is retreating fast to low levels in developed
countries (Boyle and Ferlay 2005). The decline is
hypothesized to be linked to improved diets allowed by
better preservation practices. Refrigerators and freez-
ers have likely been more important than medical care

in reducing stomach cancer. The recognition and treat-
ment of Helicobacter pylori (H pylori) as an infectious
cause of stomach ulcers along with reducing trans-
mission of the condition through less crowded living
conditions helped.

Breast Cancer

Breast cancer is a true scourge of women in middle
age. In the EU, it is the most important cause of lost-
life years among women. While most diseases show
negative correlations with socioeconomic status (SES),
breast cancer is more prevalent among the wealthy,
tall, and well-nourished populations, and breast cancer
incidence in a country tends to increase with economic
development (Linos et al. 2008; Silva Idos et al. 2008).
The most important risk factor is reproductive behavior
(Collaborative Group on Hormonal Factors in Breast
Cancer and Breastfeeding 2002). There is ancillary
evidence that hormone regulating therapy is harmful
too. Hormone replacement therapy (HRT), very popu-
lar in the 1980s and early 1990s and widely promoted
by the medical industry for its “cardiovascular pre-
vention potential” might have increased breast cancer
(Beral 2003; Kumle 2008). After HRT was linked to
cardiovascular risk rather than prevention, the usage
of HRT dropped sharply (Chlebowski et al. 2009;
Roberts 2009; Writing Group for the Women’s Health
Initiative Investigators 2002). The best primary preven-
tion for breast cancer is having many children early
in life and breastfeeding them for a prolonged period
(Collaborative Group on Hormonal Factors in Breast
Cancer and Breastfeeding 2002). Health is set in com-
plex social and physiological systems: what is good
for one system may be bad for another. A “healthy
breast choice” may conflict with women’s preferences,
and the social consequences of low levels of educa-
tion and low income later in life resulting from early
and frequent childbearing could be far more detri-
mental than the prevented breast cancer. Breast cancer
screening is of limited effectiveness in reducing breast
cancer mortality and of dubious effectiveness in low-
ering all-cause mortality (Black et al. 2002; Gotzsche
and Nielsen 2006). Decline in breast cancer mortal-
ity, against an increasingly unfavorable reproductive
lifestyle, has been attributed, except for the discon-
tinuation of HRT, to increasingly effective treatment
of cancer patients by chemotherapy and tamoxifen (a
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hormonal treatment) (Early Breast Cancer Trialists’
Collaborative Group 2005; Yerushalmi and Gelmon
2008).

In colorectal cancer, high-quality care reduces mor-
tality. There are large differences in the EU in progno-
sis, after adjusting for surgery and stage at diagnosis
(Boyle and Ferlay 2005; Verdecchia et al. 2007). As
mentioned in the introduction, increased case detec-
tion may increase incidence, prevalence and survival of
colorectal cancer, but will not necessarily lower mor-
tality. Active screening tends to detect more benign
lesions, by the typical screening bias “length time”:
rapid, highly malignant cancer growth is missed by
periodic screening, the slower and the less malignant a
cancerous lesion is, the more likely it will be detected
(Black and Welch 1993). However, colorectal cancer
screening is more complex, as during colonoscopy,
precancerous lesions are removed, which may decrease
colorectal cancer incidence (Pignone et al. 2002). The
US Preventive Services Task Force finds that there is
fair to good evidence to recommend screening for col-
orectal cancer using fecal occult blood testing, sigmoi-
doscopy, or colonoscopy in adults, beginning at age 50
years and continuing until age 75 years. There was a
25% risk reduction of colorectal cancer mortality (RR
0.75, 95% CI 0.66–0.84) for those attending at least
one round of screening using the FOBT (Hewitson
et al. 2008). This implies that the reduction of the
absolute risk of colorectal cancer mortality is relatively
limited.

Childhood cancers are less frequent, but young chil-
dren dying of cancer not only lose many life years,
but also spoil many life years for their kin and par-
ents. While most childhood cancers were considered
incurable until the early 1970s, 5-year survival from
all childhood cancers for children diagnosed in the
early 1980s was 65%. In the early 1990s it was 75%
(Gatta et al. 2005). Progress in lymphoid leukemia
(one-quarter of all childhood cancers) was tremendous,
reaching 5-year survival rates of 83% in children diag-
nosed in the early 1990s. For Hodgkin’s disease, 5-year
survival is now more than 95% (Gatta et al. 2005).
This was again a victory for evidence-based medicine,
with oncologists cooperating in large multicenter trials
testing increasingly effective but ever more aggressive
multi-drug therapies, mastering the complications of
these highly aggressive treatments and, last but not
least, developing and adhering to progressively more
specified and standardized treatment guidelines and

protocols. The same evolution was observed for testis
cancer, where 5-year survival is now more than 95%
(Verdecchia et al. 2007).

Cervical cancer is caused by a sexually transmitted
wart virus, Human papillomavirus (HPV). A healthy
sexual lifestyle is therefore important for prevention.
Having unprotected sex, especially at a young age, and
having many sexual partners increases the risk of HPV
infection. Women who have many sexual partners or
who have sex with men who have had many part-
ners have a greater chance of getting HPV. However,
most women with HPV infection do not develop cervi-
cal cancer and other risk factors must come into play.
Cervical cancer screening with PAP smears has been
highly effective in reducing incidence and mortality of
invasive cervical cancer. But to be cost-effective, well-
organized cancer screening programs have to actively
target women at high risk of cervical cancer, while
limiting the adverse effects of over-screening and over-
treating women at low risk. In the future, this may
change, as HPV vaccination will seriously decrease
cervical cancer incidence (Koutsky et al. 2002). This
may cause new dilemmas for public health. Cervical
cancer screening will still be effective, but to be cost-
effective, screening programs will have to be revised
in vaccinated women, particularly if at very low risk of
sexually transmitted diseases (Kim and Goldie 2008).

Surgical Disorders

Most surgical disorders fall under the heading of gas-
trointestinal surgery. These used to be important causes
of death that were nearly eliminated by safer anes-
thesia and competent surgery, although late diagnosis
and low quality of care can increase rates of compli-
cations and still claim lives. In most lists of avoidable
mortality, peptic ulcer, appendicitis, abdominal hernia,
gallstones, and gallbladder infections are included.

Appendicitis incidence is related to economic
development with a strong inverted U-relationship.
Appendicitis used to be rare in developing countries,
peaked in developed countries in the early twentieth
century, and then declined in incidence with greater
decline in mortality (Bickler and DeMaio 2008; Kang
et al. 2003). The surgical intervention was developed at
the end of the nineteenth century. Untreated, mortality
from appendicitis is high as the inflamed and infected
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appendicitis perforates and can cause a generalized
peritonitis. The incidence of appendicitis is increas-
ing as developing countries modernize. The reasons
are poorly understood but is generally attributed to
changes in diet and hygiene (Bickler and DeMaio
2008; Walker and Segal 1995).

Peptic ulcer disease also has an interesting history,
showing the interaction between medicine, society,
and fashionable paradigms. Peptic ulcer was thought
to be caused by stress, diet, smoking, alcohol, and
drugs (most analgesic drugs may cause gastritis). In
the 1960s and 1970s, mental stress was considered to
be the most important determinant of peptic ulcer. In
World War II, peptic ulcer peaked extraordinarily high
in London during the period of the frequent bombings.
But in the 1980s H pylori was discovered to be an
infectious cause of gastritis. This changed the theory
so that ulcers once assumed to be caused by stress were
then seen as caused by infections. However, because
infection with H pylori is extraordinarily prevalent,
and most infected people do not develop gastritis and
ulcers, the “postmodern” consensus blames an interac-
tion of factors. H pylori is important, but so are stress,
smoking, and analgesic drugs (Raiha et al. 1998).
Genetic factors, which can predispose a person to more
harmful consequences of H pylori, are of only modest
importance (Raiha et al. 1998).

The prevalence of gallstones in a population is
also positively correlated with development, through
increases in cholesterol levels in the bile, increases in
weight, diabetes, and high fat low fiber diets. Until
the age of abdominal surgery, there was no generally
effective treatment for gallstones. Gallstone patients
faced a high death rate with crippling abdominal pains.
The first surgical removal of the gallbladder was car-
ried out in 1882 by Carl von Langenbuch (Tait and
Little 1995). The safety and success of this operation
was soon established and together with safe anesthesia,
analgesia, and antibiotics has changed this risk forever.

Injuries

In the EU, important causes of loss of adult life are
injuries, particularly road traffic accidents and suicide
among the young and fatal falls among the elderly.
In the EU 6.9% and 3.5% of all deaths respectively
among men and women were caused by injuries. In
Europe, 22% of all fatal injuries were caused by

transport accidents, primarily road traffic accidents;
three-quarters of the victims were male (Huisman
et al. 2009). Worldwide, road traffic accidents are an
increasing health problem, ranked tenth in importance
as cause of death in 2002 and eighth in the projec-
tions for 2030 (Mathers and Loncar 2006). In African
countries, the death toll per number of cars is highest.
In Zambia, a country plagued by AIDS and malaria,
road traffic accidents are now the third leading cause
of mortality (Schatz 2008). Mortality at young and
adult age from accidents, drugs, alcohol, and suicide
share common characteristics, suggesting a continuum
of self-destructive tendencies (Neeleman et al. 1998).

Ten percent of all injury deaths are caused by acci-
dental falls, where half of all victims are women.
Other unintentional causes of fatal injuries are poison-
ing, drowning, and burns. One in four of all injury
victims committed suicide, three-quarters being male.
Homicide is a relatively rare cause of death in the EU,
but frequent in the United States, accounting for 2.5%
of all injury mortality or 1.3 per 1,000 deaths. Two
thirds were men. Except for accidental falls, men dom-
inate injury mortality. Among European men, injuries
are the most prominent cause of potential years of
life lost (PYLL) before age 65, causing no less than
27.8% of all PYLL, nearly 10 percentage points more
than cardiovascular diseases (Huisman et al. 2009).
Women are less affected, but injuries still cause 15.2%
of all PYLL, still more than circulatory diseases. Only
cancer causes more PYLL. As accidental falls are pre-
dominantly a cause of death among the elderly, the
causes of PYLL are dominated by suicide and traffic
accidents.

Low income is one of the determinants of the risk of
injury. This holds for countries and individual people.
Injuries are linked to poverty and inequality in many
ways (Sethi et al. 2006). Poor individuals and families
live riskier lives in more risky environments and
have less access to high-quality emergency medical
and rehabilitative services. They are financially more
vulnerable, and once injured, the healthcare costs and
lost income increase poverty. In the United Kingdom,
children from lower social classes are three–four
times more likely to die from injuries than those of
higher classes (Edwards et al. 2006; Roberts and
Power 1996). Childhood traffic accident deaths are
strongly associated with poverty, single parenthood,
low maternal education, low maternal age at birth,
poor housing, large family size, and parental alcohol or
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drug abuse (Sethi et al. 2006). Suicide rates are higher
for people experiencing unemployment. Alcohol and
drugs, related to lower SES too, further increase risks
for all unintentional injuries and violence. In general,
reducing inequalities of wealth between nations and
people will most likely lead to decreases in injuries
and violence.

Road Safety

The main risk factors for fatal accidents are speed and
alcohol, exposing vulnerable road users to motorized
traffic, poor visibility, and not using such protective
equipment as seat belts (Sethi et al. 2006). Road
safety policies have been highly effective in reducing
accident mortality. Peaking in the early 1970s, the
numbers of road traffic accidents have been declining
tremendously, although this decline is stagnating.
In the Netherlands for example, the rate of traffic
accident mortality declined nearly sixfold, from 25.6
in 1970 to 4.4 per 100,000 in 2008. In that period,
the population was increasing, but the large fraction
of young and inexperienced drivers in the post-World
War II baby boom were instrumental in these high
death rates. In recent years in the established market
economies of the EU, the road has been dominated by
experienced drivers from the baby boom. This might
change in the future, as the elderly are at increased
risk of traffic accidents.

In most European countries, the problems of
drinking, driving, and speeding are quite promi-
nent. Particularly in the former socialist economies,
high alcohol-related mortality is linked to very high
accident mortality, and related to a certain soci-
etal acceptance of alcoholism and drunk driving
(Mackenbach et al. 2008). But even in the Netherlands
where alcohol-related mortality is relatively limited,
one-quarter of all accidental deaths in the twenty-
first century have been caused by drunk driving
(http://www.swov.nl/uk/). Most European countries
have created public campaigns that underscore the
social unacceptability of drunk driving, including
criminalizing such behavior.

Because higher speeds contribute to the risk of
severe injury and fatal crashes, speed management is
one of the most important cornerstones of road safety.
Speeding is related to personality characteristics, road
layout and environment, the vehicle, and enforcement
by control. Speed management intervenes at all these

levels. Acceptable and sustainable speed limits must
be determined (and depend partly on societal choice),
road users have to know the local speed limit, and
local infrastructural measures such as speed bumps
and roundabouts enforce a safe speed. Future devel-
opments are active speed control depending on traffic
density, and increasingly information provided to the
car on prevailing speed limits and realized speed by
global positioning systems (GPS). Strict police control
remains essential for those who deliberately drive too
fast.

Individual passive safety is best served by safety
belt use (Cohen and Einav 2003; Sethi et al. 2006).
The relation between safety belt use and mortality is
more complex than generally presented and tends to
be overestimated, as safety belt users tend to be more
risk averse and more prudent drivers with or without
safety belts. More erratic users may show compensat-
ing behavior and drive more recklessly when wearing
a seat belt (Cohen and Einav 2003). Still, seat belt use
does decrease overall traffic fatalities, and the pres-
ence of seat belt reminders that warn car drivers if
the seat belt is not fastened significantly increases the
proportion of motorists wearing a belt.

Occupational Safety

Occupational safety increased tremendously, which
drastically reduced the numbers of victims, as the most
hazardous industries, such as mining and steel manu-
facturing, were phased out or moved to developing
countries where labor force is cheaper (Centers for
Disease Control 1998). People face a variety of haz-
ards, including chemicals and biological agents. These
may produce a wide range of fatal events, includ-
ing injuries, cancer, and respiratory disease. Only the
workers employed in the jobs with specific risks are
affected, causing high risk in the concerned group.
For example, healthcare workers are at high risk of
transmission of HIV and Hepatitis B virus (HBV)
through needle stick injuries, but they rarely consti-
tute more than 1% of the population, limiting the total
health burden in the population. Policies to standardize
needle usage, increased HBV immunization coverage,
and post-exposure antiretroviral profylaxis seriously
decreased the risks.

Most fatal occupational injuries occur among indus-
trial and agricultural workers. The highest risks are
among fishermen and pilots. Work-related falls, motor
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vehicle injuries, and contact with machinery still
result in nearly 1,000 occupational deaths every day
throughout the world (World Health Report 2002,
http://www.who.int/whr/2002/en/whr02_ch4.pdf).

Many of the 150 chemical or biological agents clas-
sified as carcinogens are encountered in occupational
settings. Worldwide, occupational exposures to lung
carcinogens, including asbestos, arsenic, beryllium,
cadmium, chromium, diesel exhaust, nickel, and silica
account for about 10.3% of cancer of the lung, trachea
and bronchus, which is the most frequent occupational
cancer (World Health Report 2002, http://www.who.
int/whr/2002/en/whr02_ch4.pdf). And worldwide
2.4% of leukemia is attributable to occupational
exposures. Microscopic airborne particles of silica,
asbestos, and coal dust may not only cause cancer of
the lung, but also the non-malignant but often fatal
fibrotic lung disease pneumoconiosis (“dusty lung”).
In practice, these exposures are often controllable, and
are increasingly controlled.

Suicide

Self-inflicted injuries and suicide are the most fre-
quent cause of death from injury in Europe. Suicide
rates are high among young people, but increase with
age until the age of 80 and over. At all ages, men
are much more likely to take their own lives than
women. In the EU, men lose 3.4 more life years
from suicide than women, in spite of their shorter life
expectancy.

Risk factors for suicidal behavior are numerous.
Apart from age and gender, the most important fac-
tors are psychological and social. Many people who
commit suicide have demonstrated depression and
hopelessness (Bernal et al. 2007). Drugs and alcohol
use also play an important part; a quarter of suicides
involve alcohol abuse (Bernal et al. 2007). Among the
elderly, suicide may also be the consequence of severe,
painful, or disabling diseases, often in combination
with social isolation. Rates of suicide are higher in
rural than in urban areas, presumably due to social iso-
lation. Religious affiliation is one of the determinants
that protects against suicide, by religious prohibitions
and by strengthening the social network (Neeleman
and Lewis 1999). Suicide rates increase during periods
of economic recession and unemployment (Gunnell
et al. 1999; Stuckler et al. 2009).

In the EU, national identity is a determinant of sui-
cide risks. Borders separate regions with a common
history but with now tremendously different risks of
suicide. In the Benelux (the Netherlands, Belgium, and
Luxemburg) countries that shared a common history
until the sixteenth century, and which share a com-
mon language in the Netherlands and Flanders, suicide
mortality is 2.5 times lower in the Netherlands than in
Flanders (Bonneux and Huisman 2008). In Slovenia,
the suicide mortality rate is four times higher than
across the Italian border, in the neighboring North
Eastern Italian region.

Efficient primary health care may identify and
treat mental disorders in a timely manner, resulting
in a decrease in suicidal behavior and suicide rates.
Control and treatment of alcohol and substance abuse
are important in lowering suicide rates. Social inter-
ventions include restricting access to dangerous sub-
stances used in suicide, removal of carbon monoxide
from domestic gas, and handgun control.

The Future

Foreseeable change in population mortality ought to
be based on existing technology with proven evidence.
It is unlikely that the population at large will benefit
from not yet existing technologies within the next 20
years. In very low mortality populations, people die of
such distal causes of death as CVD, cancer, respiratory
disease, Alzheimer’s disease, and other debilitating
disorders at the end of life. Old age cannot be listed
as the primary cause of death on official documents:
people are not allowed to die of old age. The ratio-
nality of this practice is arguable. In medical practice,
the reduction of the elderly patient to a set of distinct
diseases treated in an uncoordinated manner has led to
poor geriatric care (Fialova and Onder 2009). Indeed,
advancing both the length and the quality of life at old
age will require a clear focus on the aging process,
which is the proximal cause of death. Other proximal
causes of the disease process are the usual suspects:
smoking, obesity, lack of physical activity, and lack of
high-quality care at old age.

With delayed cardiovascular mortality, cancer is
becoming the most important cause of death before
the age of 75 in developed countries. Spectacular
advances in cancer treatment are comparable to sim-
ilar advances in nuclear fusion: many technologies are
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promising, but progress is piecemeal and limited in
impact. To have a real population impact, the disease
has to be frequent. Cancers from infectious origins,
such as cervical cancer, are rather rare, for exam-
ple: HPV vaccination is an important asset for public
health, but its impact on all-cause mortality is small
in most developed countries, with low cervical can-
cer mortality. Efficient cervical cancer screening, done
in well-organized population screening programs, is as
effective as vaccination. Where sexual behavior has
been changing as a consequence of successful HIV
prevention, this is again as effective. Other cancer
vaccines have been studied for decades, to little ben-
efit. Dendritic cell vaccines are more popular among
cancer quacks than in clinical medicine. After 15
years of development, such dendritic cell vaccines are
an experimental therapy only in melanoma treatment
(Lesterhuis et al. 2008). Anti-angiogenic treatments
that fight cancer by inhibiting the genesis of new
blood vessels that feed the tumor have been stud-
ied for years, but clinical benefits have not yet been
ascertained. Evidence from animal studies suggests
that such drugs may actually accelerate the spread
of cancer (Hayden 2009). The most promising new
technologies are monoclonal antibodies that interfere
with systems promoting cancer growth. An example
is trastuzumab (Herceptin), which interferes with the
HER2/neu receptor. The HER proteins regulate cell
growth. In some breast cancers, HER2 is stuck in the
“on” position, and causes breast cells to reproduce
uncontrollably, causing breast cancer. For individu-
als with specific cancers, the benefits of continuing
progress in cancer treatments are large, but as their
numbers are limited, the potential for lowering pop-
ulation mortality by therapeutic progress will remain
limited within the next 20 years.

Cancer screening policies would be effective if can-
cer followed a linear growth model. It does not: cancer
follows an evolutionary model of random mutation
and selection for aggression. Advancing diagnosis to
an earlier but detectable stage therefore comes at the
price of considerable overdiagnosis: fatal tumors have
been small, but small tumors will not necessarily be
fatal. The mortality reduction remains small, as metas-
tasis may easily occur before any detectable phase
(Gotzsche and Nielsen 2006; Humphrey et al. 2002).
To avoid one cancer death, the average screening pro-
gram needs at least 10,000 person-years of follow-up.
The false promises of cancer screening come under

increasing scrutiny (Editorial 2009; Esserman et al.
2009; Godlee 2009; Gotzsche et al. 2009; Welch 2009;
Woloshin and Schwartz 2009), and the reduction of
these programs seems a more rational expectation than
further expansion.

Major reductions in cancer incidence and mortality
can be achieved through reducing smoking prevalence.
Inhibiting smoking uptake by anti-tobacco policies that
successfully can stop the addiction of youth can be
quite effective. Obesity is a less important cause of
cancer mortality (Renehan et al. 2008), but its popu-
lation impact still may soon outweigh any therapeutic
progress.

Cardiovascular mortality used to be the major
cause of death in developed nations, but rates have
declined tremendously since the 1960s (in the United
States) and the 1970s (in Europe). But these rates
can go down still further. Cardiovascular mortality
at older ages is dominated by thrombotic events and
their consequences for hearts (myocardial infarctions),
brains (thrombotic stroke), and peripheral arteries.
Case-fatality rates from acute myocardial infarctions
dropped tremendously, but are still high enough to be
vulnerable to effective therapeutic policies. The dom-
inant paradigm is still “time is muscle.” The sooner
the clotted blood vessel can be reopened, the bet-
ter. Most promising are rapid interventions with direct
ambulatory thrombolysis before arrival in the hospital.

Stroke treatment, the second cause of death in CVD,
is now following acute myocardial infarction therapy,
first with thrombolysis and recently also with stent
procedures. The difficulties are greater, but progress
is undeniable. Stroke units have improved prognosis
further by treating and preventing disability.

For population mortality, cardiovascular risk man-
agement of high-risk population is in competition
with mass chemoprofylaxis of the entire population.
Two low-dose antihypertensives and one generic statin
have the theoretical potential of halving residual car-
diovascular mortality, or reducing all-cause mortality
by 10–15%. Randomized controlled trials have been
started, and beneficial results are expected. The com-
plications of these very well known drugs are minor
and the costs are small and decreasing. It is likely that
such mass profylaxis will spread in the future.

Rising BMI in populations may reduce life
expectancy gains from reduced cardiovascular mortal-
ity (Stewart et al. 2009). Until now, health policy has
had remarkably little effect on the “growing masses”
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in western populations, but many feel that obesity
ought not to be a difficult target for drug therapy.
However, promising drug therapies have consistently
failed to this point because of high rates of complica-
tions. Obesity becomes more lethal at BMIs over 33
and is comparable to smoking at BMI over 40 (Reuser
et al. 2009; Whitlock et al. 2009). If no treatments
become available, health policy remains as ineffective
as it is today, and BMI continues rising, the impact
on mortality and life expectancy may be considerable
(Stewart et al. 2009).

At old age, individual causes of death are eclipsed
and replaced by senescence and multi-organ failure.
Can we fight aging? Dreams of the Fountain of
Youth are as old as humanity, so only the future will
tell (Olshansky et al. 2002). Nevertheless, current
Japanese life expectancy of 86 for women and 2–3
years lower for men indicates that a total population
life expectancy of 85 years is easily attainable with the
technology of today.
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Conclusion

Richard G. Rogers and Eileen M. Crimmins

This handbook has presented information on mortal-
ity trends and patterns over time, over geographic area,
and by social, demographic, behavioral, and psycho-
logical factors. These chapters have presented new and
important techniques and data sets for the examination
of mortality, “set the stage” for our current understand-
ing of adult mortality, and identified promising new
areas of research.

As environmental factors decrease in importance,
socioeconomic status (SES) and health behaviors
increase in relative importance in affecting the risk of
death. We have learned much about how to behave
to avoid death. The impact of smoking on mortal-
ity for a population is affected by current and past
prevalence rates, the length of time smoking, as well
as the age and sex distributions. Meslé and Vallin
(Chapter 2) point out that compared to other MDCs,
including France and Japan, the United States has rel-
atively low life expectancies. But compared to many
other populations, the United States has also had a
long history of smoking, including exceptionally heavy
smoking, especially among males, but more recently
among females. Thus, future country-specific trends in
life expectancy may be sensitive to long-term trends
in smoking (Pampel 2002; Preston et al. 2010) as well
as other health behaviors, including diet, exercise, and
alcohol consumption.

There are many opportunities for additional data,
especially with the tremendous growth in the number
of longitudinal data sets, including harmonizing data,

R.G. Rogers (�)
Department of Sociology and Population Program, IBS,
University of Colorado, Boulder, CO 80309-0483, USA
e-mail: richard.rogers@colorado.edu

integrating data sets, expanding the variables used,
providing more detail in the variables used, linking
to additional administrative data, and expanding addi-
tional data for mortality analysis, including developing
additional longitudinal data collection efforts that can
assess changes over time. Some countries (including
China and India) rely on sample registration systems,
whereas others rely on verbal autopsies (Anderson,
Chapter 22). As vital registration systems increase
worldwide, we can expect better overall and cause-
specific mortality data that will contribute to better
international comparisons. Extant data sets can be fur-
ther strengthened with additional links to other data
sources, including multilevel data that includes infor-
mation about contextual effects of crime, housing,
schooling, employment, health behaviors and condi-
tions, and natural hazards and disasters (see Chapters
20 and 21).

SES is strongly associated with mortality (see
Chapters 9, 12, and 13). Use of detailed questions
about SES collected in longitudinal sample surveys—
including questions about employment, job charac-
teristics, income, wealth, assets, and debt—provides
ways to better understand how SES disparities in
mortality arise. Although educational attainment is
strongly associated with mortality, it is important to
consider additional dimensions of education, includ-
ing IQ, informal training, degrees, certification, quality
and status of the educational institution, and time to
completion of degrees.

Jylhä (Chapter 16) demonstrated the continued
association of self-rated health and mortality, even net
of a host of different and extensive variables. This rela-
tionship may warrant additional data collection efforts
to identify and collect information on such important
but heretofore unmeasured or underused variables as,
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say, genetic factors, stress, Vitamin D, depression, and
cognitive impairment. Further research is also merited
to examine the cumulative effects of such adverse and
traumatic social and economic stressors as exposure to
daily hassles, physical threats and assaults, rape, mug-
gings and thefts, divorce, death of a loved one, witness
to an assault or death, job loss, widowhood, and nat-
ural disasters and their potential coping mechanisms
on subsequent mortality (see Jackson and colleagues,
Chapter 15).

There is increasing interest in comparing health
across countries. For example, much interest arose
over the research by Banks et al. (2006), which found
that compared to the United Kingdom, individuals in
the United States generally report worse health sta-
tus. There have also been innovative collaborative
ventures to collect similar data between Canada and
the United States, including the Joint Canada/United
States Survey of Health (see www.cdc.gov/nchs/nhis/
sjcush.htm). Many international groups are working on
the harmonization of data sets, which should add sig-
nificant resources for future study of mortality. Several
data sets have been harmonized to the US Health and
Retirement Study: in Europe, the English Longitudinal
Study of Ageing (ELSA) and the Survey of Health,
Ageing and Retirement in Europe (SHARE); and
in Asia, the Chinese Health and Retirement Study
(CHARLS), the Korean Longitudinal Study of Aging
(KLOSA), and the Japanese Study of Aging and
Retirement (STARS).

Much research has examined causes of death (see
Chapters 7, 22, and 23). Future research could further
examine detailed causes of death, including diabetes,
Alzheimer’s disease, external causes, and HIV/AIDS.
Because HIV/AIDS has a major impact on mortal-
ity worldwide, and because of current HIV prevalence
rates, it is of paramount importance to better docu-
ment and understand HIV/AIDS morbidity and mor-
tality (see Bongaarts, Pelletier, and Gerland, Chapter
8). As many chronic and degenerative diseases are
controlled, MDCs and LCDs are experiencing large
and sometimes increasing risks of death from external
causes. Currently, Russia demonstrates exceptionally
high mortality among males aged 25–44 for traffic
accidents, suicides, and homicides (Meslé and Vallin,
Chapter 2). As Meslé and Vallin observe, although
the United States has homicide rates below Russia, it
still suffers from unacceptably high levels of violence.
Researchers should answer the challenge to reduce the
risk of violence and of homicide mortality throughout

the world. Further research could examine the overall
effects of Alzheimer’s disease—which is increasing in
many countries—on mortality and on country-specific
life expectancies, especially at older ages.

Researchers and policymakers need to be clear
about what data are needed and how they will be used
to better understand mortality trends and to reduce the
risk of death. Importantly, Anderson (Chapter 22) dis-
tinguishes between individuals “dying with and dying
from a condition.” Death certificates ascertain whether
an individual died from a condition; many researchers
are interested in whether a decedent died with a condi-
tion. For example, diabetic individuals who die from
other causes may not have diabetes listed on their
death certificate. Such nuances suggest that even if the
prevalence of diabetes increases, which has occurred
in many countries around the world, and even if dia-
betes contributes to increased morbidity risks, the risk
of death due to diabetes will not necessarily increase.
Such variations warrant additional research to bet-
ter understand and prevent specific causes of death,
including diabetes.

One benefit of this handbook is the application
and discussion of multiple mortality methods and
techniques. Indeed, various chapters discussed single-
and multistate life tables, hazard models, and various
forms of direct and indirect estimation (see especially
Chapters 24, 25 and 26). For example, Heuveline and
Clark (Chapter 24) apply a Bayesian Melding tech-
nique to improve model schedules of mortality with
data from the Agincourt demographic surveillance site
in South Africa. They also demonstrate that frailty
models and vitality-with-challenges models represent
ways to better understand mortality patterns, especially
at older ages.

Over the next several decades, some countries may
see substantial increases in life expectancy while oth-
ers may see stagnant or even declining life expectan-
cies. Many countries around the world have experi-
enced substantial mortality improvements by combat-
ing infectious diseases and improving treatment of
such degenerative diseases as cancer and heart dis-
ease. Many LDCs have borrowed and implemented
health care technologies of MDCs and improved
their public health and medical infrastructure to pro-
duce life expectancy gains. But many countries have
experienced mortality reversals due to HIV/AIDS
mortality, famine, political and military conflict, eco-
nomic crises, and declines in health care (Reniers,
Masquelier, and Gerland, Chapter 7). We are regularly
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reminded of the potential threats from armed con-
flict, including terrorist attacks, executions, and war-
related deaths (Heuveline and Clark, Chapter 24).
Some of these negative forces persist for long peri-
ods of time, and may also produce lagged effects. For
example, the war in Afghanistan has contributed to
the country’s exceptionally low life expectancy, and
even when the war ends, there may be slow gains
in life expectancy due to slow social and economic
recovery.

And many individuals cope with stress and continue
to engage in such risky behaviors as reckless driving,
excessive drinking, drug abuse, tobacco consumption,
overeating, and inactivity. For instance, even though
cigarette smoking prevalence rates have declined in the
United States, one fifth of the adult population con-
tinues to smoke. And the prevalence of overweight
and obesity is increasing in many countries around the
world. While we can hope for remarkable mortality
declines that could result from genetic and medical
breakthroughs (see Chapters 19 and 27), more likely
mortality reductions may be realized through consis-
tent and prolonged engagement of healthy behaviors.

Japanese males and females enjoy the highest life
expectancy at birth in the world, due to healthy diets,
exercise, support and respect for the elderly, good aver-
age incomes with low-income inequality and unem-
ployment, and strong social support, including sup-
port for family members. But this high Japanese life
expectancy is a recent accomplishment. From the mid-
nineteenth century through the mid-twentieth century
New Zealand (non-Maori) enjoyed one of the high-
est life expectancies in the world (Meslé and Vallin
Chapter 2; Oeppen and Vaupel 2002), in part owing
to high European migration, which selected healthy
individuals (Meslé and Vallin, Chapter 2). Thus, there
are interesting contrasts between the early healthy
migrant effects among New Zealanders and the benefi-
cial effects of low migration and ethnic homogeneity
among the Japanese. Future research should further
explore the effects of migration on mortality among the
migrants (see Chapter 11) and on country-specific life
expectancies. Furthermore, researchers should exam-
ine how long the Japanese can hold their number one
position in life expectancy as they still experience
demanding jobs with high levels of stress, relatively
large sex inequality, increasing unemployment, and
increasing rates of smoking, and whether another
country is poised to claim the top spot of highest life
expectancy in the world.

Great gains in many countries in life expectancy
have resulted from increased road and occupational
safety, increased knowledge about healthy behaviors,
and improved drug therapies (including antihyper-
tensive drugs and statins). But such gains in life
expectancy may also delay the age of death, contribute
the population aging, and change the cause-of-death
structure. More individuals will die at older ages and
from such chronic and degenerative diseases as can-
cer, heart disease, stroke, and Alzheimer’s disease.
For example, as Bonneux (Chapter 28) points out,
reductions in cardiovascular mortality may increase the
risk of death from cancer. Although there have been
some remarkable gains in cancer survival, they come
at some costs. For example, cancer screening reduces
cancer mortality, but requires additional screening and
follow-up.

Based on expected future changes in health behav-
iors, medical technology, public health, and SES, we
expect future life expectancies to continue to increase
on average, but potentially at a decreasing rate. Some
new medical technologies may provide life-saving
benefits, but to select populations with rare diseases;
some medical interventions may increase life at the
oldest ages by modest amounts, which can improve the
life of the oldest old, but may have modest impacts
on overall life expectancy. And although new tech-
nologies may be available, their use may be restricted
to those who are wealthy and who have health insur-
ance. Thus, even with heroic new medical treatment,
financial considerations, inequality, and lack of health
insurance may limit the ability of new treatments to
vastly increase population life expectancies.

Although we have the potential to make great gains
in years of life, higher life expectancy is not always
the ultimate goal. Some individuals place greater value
on perceived higher quality rather than quantity of life,
or the benefits of engaging in risky avocations (e.g.,
rock climbing, downhill skiing, skydiving, hang glid-
ing, and scuba diving), dangerous occupations (e.g.,
fire fighters, test pilots, oil-rig workers, deep-sea fish-
ers, and deep-sea divers), or, say, indulging in rich
foods, alcohol consumption, recreational drug use, and
thrill-seeking behavior. Some individuals may actually
extend their lives by risking their lives (Lyng 1990).

This handbook—which documents past, present,
and future trends in life expectancy—provides a solid
resource for academics, government workers, poli-
cymakers, researchers, graduate students, and others
interested in understanding and potentially increasing
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population life expectancy. We hope that this hand-
book contributes to reduced risk of death through-
out the world; to reduced disparities by age, sex,
race/ethnicity, SES, and geographic area; and ulti-
mately to long, healthy, happy lives.
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nutrition and, 295

carbohydrates, 296–297
fat, 295–296
fruits and vegetables, 296
special diets, 297

Disability-adjusted life expectancy (DALE), 553
Disability-adjusted life years (DALY), 553
Disability-free life expectancy (DFLE), 552
Disasters

most deadly natural, 453
websites on, 458

Divergence/convergence process, 13
circulatory disease, as cause of, 41–42
divergence

cancers and other diseases, 43
causes of death, 40
since 1980s, France/Japan/US, 40

first wave: pandemic receding, 13–14
new phase of divergence among MDCs, 21
second wave: cardiovascular revolution, 20–21
Sub-Saharan Africa divergence, 19
third wave, 24–28
between western and eastern countries, 24

Dizygotic (MZ) twins, 401–402
Drug mortality, 422–423

E
Early life conditions, mortality and

challenges and directions for future research, 202–203
key conceptual and analytical challenges, 202

childhood/adult conditions
by gender and race/ethnicity, 199
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with risk of death, 197–198
with risk of death, results, 198–201

frameworks linking early life conditions with adult mortality
risks, 192

and later life mortality, 187–188
imprint and pathway linkages between, 193

physical exposures in childhood and adulthood mortality
risks

infectious diseases as imprint process, 196–197
infectious diseases as pathway process, 197
nutrition as imprint process, 195–196
nutrition as pathway process, 196

ratios of death for each childhood and adulthood condition
by gender among non-Hispanic white adults, 201
by gender and race/ethnicity, 200

shape adult mortality risks, 187–188
social exposures in childhood and adulthood mortality risks,

192
family environment as imprint process, 194
family environment as pathway process, 194–195
socioeconomic environment as imprint process,

192–193
socioeconomic environment as pathway process,

193–195
theoretical frameworks, 189

biological imprint/pathway, 191
pathway frameworks, 190–191

Economic and social events, 4
Educational attainment and adult mortality, 241–242

changes in educational differences in mortality over time,
254–255

conceptual framework
association between, 243–244
measuring education, 242–243
mechanisms, 244–246

educational differences in US life expectancy at age 25, 254
international comparisons, 255–256
life expectancy differences, 253–254
policy implications, 256–257
risk among US adults aged 25–84, 247–251
US adult mortality

cause-specific adult mortality, 248
differences by age and sex, 251–252
differences by race/ethnicity, 252–253
for females, stratified by age and race/ethnicity, 249
hazard ratios for association between, 247
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patterns of relative risk, 246–247
stratified by age and sex, 248

Employment status and overall mortality, 265
Epidemiologic transition, theory of, 11–13

AIDS – fifth transition, 13
fourth stage of, 12
sixth age, 13
three ages, 11

Europe, adult mortality in, 49–51
conventional vs. tempo-adjusted life expectancy at age

15, 75
countries of, 49
country-specific levels and trend, 56–60
general trends and regional disparities, 51–56

length of life inequality, 63–65
life expectancy (conventional)/tempo-adjusted life

expectancy at age 15
females, 72
males, 73

life inequality for adults, 1955–2005, 64
male and female life expectancy trends since 1950, 57–58
tempo-adjusted life expectancy in period 2001–2005, 71–75
trends in age-specific, 60–63
trends in cause-specific, 65–71

European Community Atlas of Avoidable Mortality, 505
European Community Concerted Action Project on Health

Services and Avoidable Deaths, 500
European Community Household Panel (ECHP), 558
Eurostat and the European Health Expectancy Monitoring Unit

(EHEMU), 556
Eurostat Population Database, 49
Exercise and diet, 4

F
Family environment

as imprint process, 194
as pathway process, 194–195

Female adult mortality estimates, Zimbabwe, 154
Female life-expectancy trends

cardiovascular diseases and, 28
contributions of decline, 19
for selected developing countries, 18
vs. male life expectancy, 25

Female standardized death rates, 41
Frailty models, 525–526
Framingham score, 390
France

age-/cause-specific death rates to male life-expectancy in, 23
cerebrovascular diseases, 27
circulatory diseases, 37
female mortality vs. male mortality, 31
French female survival curve, 10
homicide, 35
infectious mortality, 35
life expectancy at age 80 in, 44
male mortality vs. female mortality, nineteenth century, 35
male standardized death rates

causes (ages 45–64), 38
by external causes at ages 25–44, 36

mental disorders at very old ages, 28
standardized death rate, 34
suicide, 35
trends in female standardized death rates by causes at ages

80, 44
youth (15-24), mortality among, 29

mortality from external causes, 30
Functional limitation, 557

G
Genetic factors and adult mortality, 399

adoption studies of early-adult deaths, 404
adult mortality studies among relatives, 405
exceptional longevity, 403
familial aggregation of mortality risk and lifespan, 399
family studies of exceptional survival, 403
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heritability of lifespan, 400
large variation in lifespan within birth cohort, 400
marital status–mortality association, 405–406
path model, 401
specific genetic factors influencing adult mortality, 404–405
telomere–mortality association, 406–407
twin studies of exceptional survival, 403–405
twin studies of lifespan, 401–402

twin lifespan, 402
validity, 402–403

Genome-wide association studies (GWAS), 407
Geographic Concentrations (religious groups), 355
Glucose metabolism, 385

H
Happiness, 557
Hayflick’s rationale, 572
Health

definition, 330
evaluation, process, 330
quantitative empirical research, 334

Health-adjusted life expectancy (HALE), 553
Health and mortality consequences of physical environment,

442
built environment, 443–446

character of, 447–448
and crime, 450–451
implications for higher-risk subpopulations, 451–452
quality of, 448–450

individual and contextual pathways mediating effects of,
442–443

health-related behavior, 442
social capital, 443
social relationships, 442–443
stress, 442

mortality risk and physical environment, 442–443
socially conditioned consequences of environment

climate change and health, 457
natural disasters, 452–455
temperature, 455–457
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alcohol consumption, 301–304
recorded per capita, 303

measurement issues, 290–291
nutrition and diet, 295

carbohydrates, 296–297
fat, 295–296
fruits and vegetables, 296
special diets, 297

obesity, 299–301
prevalence in adults, 301

physical activity, 297–299
tobacco use, 291–295

tobacco use among adults, 293
Health domains, categories
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chronic morbidity or long-standing illness, 557
functional limitation, 557

happiness, 557
impairment, 557
self-perceived health (SPH), 557
well-being, 557

Health expectancies, relevance of, 555–563
measuring burden of disease by disability-free life

expectancy, 562–563
cause-elimination methods, 562–563

social inequalities in health expectancy, 560–562
DFLE at ages 65 and 85, 561
education, 560–561
gender, 560
income and deprivation, 562
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race/ethnicity, 562

spatial comparisons, 555–557
GALI, 556
global estimates of health expectancy, 555–556
metaregression techniques, 556
statistics of income and living conditions, 556
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health domains, categories, 557

Health policy indicators, 492
Health transition, 13

first stage in, 19
role of infectious diseases, 31

levels, 13
Healthy life expectancy

calculation methods, 552–555
cross-sectional methods, 553–554
multiple-decrement methods, 554–555
multistate methods, 554

definition, 551–552
compression/expansion of morbidity and dynamic

equilibrium, 552
directions for future research, 563
healthy life years at age 50 for EU countries, 552
relevance of health expectancies, 555–563

burden of disease by disability-free life expectancy,
562–563

social inequalities in health expectancy, 560–562
spatial comparisons, 555–557
temporal comparisons within countries, 557–560

types of health expectancy, 552
dementia-free life expectancy, 552
disability-free life expectancy (DFLE), 552
disease-free life expectancies, 552

Healthy living practices, 3
Heart disease mortality, female, 40
Heart rate, 382
Heritability, 400
Heterogeneity, 50
Highly active anti-retroviral therapy (HAART), 523–524
Hispanic Paradox, 3

adjusting misclassification of ethnicity, 229
in adult mortality in US, 227
age-specific/age-standardized death rates, 230
background to, 227–228
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biological risk profiles, 234–235
convergence to native levels in US, Canada, and Australia,

236
Hispanic neighborhoods, 233–234
migration data from Mexico, 235–236
mortality at young ages, 231–233
recent evidence, 228–229
Salmon Bias hypothesis revisited, 229–231
SES gradient, 231

HIV/AIDS, 502–503, 523–524
change in life expectancy at age 15 due to AIDS, 181
death rates in ages 15–59, 175

by HIV prevalence levels among adults aged 15–49, 175
dynamics of, 174–176

See also AIDS mortality, global trends in
estimated and projected prevalence of, 173
incidence rate in population 15–49, 175
life expectancy at age 15 with and without, 180
lower life expectancy due to, 2

countries hit by, 20
mortality, 423–424
prevalence in 2007 among adults aged 15–49, 172

Human Life Table Database, 49
Human Mortality Database, 49, 526–527
Hypertension, 383
Hypertension Detection and Follow-up Program Cooperative

Group, 500
“Hypertensive vascular disease,” 381
Hypothalamic-Pituitary axis (HPA), 387–388

I
Ill-defined diseases mortality rates, LAC countries, 120
Immortalists

anti-aging interventions, 576
rejuvenation technologies, 576

Immunity and infection, 386–387
Impairment, 557
Income

individual and family income and income portfolios, 268
inequality, 280–281
and material resources, 268–269

INDEPTH Network, 526
Industrial countries, male life-expectancy trends in, 22
Infant mortality, 424–426
Infectious diseases, 35, 493–498

as cause of death, protection against, 14
pioneers, 14–15

in first stage of health transition, role of, 31
as imprint process, 196–197
mortality rates, LAC countries, 117
as pathway process, 197
role in mortality, 16

Inflammation, 386
Injury mortality, 425, 599
Insulin-like growth factor-1 (IGF-1), 387
“Integrating” functions, 345
INTERHEART, 586
International classification of diseases (ICD), 472–473

analyzing trends across revisions of ICD, 476
automated coding systems, 475–476
bridge-coding studies, 477–478

cause-of-death coding, 474
first five revisions of ICD, 476
multiple cause-of-death coding, 475
selection of underlying cause of death, 474–475
seventh, eighth and ninth revisions of ICD, 476

International studies, 369
Interpolated Markov chain (IMaCH), 554
IRIS, 475
Ischemic heart disease (IHD), 584
Italy

causes of death, changes in life expectancy at age 15, 68
death rates from ages 15 to 100 for 1981–1985/1961–1965,
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J
Japan

cerebrovascular diseases, 27
divergence, 21
health transition, following Western countries, 24
homicide, 35
infectious mortality, 35
life expectancy, 2
life expectancy at age 80 in, 44
male standardized death rates

causes (ages 45–64), 38
by external causes at ages 25–44, 36

mortality decline after WWII, 35
mortality from traffic accidents, 35
standardized death rate, 34
suicide, 35
trends in female standardized death rates by causes at ages

80, 44
youth (15–24), mortality among, 29–31

Jews (religious groups), 366
Job-strain model and the hypothesized impact on mortality, 271

L
Labor relationships and mortality, 279
LAC, adult mortality in, 101–102

absolute change in life expectancy and lagged causes of
death, 117

accidents and suicides mortality rates, 120
changes in life expectancies at age 5, 122–124
contribution of causes of death, 117

to increases in life expectancies, 121
trends in mortality by causes of death, 117–121

countries and data sets used in estimation exercise, 106
determinants of mortality trends: 1950–2000, 121–125

decomposition of effects, 126–129
nature of models, 125–126
nature of variables, 125
results, 126

diabetes mortality rates, 119
enumerated to expected population in Chile and Uruguay,

111
estimation during 1900–2000

age misstatement, 104–105
completeness of census enumeration, 103–104
completeness of death registration, 103
methods for adjustment of observed death rates, 105
state of vital statistics in region, 103
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LAC, adult mortality in (cont.)
evaluation of estimates, 105

global assessment: alternative estimates, 105–109
local assessments: age patterns, 109–114
mortality trends, 114–117

female life expectancies
at age 5, 116
at age 60, 130

ill-defined diseases mortality rates, 120
infectious disease mortality rates, 119
life expectancy at age 5

attributable to changes in variables and parameters, 128
and cause of death, 129
and socioeconomic determinants, 127
unmeasured conditions, 127

life expectation at ages 5 and 60, 107–108
differences between observed and expected, 110

mortality at old ages, 129–130
mortality statistics in, 102–103
Neoplasm Mortality Rates, 118
old-age mortality rates in, 112–113

LAC countries, see Latin American and the Caribbean (LAC)
countries

Land use and urban planning, websites on, 458
Latin American and the Caribbean (LAC) countries, 2
Latter-day Saints (LDS), see Mormons (religious groups)
LDC, see Less developed countries (LDC)
Leaky mutations, 404
Length of life inequality, 50
Length of life project, database of, 49
Less developed countries (LDC), 1

expanding diversity among, 17
individual and family level

measurement issues, 278–279
occupations, 277
work and employment, 276–277

Lexis’s distribution of ages at death, 210–213
Lexis’s normal life duration, 213
Life-expectancy

at age 15
in Europe in 1961–1965 and 1981–1985, 53–54
male and female trends in European countries since

1950, 57–58
changes, industrialized world, 21
conventional vs. tempo-adjusted (at age 15), 74
gains in, 1
in Russia and United States, by sex, 88
trajectories, LDCs, 17–18

Life-expectancy at birth, trends in, 9–13
expanding diversity among LDCs, 17
female, 14
first divergence/convergence: pandemic receding, 13–14
large convergence, 17–18
LDCs, 11
MDCs, 11
in most advanced industrial countries, 25
new phase of divergence among MDCs, 21
number of obstacles, 19–20
role of cardiovascular mortality, 21–24
second wave of divergence–convergence: cardiovascular

revolution, 20–21

successful MDC story, 14–17
Third Wave, 24–28
trends in highest and lowest, 12

Life extension
language of, 576–577
pursuing, 572–575

creation of transcontinental in 1860s, 574
declaration of war on cancer in 1977, 574
disease control, 572
extension of lifespan national goal, 573
gerontogeny, 575
Goddard’s proposal, 574
Hayflick’s rationale, 572
manipulation of a “biological clock,” 573
mortality rate doubling time (MRDT), 572
rate control, 572
survivorship curves, 573

Life inequality for Adults of European Populations, 1955–2005,
64

Longevity dividend, 577–579
fivefold, 578
modern version, 578
rationale, 578

Lung cancer (males and females), death rates from, 39

M
Macroeconomic growth and unemployment, 279–280
Male life-expectancy trends

in industrial countries, 22
vs. female life expectancy, 25

Man-made diseases, 11
Maternal mortality

steps in reduction, 31
trends since 1950, 36

MDC, see More developed countries (MDC)
Medical care indicators, 492
Medical care system, 491
Medical Research Council Cognitive Function and Ageing

Study, 560
Mediterranean diet, 4, 297, 302
Metabolic syndrome or syndrome X, 390
Metropolitan sprawl, 445
Middle-aged adults (45–64), mortality among, 35–39

cardiovascular mortality, 37
lung cancer (males and females), death rates from, 39
main features, 35
stomach cancer (males), death rates from, 39
trends in probability of death from age 45 to 65, 37

Monozygotic (MZ) twins, 401–402
Morbidity and dynamic equilibrium, compression/expansion of

absolute/relative compression, 552
More developed countries (MDC)

individual and family level
income and related material resources, 275–276
occupations and occupational status, 273–275
work and employment, 271–273

life expectancy at old age, 43
life expectancy, 2–3
successful MDC story, 14–17

Mormons (religious groups), 355
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Mortality
patterns, 516
study of, 1
varied by regions, 2

Mortality affected by health care and public health policy
interventions

age of delayed cardiovascular disease, 584–589
alcohol use, 592–595
avoidable mortality, 595–601
smoking, 589–592
the age of delayed degenerative disease, 584

Mortality age pattern models, empirically based, 526–531
adult and child mortality equation, 527
Heligman and Pollard model, 529
Human Mortality Database, 526–527
INDEPTH Network, 153, 155–156, 526, 528
uncertainty, 528–529

Mortality crossover, 321
exploring, 321–324
gestation and early life, 312–317

Mortality model schedules
age-specific cohort mortality rates, 512
death rates by age and sex, 513
mathematical models of age-specific, 513–515
model life tables, 515–521
mortality regimes, 521–525
new developments in

frailty and vitality models, theory based, 525–526
mortality age pattern models, empirically based,

526–531
regularities in age-specific, 512–513

Mortality rate doubling time (MRDT), 572
Mortality regime models, 521–525

Coale and Demeny/United Nations life tables, 521
discrepancies, 521–522
famine and conflict, 522
HIV/AIDS, 523
hybrid or relational model, 522

N
National Death Index, 5
National Health and Nutrition Examination Surveys

(NHANES), 381
National Institute on Aging, 572
National Institutes of Health (NIH), 571, 578
Natural and Political Observations on the Bills of Mortality,

208, 211
Natural disasters, 452–455

deadly, 453
disasters, distress, and socioeconomic status, 454
effects on communities, 455
individual social locations and vulnerability, 453
preparation and evacuation, 454–455

Natural experiments, 345
Natural hazards, 5

See also Natural disasters
Neighborhood effects on mortality, 413

assessing relation between, 416–425
boundaries of neighborhood research on mortality, 428

conceptualization/measurement of neighborhoods, 431
measurement, 428

causal inference, 432–435
identification of neighborhood effects, 432–433
separating context from composition, 433–434

caveats, 414
effect of neighborhood poverty, 434
emerging methodologies for estimating causal effects, 435
empirical evidence, 414–415

results, 415
search results, 415
search strategy, 415
selection criteria, 414–415

measuring neighborhoods in health research, 428–429
mechanisms, 413–414
neighborhood boundaries and measures, definitions,

429–431
neighborhood socioeconomic environment and mortality,

415–427
cross-level interactions, 426

physical environment, 427–428
racial composition, 427

consistency of findings, 427
cross-level interactions, 427

social environment, 427
Netherlands, life expectancy, 25–26
Ninth international classification of diseases (ICD9), 491
Norepinephrine, 387
Nutrition

and diet, 295
carbohydrates, 296–297
fat, 295–296
fruits and vegetables, 296
special diets, 297

as imprint process, 195–196
as pathway process, 196

O
Obesity, 299–301

and overweight, 4
prevalence in adults, 301

Occupational status, 265–268
Occupation scores and overall mortality, 266
Old age (65–79), mortality in, 39–43

reduction, females, 39–40
reduction post-WWII, males, 40
trends in probability of death, 40

Organization for Economic Co-operation and Development
(OECD), 518

tables, 518

P
Pandemic of mental disorders and disabilities, 28
Pasteur era, 14
Pathocenosis, 13
Period life expectancy, 533–534, 538–544

Bongaarts and Feeney’s (BF) model, 541–547
and cohort life expectancy, relationship between, 544–545
heterogeneity, 539–541
impact of the homogeneity assumption, 540
Lexis diagram comparing conventional vs. Bongaarts and

Feeney’s scenarios of mortality change, 542–543
tempo effects, 541
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Period vs. cohort life expectancy
at birth, 535
cohort life expectancy, 533, 535–538

age effects, 537
cohort influences, 537
complications, immediate vs. delayed influences, 538
delayed effects on mortality, 537
extreme conditions, 537
influences on age-specific mortality rates, 536
period effects, 537
theoretical biological aging, 535
time-specific influences, 536

comparison of three summary mortality measures, 534
computation of cohort vs. period life expectancy, 534–535
definitions, 533–535
interpretations, 535–544
period and cohort life expectancy, relationship between,

544–545
analysis of period-cohort correspondence, 545
empirical and analytical relationships, 544

period life expectancy, 533–534, 538–544
BF’s delay model, 544
heterogeneity, 539–541
impact of the homogeneity assumption, 540
Lexis diagram comparing conventional vs. Bongaarts

and Feeney’s scenarios of mortality change, 542–543
tempo effects, 541

third dimension, cross-sectional cohort mortality indexes,
545–547

CAL and underlying mortality conditions, 547
cross-sectional average length of life (CAL), 545–547

Period vs. cohort life expectancy at birth, 535
Pestilence and famine, age of, 11
Physical activity, 297–299
Physical environment

mortality research, 5
neighborhood, 413
neighborhood effects on mortality, 427–428

Physical environment, health and mortality consequences of,
442

built environment, 443–446
character of, 446–448
and crime, 450–451
implications for higher-risk subpopulations, 451–452
quality of, 448–450

individual and contextual pathways mediating effects of,
442–443

mortality risk and physical environment, 441–442
socially conditioned consequences of environment

climate change and health, 457
natural disasters, 452–455
temperature, 455–457

Physical exposures in childhood and adulthood mortality risks
infectious diseases as imprint process, 196–197
infectious diseases as pathway process, 197
nutrition as imprint process, 195–196
nutrition as pathway process, 196

Poisoning, 497
Poland

life-expectancy in, 23
age-/cause-specific death rates to male, 24

Population attributable risk (PAR), 586
Prevalence discrepancies, 521
Preventable mortality, 492
Primary avoidable mortality (PAM), 501
Public policy and mortality

immortalists, 575–576
anti-aging interventions, 576
rejuvenation technologies, 576

language of life extension, 576–577
longevity dividend, 577–579

fivefold, 578
modern version, 578
rationale, 578

pursuing immortality, 575
pursuing life extension, 572–575

creation of transcontinental railroad in 1860s, 574
declaration of war on cancer in 1977, 574
disease control, 572
extension of lifespan national goal, 573
Goddard’s proposal, 574
Hayflick’s rationale, 572
manipulation of a biological clock, 573
mortality rate doubling time (MRDT), 572
rate control, 572
survivorship curves, 573

Pulse pressure, 383

Q
45q15, see Adult mortality, between age 15 and 59 (45q15),

probabilities of
Quality adjusted life years (QALYs), 553

R
Racial composition, neighborhood effects on mortality, 427–428
Racial residential segregation, 315
The Rauchstrasse, 589
Receding pandemics, age of, 11
Rejuvenation technologies, 576
Religion and adult mortality, 345–374

all-cause/cause-specific mortality
by individual differences in religiousness, 357–363
of specific religious groups, 345–356

all-cause mortality of distinctive religious groups, 364–367
differences in all-cause mortality by individual religious

observance, 367–369
measuring religion(s), 372
mediators, 372
methods, 346–364
social regulation of multiple risk factors, 369–370

gender differences, 371
mediators and confounders, 370–371
selection, 371

Residential segregation, 319
Respiratory diseases, role in mortality, 16, 22, 25, 43, 495–497
Russia

age-/cause-specific death rates to male life-expectancy in, 23
age-standardized cause-specific death rates ages 25–64,

92–93
age standardized mortality rates by age and sex, 89
alcoholism, 22
causes of death, changes in life expectancy at age 13, 69
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circulatory disease mortality, 37
death rates from ages 15 to 100 for 1981–1985/1961–1965,

61
health transition second stage, failure to enter, 35
injury and poisoning deaths, 22
life expectancy at age 20, 90
life expectancy at birth by sex, 84
male standardized death rates

causes (ages 45–64), 38
male standardized death rates by external causes at ages

25–44, 36
mortality, middle aged adults, 35
mortality from circulatory diseases, 34
Omran’s third age, 22
ratio of age-standardized mortality rates by age and sex, 90
standardized death rate, 34
unfavorable mortality trends, adults, 31
youth (15–24), mortality among, 29

Russian mortality patterns, 88–91
See also Soviet Union (former), adult mortality in

S
Salmon Bias hypothesis revisited, 229–231
Secondary avoidable mortality (SAM), 501
Self-perceived health (SPH), 557
Self-rated health (SRH), 4, 329, 332

comparability, 335–340
measure of “true health,” 334–335
mortality, 329–330
predict mortality, 332–333
process of evaluation, 330–332
subjective probability of survival and, 339–340
subjective probability of survival as predictor of mortality,

337–339
and subjective survival probabilities as predictors of

mortality, 329
use of different question versions in empirical research, 337

Senegal, 45q15, 155
Service environment, neighborhood, 413
SES gradient, 231
Seventh-Day Adventists (religious groups), 364
Shape adult mortality risks, 187–189
Smoking, 3, 589–591

aging agent, 589
anti-tobacco strategies, 591

ALARA (as low as reasonably achievable), 591
campaigns of Nazi Germany, 591

diseases to be caused by smoking, 590
lowering uptake of smoking

advertisements and bans, 592
clean indoor regulations, 592
EU legislation, 592
licensure, 592
price of tobacco, 592

lung cancer mortality, 590
multiplicative interaction of smoking with cholesterol levels

and blood pressure, 589
publicity for Marlboro at Formula 1 races, 593
quitting, 591

Social environment
neighborhood, 414

neighborhood effects on mortality, 426
Social exposures in childhood and adulthood mortality risks,
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family environment as imprint process, 192
family environment as pathway process, 194–195
socioeconomic environment as imprint process, 192–193
socioeconomic environment as pathway process, 193–194

Socially conditioned consequences of environment
climate change and health, 457
natural disasters, 452–455
temperature, 455–457

Social regulation of multiple risk factors
religion and adult mortality, 369–370

gender differences, 371
mediators and confounders, 370–371
selection, 371

Socioeconomic environment
as imprint process, 192–193
and mortality, neighborhood, 415–427
as pathway process, 193–194

Socioeconomic inequalities (SES), 3, 315, 399
South Africa, age pattern of all-cause mortality, 524–525
Soviet Union (former), adult mortality in, 83–84

causes of death in, 91
data quality and availability, 86–88
excess mortality associated with recent Russian mortality

patterns, 88–91
explanations for observed patterns, 91

alcohol, 94–95
artifact, 94
diet and nutrition, 95
health services, 95
smoking, 95
stress and living conditions, 95–96

historical background, 84–86
life expectancy at age 20, 87
life expectancy at birth by sex from 1950–1955 to

2000–2005, 84
population of countries of FSU in 2008, 85
probability of survival from age 20–65, 85

Standardized mortality ratios (SMRs), 505
Stomach cancer (males), death rates from, 39
Stress, 442

and discrimination, 4
Stressors and stress effects over life course, 317–318

differential exposure to stress, 318–319
stress and coping, 319–320

Stress-related and manmade concepts, 583
Subjective probability of survival, 337

as predictor of mortality, 337–339
and self-rated health, 339–340

Sub-Saharan Africa
AIDS epidemic, 19
divergence, types, 19
health transition, first stage, 19
obstacles, in life expectancy, 19
types of trends in female life expectancy, 20

Suicides mortality rates, LAC countries, 120
Sweden, life expectancy at age 20, 90
Sympathetic Nervous System (SNS), 387
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Telomere–mortality association, 406–407
Tempo-adjusted life expectancy, 50

conventional vs. (at age 15) for European countries, 75
females, 72
males, 73

Tertiary avoidable mortality (TAM), 498
Tobacco use, 291–295

tobacco use among adults, 293
See also Smoking

Trends in mortality, 9
different stories for different ages: adult mortality, 28

mortality among middle-aged adults (45–64), 35–39
mortality among young adults (25–44): period of

reproduction and production, 31–35
mortality among youth (15–24), 29–31
mortality at very old ages (80 and above), 43–44
mortality in old age (65–79), 39–43

trends in life expectancy at birth, 9–13
expanding diversity among LDCs, 17
first divergence/convergence: pandemic receding, 13–14
large convergence, 17–18
new phase of divergence among MDCs, 21
number of obstacles, 19–20
role of cardiovascular mortality, 21–24
second wave of divergence–convergence: cardiovascular

revolution, 20–21
successful MDC story, 14–17
Third Wave, 24–28

Twins
dizygotic (MZ), 401–402
monozygotic (MZ), 401–402
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