
New Photonics Technologies
for the Information Age

The Dream of Ubiquitous Services



For a listing of recent titles in the Artech House Optoelectronics Library,
turn to the back of this book.



New Photonics Technologies
for the Information Age

The Dream of Ubiquitous Services

Shoichi Sudo
Katsunari Okamoto

Editors

Artech House, Inc.
Boston • London

www.artechhouse.com



Library of Congress Cataloging-in-Publication Data

A catalog record of this book is available from the U.S. Library of Congress.

British Library Cataloguing in Publication Data
International Symposium on New Frontiers for Ubiquitous IT Services (2003: Atsugi R&D
Center)
New photonics technologies for the information age: the dream of ubiquitous services.—
(Artech House optoelectronics library)
1. Photonics—Congresses 2. Ubiquitous computing—Congresses
3. Optical communications—Congresses
I. Title II. Sudo, S. (Shoichi) III. Okamoto, Katsunari, 1949–
621.3’6

ISBN 1-58053-696-4

Cover design by Igor Valdman

© 2004 Nippon Telegraph and Telephone Corporation. All rights reserved.

Chapter 6 is not subject to copyright in the United States.

All rights reserved. Printed and bound in the United States of America. No part of this book
may be reproduced or utilized in any form or by any means, electronic or mechanical, includ-
ing photocopying, recording, or by any information storage and retrieval system, without
permission in writing from the publisher.

All terms mentioned in this book that are known to be trademarks or service marks have
been appropriately capitalized. Artech House cannot attest to the accuracy of this informa-
tion. Use of a term in this book should not be regarded as affecting the validity of any trade-
mark or service mark.

International Standard Book Number: 1-58053-696-4

10 9 8 7 6 5 4 3 2 1



A human being is only a reed, the weakest in nature, but he is a thinking reed. To
crush him, the whole universe does not have to arm itself. A mist, a drop of water, is
enough to kill him. But if the universe were to crush the reed, the man would be
nobler than his killer, since he knows that he is dying, and that the universe has the
advantage over him. The universe knows nothing about this.

All our dignity consists therefore of thought. It is from there that we must be lifted
up and not from space and time, which we could never fill.

So let us work on thinking well. That is the principle of morality.
—Blaise Pascal, Pensées

None is of freedom or of life deserving
Unless he daily conquers it anew.

—Johann Wolfgang von Goethe, Faust
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Preface

History has seen the development of many important types of technology, including
ships, trains, cars, electricity, and telecommunications. Ubiquitous information tech-
nology (IT) services should eventually join this group but at present they seem to be
just a dream for the future. Webster’s Dictionary defines ubiquitous as “being or
existing everywhere at the same time,” and so ubiquitous IT services appear to indi-
cate a kind of dream world where we possess abilities that are beyond time and space.

If we are to realize such super abilities, ubiquitous IT services will require a
number of very specific tools, for example, photonic, electrical, and micromecha-
tronic tools, various sensing tools, and a new communication tool.

At the same time, we believe that a substantial change is taking place in IT serv-
ices, namely, from a small “i” and a large “T” to a large “I” and a small “t,” as
shown in Figure P.1. This represents an expansion of human abilities and a
customer-centered structure. We are confident that ubiquitous IT services corre-
spond precisely to this change in IT services, because they are not only network serv-
ices but also “I-centered” or “human-centered” services designed to promote
individual empowerment. Ubiquitous IT services are just beginning to emerge and
the time is coming when we will launch a new IT age that can provide such services.
We will then be able to utilize IT services everywhere simultaneously whenever we
so desire.

The International Symposium on New Frontiers for Ubiquitous IT Services
introduced many excellent technologies in fields including photonics, electronics,
micromechatronics, sensing, new networks, and new communication schemes, with
the goal of realizing such ubiquitous IT services for the future.

xi

Network

Network

Customer

Customer

Small iT to
Large It services

Figure P.1 What is happening to IT services now?
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C H A P T E R 1

The Dream of Ubiquitous IT Services
Shoichi Sudo
NTT Microsystem Integration Laboratories

Introduction

A worldwide revolution has taken place in the field of information technology. This
has been brought about largely through the arrival of three great technologies. The
first of these is optical technology, which includes wavelength division multiplexing
(WDM) transmission systems capable of very large transmission capacities. The sec-
ond is wireless technology, in particular low-power wireless transmission technol-
ogy and codec (coder/decoder) technology. The third is Internet technology, which
includes the Transmission Control Protocol/Internet Protocol (TCP/IP) and various
kinds of software. Of course, these technologies have been realized based on the
rapid and stable growth of very large scale integration (VLSI) technology.

The merger of these technologies has led to a new age in which the ability to
communicate and handle information is directly related to human activities and
well being. This “Information Age” is now clearly upon us. For example, optical
fiber communication has had a dramatic impact on the ability to transmit informa-
tion, and wireless communication has enabled us to realize very convenient access
between locations. In addition, the Internet provides us with a reliable
communication scheme even if the network is slightly unstable. Consequently these
great technologies have the potential to offer us ubiquitous IT services. The time is
coming when we will launch a new age in which ubiquitous information technology
and services will be available to all. At present, this may appear to be a kind of
dream world where we possess abilities that are beyond time and space. However,
this is just the beginning; we are approaching the dawn of the new information age.

Scope of This Book

We have collected together the stimulating papers that were presented at the Inter-
national Symposium on New Frontiers for Ubiquitous IT Services held at NTT’s
Atsugi R&D Center from May 27–28, 2003. A number of eminent speakers came
all the way from the United States and Europe, and also from within Japan to con-
tribute to this symposium’s success. Those who attended enjoyed some excellent
presentations and discussions regarding this pioneering technology whose goal is to
usher in a new age of ubiquitous IT services.
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The topics covered by the meeting and this book include:

• The renaissance of physics and technology for ubiquitous IT services;
• New photonics, electronics, and micromechatronics applications for biology

and ubiquitous medical sensing;
• New communication schemes for ubiquitous IT services.

The Dream of Ubiquitous IT Services

The dream of ubiquitous services may appear to be an ambitious and perhaps
slightly fantastic title, but it is based on the premise that we are about to enter a new
age of information technology. First, we must ask ourselves the questions: What is
science? and What is technology? to clarify the foundations on which this new age
will be built. Science is a branch of pure learning. Its aim is intellectual satisfaction,
the clarification of unknown fields, and the discovery of new aspects of nature and
human society. Technology focuses more directly on practical applications that are
useful to mankind.

One important way of meeting that requirement could be provided by ubiqui-
tous IT services. Throughout history we have developed many important types of
technology including ships, trains, cars, electricity, and telecommunications, and
ubiquitous IT services could be next in this line. Webster’s Dictionary defines “ubiq-
uitous” as “being or existing everywhere at the same time.” This seems to transport
us into a kind of dream, since ubiquitous IT services should be able to provide us
with superhuman abilities. “Ubiquitous” suggests abilities that are beyond time and
space and perhaps makes us think of that great childhood hero, Superman, and his
ability to travel beyond time and space.

However, Superman needs very specific tools to provide him with his superpow-
ers. He needs, for example, photonic, electrical, and micromechatronic tools, vari-
ous sensing tools, and a new communication tool. These tools have very specific
properties. For example, the photonic toolrequires an extremely pure light with an
ultranarrow spectrum and a very wide frequency tuning range.

In scientific terms, quantum mechanics itself is ubiquitous. Those involved in
developing and improving quantum mechanics are indicating that the wave function
exists everywhere simultaneously, in the same way as a ubiquitous state. The Einstein,
Podolsky, and Roden (EPR) paradox [1] and Bell’s theorem are notable for indicating
an implied mechanism in quantum mechanics and nature’s characteristics [2, 3]. A
renowned physicist, David Bohm, wrote books entitled Wholeness and the Implicate
Order [4] and The Undivided Universe [5], and J. S. Bell wrote a book entitled Speak-
able and Unspeakable in Quantum Mechanics [6]. Their works suggest that nature
itself is a ubiquitous state at a deep level. However, the main goal of our meeting and
this book is not scientific discussion, it is to present and discuss new frontiers for
ubiquitous IT services, and this brings us back to information technology.

Currently, IT services are undergoing a great change, focusing less on the “T”
and more on the “I.” This represents the expansion of human abilities and a
customer-centered structure.
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Ubiquitous IT consists of “I-centered” technologies and services. In part, this
means the expansion of human power and abilities, sometimes called human
empowerment. It also means a content revolution, and achieve this we need many
basic technologies. Eventually we will be able to develop this power beyond time
and space.

Ubiquitous IT services are just beginning. The time is coming when we will
launch a new information technology age in which such services are available. Then
we will be able to utilize IT services everywhere at the same time whenever we need
them.

Moreover, ubiquitous IT services are not only network services but also
I-centered or human-centered services designed to promote individual empower-
ment. One of the keys to ubiquitous IT services is that “anyone, anything, any-
where” and “only for you, only for us” services should be realized, because they are
of particular importance. That is, they are I-centered or human-centered services
that satisfy the requirements of both convenience and privacy.

As shown in Figure 1.1, we will need many excellent technologies to realize such
ubiquitous IT services, including those in the fields of photonics, electronics, micro-
mechatronics, sensing, new networks, and new communication schemes. These
technologies should in turn lead to other developments such as the ad hoc network
of wireless technology in which individuals, sensors, and cellular phones communi-
cate directly without the need for a backbone network. We eagerly await the arrival
of such new technologies for ubiquitous services.

We hope this book will give readers the chance to take a look at the cutting edge
technology that will be used to realize ubiquitous IT services. Of course, ubiquitous
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IT services require development over a much wider technical spectrum than
described in this book. They cover fields including software technology, security,
and network architecture that are beyond the scope of our symposium and this
book. Nevertheless, we sincerely hope that this book will be the trigger for other
international symposia and discussions that will lead ultimately to ubiquitous IT
services that will benefit us all.
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C H A P T E R 2

New Frontiers of Discovery and
Innovation

Robert L. Byer
Stanford University
Stanford, California

Introduction

Although I am not an expert on IT, I appreciate the dream of ubiquitous IT services.
To achieve this dream we begin with technical achievements, innovation and inven-
tion. These technical achievements are often motivated by audacious goals that
place the dream into a context and points to the future that extends beyond technol-
ogy to include global political and economic systems.

Since we are technologists, I will start on familiar turf and discuss the process of
discovery and innovation. I use as examples the outcomes of research in progress
during the year Dr. Sudo spent at Ginzton Laboratory as a visiting scientist.
Through a series of evolutionary steps, his early work led to developments that
ranged from quasi-phase-matched nonlinear interactions to laser remote sensing
and to the ultimate in precision measurements, the goal of detecting and observing
gravitational waves generated at the beginning of time and space.

At the next level we must motivate a community to adopt a new idea or a new
approach by sharing a vision of the future. We must understand the context in
which we plan, develop, and commercialize technology. In this chapter, I refer to
Silicon Valley as a successful economic model for the development of technology for
commercial applications, and discuss the way in which Silicon Valley has gone
global and the role it might play in NTT’s dream of ubiquitous IT services. I then
explore the role that Stanford University has played in the success of Silicon Valley.
I close with a brief discussion of technology adoption and the time frames for
achieving widespread application and significant impact on society.

I would first like to say something about Dr. Sudo of NTT. He arrived at Stan-
ford in 1987. I had met him a year earlier when I visited his laboratory at NTT. Dur-
ing that visit he shared his dream regarding the next generation of optical fibers for
telecommunications. Subsequently, he came to Stanford for a year to study in our
group with a view to understanding some of the science and technologies that we
were studying in our laser research programs.

In 1987, Dr. Sudo presented me with a book that he coauthored with Dr. Izawa
[1]. At that time we were both thinking about the important research ideas that lay
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ahead of us. That book was based upon a breakthrough in technology—the optical
fiber—that when properly engineered, transmits lightwaves over extraordinarily
long distances and conducts information at an unprecedented rate. This is a funda-
mental technology breakthrough that happens perhaps once every 25 to 50 years.
Using this breakthrough as a foundation, technologists have built the fiber optic
communication networks that are the basis for what might be called ubiquitous IT
technology.

Inventions, Inventors, Patents, and Copyrights

Each year I present a lecture to graduate students at Stanford entitled “Invention,
Inventors, Patents, and Copyrights.” The aim of the lecture is to suggest ways of
realizing an invention, and to show how the invention can be developed and serve
the community in an important way. Asking the right question motivates the process
of invention. The problem to be solved must be understood in an overall context. A
far-seeing inventor recognizes that the application of current technology is at an end
and a new approach is needed.

I pose the following questions to the students in my lecture. First, What is an
invention? An invention involves fundamental ideas, perhaps a novel combination
of ideas. Next, How does one approach making an invention? Most students do not
ask themselves this question. One part of the answer relates to the big picture. Can
you imagine a future where your invention will be critical? Another part of the
answer relates to understanding the problem that for which a solution is sought.
This enables the inventor to ask the critical question that may lead to a discovery.
However, realizing an invention may still require considerable persistence. Hugh
Aitken said, “What is new about the invention is the novelty of the combina-
tion—the way the elements are put together.” He wrote this in his history of radio
called The Continuous Wave. One hundred and twenty years ago the radio had just
been invented and the words coherence, heterodyne, and superheterodyne were
coined. The discovery, development, and the universal acceptance of the radio are
an apt illustration of invention, technology development, and adoption to wide-
spread use with an impact on society.

In 1986, a patent was issued to coinventors in my research group and Professor
Martin Fejer [2]. The patent was for an invention related to the growth of single-
crystal optical fibers; fibers that might be used to generate, amplify, and transmit
light. When Dr. Sudo visited the Ginzton Laboratory we were investigating laser
heated pedestal growth to prepare single-crystal fibers of the nonlinear crystal lith-
ium niobate. To do this we employed a carbon dioxide laser to provide a small mol-
ten zone from which we grew a single-crystal fiber. These oriented single-crystal
fibers could be submillimeter in diameter. At the time our goal was to create nonlin-
ear optical fibers that could act as guided wave structures and thus realize more effi-
cient nonlinear frequency conversion.

Dr. Sudo selected an area of study based on the notion that if we are going to fab-
ricate guided wave single-crystal fibers, we must invent a cladding for the fibers to
realize the propagation of light at low loss. His work led to a coinvention, with Stan-
ford faculty members and students, of claddings for single-crystal optical fibers [3].
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Unfortunately, but not unlikely in retrospect, this patent has had no commercial
value. Perhaps only one patent in fifty leads to commercial success. However, this
patent prepared the groundwork for a subsequent patent that was issued a couple of
years later for a guided wave optical fiber amplifier. Professor Shaw and Michel
Digonnet are the inventors of a patent for the WDM pumped guided wave optical
fiber amplifier. That patent has proved to be of considerable value to Stanford Uni-
versity.

Professor N. Bloembergen, a Nobel laureate, founded the field of nonlinear
optics in 1962. In 1968 he was granted a patent for a basic idea entitled “Apparatus
for Converting Light Energy from One Frequency to Another” [4]. This patent
describes the idea of phasematching by periodically varying the sign of the nonlin-
ear coefficient, now referred to as quasi-phasematching (QPM). However, by the
time quasi-phasematching was realized experimentally in the laboratory, Bloember-
gen’s fundamental patent had expired. As often happens, his patent was too early.

It was Professor Fejer who realized that the lithium niobate crystal fibers grew
with a fixed orientation of their ferroelectric polarization domain. He suggested
that by modulating the temperature or the growth rate we might be able to grow
periodically reversed ferroelectric domains and thus realize quasi-phasematching
for efficient nonlinear frequency conversion. One of the early structures that we pre-
pared by modulated growth was a periodically poled lithium niobate single-crystal
fiber with a 4-µm domain period. That fiber was used to generate blue radiation by
second harmonic generation [5].

If quasi-phasematched nonlinear materials can be fabricated in quantity and
low cost then there are potential applications to ubiquitous IT for signal processing.
Single-crystal fibers are no longer used for frequency conversion, but the research
opened new approaches and led to quasi-phasematched devices based on low-cost
wafer scale processing using well-developed lithographic tools. Today we routinely
prepare wafers of periodically poled lithium niobate from which we fabricate non-
linear chips. Based on the rapid progress at the time, I made a prediction in 1993
that by the end of the decade quasi-phasematched nonlinear optical devices would
be in widespread use. I was wrong. It did not happen that quickly. The best we can
do is to prepare the way for a new technology and be persistent in moving toward
applications.

Big Audacious Goals

Remote air pollution sensing motivated our early work on tunable lasers [6]. We
used flash lamp pumped Nd:YAG lasers to pump 1.4- to 4.3-µm tunable parametric
oscillators and were successful in detecting atmospheric CO2, SO2, carbon monox-
ide, methane, water vapor, and temperature. An outcome of our early work was to
ask the question: What is the most important remote sensing experiment that we
can envision? We elected to take a global view.

After considerable discussion, we decided that the most important measure-
ment, over the long term, was global wind sensing. If we could make a laser trans-
mitter with less than 1-MHz linewidth, 10% electrical efficiency, and 100W of
average power, and fly it on a satellite at 400 km, we could perform global wind
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sensing. The capability would have a major impact on what we know about the
Earth’s atmosphere as a whole. This is an example of a big, audacious, and far-
reaching goal.

Another example of an audacious goal in fundamental science is the detection of
gravitational waves. We have joined with scientists at the Laser Interferometer
Gravitational Wave Observatory (LIGO), and the Laser Interferometer Space
Antenna (LISA) to develop precision laser interferometers capable of detecting
gravitational waves. I discuss the progress toward the detection of gravitational
waves below.

Another audacious goal that fits comfortably on this list is the realization of
ubiquitous IT services on a global scale.

Global Wind Sensing

Our goal for the past 20 years has been to invent, demonstrate, and fabricate a laser
source that would meet the global wind sensing requirements and that could be
launched into orbit around the earth. The laser transmitter and telescope receiver
would use coherent laser radar, to sense the direction of the wind above the surface
of the earth as first proposed by Milton Huffaker in 1978 [7]. This was an extremely
difficult technical challenge when we began the research effort in 1980.

The challenge prompted ideas and new approaches to solid-state lasers. Moti-
vated by remote wind sensing, we undertook the first experimental steps to investi-
gate a diode-pumped solid-state laser in 1984 to meet the efficiency, operational
reliability, and linewidth requirements for a space-based laser transmitter [8]. For
our very first experiment we borrowed a laser diode from Toshiba Corporation. We
focused this diode into a small crystal of Nd:YAG and we realized an output power
of 2 mW. Figure 2.1 shows the components of that first laser diode-pumped
Nd:YAG laser [8]. The penny in the background represents the relative cost of fun-
damental research in a university laboratory.

8 New Frontiers of Discovery and Innovation

Figure 2.1 Photograph of the three elements of the first laser diode-pumped Nd:YAG laser con-
structed at Stanford. The laser operated with 2 mW of output power at 25% slope efficiency.
(After: [8].)



Big, audacious goals such as global wind sensing using coherent laser radar
reminds me of a quote from Edwin Land, the founder and president of Polaroid
Corporation. He said, “Don’t undertake a project unless it’s manifestly important
and nearly impossible.” We must challenge ourselves to think about problems that
seem nearly impossible but are very important to solve.

Our first step on the road to accomplishing global remote sensing was to under-
take a ground-based coherent laser radar experiment. For that we needed three ele-
ments: Invent a local oscillator with a narrow linewidth, invent a power amplifier,
and find a way of realizing a heterodyne receiver. The combination of these three
elements would allow us to take the first step toward global remote sensing. The
first thing to emerge from our consideration of the coherent laser radar problem was
the invention of a device called a monolithic isolated ring resonator [9]. We now
call the device a single-frequency nonplanar ring oscillator or NPRO. The Nd:YAG
NPRO is the master oscillator for the laser transmitter. It has become the master
oscillator for the gravitational wave detectors described below.

Figure 2.2 is a photograph of an Nd:YAG NPRO crystal. The size scale is set by
a 1-cm diameter American dime. The NPRO laser devices became commercially
available in 1986 and have been on the market since that time. We used a zigzag slab
Nd:YAG crystal gain medium as the power amplifier. In addition, we used optical
fiber for our heterodyne receiver and mixer. This was one of the earliest applications
of optical fiber in a coherent detection system. It is worth noting that the elements

Global Wind Sensing 9

Figure 2.2 Photograph of the monolithic nonplanar Nd:YAG ring laser, NPRO, that operates in a
single frequency with a linewidth less than 10 kHz. (After: [9].)



required for coherent laser radar are the same elements needed for coherent optical
communication. With these components we successfully demonstrated wind sensing
using a ground-based Nd:YAG transmitter [10].

Another outcome of my random walk through research came from a meeting
with Art Schawlow (professor of physics at Stanford) in 1979. Dr. Schawlow told
me, “Someday a solid state laser will provide the narrowest linewidth of any laser
source.” I made a note of his comment so I would remember it.

A few years later, in 1992, Dr. Ady Arie, a postdoctoral scholar from Israel, real-
ized that if we used a frequency-doubled, single-frequency Nd:YAG NPRO oscilla-
tor, we could frequency stabilize the laser on the Doppler-free hyperfine lines of
molecular iodine. We were successful in frequency stabilization of an Nd:YAG
NPRO laser to a part in 1013 [11]. For example, the frequency stabilized Nd:YAG
laser demonstrated an absolute frequency stability of better than 15 kHz. This result
would become important for gravitational wave detection.

Subsequently, Dr. Sudo applied this approach to frequency lock the tele-
communication frequency band laser diodes to an absolute frequency reference
based on molecular acetylene gas to meet telecommunication frequency stabiliza-
tion requirements.

LIGO, LISA, and Gravitational Waves

We then turned to the next big, audacious idea, namely finding a way to detect gravi-
tational waves. Peter Bender is an astrophysicist who loves to think about black
holes and the fact that black holes can radiate gravitational waves. In 1988, Dr.
Bender introduced me to the proposed LISA project designed to observe gravita-
tional waves emitted by massive black holes that exist at the core of virtually every
galaxy in the universe.

Figure 2.3 shows an early sketch of the LISA concept posted on Dr. Bender’s
laboratory wall with my added notes about the requirements. The proposed plan
was to build and fly three satellites in orbit about the sun and trailing earth. The
three satellites would fly in formation in the form of a triangle with subwavelength
precision and with a 5-million-km separation. A single-frequency, 1-W, Nd:YAG
laser would be used to illuminate the interferometer to probe for gravitational
waves, particularly waves emitted at very low frequencies from 0.1 to 100 MHz by
binary massive black holes.

Dr. Bender asked me if I could provide him with a 1-W, single-frequency laser by
1998 when it was expected that the proposed LISA mission would be launched. The
mission was not launched in 1998 but it is due to be launched approximately one
decade from now. Nevertheless, we demonstrated for Peter Bender a precisely fre-
quency stabilized laser that met the requirements for the LISA mission. A description
of the LISA mission is available at the LISA Web site [12].

In addition to the space-based antenna, we joined the LIGO project in 1992.
LIGO is a ground-based gravitational wave interferometer with sensitivity in the 10-
to 1000-Hz frequency region. The LIGO 4-km length interferometers are located at
two sites in the United States: one in the desert in Hanford, Washington, and the
other in the swamps in Livingston, Louisiana.
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Figure 2.4 shows a photograph of the two LIGO sites from the air. The LIGO
project has been underway for about one decade and represents an investment of
about $360 million for construction of the two 4-km long Michelson interferome-
ters at the two sites. LIGO is now conducting its third science run. The description
and progress of the LIGO project is available at the LIGO Web site [13].

The LIGO interferometer is illuminated by a single frequency Nd:YAG laser
that is mode matched into the 4-km-length Michelson interferometer with Fabry-
Perot interferometers in each arm. Optical mirrors are suspended at each end of the
inteferometer to act as test masses for incident gravitational waves. The interfer-
ometer is capable of measuring a relative displacement distance between the two
arms of the interferometer to one part in 1021. One part in 1021 is equivalent to
dividing a 1-µm optical wavelength by a part per billion relative to 4 km. For scale,
it corresponds to measuring the diameter of an atom on the surface of the earth from
the distance of the sun. Gravitational waves are very weak and their measurement is
extremely challenging.

At Stanford we undertook the research challenge to design the Nd:YAG laser
system to be used in LIGO. The Stanford research program showed that a single-
frequency Nd:YAG NPRO oscillator followed by an amplifier would offer the best
approach to a reliable, power-scalable laser for LIGO. A commercial laser company
engineered the final laser system to meet the performance and long-term reliable
operation requirements for LIGO. The engineered 8-W TEMoo mode Nd:YAG
NPRO master oscillator, power amplifier (MOPA) lasers were installed at the LIGO
site 5 years ago and have met all of the LIGO requirements since that time.
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Figure 2.3 Diagram of the LISA project as sketched in 1988. (Courtesy of Peter Bender, JILA, Uni-
versity of Colorado, Boulder, Colorado.)



The laser is but one subsystem of an advanced LIGO interferometer that is being
developed to improve the detection sensitivity of LIGO by an order of magnitude.
Advanced LIGO requires an upgrade in laser power from 8 to 200W while main-
taining the single-frequency, diffraction-limited operation. This challenge has forced
us to think about new approaches to laser design that would allow power scaling
while maintaining quantum limited noise performance with diffraction limited
beam quality. Asking the right question led to the concept of the edge-pumped slab
laser [14].

Figure 2.5 is a photograph of an edge-pumped Nd:YAG slab laser that has oper-
ated with more than 100W of output power at 42% optical-to-optical efficiency.
The edge-pumped slab laser has the potential for average power scaling to greater
than 100 kW [15]. It is ironic that a project with fundamental science as its goal has
led to a laser concept that allows power scaling of solid-state lasers to unprecedented
levels.

The gravitational wave detection event rates scale as the probed volume of the
universe or as third power of sensitivity improvement. Thus we expect that
advanced LIGO, when operational late in this decade, will have a thousandfold
increase in event rate and therefore a high probability of observing gravitational
waves. The big, audacious goal is to detect gravitational waves that are radiated by
binary neutron stars, neutron star black hole binary systems, and black hole black
hole binary systems to learn more about our universe. Gravitational waves will pro-
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Figure 2.4 Photograph of the two LIGO interferometers. One interferometer is located in Han-
ford, Washington; the other is in Livingston, Louisiana. The interferometers operate in coincidence
to reduce noise during the search for gravitational waves.



vide a new window on the universe that could allow observations back to 10−30 sec-
onds after the big bang, very close to the beginning of time and space.

The Big Picture: Silicon Valley Goes Global

I now move from my random walk through discovery and research to a different
level and explore the environment in which inventions make the transition to com-
mercial products that may have an impact on society. To illustrate the process by
which technology finds it way into widespread use, I will focus on Silicon Valley as
an example of a technology-driven, regional economy. I explore the role that Stan-
ford University has played in the success of Silicon Valley and consider the question
of whether the Silicon Valley concept can be adapted and adopted to other eco-
nomic regions around the world.

When Dr. Sudo visited Stanford, he was working day to day on technology in
Ginzton Laboratory. However, he was concerned about larger issues. One day he
said he wanted to speak with me and ask some questions about Stanford. His first
question was, “What is the spirit of Stanford?” This is not a technical question but a
question about an institution and its place in northern California. We discussed his
question for some time. I think he remembered the some of the points brought up in
that discussion. One was that Stanford was built on a model of doing fewer things
but doing them very well. We call this model steeples of excellence, a term coined by
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Figure 2.5 Photograph of the edge-pumped conduction cooled Nd:YAG slab laser. (After: [15].)



Fred Terman, former dean of engineering and provost of Stanford. The other point
was that we should focus on our mission as a private research university. Our prod-
uct, in the language of business, is educated students. Since Stanford is located in a
region that includes Silicon Valley, the development of the Valley has had an impact
on the university. Silicon Valley was an outgrowth of a new approach to business
created by David Packard and Bill Hewlett, the founders of Hewlett-Packard. The
Hewlett-Packard Company was very innovative in the early days, not only in tech-
nology but also in a business model often referred to as the “HP way.”

What did Hewlett-Packard contribute to the region that makes Silicon Valley
special? One example of the impact of Hewlett-Packard is the extraordinary mission
statement prepared by the company on behalf of Stanford University. It says,
“Hewlett-Packard is committed to enhancing and supporting the mutual and strate-
gic interests of Stanford and HP.” The company states its interest in supporting the
university, which is quite extraordinary: “Building new partnerships on the bases of
our traditional relations with Stanford students, faculty and administration we
expect to continue and expand efforts to increase Stanford’s position as a premier
educational research institution in keeping with Stanford’s strategic goals.” The
company is concerned about contributing to the well being of the local community.
The HP business model is one reason why Silicon Valley evolved so successfully.
Hewlett-Packard has been called “The DNA of Silicon Valley.”

A second issue that Dr. Sudo and I discussed was what Stanford contributed to
Silicon Valley. In my talks about Stanford and Silicon Valley, it is often assumed that
Stanford’s principle contribution is technology. I was asked this question at a meet-
ing of the Sendai Cosmos Club in 1994. I explained that Stanford contributes a small
amount of technology to Silicon Valley. A young woman in the audience in Sendai, a
student of technology transfer, expressed some doubt about my statement. I replied
that we had studied the question in great detail and that only one company out of
twenty uses Stanford technology either directly or indirectly. Educated students are
Stanford’s principle contribution to the success of Silicon Valley.

What are the factors for success in Silicon Valley? The list is not long but each fac-
tor is important. One is entrepreneurial attitude; that is, the expectation that individu-
als will go out and start something new. Another is land resources to allow for
growth. High on the list are educated people and the institutions of learning from
two-year college to major research universities. It is also important to have venture
capital funds and individuals who are willing to risk capital, now referred to as
“angel” investors. Investment capital is usually in short supply but it enables new
companies to be started. We also had legal help in the region, which is essential for
organizing and managing a company. A very important factor is a community that
encourages risk and allows for failure. In Silicon Valley, if the company you have
started fails, people will sympathize and then ask when you plan to start your next
company. We have government investment in the technology of the region in the form
of federal research laboratories such a Lawrence Berkeley Laboratory, Lawrence Liv-
ermore Laboratory, and the Stanford Linear Accelerator Center (SLAC). We also
have the advantage of a diverse and mobile workforce. In the world today, a diverse
workforce with representation from all corners of the globe is essential for success.

A few years ago I had the opportunity to join in a conversation with the science
minister of New Zealand. We were having lunch with a group of entrepreneurs and
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businessmen from companies representing Silicon Valley. At the end of the lunch I
asked the minister, “If you had Silicon Valley in New Zealand could you celebrate it
as a success?” After thinking about it for a while, his answer was “No.” He said that
in New Zealand the attitude would be that if your company was successful then you
must have taken something from somebody else. He said that New Zealanders
would have a hard time celebrating success. In Silicon Valley we celebrate success.
When people do things that are interesting and successful the whole valley cele-
brates. This is a very interesting and important factor with regard to Silicon Valley.

The next question to ask is: Does the Silicon Valley economic model transfer to
the rest of the world? A decade ago the answer was unclear but today we know that
the answer is yes. We now have many examples of global economic hot spots. Sili-
con Valley has been reinvented in places as diverse as Tel Aviv, Taipei, Munich,
Tokyo, Kyoto, Singapore, and Helsinki. There are many places that have adopted
and adapted the economic model of Silicon Valley. They are using the model to
grow regional economies successfully. One good example is Munich. Today,
Munich has its own form of technological development with a major emphasis on
medicine and medical applications as well as lasers and biotechnology. It was not
clear a decade ago whether this kind of entrepreneurial development was possible in
Japan. Masahiko Aoki, Professor of Economics both at Stanford and Kyoto Univer-
sity, said, “Real change must and can occur in business organizations. The role of
government is to facilitate this change.” Several years ago, Professor Aoki offered
several reasons why Japan was lagging behind. I believe that the younger generation
will make changes that will lead to the creation of new business opportunities in this
country. In Japan the younger generation has an entrepreneurial spirit and a global
outlook about business opportunities. Perhaps Japan’s high-tech hope is in the
region of Nara and Kyoto, where a new type of Silicon Valley is taking hold. NTT
has a presence there.

Technology Adoption

At this symposium we discussed a big, audacious goal to change society in a very sig-
nificant way through ubiquitous IT. We must be prepared for a long process of
adoption because it will not be realized overnight. On July 7, 1997, Forbes business
magazine published a figure that plotted the percentage penetration into the mar-
ketplace of a new technology relative to the number of years following the funda-
mental discovery. The graph showed that automobiles took 100 years before they
penetrated 80% of the market in the United States, Europe, and elsewhere. Air-
planes took 90 years and electricity took 80 years before they reached full penetra-
tion. These are infrastructure changes that fundamentally affect the way in which
we live. Such changes take a century to be fully adopted. This means that if we are to
dream about changes that alter the fundamental way in which we live we have to
plan for change over times measured in the units of a century.

There is another kind of technology that is introduced much more quickly.
Examples include the radio, television, and personal computers. These technologies
took only about 30 years to find their way into widespread use. These technologies
build on an existing infrastructure and so can be adopted more quickly. Therefore,
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if we take advantage of a technology that builds on an existing infrastructure we can
achieve 80% penetration in about 30 years or the professional lifetime of an engi-
neer at NTT.

There are examples of technologies that can be adopted even more quickly
because they not really new technologies but combinations of existing technologies.
For example, the cell phone is a combination of a personal radio transmitter and
radio receiver. The public often adopts new combinations of existing technologies to
create new capabilities in a relatively short time, for example, 10 to 15 years.

Concluding Remarks

We are fortunate to live in a world not imagined 30 years ago when I began my
career at Stanford. It is now a world in which I can board an aircraft and be in Japan
the next day, participate in the symposium, and have a conversation with friends
from the other side of Earth. If technology is to fuel our growth and our well-being
in the future, then universities and industry—in collaboration with govern-
ment—must work together to overcome the barriers to adopting these new tech-
nologies and to facilitating change.
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Photonic Crystal Fibers in
Communications and Sensing

Philip Russell
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University of Bath, United Kingdom

Introduction

This chapter focuses on photonic crystal fibers (PCFs), a new technology that has
applications in almost every area of science involving light [1, 2]. Figure 3.1 is an
optical micrograph of one of the very first hollow core PCFs. The picture was taken
by placing a short length of the fiber in a microscope and focusing white light into
the fiber core from below. As can be seen, colored light remains within an empty
channel surrounded by glass. For anyone who has worked in guided wave photon-
ics, this seems rather strange because light normally tends to refract into a higher
index regions, whereas in this case it “chooses” to remain inside a small hollow
channel, and not just over short distances—it is currently possible to transmit light
along several hundred meters of fiber in a channel only 10 µm in diameter [3, 4].
The guidance mechanism is of course the photonic band gap.

I will discuss several topics under the general heading of photonic crystal fibers.
Although these fibers are also sometimes known as holey fibers or microstructure
fibers, today the name PCF is generally preferred. The structures of PCFs vary
greatly, coming in many different shapes and forms, some appearing less like crys-
tals than others; a selection of representative micrographs is given in Figure 3.2. On
the bottom right is one of the first PCFs we made in 1995 [5]. It has quite small air
holes (on order of 200 nm in diameter), an interhole spacing of 2,300 nm, and in the
center a missing air hole forms a core. This particular structure is single-mode at
every wavelength of guidance; that is, “endlessly single-mode” [6]. On the bottom
left of the figure, the far-field pattern is shown for such a fiber into which several dif-
ferent colors of laser light are simultaneously launched; this pattern remains steady
even when the fiber is twisted or bent. We have also fabricated fibers with very small
cores (the one on the left in the middle has a core only 800 nm in diameter), as have
other groups, such as a group at Lucent (now OFS) [7, 8]. We have also recently
made fibers out of soft glasses [9]. The top left of Figure 3.2 shows a fiber made
from Schott SF6 glass, which has some interesting applications. We have made
polarization-maintaining fibers by creating twofold symmetry through the intro-
duction of two enlarged holes on opposite side of the core (the fiber illustrated, bot-
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tom center, was made by BlazePhotonics Ltd.) [10]. We have recently fabricated
another type of hollow core fiber (top right-hand corner) that can transmit a very
wide range of optical wavelengths (the very first fibers transmitted only narrow
bands of wavelengths). The cladding structure in this fiber has a very low density of
states, but not a full photonic band gap [11].
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Figure 3.1 One of the first hollow-core PCFs. A short length of fiber is placed in a microscope
and illuminated from below with white light. In this case, only yellow-green light is trapped in the
core by a photonic band gap.
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Fabrication Techniques

So how do we actually make PCFs? Very briefly, we use two main techniques. The
most common and popular, at least for silica glass, is the stack-and-draw method
where we stack tubes and rods of glass to create the required crystal “preform.” The
spacing between the rods and tubes is roughly 1 mm. We can insert doped glass or
thicker tubes of glass or we can leave out a tube of glass to form a hollow core. The
stack-and-draw approach is very versatile, allowing straightforward building up of
complex structures very precisely at the preform stage (Figure 3.3). The preform
stack then is put into a fiber drawing system (Figure 3.4), the tubes fused together,
and the whole structure reduced in size to form the final fiber with overall collapse
ratios of about 104 or 105. We can make nanoscopic holes as small as 25 nm in
diameter and hundreds of meters long. Such small thin holes are quite remarkable,
and may prove to be a useful template for studying, for example, chemistry in con-
strained systems.

Band Structure of the Photonic Crystal Cladding

Now I briefly look at the properties of the cladding of a fiber with a regular triangu-
lar lattice of air holes. It may be viewed as a composite material with its own disper-
sion. An important quantity is the axial wave vector component, β which is
conserved in every region of the fiber. Naturally, it is possible to calculate the trans-
verse wave vector in each case and establish whether the light is traveling or evanes-
cent in the holes or in the glass. We calculated the dispersion of this defect-free
structure [12], and plotted the result on a diagram of frequency versus wave vector
(Figure 3.5). In each region of the structure, for fixed frequency, light propagates
when the wave vector β is small enough. For example, on the right-hand side of the
slanting “vacuum” line, light is evanescent in air (i.e., unable to propagate). The line
for silica glass is further to the right in the figure, and for the composite structure,
which is a mixture of glass and air, the refractive index of the holey photonic crystal
fiber cladding lies somewhere in between—as might be expected.
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In addition, we have photonic band gaps, which are shown in the figure by the
“fingers” extending down from the top right. These can appear in regions where the
light is normally able to propagate. It is clear that the propagation of light is quite
complicated in these photonic crystal structures. The same diagram for a standard
single-mode fiber is plotted for comparison in Figure 3.6. The fiber is surrounded by
a vacuum, the cladding is pure silica glass, and the core is Ge-doped. The entire tele-
communications revolution happened within the very narrow guidance strip indi-
cated on the diagram. If we compare this with the diagram for PCFs in Figure 3.5,
we can begin to see why photonic crystal fibers are so much richer in terms of their
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Figure 3.4 The final PCF drawing stage. Overall collapse ratios as high as 10,000 times are possi-
ble, with hole diameters as small as 25 nm.
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possibilities. This diagram includes features (e.g., the photonic band gaps) that that
do not exist at all in the single-mode fiber case.

Modal Filtering: An Endlessly Single-Mode PCF

Our first discovery, which was serendipitous, was the endlessly single-mode fiber
[6]. This is shown in Figure 3.7. In November 1995 we formed the structure shown
on the left in the figure and could not initially decide whether this would be a
waveguide because there are clear pathways where the light can leak away between
the holes. And yet, on the other hand, the average refractive index is lower in the
cladding than in the core so there is a refractive index difference. Having made the
PCF, we found it was very easy to test, and discovered experimentally that it was
single-mode at every wavelength of excitation. This indicated that the azimuthally
discontinuous core-cladding interface had a very important effect on the guidance. I
explain this by noting that the fundamental mode has a transverse effective wave-
length roughly equal to twice the core diameter. The light is thus unable to escape
because it cannot “image” the gaps between the air holes; that is, it cannot squeeze
between them (note that the air holes are very strong barriers to light under these
circumstances). The fundamental mode is then effectively trapped inside a “sieve,”
whereas the higher-order modes, with smaller transverse effective wavelengths, can
leak away rapidly through the gaps between the air holes [1]. In summary, the spa-
tial resolution of the light is higher for the higher-order modes than it is for the fun-
damental mode. So we have a new mechanism for guiding light, which appears to be
total internal reflection but with a very interesting and unexpected twist.

If the hole is taken away from the center (i.e., filled in) we are operating (refer to
Figure 3.5) between the refractive index of the composite cladding and the refractive
index of the silica. Plotting axial refractive index instead of β (and neglecting mate-
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rial dispersion for simplicity), we obtain the diagram in Figure 3.8. It is clear that the
refractive index difference between core and cladding falls as the wavelength gets
shorter. If the fiber is designed correctly (the ratio of hole diameter to spacing
must be less than 0.4), single-mode guidance is maintained at every wavelength of
operation.

We can also use this approach to make a fiber that fails to guide short wave-
lengths; that is, it cuts off the guidance of light at shorter wavelengths [13]. The dia-
gram in Figure 3.9 shows wavelength versus refractive index for the pure silica core
(once again material dispersion is neglected) and the photonic crystal fiber cladding.
If we now dope the core with fluorine we can reduce its refractive index, and wave-
length regions appear where the core-cladding index difference is positive (longer
wavelengths) or negative (shorter wavelengths). For wavelength below a certain
value, the fiber ceases to guide light. We tested this in a series of experiments at
wavelengths from 633 to 458 nm. The near-field mode patterns in Figure 3.9 were
taken by keeping the fiber extremely straight—even if only slightly bent, the light
rapidly leaves the core at the shorter wavelengths. This is a radically new kind of
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Figure 3.7 Scanning electron micrograph (left) and far-field pattern of guided light in an end-
lessly single-mode PCF. The interhole spacing is 2.3 µm.
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single-mode fiber that filters out shorter wavelengths, something that is impossible
in traditional fiber optics.

It is of course vital with any kind of optical fiber to consider attenuation loss.
Figure 3.10 shows results reported by BlazePhotonics Ltd in 2002, in a postdeadline
paper at the ECOC meeting in Europe [14]. The measured attenuation was 0.58
dB/km at 1,550 nm (to put this in context, the very first fibers we made, in 1995,
had losses of about 1 dB/m). The different components of the loss are analyzed in
the figure. After eliminating the effects of OH absorption (caused by water in the
structure, which can be eliminated if required), there remains a residual loss of 0.46
dB/km, caused we believe by scattering at the air/glass interfaces. More recently (at
OFC in 2003), NTT reported a loss of 0.37 dB/km at 1,550 nm in a similar PCF
[15]. It seems likely that the attenuation will continue to fall, as this has been the
trend in fiber optics, and it will be interesting to see how low it can go.

Supercontinuum Generation

One of the most useful and intriguing applications of PCF is to the generation of
broadband supercontinuum light from short-pulse laser systems. This is made pos-
sible by a combination of ultrasmall cores and dispersion zeros that can be shifted to
coincide with the pump laser wavelength. In Figure 3.11, the group velocity disper-
sion is plotted against wavelength in the range from 500 to 1,000 nm. Bulk silica
glass has normal dispersion in this range. However, if we form a PCF with an ultras-
mall core (800 nm in diameter; see the inset in the figure), the dispersion is changed
beyond recognition. The sign is reversed compared to that of bulk silica, the zero
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dispersion wavelength is shifted down to 560 nm, and indeed the whole dispersion
landscape is completely changed (the bidispersion is caused by slight birefringence in
the core, due to geometrical distortion). As the holes become bigger the core
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becomes increasingly isolated and begins to look like a strand of silica glass sitting in
vacuum. The waveguide dispersion of such a strand is very strong compared with
the material dispersion.

The combination of very high effective nonlinearity (per unit power) and zero
dispersion at Ti-sapphire laser wavelengths (around 800 nm) leads to efficient
supercontinuum generation, as first reported in 2000 [8]. The results were very dra-
matic: using an unamplified, high repetition rate, mode-locked Ti:sapphire laser,
the supercontinuum light is both extremely bright and extremely broad spectrally
(Figure 3.12). It behaves something like a sunlight laser (it has very high coherence
compared to sunlight) and indeed represents a new kind of optical source [16]. I
now describe its applications.

One very important application of a broadband, very bright source is in medical
imaging. This source is already being used in optical coherence tomography [17]. It
is also employed for many kinds of spectroscopy and quite recently has been suc-
cessfully applied to the field of frequency metrology [18]. Menlo Systems of Munich
have marketed a device to measure frequency with extremely high accuracy. In fact,
the current Austrian frequency standard is based on this Menlo Systems device,
which contains a piece of our fiber. The reason that this device works is that the
supercontinuum spectrum consists of many steps in frequency, that is, a frequency
“ladder” or “ruler.” The spacing between the individual frequencies corresponds to
the pulse rate or repetition rate of the laser. There are laboratories in Japan, the
United States, and throughout the world using this supercontinuum ladder to meas-
ure frequency.
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More recently, we have been looking at generating a supercontinuum in PCFs
made from soft glasses using an extrusion technique. Molten bulk glass is forced
through a die and converted directly (with one further step to bulk-out the cladding)
into fiber. The extruded PCF shown in the inset in Figure 3.13 is made from Schott
SF6 glass and has an attenuation spectrum over the 500- to 1,700-nm wavelength
range that, with the exception of the usual water peak, is within a factor of two of
that of the bulk glass.

Compared to silica glass, the dispersion of SF6 glass is strongly normal over the
wavelength range 1,300 to 1,600 nm (Figure 3.14). This provides a considerable
benefit in that, by adjusting the core diameter, we can shift the zero dispersion wave-
length to any point we require in the important 1,550-nm band. This means that we
can pump this fiber with a femtosecond laser source at 1,550 nm wavelength (such
as a fiber laser [19]) and generate a supercontinuum. Figure 3.15 shows our first
result, obtained in collaboration with the Los Alamos National Laboratory in the
United States [9]. The supercontinuum spectrum in this case extends from 350 to at
least 2,200 nm and probably much further, which represents a considerable
improvement over results achieved in pure silica PCF. It is interesting to note that
most of this conversion occurs in the first few tens of centimeters, which look white
in color. The fiber becomes increasingly red in appearance as the light travels along
it. This is because the shorter (bluer) wavelengths are differentially absorbed.

Earlier I described a radically new class of fiber-based light source. It is exciting
to conjecture what will happen when we use PCFs made from other glass-forming
systems, such as tellurites, which are transparent out to 4.5 µm. Perhaps we will be
able ultimately to produce a supercontinuum covering the entire midinfrared range,
a result that would have huge implications in many types of sensing.

Sound and Light in PCF

The next topic—the control of sound in PCF—digresses slightly, but not completely,
from the photonics theme. Very high frequency sound can be particularly useful for
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modulating light, though sound and light do not “talk to each other” very well;
their interaction (via electrostriction) is quite weak. Therefore, any technique that
can enhance their interaction is of interest. One way to achieve an enhancement is to
trap the acoustic vibrations in a very small space along with the light. Recently we
completed some experiments on sound-wave manipulation in a PCF preform with a
square lattice of air holes (see inset in Figure 3.16) [20]. There was a spacing of
about 0.1 mm between the holes in the preform, and the structure was made with
two solid cores. We placed a piezoelectric transducer at the side of the preform, and
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launched a laser beam along one of the cores, in a Mach-Zehnder interferometer
arrangement. Measuring the phase modulation as a function of transducer fre-
quency produced the spectrum in Figure 3.16. Two sharp resonances are apparent,
one at 23 MHz and other at 23.25 MHz. These are the even and odd vibrational
modes of the coupled cores, the sound being trapped in the cores by a phononic band
gap created by the square array of holes in the cladding. Calculations of the pho-
nonic band structure confirm that this is so. This opens up the possibility of engi-
neering sound in the same way as we engineer light.

Hollow-Core PCFs

This section focuses on hollow-core PCFs, where the only possible guidance mecha-
nism is a photonic band gap. Even though this type of fiber was our first goal back in
1991, it took the longest time to realize. Referring again to Figure 3.5, the idea is
that we operate at a frequency where one of the “fingers” extends to the left-hand
side of the vacuum line. Under these conditions, a photonic band gap prevents light
from penetrating into the photonic crystal cladding while permitting it to form a
mode in the hollow core. A scanning electron micrograph of the very first successful
hollow-core fiber we made (reported in 1999) is given in Figure 3.17 (left-hand side)
[3]. It had characteristically narrow bands of guidance, giving rise to vividly colored
near-field core modes when white light was launched (see Figures 3.1 and 3.2). More
recently, hollow-core PCFs have become commercially available and the losses have
dropped dramatically. In 2002, Corning reported a loss of 13 dB/km at 1,550 nm in
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a 100-m length of hollow-core fiber [21]. The right-hand micrograph in Figure 3.17
is a recent PCF designed for 830-nm transmission and produced at the University of
Bath [4]. BlazePhotonics Ltd has recently published specification sheets for its own
hollow-core fiber on the Web [22]. Figure 3.18 shows a commercial hollow-core
fiber designed for transmitting 1,060-nm light. The center-band attenuation is 60
dB/km and the transmission bandwidth is 150 nm.

A second type of hollow-core fiber, recently developed in Bath, has a very broad
transmission band, which is important for some applications [11]. Strictly speaking,
it operates not by a photonic band gap, but by a low “density-of-states” mechanism
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Figure 3.17 State-of-the-art hollow-core photonic band gap PCFs in 1999 (left) and 2003 (right).
The right-hand PCF guides light in the 830-nm band with losses of ∼ 180 dB/km.
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in the cladding. This means that it can guide white light. Figure 3.19 shows the struc-
ture and transmission spectrum of one of these fibers. From 400 to 1,600 nm the
losses are of the order of 1 dB/m, our best results lying somewhat below this value.
These characteristics are valuable in experiments where one needs to guide widely
different wavelengths in the hollow core.

Applications of Hollow-Core PCFs

Next, I look at two applications and then briefly discuss some intra-PCF devices. An
attractive feature of hollow-core fiber is that it can maintain very high intensities
over long lengths in a very small bore channel (of the order of 10 µm in diameter).
Simple glass capillaries leak very strongly in this regime, because loss goes as the
inverse of the bore radius to the power of 3 [23]. If we reduce the bore from around
200 µm (when it is highly multimode, with losses of order 1 dB/m) to 10 µm, the loss
increases 8,000 times. This means that single-mode capillaries (which must have
bores of diameter of a few microns) are simply impractical.

In laser tweezer experiments (the next topic), the particle trapping forces are
greatest where the intensity gradient is highest, so that the higher the intensity and
the smaller the mode diameter the stronger the forces. A hollow-core PCF is thus a
perfect vehicle for transporting microscopic particles in laser light. We performed an
experiment using a population of micron-sized polystyrene particles on a vibrating
glass plate [24]. As seen in Figure 3.20, a laser beam enters from below and is
focused into the fiber core, passing through a horizontal glass plate supporting the
particles. Turning on the transducer makes the particles separate and bounce
around, releasing them from Van der Waal’s forces, and occasionally a particle
becomes trapped in the laser beam and is propelled up into the fiber. The small white
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dot visible in Figure 3.21 is a particle progressing along the core at a terminal veloc-
ity (limited by the viscosity of air) of about 1.5 cm/sec. The arrows indicate its posi-
tion in each frame. The PCF had a 20-µm diameter hollow core, the particles were
5-µm diameter polystyrene spheres, and the laser power was 80 mW at 514 nm. We
have not yet performed an experiment where the fiber is curved. It would be inter-
esting to see if the particles can negotiate bends without crashing into the walls.
Many interesting experiments remain to be done on this subject. Guiding cold
atoms is a related area of considerable scientific interest, as is the idea of guiding
biological particles, or viruses, along a liquid-filled fiber.

The advent of low-loss hollow-core PCF is revolutionizing the field of nonlinear
optics in gases. We can compare simple capillaries with hollow-core PCF using the
following figure of merit: FoM = λLloss/Aeff where Lloss is the loss length (how far does
the light travel before it is absorbed or lost?), Aeff the effective core area (should be
very small to obtain high intensities), and λ is the vacuum wavelength. FoM is plot-
ted against bore radius in Figure 3.22 for a simple capillary and three different
hollow-core PCFs, each with a different attenuation constant. The curve for the cap-
illary is rather peculiar, because it indicates that the nonlinear interaction actually
improves as the intensity drops. In other words, capillaries operate better when the
light intensity is lower. This is because their performance is completely dominated
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by loss. If we take a hollow-core PCF, on the other hand, it behaves more sensibly: as
the bore radius increases, the effectiveness of the nonlinear interaction falls off. The
factors of improvement over simple capillaries are quite startling. For example, a
10-µm bore PCF with 0.3-dB/m loss provides a 104 enhancement in nonlinear figure
of merit compared to capillary. Using the recent Corning result of 13 dB/km, the fac-
tor is 105. Such huge factors of improvement are very rare in nonlinear optics, and
are giving rise to many revolutionary new opportunities in applications where a
tight focus must be maintained over long distances. For example, with a length of
hollow-core PCF we could perform efficient high harmonic generation in inert gases
at low power—an exciting goal that has yet to be realized. Of course, people have
been doing this for years in gas-filled capillaries. Perhaps now we can hope for high
harmonic generation of X-rays and ultraviolet light in a gas-filled hollow-core PCF
pumped by a compact diode-pumped femtosecond laser.

We recently carried out experiments on stimulated Raman scattering in a
hydrogen-filled hollow PCF [11]. Gas was pumped into a length of hollow-core fiber

34 Photonic Crystal Fibers in Communications and Sensing

Figure 3.21 Individual video frames of a particle moving along inside the hollow-core PCF.
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at pressures up to 50 bar. Nanosecond pulses at wavelength 532 nm were launched
into the gas-filled core and the output monitored as the pulse energy was increased.
The PCF used was the broadband white-light guiding fiber in Figure 3.19. Figure
3.23 shows the experimental setup, together with photographs of the green pump
light, the red Stokes light, and the blue anti-Stokes light emerging from the core of
the 30-cm-long fiber. What is remarkable about this result is that, without too much
effort, we achieved a factor of 100 times reduction in the threshold energy required
to generate efficient conversion to the Stokes wavelength. It should be possible to
increase this factor considerably. We believe that this is just the first step into a very
exciting new arena for gas-based laser optics.

Another rather simpler application of hollow-core PCF is in the transmission of
very high average powers and pulse energies for, as an example, industrial machin-
ing applications. The absence of any solid material in the core means that extremely
high intensities can be supported without damage. This is an area of increasing tech-
nological interest worldwide [25, 26].

Intra-PCF Devices

To realize the potential of all these new developments in fiber optics, we need, as in
conventional fiber optics, intrafiber devices of many sorts. We have been working
on a range of such devices recently. An example is a birefringent rocking filter [27].
Here we take a length of polarization-maintaining fiber and scan a carbon dioxide
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laser beam along it while twisting the fiber to and fro periodically (see Figure 3.24).
The glass softens when the carbon dioxide laser hits it and then freezes back with a
permanent twist (this process does not work with conventional polarization-
maintaining fiber because the fiber destroys itself due to the internal stresses that are
used to create birefringence). Figure 3.25 shows the conversion efficiency (between
orthogonal polarization states) versus wavelength for one such device. The center-
band suppression is 24 dB, and since the devices do not rely on photosensitivity, but
involve a morphological change in the structure, there are no aging effects. Since
they are made entirely from one material—pure silica glass—there are no
temperature-induced stresses and the devices are highly temperature stable. Because
we are working with the very large air-glass index difference we can make very short
beat lengths. This means that, for a given bandwidth, the device length can be very
short. We can manufacture these devices in a few seconds, at a rate of many thou-
sand per day, making this an interesting area for commercial exploitation. We can
also make many other different devices such as dual-core couplers and core-cladding
couplers using this approach [28–30].

Final Comments

In summary, PCFs offer major new opportunities in many areas of physics and pho-
tonics, only a few of which have been mentioned here: frequency metrology, nonlin-
ear optics, gas-laser interactions, cold atom guiding, particle guidance, fiber optics
itself, dispersion control, solitons at new frequencies, fiber sensors, nonsilica fibers,
polymer fibers, fiber lasers and amplifiers, supercontinuum generation, and intrafi-
ber devices. The rapid pace of development means that is it difficult to keep up with
all the current developments. The already very long and exciting list continues to
grow by the week.
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Femtosecond Pulse Processing and
Applications to Optical Communications

Andrew M. Weiner
School of Electrical and Computer Engineering
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West Lafayette, Indiana

This chapter focuses on optical signal processing—specifically, work at the subsys-
tems level where we are trying to apply some unique ideas involving interactions
between temporal degrees of freedom, spatial degrees of freedom, and frequency
domain degrees of freedom in optical signals. In other words, my subject relates to
Fourier optic types of ultrafast optical signal processing.

Specific topics include synthesis of arbitrarily shaped ultrafast optical wave-
forms, serial-parallel and parallel-serial conversion for ultrafast waveforms, and
equalization methods for correction of signal distortion including chromatic disper-
sion and polarization-mode dispersion (PMD). I will also touch briefly on optical
code-division multiple-access. In addition to optical communications applications, I
will also mention some recent work using our ultrafast optical technologies with a
view to introducing new capabilities in the area of radio frequency photonics.

First, I will describe the motivation for our work in optical signal processing.
Figure 4.1 shows the progress made in commercial lightwave systems in terms of
capacity versus year, up to about 2 years ago [1]. First, there have been tremendous
advances in single-channel data rates, from about 600 Mbps to about 40 Gbps in
commercial systems, over a little less than a 15-year period. There have been even
more dramatic advances when we consider wavelength division multiplexing
(WDM) with commercial capacities that have risen well into the Tbit/s range.
WDM in fact constitutes a simple but extremely successful form of optical signal
processing, where the key is the ability to either combine or separate signals based
on optical wavelength. Thus, optical signal processing is the essence of WDM,
which is responsible for the remarkable rate of progress shown in the figure.

In my group we are primarily interested in optical signal-processing methods in
the ultrafast domain. That is, we are interested in new enabling optical signal-
processing technologies that can potentially contribute to further improvements for
ultrafast communications such as TDM. Impressive results in which ultrafast opti-
cal signal processing is applied in a systems context are reviewed in [2]. In this chap-
ter I survey our own unique contributions to optical signal processing involving
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combinations of interactions between space, frequency, and time. A general review
of this topic from several years ago is given in [3].

It is worth introducing some of the research issues for subpicosecond optical
communications. A key point is that as we approach speeds significantly beyond 40
Gbps, we meet real bottlenecks from the electronic processing point of view. The
rate of electronics is just not fast enough. Therefore, if we want to go much faster we
must have new tools, and so we are looking at optical signal-processing tools to try
to alleviate these bottlenecks. In an attempt to categorize the different topics that I
discuss, Figure 4.2 shows a very simple diagram of a transmission system. The sys-
tem consists of a transmitter, a channel, and a receiver. If we are thinking about very
fast communications with subpicosecond pulse durations, then there are very sig-
nificant issues with respect to all the parts of this system. For example, in the trans-
mitter there is the problem that the data cannot be directly modulated fast enough to
get into a single data stream, so we need optics for multiplexing or data aggregation.
In this regard I will describe work we have undertaken on optical pulse shaping and
parallel-to-serial conversion, which can potentially address the transmitter issue.
After the transmitter we come to the fiber, which is, of course, an absolutely beauti-
ful medium. However, when the demands placed on the fiber are sufficiently severe,
certain problems emerge. For very high rates, various signal distortions must be cor-
rected in order to achieve high-quality communications. In this regard I will describe
our work on arbitrarily tunable chromatic dispersion compensators and some new
work that is starting to provide results aimed at solving polarization-mode disper-
sion compensation problems. Finally, if we assume success at addressing transmitter
and fiber issues and then turn to the receiver, we have the problem that data is arriv-
ing too fast for direct electronic processing. This means we need to employ optics to
reduce the information rate or to convert from serial to parallel to try to interface
with the speeds of electronics. Therefore, I will describe some of our schemes that
are aimed at realizing serial-to-parallel conversion and briefly mention some other
types of decoding relevant to optical code-division-multiple access.

I have already mentioned the words “time,” “frequency,” and “space.” In my
group, on the one hand we are trying to look at novel architectures for optical signal
processing. On the other hand, rather than just demonstrating novel architectures,
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we are trying very hard to engineer them in a way that we hope can ultimately have
an impact in real systems. This means working not in the visible wavelength region
but in the lightwave band and striving for compatibility with required speeds at real-
istic powers. In certain cases we still have some distance to go, but that is our goal.

I start by describing how we make very high-speed signals. It involves work on
pulse-shaping or femtosecond waveform synthesis (see Figure 4.3) that I have been
interested in and associated with for quite a number of years [3–6]. This provides a
good introduction and presents a core idea that permeates much of our work. We
(and now researchers in many other laboratories as well) start with a short pulse
from our favorite mode-locked laser. This pulse could be in the range of picoseconds
down to just a few femtoseconds (for applications in the ultrafast science commu-
nity). Most of our work described here is in the subpicosecond range relevant to
ultrafast optical communications. The idea is to start with a short pulse and trans-
form it into a new waveform of our choosing. The technique involves sending a
short pulse to a spectrally dispersive element, most commonly a diffraction grating,
which causes the different frequencies or wavelengths in the pulse to spread out
along different angles. With the help of a lens, they are then focused down to small
spots, providing us with a continuum of optical frequencies spread out along a line.
Our innovation is the introduction of a spatially patterned object. This was origi-
nally a fixed microlithographically defined mask, but for many years now a modu-
lator array technology, namely, a spatial light modulator, has been preferred. The
idea of the modulator array is to control the phase and/or the amplitude of the spec-
trum on a wavelength-by-wavelength basis. This allows us to manufacture very
complex spectra according to our desires. By employing additional optics, we can
put the wavelengths all back together. This results in a new waveform shape, as
given by the Fourier transform of the pattern transferred by the spatial object onto
the spectrum.

Figure 4.3 includes two nice examples. One trace shows what I like to call a fem-
tosecond data sequence [7]. A single short pulse, here about 100 fs, goes through a
mask whose Fourier transform is a sequence of pulses. We can imagine that this
waveform is made up of four ones, a zero, and four more ones coming out at a few
hundred femtosecond-bit spacing. In another example we place a pseudorandom
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Figure 4.2 Research issues for subpicosecond optical communications: opportunities for impact
from optical signal-processing technologies.



phase pattern onto the spectrum [4, 8]. A mode-locked pulse has a beautiful phase-
locked spectrum. If we make that spectrum pseudorandom in phase, it transforms
the clean modelocked pulse into what looks like a pseudonoise burst. I will return to
waveforms of this sort when I talk about code-division multiple access. In general, a
very wide variety of waveforms is possible.

Currently a number of spatial masking technologies are available [6]. Probably
the most commonly used are liquid crystal arrays [5, 9, 10], which are the primary
tool that we use in my laboratory. Acousto-optic technologies are also successfully
used [11], and deformable mirrors are sometimes employed for very short pulse
applications [12]. There are also a number of other devices, such as fixed masks,
MEMS arrays, and galvanometers. I will even mention some work involving holo-
grams or nonlinear optics that is starting to increase the range of functionality,
allowing more complicated sorts of processing to be performed in pulse-shaping
geometries.

The main focus of my group has been to look at applications related to informa-
tion technology, such as fiber communications, and that is what I focus on here. But
pulse-shaping has had considerable penetration in several other areas, particularly in
areas of ultrafast science. One notable example is the area of coherent quantum con-
trol where physical chemists, for example, are tying to use specially engineered laser
waveforms to control the course of chemical reactions [13–20]. This is a tremendously
active research field at this point. Pulse-shaping is one of the key enabling technologies
that nearly all the experimental research groups in coherent control are using.

Figure 4.4 shows the layout of the liquid crystal modulator arrays, which we
often use in our work. The specific example of a phase modulator array is shown [5,
9]. Similar to display devices, the array consists of a sandwich of a few micron-thick
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liquid crystal layers sandwiched between two pieces of glass. The individual liquid
crystal molecules have a rodlike shape and are aligned in a particular direction. The
idea is that the molecules have a relatively higher refractive index for light polarized
along the molecules and a relatively smaller refractive index for light polarized the
other way. This makes the liquid crystal layer birefringent. To use the device as a
phase modulator, we align the liquid crystals along the y-direction (for example)
and use input light along the same polarization. At zero voltage this gives a rela-
tively large phase. Now, if we apply a longitudinal voltage, we can rotate the mole-
cules. The voltage is applied using a set of pixellated electrodes on one piece of glass
and a transparent ground plane on the other, both made from transparent indium
tin oxide (ITO) films. Now the light sees a changed index of refraction and a
changed phase. This results in a phase modulator where we can control the phase at
each pixel independently, from zero to 2π, so we can impose nearly any spectral
phase we want. By using another configuration [10], essentially taking two of these
liquid crystal arrays and gluing them back-to-back (and with different, appropri-
ately selected orientations for the molecules), it is possible to control both phase and
amplitude completely independently, again on a pixel-by-pixel basis. Concerning
some of the other parameters, the most typical commercial arrays consist of 128
pixels on 100-µm centers. Other commercial products with increased pixel count in
a phase-only geometry have been introduced. One version that we are evaluating
has up to 4,096 independent pixels. Thus, liquid crystal arrays provide a great
number of degrees of freedom that can be used for pulse shaping. Liquid crystal
arrays are a relatively slow technology, with reprogramming times in the millisec-
ond range. Therefore, applications of this technology in ultrafast optical communi-
cations emphasize signal conditioning rather than data modulation.

Figure 4.5 illustrates one application using liquid crystal modulator arrays in
the signal conditioning arena, namely for dispersion compensation. When a pulse is
launched into a single-mode fiber, dispersion means that different frequency com-
ponents have different velocities; as a result the pulse spreads out. In commercial
systems dispersion is often an issue even at 10 Gbps for transmission lengths exceed-
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ing 100 km or so. Therefore, such systems rely on dispersion compensation. The tool
that is most commonly used to accomplish this commercially is dispersion compen-
sating fiber, which is a fiber that is engineered to have the opposite sign of dispersion
compared to standard single-mode fiber. The fast frequencies in the first fiber are the
slow frequencies in the second fiber. By matching the lengths of these two fibers
appropriately, the frequencies that are spread out in one fiber come back together at
the end of the second. In my group we became interested in the short pulse limits of
this dispersion compensation methodology. Therefore, instead of working at 10
Gbps, we started doing experiments in the range from below 100 fs up to about half
a picosecond [21–24].

When we employ an ultrashort pulse with a very broad bandwidth, it becomes
essential not only to compensate the dispersion itself, but also the variation of dis-
persion with wavelength (commonly termed dispersion slope). Since it is generally
difficult to realize perfect simultaneous dispersion and dispersion slope compensa-
tion via a fixed fiber solution, we end up with some small amount of distortion. We
then use our pulse shaper in a mode that we call a spectral phase equalizer. This pro-
vides a mechanism to fine-tune out any distortion that is left after the dispersion
compensating fiber. The basis for our spectral phase equalization scheme is given by
the following equation:

( )
( )

τ ω
∂ψ ω

∂ω
=−

We see that the frequency dependent delay τ(ω),which represents dispersion, is
related to the spectral phase ψ(ω) through a frequency derivative. Therefore, by con-
structing an appropriate phase versus frequency variation in the pulse shaper, we
can manipulate frequency dependent delay.

Figure 4.6 shows one example from a few years ago [23]. This represents one of
a series of experiments in our laboratory where we have investigated pulses of about
one-half picosecond duration transmitted through a few kilometers of standard
single-mode fiber. The dispersion is extremely strong for these ultrashort pulses,
with the pulse initially spreading by several hundred times. By carefully matching
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the dispersion compensating fiber to the single-mode fiber, we achieve well above
99% correction, thus ending up with a pulse that is actually rather good and only
broadened by about 50%. Nevertheless, we would still like to correct that. Figure
4.6 shows a measurement of a 480-fs input pulse emerging from a 3-km single-mode
fiber/dispersion-compensated fiber/dispersion-shifted fiber link. The output pulse
has an asymmetric distortion that is indicative of cubic spectral phase (a phase that
varies with the third power of frequency offset). Therefore, in the modulator array
we program a phase versus pixel (phase versus frequency) profile that is equal and
opposite to the phase causing the distortion. When we do that, the pulse is restored
to a very clean, distortion-free waveform. Although this result is very good, I believe
we are still far from the limits of this technique. For example, in a later experiment
we used slightly shorter (400 fs) input pulses and propagated them over a 10-km
fiber link [24]. As before, a distortion-free output waveform was obtained after
spectral phase equalization. Even in the 10-km experiment, my estimate is that the
liquid crystal modulator acting as a spectral phase equalizer was still about a factor
of ten away from reaching its dynamic range limits. Therefore, full dispersion com-
pensation using this approach may be possible out to ∼ 100 km for 400-fs pulses! I
would also point out that we have recently learned how to run the spectral phase
equalizer in a mode that is independent of input polarization [25]. This is very
important from a practical point of view, since polarization is usually scrambled
during fiber-optic transmission.

Figure 4.7 shows a photograph of a recent version of our pulse shaper [25].
Light first emerges from a fiber, passes through a collimator, and impinges on a dif-
fraction grating. After the grating the different frequencies contained in the input
pulse spread out. A lens then focuses these different frequencies. Here we are using a
reflection geometry; instead of having two gratings, we only have one grating and
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we double pass through the apparatus. We are also double passing through a com-
mercial liquid crystal modulator array. The output light is coupled back into the
original fiber and then separated using a circulator. We are able to realize a fiber-to-
fiber insertion loss of ∼ 5 dB. About 2 dB comes from the circulator; therefore, less
than 3-dB loss comes from the optics and from coupling in and out of fiber. This is
an acceptable level of loss for most systems applications. By using a low
polarization-dependent loss grating and developing a new operating mode for these
modulator arrays, we can achieve dispersion correction in a polarization insensitive
way, as mentioned above.

There are a number of industrial groups, several of them in Japan, which are
now working on this pulse-shaping inspired approach for dispersion compensation.
A key motivation is to develop technology to tune out the dispersion slope in WDM
systems. Some of the first work in this area has been accomplished at the NTT Labo-
ratories in Atsugi over the last few years [26]. The novelty of that work involves the
use of a modified arrayed waveguide grating structure to act as an integrated optic
equivalent of the grating and lens used in bulk optic pulse shapers. Used together
with an external fixed spatial phase mask, this provided a means to compensate dis-
persion slope on a channel-by-channel basis. Other work is also of interest. Shi-
rasaki et al. from Fujitsu-Avanex have reported on a pulse shaping arrangement in
which the grating is replaced by an etalon-based device called a virtual image phased
array or VIPA [27]. Basically, the VIPA is a spectral disperser that can provide finer-
grained wavelength resolution than a grating. They use a fixed-curved mirror in the
pulse shaper to impose a wavelength-dependent phase, again for the purpose of dis-
persion slope compensation. Finally, in a very recent example, a Sumitomo group
has investigated a reflection-mode grating pulse shaper in which they incorporate a
novel MEMS modulator array [28]. The new feature of their work is that each array
element is a deformable mirror that is electrostatically actuated and can bend. Their
device supplies a programmable curvature at each pixel, which in a pulse shaper is
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• Smaller, with reduced component count, substantially easier alignment
• 5.1 dB insertion loss (2.9 dB from shaper, 2.2 dB from circulator)
• Low PDL grating, polarization-independent operation of modulator array
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Figure 4.7 Photograph of a low-loss, fiber-coupled, reflection-mode pulse shaper. The circulator
used to separate the output from the input is not shown [25].



equivalent to a programmable quadratic spectral phase. By applying different cur-
vatures at different pixels, they are able to compensate dispersion slope.

I would now like to turn to polarization mode dispersion (PMD) [29]. Compen-
sation for PMD is quite a challenging undertaking and of great current interest for
industry. We have now begun to address PMD compensation in my group and are
starting to make some progress; however, much remains to be done. Fundamen-
tally, polarization mode dispersion arises from random spatially distributed bire-
fringences in a fiber. Figure 4.8 depicts this using a simple random wave-plate model
[30]. We must imagine that we have a large number of birefringent wave plates,
each of which for example has random orientation. When light enters a single wave
plate, we know that it experiences a polarization rotation (unless it happens to be
polarized exactly along an optical axis). That polarization rotation or transforma-
tion is wavelength-dependent. If the light passes through a whole cascade of wave
plates, the polarization not only becomes scrambled but it becomes scrambled in a
very highly frequency-dependent way. In addition, since each wave plate is defined
by a fast and a slow axis, different input polarization states of light experience dif-
ferent delays. Therefore, when we couple in a short pulse with a broad frequency
spectrum, the result is a complex distortion in which the output signal exhibits a
frequency-dependent state of polarization and frequency and input polarization
dependent delay. Many in industry are trying to combat PMD because its effects
become very critical for systems operating at 40 Gbps and above. Most existing
compensation approaches are limited to relatively small delay distortions, which are
only a fraction of the input pulse width or bit duration.
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In my group we are focusing on a novel approach that is based on pulse shaping
to provide the corrections on a frequency-component by frequency-component
basis. A key goal is to realize a method applicable to compensation of very severe
PMD distortion, such that the distortion in time is much longer than the duration of
the input signal. To illustrate this, Figure 4.8 includes representative simulation
results obtained using the random wave-plate model. For the simulations we
assumed a 700-fs input pulse and a 128-element liquid crystal modulator array in a
new configuration that provides not only spectral phase control but also
wavelength-by-wavelength state-of-polarization control. In addition, we took 20 ps
as the characteristic time scale for the delay distortions (formally this is termed the
mean differential group delay). This is sufficiently large compared to the input pulse
duration that most or all of the existing compensation approaches would fail. In our
simulation we used a fixed input polarization state, which would correspond to a
single point on the Poincaré sphere. The figure shows a Poincaré sphere representa-
tion of the output polarization, where each point represents a different frequency
component. The main point to notice is that the polarization as a function of fre-
quency is scattered over most of the surface of the sphere, which means that the
polarization is completely scrambled. This illustrates the very complex frequency
dependent polarization distortion we expect from large PMD.

Another way to illustrate this is to view the simulated transmission through a
polarizer as a function of wavelength. Even though we start with a smooth spec-
trum, passing the output light through the polarizer causes the power spectrum to
become completely jagged. Therefore, any polarization-dependent elements in a sys-
tem would cause a huge problem. The simulations show that if we were able to use
128 independent pixels, each of which is set to correct the polarization state at that
pixel, then we would obtain the result shown as the darker curve in the figure. The
results are actually quite good. The reason that the simulated compensation is not
prefect has to do with the finite number of degrees of freedom of the spatial light
modulator (i.e., the finite number of pixels). When the wavelength variation of the
polarization distortion is fast compared to equivalent pixel width, then imperfec-
tions start to appear in the compensated output. Thus, for a 20-ps differential group
delay and a 700-fs input pulse, the wavelength variation is beginning to become too
fast, even for 128 pixels. This effect provides the fundamental limit on the amount of
differential group delay that can be compensated for a given input pulse duration.

The simulation at the bottom right of Figure 4.8 shows the temporal intensity
profiles of the assumed input pulse and the simulated output waveforms, both with
and without compensation. Without compensation, the pulse is completely pulled
apart, both because of polarization versus frequency effects and also because of
frequency-dependent delay effects. If we were able to correct both the spectral
polarization profile and the spectral phase with 128-pixel resolution, the simulation
predicts that we should be able to compress the pulse almost completely. Such a
result would be a very significant achievement, although much further work is
needed before this result can be realized.

As depicted in Figure 4.9, for the experimental implementation we envision a
broadband light source being input into a fiber subject to PMD, which we would
like to compensate. One possible scenario is to employ a sensor, which must have
several functions. It has to sense polarization on a frequency-by-frequency basis, and
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it has to sense the spectral phase variation as well. This would then be fed into the
compensator, which would correct all those degrees of freedom and consequently
output a nice restored pulse. For real-world applications, it should complete this
operation fairly quickly, since the PMD is not fixed in time. Although the required
response time for PMD compensators is still under discussion, time scales for
change in PMD effects due to environmental variations and especially artificial dis-
turbances can be as fast as milliseconds. Therefore, we view millisecond response as
a target for our compensator.

Our initial efforts are directed at sensing and correcting the wavelength-
dependent polarization state. Future efforts will aim at demonstrating correction of
the delay effects. Below I describe some new results on polarization sensing and
polarization correction that we have recently reported in detail for the first time [31,
32]. On the sensing front, we have been able to build a new polarimeter that works
much faster than existing technologies. All existing polarimeters are single chan-
neled; they achieve at best perhaps a few thousand measurements per second. We
have built a novel multichannel polarimeter taking advantage of arrayed InGaAs
detector technology and fast ferroelectric liquid-crystal-switchable wave plate tech-
nology that allows us to cycle through the different aspects of a polarization meas-
urement very quickly [32]. This provides the potential to measure the complete state
of polarization of 256 different wavelength components in parallel in under 1 ms
(though the actual operation is currently limited to a few milliseconds by software).
In this first demonstration, we set up the apparatus to cover a spectral range of
about 100 nm, but that can be scaled to other values. Figure 4.9 shows two exam-
ples of data. In one case, a single piece of polarization-maintaining fiber causes the
output polarization as a function of wavelength to lie on a circular trajectory round
the Poincaré sphere, as expected. In a second example with a more complicated
polarization distorter, the wavelength-dependent polarization exhibits a more var-
ied trajectory. In both cases, our apparatus is able to measure this in milliseconds.
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We also have results on the polarization corrector system [31]. For these experi-
ments we have performed measurements using conventional polarimeter technol-
ogy; we intend to integrate our wavelength-parallel polarization sensor with our
polarization corrector in future work. We are performing polarization correction by
using a new liquid-crystal modulator array geometry obtained through a collabora-
tion with CRI, Inc., a vendor of liquid crystal modulator arrays. Our approach
allows us to take any input state of polarization and restore it to fixed linear polari-
zation, for example pointing vertically. We first measure the polarization state as a
function of wavelength and then correct it on a wavelength-by-wavelength basis, as
shown in Figure 4.9. In these first experiments we used transmission through a
polarizer as a metric for wavelength-dependent polarization. Without correction
there was greater than 15-dB variation in the transmission through the polarizer.
With the help of our array, we can equalize this and obtain a flat output spectrum
through the polarizer within 1 to 2 dB. Thus, we already have some experimental
success. We are looking forward to further progress in our future work.

I will now discuss work related to the receiver problem for ultrafast optical com-
munications. Figure 4.10 shows a schematic for a time-to-space converter or serial-
to-parallel converter. Here we imagine an incoming stream of ultrafast optical data,
for example at a few hundred gigabits per second. In contrast to conventional
demultiplexer techniques, where one switches out one time slot at a time, to arrive
for example at 10-Gbps demultiplexed data in a serial stream, I will focus on an
architecture organized around frame-by-frame or block-by-block conversion. We
therefore have a single reference or sampling pulse. Instead of just acting on the one
pulse that is lined up with it, the reference pulse interacts with a frame of pulses and
converts them into parallel. This constitutes a time-to-space converter with applica-
tions to waveform measurement or frame oriented serial-to-parallel operation. I will
show experiments demonstrating this basic functionality and then describe our
efforts to address the practical problems, such as working at communication wave-
lengths. The most difficult challenge involves the need to scale the power down to
where we can run this full duty cycle at the desired average power levels.

So how does this work? What I describe is not in fact spectral nonlinear optics,
which is what we really do now, but something called spectral holography [33, 34],
which is easier to explain. This work was undertaken several years back with Martin
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Nuss [35], who was at Bell Laboratories at that time. The idea is that we have the
first half of a pulse shaping setup, namely a grating and a lens, as shown in Figure
4.11. However, instead of a modulator array we now have a dynamic holographic
medium. This will act like a mask that is written by the incoming information.
Instead of just having one beam coming in, we actually have two beams, which is
analogous with normal spatial holography. We call our approach spectral hologra-
phy. In normal holography we have a plane wave, which is just a spatially uniform
beam. In spectral holography we have a reference pulse, which is simply an
unshaped short pulse whose spectrum is essentially flat; this is approximately a
spectral plane wave. The second beam, which we call a signal pulse, has information
of interest that we can view in either the time domain or frequency domain. Both
beams impinge on the grating and are both spread out so their frequencies are dis-
persed along the line. At the Fourier plane the different beams interfere with each
other on a frequency-by-frequency basis and write a hologram. Our work was per-
formed using a dynamic multiple quantum well holographic medium. This medium
has a response on a millisecond to microsecond time scale, which is quite fast for a
holographic material but still slower than we want. The spectral hologram that is
recorded encodes information about the signal pulse spectrum. Then we read out
with a continuous-wave plane wave. The hologram is now interpreted as spatial
information. The readout beam diffracts off the hologram and then goes through a
Fourier transform lens, which produces an output with a spatial pattern that is a
scaled version of the spatial Fourier transform of the hologram. However, the holo-
gram is the Fourier transform of the input temporal pattern. So with this approach,
there are two Fourier transforms. This brings us back to where we started, except
that instead of having a pattern in time we have a pattern in space. As one simple
example, Figure 4.11 shows data from a series of experiments where the signal pulse
was simply delayed with respect to the reference [35]. Here the relative delay consti-
tuted the information. When we look at the output on a CCD camera, we find that
as we delay the signal pulse with respect to the reference, the output spot moves
across the screen, so this really performs a time-to-space conversion.
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As I have already mentioned, even if holograms are dynamic, they are not fast
enough. We are really interested in frame rates that are well into the subnanosecond
regime. A path to realizing that involves spectral nonlinear optics, where we replace
the slow holographic media with faster nonlinear optical crystals. Specifically, we are
pursuing second harmonic generation in our research. The experimental apparatus is
a little more complex than that for spectral holography, but the basic idea is quite
similar. Figure 4.12 shows cases where we built up simple data frames of ultrashort
pulses to act as the signal beam [36]. The individual pulses were a few hundred fem-
toseconds in duration at 1,550 nm, separated by about 2 ps. The figure shows images
of these pulses that all come out in parallel for three different inputs: four ones, two
pairs of ones with a zero in between, and so forth. This was the first time this time-
to-space conversion was accomplished via spectral nonlinear optics in the lightwave
band. Historically, the first experiments performing spectral nonlinear optics using
the second harmonic nonlinearity were reported by the Fainman group at University
of California at San Diego, who worked with a titanium:sapphire laser [37]. In our
work, we translated this scheme to the lightwave band [36] and identified a way to
increase the nonlinear optical efficiency by more than two orders of magnitude [38].
This is important since efficiency and sensitivity are usually key issues associated with
nonlinear optics in the rather unusual geometry of a time-to-space converter.

In one set of experiments, we placed a photodiode at the spatial location corre-
sponding to one of the stripes seen in the figure and observed the output with a fast
oscilloscope [36]. A key result is that we were able to detect the individual pulses
with beautiful signal to noise, in real time and with no signal averaging, directly at
the 80-MHz rate corresponding to the laser source used in these experiments.
Although further progress is needed, we are beginning to approach an average
power and repetition rate regime that would be suitable for real high-performance
applications.

For further progress I believe that we need to scale from bulk nonlinear materi-
als, such as the 2-cm-long bulk periodically-poled lithium niobate (PPLN) crystal
used in the current experiments, to more sophisticated PPLN waveguide chips, as
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described in the article by Professor Fejer in [39]. One area that we are very excited
about would involve development of new geometries for PPLN technology, planar
waveguide geometries for example, that would be compatible with the types of opti-
cal processing that I have been describing. Professor Fejer and I have submitted a
joint funding proposal which, if funded, would allow us to embark on this research.
The waveguide approach could really reduce the power levels to a point that would
allow practical applications for high duty cycle demultiplexing, for example. In
terms of technologies, if we really want to achieve this, there are many interesting
packaging issues. Probably a very nice way to address them would be to utilize
hybrid planar lightwave circuit (PLC) and PPLN approaches, as described by
Professor Fejer in [39].

Another research activity related to the receiver problem in ultrafast optical
communications involves optical code-division multiple-access (O-CDMA)
[40–43]. CDMA is a communication technology that is widely used in cellular
radio. For example, many cell phones use CDMA, which basically involves using
different coded signals, in other words different complicated noise bursts, to distin-
guish between different users and to share the communications medium. For several
years I have been interested in finding out whether this could be accomplished in
ultrafast fiber optics [8, 40, 41, 44, 45]. One driving motivation was that our pulse
shapers provide a unique enabling technology needed to accomplish the very fast
optical encoding and decoding that would be required.

Recently the Defense Advanced Research Projects Agency (DARPA) has
invested in this research; they now have a new program funding several groups that
are trying to develop O-CDMA demonstrations and to explore potential unique
advantages of this approach. One can imagine advantages such as information secu-
rity at the physical layer, soft-limited capacity, and so forth. At this point I do not
think anybody has really studied this topic in enough depth to know if there are any
hugely beneficial advantages, but part of the exercise is to better understand the
potential advantages. Our work is a collaborative program involving my group and
that of Professor Fejer at Stanford, since we are using PPLN channel waveguide
chips [46] as the decoder technology. A key issue is that we have different coded
waveforms with very fast time structure, so we need some kind of specialized ultra-
fast nonlinear processing to distinguish one ultrafast waveform from another. We
have shown that if we use second harmonic generation in a slightly unusual opera-
tion mode, we can actually perform this waveform discrimination operation
[47–49]. Figure 4.13 shows examples of data that we have gathered and reveals
that, with very good contrast, we can tell the difference between the desired wave-
form and an undesired waveform. In some of the experiments, we have actually
reached about 30-dB contrast for desired and undesired users [47]. We can accom-
plish this operation at a very interesting power level, namely about one quarter of a
picojoule per pulse, which at this 40-MHz rate is only about 10 µW [48]. Even at
that very low average power level, we are already reaching a second harmonic con-
version efficiency of several tens of percent. This is extremely efficient, and now
under the DARPA program, we are trying to scale this up to the gigabit per second
range. Our goal over about the next year and a half will be to try to run at per user
rates of 2.5 Gbps with two to three users. If we are successful, then we hope to go
beyond that in the future.
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Let me now return to ultrafast optical communications transmitter technology
and describe a parallel-to-serial converter, as shown in Figure 4.14, which I some-
times call an ultrafast optical word generator or space-to-time converter. This is the
converse to the time-to-space converter, although we still adopt the philosophy of
frame-by-frame processing. Here we would like to have a box that we can connect to
parallel data, for example electrical data words on a computer, and obtain a serial
optical sequence in the time domain corresponding to this electrical data. In particu-
lar, I will describe here an optical subsystem that can be read out by a single
ultrashort pulse to yield a time-domain pulse sequence corresponding to the parallel
data pattern [50–52]. I have already briefly described Fourier transform pulse shap-
ers that, in principle, can perform this function; however, such shapers work accord-
ing to a Fourier transform relationship, which means that if we want a certain data
pattern, we need to first determine its Fourier transform. Unfortunately, the time
needed to calculate such Fourier transforms would prohibit operation at the desired
subnanosecond frame rates. So we became interested in developing a direct mapping
technology in which a spatial pattern in the pulse shaper is directly converted into
the ultrafast time domain, without any Fourier transform. In our research to date we
have used fixed static masks to perform the spatial masking function. However, the
subsystem I will describe is inherently compatible with the use of subnanosecond
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optoelectronic array technologies for spatial patterning. In parallel with the work I
will describe here, we are working within my laboratory to fabricate an array of
optoelectronic modulators that we hope to be able to use in high-speed parallel-to-
serial conversion experiments in the future.

I now describe the novel optical subsystems we have developed in this research.
Figure 4.15 shows the layout of a direct space-to-time converter. There is some
resemblance to a Fourier transform shaper, in that both contain a grating and a lens
and have a short pulse coming in. The differences are that instead of there being a
mask at the Fourier plane, there is just a simple slit. The layout is equivalent to a
conventional spectrometer. If a short pulse comes in to a spectrometer, it is spec-
trally filtered; because it is filtered, we end up with a long pulse. This is well known.
The new feature here is that we bring back our spatially patterned mask (or in the
future, potentially a rapidly programmable modulator array), which now we place
near the grating. What happens if we send in a short pulse, spatially pattern it, and
pass it through our spectrometer? Well, it turns out that after completing the Fou-
rier optic analysis, we obtain a new time domain waveform, which directly reflects
the spatial pattern. There is a direct scaling between time and space, with no Fourier
transform [50, 51]. A simple way to understand this is that whenever a short pulse
emerges from a spectrally dispersive element, such as a grating, it has a tilted pulse
front [53]. This means the time delay of the pulse varies with lateral spatial coordi-
nate. Thus, space actually encodes delay. If you block different spatial elements of
the beam, you block different time elements as well. Figure 4.16 shows some exam-
ples. We originally performed this experiment at 850 nm [50] and later transitioned
to the lightwave band [52]. For the left side of Figure 4.16, we had a simple spatially
patterned gold-on-glass mask at the input to the apparatus [50]. This completely
blocked the light, except for 20 equally spaced windows where the mask was trans-
parent, as defined by the lithography. The time domain trace shows one pulse for
every opening on the mask. Figure 4.16 (lower left) shows what I call a data packet.
Here we used a similar mask, except that some of the window locations are now
filled in with gold, hence they are opaque. At each location where the window is
filled in, the pulse disappears with beautiful contrast. These are very clear demon-
strations of conversion from space to time.

Another point to notice is the temporal rolloff. This arises because the input had
a Gaussian beam spatial intensity profile, which is also converted by the apparatus,
resulting in the temporal rolloff.
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For the data on the right-hand side of Figure 4.16 [52], we were interested not
only in moving to 1,550 nm, but also in trying to correct the temporal rolloff. This
was achieved by introducing custom diffractive optical elements prior to the DST
pulse shaper to produce an array of equal intensity beams. For the example shown in
the figure, the input consists of ten evenly spaced, equal intensity beams. The direct
space-time pulse shaper maps this spatial input pattern into time fairly well. We can
even notice imperfections in the input spatial profile that end up becoming imperfec-
tions in the time domain profile (see the small feature at 0 mm and 0 ps, respec-
tively).

Our DST pulse shapers were read out initially using low-repetition-rate mode-
locked lasers, either a Ti: sapphire laser at ~80 MHz or an erbium fiber laser at
~40 MHz. By using a higher repetition rate source, for example a 10-GHz mode-
locked fiber laser, then instead of isolated pulse bursts, we can obtain pulse
sequences with 100% duty cycle. Figure 4.17 provides examples of data from such
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experiments [52], each of which consists of different frames of data at 100 Gbps
within a 100-ps frame. Because we are using a fixed mask, the temporal pattern
repeats itself periodically every time we read it out (in these experiments, the read-
out rate was 10 GHz). In the future it should be possible to use synchronized modu-
lator array technologies to change the spatial profile on a frame-by-frame basis,
which would provide the ability to program independent data for every frame.

Thus far, all of our discussions on DST pulse shapers has been related to bulk
optics. I now describe how this functionality can be accomplished in integrated
optic, planar lightwave circuit technology [54–56]. Figure 4.18 shows the bulk
optics setup along with a planar lightwave circuit implementation based on arrayed
waveguide grating structures. The disc in the figures is a U.S. quarter to set the size
scale. Clearly the planar lightwave circuit implementation has a major advantage in
terms of compactness.

Figure 4.19 depicts an important analogy between the direct space-to-time pulse
shaper and the AWG [57], which is an important component for multiplexing or
demultiplexing optical frequencies in WDM communications. The AWG is a planar
lightwave circuit based on silica-on-silicon material. At the input, a fiber connects to
a channel waveguide, which then leads to a slab region where the light spreads later-
ally until it impinges on an array of waveguides. This array of waveguides incorpo-
rates a uniform delay step from one waveguide to the next, all the while maintaining
phase coherence. This means that the delay is controlled to an extremely small frac-
tion of a wavelength, which allows the AWG to function as an integrated optic grat-
ing. This is the first part of the analogy. The output ends of the waveguides in the
array typically lie on a curved surface. This provides a focusing function, analogous
to the lens that appears in the bulk DST pulse shaper. At the output of the AWG,
there is a series of waveguides to accept the different demultiplexed optical frequen-
cies. In terms of our DST pulse shaper, we view each of these output waveguides as a
spatial slit. This essentially completes the analogy. With this insight, we started to
look at time domain functionalities of these devices. In particular, based on this anal-
ogy, we anticipated that if an ultrashort pulse were coupled into an AWG, the output
would be a sequence of pulses corresponding to a scaled version of the spatial pattern
present at the output side of the waveguide array.
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Figure 4.20 explains this in another way, which we refer to as the “one guide,
one pulse” design methodology. When we excite the AWG with a short input pulse,
it excites all the waveguides in the array. Each waveguide that is excited contributes
an individual pulse to the pulse sequence observed at any single output guide. There
is a very clear mapping between each of the different waveguides in the array and
each of the different pulses in the output pulse sequence. The delay of each output
pulse depends on the delay of the corresponding waveguide in the array. The “one
guide, one pulse” mapping also means that if we start to modify the waveguide array
(e.g., if we cut off certain waveguides or insert loss), we can start to manipulate the
pulses on a pulse-by-pulse basis. This is a spatial patterning idea originating from the
direct space-to-time pulse shaper.

Our experiments testing these ideas were performed in close collaboration with
Dr. Katsunari Okamoto, who was at NTT at that time, and has led to a number of
publications [54–56, 58]. Figure 4.21 summarizes two key results. The first trace
(left) describes a conventional AWG structure with parameters chosen to be com-
patible with our test pulses. The AWG takes a single pulse input and converts it to a
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train of pulses. The pulse repetition rate is 1 THz, corresponding to 1-ps pulse spac-
ing; this is equal to the 1-ps delay increment per guide, in accord with the one guide,
one pulse concept. A temporal rolloff is observed, as with the direct space-to-time
pulse shaper; here this can be understood as a result of the Gaussian excitation pro-
file of the different waveguides in the array [54].

After this nice initial result, we were interested in trying to make intensity equal-
ized output trains, similar to our research in bulk optic pulse shaping systems. For
this research another group of devices was fabricated, where different fixed losses
were inserted in different waveguides with a view to attenuating each pulse by just
the right amount. The waveguide array was cut off outside the central 21
waveguides, resulting in an output pulse train consisting of 21 individual pulses
(Figure 4.21, right). Here the repetition rate was 500 GHz, corresponding to the
2-ps delay increment per guide chosen in fabricating the modified AWG. The
important point is that the intensity across the temporal profile is substantially
equalized, as intended [55].

We have obtained two other sets of results recently. Figure 4.22 shows a new
result in which intensity-equalized AWGs are employed in a unique approach to
repetition rate multiplication [59]. In previous work, planar lightwave circuit tech-
nologies based on cascaded interferometer architectures have been used for repeti-
tion rate multiplication [60]. Our work with AWG structures provides a new set of
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tools with which to realize such functionalities, which expands the design space. As
before, we read out the AWG with a short pulse, thereby generating output pulse
trains. In this experiment, we were reading out the AWG with pulses whose repeti-
tion rate was in the range of 10 GHz and above. The individual output trains were
on the order of 40 ps in duration. In the example shown in Figure 4.22, we were
reading out at 13 GHz. For repetition rate multiplication, we take advantage of the
fact that a family of output waveforms is observed at the different output guides. At
each output guide the temporal intensity profiles are the same, although the wave-
forms are slightly frequency shifted with respect to each other by an amount that is
much less than the total optical spectrum. It is possible to use all of these outputs
(e.g., to recombine them). To demonstrate this, we recombined two of the outputs,
which leads to a 500-GHz pulse train. These results demonstrate a 38-fold multipli-
cation of the repetition rate of the incident pulse train.

One other new development was realized with the support of the Optoelectronic
Industry Development Association under the Joint Optoelectronics Program, a pro-
gram that facilitated exchange of precommercial component technologies between
device groups and systems researchers in the United States and Japan. Figure 4.23
shows the concept for modified AWG devices that we actually designed before per-
forming the other research described above [61]. These devices are a very direct ana-
log of the bulk optic direct space-to-time pulse shapers. Essentially the device has a
normal AWG structure, but with one of the facets cut off to provide direct optical
access to the waveguide array. This provides the possibility to perform some exter-
nal spatial patterning in order to control the spatial excitation profile in the
waveguide array. The idea is that we focus an external short pulse beam onto the end
facet, which can be patterned using spatially patterned masks. In the future we hope
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to be able to use modulator arrays to control which guides get excited. This would
provide programmable control over the output intensity profile.

We have performed experiments using an AWG structure designed for 600-fs
delay increment per guide. The input pulses were 300 fs in duration. The top trace in
Figure 4.23 shows the output pulse sequence without using a spatial mask; the dif-
ferent pulses from each of the output guides are resolved, but just barely. By intro-
ducing a spatial mask, we can block excitation of some of the guides. Then,
as shown in the center trace, we obtain a modulated burst of pulses; pulses corre-
sponding to the nominally blocked waveguides are largely extinguished. Finally, in
the most recent experiment, we had a configuration with a larger time increment
between guides, which allowed us to cleanly resolve the individual output pulses. As
shown in the bottom figure, we can now cleanly turn on and off individual
pulses [61].

Our work is the first to look carefully at the short pulse time-domain behavior
of AWG technology. I believe that we are just scratching the surface of some of the
possible functionalities, and I hope to see this line of research go much further.

Finally, I briefly describe a new research field in which we have become
involved. As I have described, the limited speed of electronics means that we need
optical signal processing technologies to support ultrafast optical communications.
In our recent work, we are asking whether our ultrafast optical signal processing
approaches can provide any benefit to the world of radio frequency (RF) electron-
ics. At present, we are exploiting optical arbitrary waveform generation (pulse shap-
ing) as a tool for arbitrary RF waveform generation [62, 63]. As depicted in Figure
4.24, the idea is to start with modelocked laser pulses, which are shaped in an opti-
cal pulse shaper. Either a Fourier transform pulse shaper or a direct space-to-time
pulse shaper will work. In our particular experiments, we chose the direct space-to-
time pulse shaper. The idea is simply first to generate a shaped optical waveform
and then use it to drive a high-speed optical to electrical converter (O/E). In the
experiments I describe here, we use a 60-GHz commercial photodiode. An impor-
tant point is that the photodiode response is slow compared to individual features in
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the optical waveform; consequently, the photodiode smoothes out the drive signal in
converting it to an electrical waveform. The idea is that if we control the optical
waveform correctly, it should be possible to synthesize interesting, very broadband
RF waveforms. Significantly, it should be possible to access bandwidths much
higher than the commercial state of the art, where arbitrary electronic waveform
generators with bandwidths up to about 2 GHz are available. In the work I describe
here, we are working in the 25- to 50-GHz band. In other research, we are working
in the lower gigahertz range but still above the commercial solutions. It is too early
to say specifically what the applications will be, but our idea is that if we can create
new technologies in this important frequency range, there are likely to be applica-
tions in areas such as ultrawideband wireless communication and for defense appli-
cations such as electronic countermeasures and so forth.

I shall provide two examples of our results [62]. Figure 4.25 shows an example
of millimeter-wave frequency modulation. Here the idea was to generate a simple
optical pulse sequence and then use a fast photodiode to convert it to a smooth elec-
trical signal. Changes in the pulse spacing in the optical waveform are converted into
changes in the frequency of the millimeter-wave electrical waveform. In the first part
of the waveform, we obtained three relatively high frequency ~48 GHz) sinusoidal
cycles, with one electrical cycle per optical driving pulse. We chose the pulse train so
that later in the waveform, pairs of pulses were grouped together too closely to be
resolved electrically. This allowed us to stretch the duration of individual features in
the electrical waveform. The result is two additional cycles at 24 GHz, which are at
least a reasonable fit to a true sinusoid. So within a single very short waveform, we
are already demonstrating synthesis of different frequencies on a cycle-by-cycle basis
over quite a broad bandwidth.

Another interesting point with regard to this experiment is that different optical
pulses are intentionally chosen to have different amplitudes. Although the experi-
ment is still fairly crude at this point, we have nevertheless successfully manipulated
the relative amplitudes of the optical pulses in order to equalize the amplitude of the
electrical signal. Without this approach, the two 24-GHz cycles become significantly
stronger than the 48-GHz cycles (e.g, due to the rolloff in the frequency response of
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the electrical system). This is an example of equalization: we apply control in the
optical domain in order to predistort the input in such a way that the desired electri-
cal signal is obtained at the output.

Figure 4.26 shows another example, where we insert abrupt π phase shifts into
48-GHz sinusoids. In this work, the phase shift can be controlled abruptly on a
single-cycle basis, which is difficult to accomplish via other approaches. The optical
driving waveforms consist of a train of six pulses. Between the first optical wave-
form and the second, we simply introduced a half period of delay between the sec-
ond and third optical pulses. The resulting electrical waveform is a burst of six
approximately sinusoidal cycles, where we obtain a π phase shift exactly at the posi-
tion corresponding to the additional optical delay. Here optical timing is converted
into radio-frequency electrical phase. As shown by the other waveforms in the fig-
ure, we can also insert the optical timing shifts at different locations, which in turn
controls the location of the electrical phase shift.

We also have other examples of radio-frequency arbitrary waveform generation
in our laboratory. In the experiments described above, we used low repetition rate
modelocked lasers, which produce isolated burst optical and electrical waveforms.
We have also performed similar experiments based on a modelocked laser with 10-
GHz repetition rate. This allows us to generate continuously repeating versions of
these waveforms [63]. With the right modulator technologies for use in our optical
pulse shapers, we may be able to make completely arbitrary frames of electrical
waveforms that can be reprogrammed on a frame-by-frame basis and then coher-
ently stitched together. That is one of our challenging goals for the future.

In summary, I have described several examples of activities under way in my
laboratory, in which we seek to take advantage of the relationships between time,
space, and optical frequency to gain new capabilities for ultrafast optical signal
processing relevant to high-speed manipulation of information. These time-space-
frequency techniques represent a relatively unique approach that will enlarge the
suite of available ultrafast optical signal processing tools.
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Global Network: Prospects for the Future
Vincent W. S. Chan
Department of Electrical Engineering and Computer Science
Department of Aeronautics and Astronautics
Massachusetts Institute of Technology

Introduction

Ubiquitous communication of the future will be supported by a multitude of modal-
ity in the form of satellite, fiber, and wireless communication, as shown in Figure
5.1. These modalities are very different in terms of technology and the architectural
construct of these particular subnetworks would be very different. The important
notion is that for the future there will be only one network and that network would
have to be an interconnection of all these different modalities. Users will have a
choice of connecting to any one of them as they see fit.

Most of the traffic of the future will be computer data communications that is
bursty and unscheduled, as shown in Figure 5.2. Traditional circuit-oriented traffic
will only make up at most 10% of the volume. Thus, the network of the future must
use architectures tuned to the nature of such traffic.

Fiber Networks

In the early 1990s, the drastic reduction in the cost of long-haul transmission fiber
changed the equation of the Internet. It used to be that long-haul transmission was
an expensive and precious commodity and the electronic packet-switching architec-
ture of the Internet was designed to optimally use the long-haul transmission capac-
ity. The deployment of WDM drove down the cost per bit, and finally crossed over
with the cost of switching around 1987–1988, as shown in Figure 5.3. At present,
the electronics switching architecture is what is dominant in terms of network costs.
In the near future, optical switching in the core, using MEMs or linear photonic cir-
cuit devices, will reduce the cost of electronic switching at the major long-haul
nodes. The next barrier encountered will be the electronic access cost. Even giga-
bit/Ethernet would run into this particular problem. The cost improvement rate will
follow Moore’s Law, which reduces costs by a factor of 2 approximately every 12
months, maybe every 18 months, and is too slow to catch up with the speeds at
which WDM increases core capacities. We need to go to optical access to move
beyond the Moore’s Law limit on electronic access.
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The long-haul fiber network of the future will not be not a ring network but a
mesh network. Most long-haul networks today have a mesh physical topology but
they are arranged in logical rings for protection and management. This architecture
is simple but very inefficient (~50%). In the future, the network will be more aggres-
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sively arranged in mesh-logical topologies, and each node will consist of an optical
cross-connect and an IP router sitting on top of the optical cross-connect, as shown
in Figure 5.4. Optical switching would be used in the long haul for high-speed
bypass. With such a construct, the long-haul transmission costs will still dominate
because of the high precision of long-haul transmission equipment, optical amplifi-
ers, and polarization dispersion management. Thus, it will continue to be important
to use long-haul wavelengths efficiently.
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In the future, three-dimensional MEM switches will use integrated internal cir-
cuits for sensing and feedback control without having to bring the signal out of the
chip (Figure 5.5). Switching voltages of the order of a few volts can be achieved and
is very compatible with C-MOS electronics.

In the future, hierarchical switching with multiple fibers coming into the switch
will be used. The network management and control will use bundling techniques
and switch, at the first level, fiber by fiber, each fiber with perhaps hundreds of
wavelengths. Next, a frequency-selective switch will switch grouped wavelength
bands and maybe individual wavelengths. This feature will reduce the number of
ports of the optical switch and lower costs.

The frequency of occurrence distribution versus size of the computer transac-
tions are not exponentially distributed as commonly modeled. Actually, they exhibit
heavy tail statistics. The longest sessions, which are probably about 1% of all ses-
sions, dominate the traffic volume. In fact, more than 95% of the traffic is contained
in 1% of the transactions (Figure 5.6). Thus, to design an IP-based system that deals
with four orders of increase in capacity, it is extremely uneconomical to break these
large (> gigabyte) transactions into little IP packets of 1.5 KB each, switch them one
by one and then reassemble them.

The simplest architecture notion is generalized multiprotocol label switching
(GMPLS), where the router senses that there is a large transaction and opens up an
end-to-end optical circuit to go from the entrance router to the exit router, bypassing
all intermediate routers. This is the kind of network that is being thought about and
being deployed in next generation optical networks. A more advanced view is that
the user should not really have to talk to the access router and send the large transac-
tion segmented into many 1.5-KB packets, but should negotiate directly with the
network management and control system. Thus, the user can perform large transac-
tions by directly opening up an optical circuit in the WDM layer and flow the trans-
action within 100 ms or longer (Figure 5.7).
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Consider a network arranged in a wide-area network and an access network
hierarchy where the access network also consists of a metropolitan-area network
and a local-area network (LAN) (Figure 5.8). A user connected to one of the access
nodes can send a flow session across the wide-area network to another access
network by signaling to the network and management scheduler, as seen in Figure
5.9.

Ultrahigh Reliability LAN

One interesting special application of a LAN is using the optical network for the
control of its engine and flight surfaces. The optical LAN can replace all the elec-
tronic lines and hydraulic lines in an airliner (Figure 5.10). Tremendous amounts of
savings in weight and increased reliability can be realized. This network has to be a
lot more reliable than the everyday LAN, so new features such as simultaneously
using multiple independent routes distributed around the aircraft must be used to
provide ultrahigh reliability.
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Wireless Communications

Wireless has a long way to go before its maximum potential is realized. Multiple
antennas in wireless both in the base station and at the user terminal will increase
capacity or improve reliability (Figure 5.11). In some cases, multiple antennas are
able to phase in such a way that more energy is received, resulting in better signal-
to-noise ratio and therefore they can support high capacity. In a highly dispersive
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multipath environment, multiple antennas can provide enough diversity in terms of
path and frequency so that the session would never drop out. Current evolution and
revolution in RF technology will improve significantly high-speed continuous reli-
able wireless communication.

Imagine a wireless system supported by the optical access network as shown in
Figure 5.8. The RF signal received at each node can be transported using WDM to a
processing center. Each user’s RF signal could be picked up by multiple antennas,
and the wireless processing center could perform the signal processing to provide
rake receiver combining and increase the capacity of the system to multigigabits per
second (Figure 5.12).

Space Networks

Multiple satellites can be interconnected to form a backbone in space as a duo to the
backbone on the ground. High-speed RF trunks from space to ground will intercon-
nect the space and terrestrial networks, as shown in Figure 5.13. A more aggressive
use of free space RF and optical links is to provide access to mobile users in places
such as aircraft, and users in areas where infrastructures are not available, such as
oceans or mountains.

The key technology that makes this work is the space laser communication
crosslink seen in Figure 5.14. It can interconnect geosatellites 80,000 km apart with

Space Networks 75

8 node, degree 4
Harary graph

Transceiver Transceiver

Transceiver Transceiver

Transceiver Transceiver

Network

Broadcast
stars

Broadcast
stars

L independent paths

Figure 5.10 Ultrahigh reliability LAN.



modest telescopes (~20 cm), made possible via a high-power optical amplifier
(~10W), highly efficient modulation, and coding operating at the quantum limit of
reception (which is about 20 dB better than a typical fiber-optics receiver).

With this backbone and new microwave phase array technology, a satellite sys-
tem can support multiple narrow RF access beams (~ 50 km) with very high gain for
high-speed users (Figure 5.15). Since this system will be used largely for data users, a
matching data network set of protocols such as media access, routing, transport
layer protocols, and network management and controls needs to be in place.
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Innovative Space Architectures

In the near future, optical crosslinks will become much more economical and have
higher rates than RF up-and-down links. Spaceborne sensors currently use RF
downlinks to bring the data to processing centers on the ground. The high cost of
high-rate RF downlinks from satellites, not the resolution of the sensors, will
become the limiting factor on system resolution and sensed area rates. With an
ultrahigh rate and economical optical satellite backbone in place, one can think
about the concept of using shared spaceborne processing (Figure 5.16) to reduce the
amount of data to be sent earthbound, and thus reduce the requirement for very
costly high RF downlink data rates.

Modest RF downlinks can then be used for the processed and reduced data, sub-
stantially lowering the overall system cost and raising the resolution and coverage
rate of the sensor. A progressive concept is to locate a processing satellite some-
where close to or within the backbone, with the most advanced processor at the
time of launch, which would be periodically replaced and replenished. First, the
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sharing allows much more efficient utilization of the processing system, as well as
reducing the need for 100% redundancy. Figure 5.17 shows such a satellite node
that can be located in a convenient orbit.

Current practice has the terrestrial network tie together disparate modalities to
form a single network. Satellite systems have not followed that paradigm. The main
impediment has been that satellite systems have stovepipe designs that are not
interoperable, and tying them together requires gateways or teleports on the ground
that are not only costly but also tie up a significant fraction of the up-and-down link
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resources for the connections to the conversion gateways. Moreover, interconnec-
tions at the application layer slow down the overall end-to-end network response.
The high-speed optical satellite backbone and the processing satellite can be used to
perform the conversion gateway function and tie the different satellite communica-
tion systems in space rather than on the ground (Figure 5.18). This will be the key
technology that transforms the stovepiped satellite communication community to a
data satellite network community serving many more users.

A satellite communication system’s performance may be greatly improved if the
receiving function can be distributed over more than one satellite. For example, two
satellites can form the arm of a long baseline interferometer provided the two
received signals can be brought together for coherent processing (Figure 5.19). This
either requires fine quantization and significant data rate transmissions to preserve
phase information or coherent analog transmission at high fidelity, sometimes
known as transmission transparency. An analog link of an optical satellite network
can provide such a service. In general, a distributed satellite system can substantially
improve interference rejection, enhanced power efficiency, and data rate of small
mobile terrestrial users.

Summary

Not very often, in the history of communications and networking, have there been
truly transforming inventions that result in quantum leaps in the nature of services
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or costs to the end users. Examples that come to mind are the invention of the router
that led to connectionless packet service and the Internet. All-optical WDM fiber
networks, wireless terrestrial, and a new generation of satellite communications will
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likely be classified as such transforming technologies if their architectural implica-
tions are fully exploited. Not only will the globally connected network become eco-
nomically viable, its ubiquitous deployment and the extraordinary services its can
offer are capable of radically transforming network usages and supporting many
new applications to come. The opportunity is now to use imagination and creativity
to bring home this new breakthrough.
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C H A P T E R 6

Standards for Optical Communications
and Sensing

G. W. Day
National Institute of Standards and Technology
Boulder, Colorado

As we look toward future ubiquitous IT services, standards are among the enabling
technologies that can accelerate technical and market development and affect com-
petition. Standards are most effective when they are developed early in the emer-
gence of a technology, their technical basis has been thoroughly established, and
they are supported by a wide consensus among stakeholders.

In any discussion of the need for future standards in IT services or any other
field, we are challenged not only by the science involved, but by the breadth and
diversity of the requirements. In this chapter, I have therefore chosen to look back-
wards, principally through the development of standards for optical communica-
tions, for lessons that may be applied more generally. But, before beginning, it is
helpful to remember that the definition of the term “standards” depends strongly on
context.

To a physicist, the topic of standards often relates closely to systems of units,
especially the international system (SI), which consists of seven base standards:
meter, kilogram, second, ampere, mole, kelvin, and candela. All of these except the
kilogram are now definitions based on fundamental constants rather than physical
(artifact) standards. A chemist may think of standards in the context of quantitative
analysis as, for example, a calibration standard for an analytic instrument. For an
engineer, interest in standards relates particularly to design standards that insure
product compatibility and standards that ensure consistent specification of product
characteristics.

The field of standards is like the Hindu proverb about several blind men exam-
ining an elephant. Each man touches a portion of the beast and thinks it is character-
istic of the whole. In fact, few scientists and engineers who work in standards have
experienced the full breadth of the field.

It is difficult to obtain a suitably comprehensive definition for a standard. Per-
haps we might argue that a standard is anything that leads to a greater degree of pre-
dictability or conformity. Certainly standards include artifacts and definitions of
physical quantities, almost any agreement to do things in a consistent way, specifi-
cations, conditions, sometimes regulations or rules, and requirements imposed by a
government body or organization with authority. But sometimes standards are sim-
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ply de facto norms—technologies evolve and standards may emerge without any
accredited body behind them

In optical communications, most standards have emerged from national
and international groups known as standards developing organizations (SDOs).
International SDOs—the International Organization for Standardization (ISO), the
International Electrotechnical Commission (IEC), and the International Telecom-
munication Union (ITU)—derive their authority to produce standards from treaties
or other agreements. Countries are often represented on these SDOs through
national organizations such as the American National Standards Institute (ANSI) in
the United States, the British Standards Institute (BSI) in the United Kingdom, and
other groups accredited by their national representatives. Accreditation often goes
to professional societies and industry associations. Unaccredited groups, often inde-
pendent groups of stakeholders commonly known as forums (e.g., the Optical Inter-
networking Forum and the DVD Forum) often produce standards with wide
acceptance. National measurement institutes (NMIs)—for example, the National
Institute of Standards and Technology (NIST) in the United States and the National
Institute of Advanced Industrial Science and Technology (AIST) in Japan, provide
technical support for standardization.

The large number of groups involved and the attendant investments reflect the
enormous technical and economic significance of standards in the marketplace. The
existence or absence of standards can dramatically accelerate or stall the develop-
ment and acceptance of a technology, and issues of standards, especially competing
standards, are increasingly important to consumers.

Important, but less obvious, are economic issues of standards in manufacturing.
For example, product characterization associated with performance specifications
often accounts for 10% to 30% of the cost of manufacturing, and may depend sub-
stantially on the standards underlying the specifications.

The development of standards for the specification of lasers is an example of
a need for standards that led to a revolution in a field of measurement science. In
the 1960s, when many types of lasers were developed, there were no reliable meth-
ods of measuring their output. Radiometric standards then in use, based on “stan-
dard sources,” and “calibrated detectors,” could not survive the high peak power
of the pulses from a ruby or Nd:YAG laser or the continuous power of many gas
lasers. And, even if they could, they were not sufficiently linear to provide accurate
measurements over the broad range of power levels for which measurements
were needed. These problems, and other complicating properties of laser radia-
tion, including high coherence, complex and dynamic irradiance (beam profile)
properties, and dynamic polarization effects, made it very difficult to adapt existing
technology.

Research on laser radiometry thus shifted toward devices in which absorbed
laser power or energy could be accurately compared to dissipated electrical power or
energy. One of the first such laser calorimeters [1] is shown in Figure 6.1. In it, an
intense laser pulse is absorbed in a liquid and the resulting temperature rise is com-
pared to that produced by a measurable amount of electrical energy dissipated in the
liquid by a heater. This instrument was resistant to optical damage, and since it was
placed directly in the beam without additional optical elements, the effects of coher-
ence, beam profile, and polarization were minimized. The liquid-cell calorimeter
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became the first U.S. national standard for measurement of laser energy, and was
used for calibrations for several years.

Subsequent work led to more accurate “isoperibol” calorimeters [2], in which
the radiation is absorbed in multiple surfaces, arranged in configurations (traps)
designed to collect and absorb reflected light (Figure 6.2). Today, the NIST Optoe-
lectronics Division maintains eight such instruments, each designed for a particular
class of laser characteristics—power or energy level, pulsed or cw emission, and
wavelength. The most accurate is a helium-cooled instrument, known as a cryogenic
radiometer, which provides calibration of cw instruments at low levels (~100 µW)
with uncertainties in the range of 0.05 %. The largest is a water-cooled instrument
designed to measure 100 kW or more of power.

Though the comparison of optical and electrical energy, as a radiometric tech-
nique, had been used long before the development of lasers, it was the requirements
of laser metrology that stimulated its full development. Today, it is used in almost
all areas of radiometry.

But laser metrology also provides a good example of how the existence of good
primary standards does not always assure good procedures for product characteri-
zation. Standard procedures developed for the characterization of radiation from
laser diodes, which, without additional optical components, typically have a large
divergence angle, may not be compatible or consistent with procedures for charac-
terizing well collimated gas or solid-state lasers. In part, this situation has resulted
from the fact that the procedures were developed independently by different SDOs,
demonstrating the need for coordination and communication.

Standards for the development of optical fiber provide many illustrations that
may be useful in the development of future IT services. In the late 1970s, when opti-
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Figure 6.1 Photograph of the first primary standard for laser energy measurement, a liquid-cell
calorimeter.



cal fiber first became a commercial product and there were many more companies in
the field than there are today, it quickly became apparent that a lack of standards for
product characterization meant that products produced by different manufacturers
could not be usefully compared. Companies responded to that problem quickly and
as a group, and, largely for those reasons, the optical communications industry has
an extensive infrastructure of standards today.

Good standard procedures can lead to significant improvements in the uncer-
tainties of measurements used for product specification. The data in Figure 6.3
shows improvements in the measurement of fiber attenuation (in one company) dur-
ing the development of attenuation measurement standards.
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A lack of standards can impede the development of a technology and/or precipi-
tate product improvements. Standards for the determination of the bandwidth of
multimode fiber provide examples of both effects.

In even the best early multimode fibers, differences in the group velocity among
modes limited bandwidth. Worse, measured bandwidth depended on the distribu-
tion of power among the modes. And because of differences in attenuation, the
length dependence of fiber bandwidth could not be predicted reliably. This meas-
urement problem was not solved, but became less important as high-speed commu-
nications began to be designed to use single-mode fiber, while lower-speed,
short-distance applications of multimode fiber generally used LED sources that
excited all modes of the fiber.

A decade or more later, when interest arose in updating Ethernet standards to
data rates of 1 Gbps, lasers were needed to provide the required modulation band-
width. But lasers generally excited only a limited set of the modes of a fiber, and as
was previously known, bandwidth could not be reliably predicted under that cir-
cumstance. Measurements such as those shown in Figure 6.4 demonstrated the
magnitude of the problem [3]. In a typical fiber, the group velocity varied not only
with mode, but the variation with mode changed along the length of the fiber.

Choosing launching conditions wisely permitted the establishment of the Gigi-
bit Ethernet Standard, but the longer-term solution was the development of multi-
mode fiber with much lower differential group velocity. Such fibers, commonly
known as “laser fibers,” now exist, and have enabled the development of an Ether-
net standard at 10 Gbps.

Several examples in the development of optical fiber standards have illustrated
the importance of technical verification of standards. One is the development of a
standard procedure for specifying the mode-field diameter of a single-mode fiber.
The proposed procedure involved a far-field measurement of the distribution of
light emerging from a fiber, and the transformation of the far-field pattern back to
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the near field. When the procedure was tested in several laboratories the agreement
was fairly good, as shown in Figure 6.5(a), but there were significant systematic
variations between the laboratories [4]. Further analysis and experimentation
showed that the results depended on the dynamic range of the detector used for
measurements. Detectors with less dynamic range smoothed deep minima in the
far-field pattern [Figure 6.5(b)] and led to lower values of mode field diameter.

Another example of insufficient technical validation is the standard for specifi-
cation of transmitters for Fibre Channel systems. The standard required that trans-
mitters be tested using a receiver with a specified frequency response, and meet a
certain eye-diagram requirement. The frequency response of the receiver was speci-
fied to match, within tolerances, a particular analytic function at frequencies up to
1.5 GHz. However, subsequent testing showed that differences in the frequency
response of receivers well above 1.5 GHz could determine whether a transmitter
passed or failed the specification [5] (Figure 6.6).

Sometimes standards can be too complex for practical implementation in
industry. After the meter was redefined in 1982 in terms of the speed of light,
national standards laboratories implemented the new definition by interferometric
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comparison with frequency-stabilized laser lines that had been measured using fre-
quency standards [6]. Though this approach provided high accuracy, it was not
well suited to the calibration of optical spectrum analyzers or other instrumenta-
tion used in optical communications. Meeting calibration needs related to
wavelength-division-multiplexed optical communications systems required the
development of simple standards, the most successful of which are molecular gas
absorption cells (Figure 6.7) [7].

The development of standards can sometimes require solving difficult technical
problems. When optical fiber companies wanted to reduce the uncertainty in their
specification of fiber diameter, they needed a way of measuring the diameter to an
uncertainty of about 0.1 µm. Noncontact measurement methods were not suffi-
ciently accurate, and contact methods distorted the fiber by amounts that were sig-
nificant in comparison to the desired uncertainty. Ultimately, a solution involving
measurement of the apparent diameter versus contact force was developed, and
well-developed calibrations standards were made available to the industry [8, 9].

That fiber diameter standard also provides a good illustration of how the devel-
opment of new standards can provide a competitive advantage. After diameter stan-
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dards became available, but before they were universally used, a study of fiber
diameter measurements was conducted involving 25 participants from throughout
most of the world. The results are shown in Figure 6.8, where the solid symbols are
results from participants whose data were traceable to an artifact standard [5].

Existing standards can sometimes impede the development of new technology.
That has been a particular problem in the development of optical sensors, which will
likely play an important role in future IT systems. Optical sensors offer many advan-
tages over electrical sensors, often including better performance and freedom from
interference, as well as the possibility of distributed sensing and high degrees of multi-
plexing. However, optical sensors often do not naturally provide output signals that
conform to previous standards. Sensors developed for use in the electrical power
industry are a good example. Figure 6.9 shows an optical current and voltage meas-
urement instrument designed to replace current and voltage transformers used in
high-voltage distribution systems.1 The measurement system contains electronics to
convert the inherently low-voltage, low-current signals from the optical sensors to the
nominal 1A, 120V output required by existing systems. Requirements such as these
are an obvious impediment to the full exploitation of optical sensing technology.
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In summary, experience in the optical communications and sensing industries
provides many reminders that standards are technological enablers, with important
economic impacts in development, production, and competition. These are good
reasons to address them early in the development of a technology, being mindful of
the cost and complexity. Consensus standards, developed with broad industry par-
ticipation and validated analytically and experimentally, are generally most effec-
tive. Some needs for standards will pose difficult technical problems, but they can
also be opportunities for, and ways to drive, technological innovation.
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Introduction

We first present three possible technical problems faced by the future optical indus-
try in order to explain the motivation behind the work reviewed here [1]. (1) Optical
fiber transmission systems require increased integration of photonic devices if data
transmission rates are to reach as high as 10 Tbps by 2015. To support this increase,
it is estimated that the size of photonic matrix switching devices should be reduced
to a subwavelength scale, to integrate more than 1,0001,000 input and output
channels on a substrate. Since conventional photonic devices (e.g., diode lasers and
optical waveguides) have to confine the lightwave within their cavities and core lay-
ers, respectively, their minimum sizes are limited by the diffraction of light. There-
fore, they cannot meet this requirement, because the required size is beyond this
diffraction limit. (2) Progress in DRAM technology requires improved photolithog-
raphy. It is anticipated that it should be possible to fabricate patterns narrower than
50 nm by 2010. Although several methods using special light sources (e.g., an
extreme ultraviolet light source and a synchrotron radiation light source) have been
developed, they require linewidth that far exceeds the diffraction limit of visible
light. (3) It has been estimated that optical memory systems will require a recording
density as high as 1 Tbit/in2 by 2010, which is more than 100 times higher than that
of a DVD. Since the mark length for 1 Tbit/in2 is as short as 25 nm, recording such
small marks far exceeds the diffraction limit of light.

From these three points, it can be readily understood that a novel optical nano-
technology that goes beyond the diffraction limit is required in order to support the
optical science and technology of the twenty-first century. To meet this require-
ment, I have proposed a novel technology, named nanophotonics [2]. Nanophoton-
ics is defined as a technology that utilizes local electromagnetic interactions between
a small nanometric element and an optical near field. Since an optical near field is
free from the diffraction of light due to its size-dependent localization and size-
dependent resonance features, nanophotonics enables the fabrication, operation,
and integration of nanometric devices. The primary advantage of nanophotonics is
its capacity to realize novel functions based on local electromagnetic interactions. It
should be noted that some of the conventional concepts of wave-optics, such as
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interference, are no longer essential in nanophotonics. Instead, concepts of surface
elementary excitation and nanofabrication technology are essential.

To solve the first technical problem requires an advanced photonic integrated
circuit (IC). The degree of integration must greatly exceed that of a conventional
diffraction-limited photonic IC. Quantum dot lasers and photonic crystals, com-
posed of many nanometric elements, cannot meet this requirement because they use
conventional lightwaves as a carrier for signal transmission. Instead, it is indispensa-
ble to use a localized optical near field as the carrier, and transmit it from one
nanometric element to another. Figure 7.1 schematically explains the basic structure
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of such an IC, called a nanophotonic IC, proposed in [3]. The light emitters, optical
switches, input/output terminals, and photodetectors in this IC all consist of
nanometric dots and wires. The optical near field generated at one quantum dot is
transferred to an adjacent dot in order to transmit the signal. A switching device is
used to modulate the optical near-field energy. To connect this IC with external con-
ventional photonic devices, narrow waveguides are used as input/output terminals.
Here, it should be noted that the nanometric size of each device and the high degree
of integration are no more than a secondary advantage of this IC. The primary
advantage is that novel functions and operations are realized based on the local elec-
tromagnetic interactions in a nanometric system buried in a macroscopic heat bath,
as will be demonstrated in the following sections.

The next section outlines the theory of the nanophotonic switch, which is a key
device in the nanophotonic IC. Its function is based on a unique optical near-field
energy transfer, which is allowed between nanometric elements by the exchange of
near-field photons. Experimental verification of this transfer is described in the sec-
tion entitled “Observation of a Dipole Forbidden Energy Transfer for a Nanopho-
tonic Switch.” To fabricate nanophotonic devices and ICs requires a high degree of
control and reproducibility of the size and position of the fabricated nanostructures,
which should be as high as several nanometers. The section entitled “Nonresonant
Near-Field Optical Chemical Vapor Deposition of Zn” reviews the chemical vapor
deposition process developed to meet this requirement, using an optical near field.
An advantage of this method is that it allows the selective growth of various materi-
als (i.e., metals, insulators, and semiconductors) by the choice of light source. Note
that this deposition method also solves problem 2 above. Further, as described in
this section, an essential feature is that it allows nonresonant dissociation, which is
an intrinsic phenomenon induced by an optical near field. The section entitled
“Observation of Size-Dependent Features in the Photoluminescence of ZnO Nano-
crystallites” reviews the quantum size effect of nanometric ZnO to demonstrate the
capability of using it as a light emitter in a nanophotonic IC. The section entitled
“Plasmon Waveguide for Optical Far/Near Field Conversion” reviews a novel plas-
mon waveguide to be used as an input/output terminal of the nanophotonic IC. For
work in nanophotonics, a key device is a probe to generate/detect optical near fields
with high efficiency and high resolution. The section entitled “A Key Device for
Generation/Detection of Optical Near Field” reviews the progress in the develop-
ment of this device. Finally, to solve problem 3, the section entitled “Application to
High-Density and High-Speed Optical Memory” reviews a high-density, high-speed
optical memory system that uses an optical near field. The final section summarizes
the main points discussed in this chapter.

Theoretical Study of a Nanophotonic Switch

Principle of a Nanophotonic Switch

Optical near-field energy transfer between semiconductor quantum dots (QDs) can
be used to design a nanophotonic switch, which is the most essential device in the
nanophotonic IC of Figure 7.1. As an example, we employ cubic CuCl QDs in a
NaCl matrix to describe the principle of this switch. It has been well known that
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translational motion of the exciton center of mass is quantized due to the small exci-
ton Bohr radius for CuCl QDs [4–6]. The potential barrier of CuCl QDs in a NaCl
crystal can be regarded as infinitely high, and the energy eigenvalues for the quan-
tized Z3 exciton energy level (nx, ny, nz) in a cubic CuCl QD with the side length of L
is given by
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where EB is the bulk Z3 exciton energy, M is the translational mass of exciton, aB is its
Bohr radius, nx, ny, and nz are quantum numbers (nx, ny, nz = 1, 2, 3,...), and a = L − aB

corresponds to an effective side length found through consideration of the dead
layer correction [4]. The exciton energy levels with even quantum numbers are
dipole-forbidden states, that is, they are optically forbidden [7]. However, the opti-
cal near-field interaction is allowed for such energy levels [8].

Figure 7.2(a) illustrates the different-sized cubic CuCl QDs (I and O) and
confined-exciton Z3 energy levels. According to (7.1), there exists a resonance
between the quantized exciton energy level of quantum number (1,1,1) for the QD-I
with effective side length a and that of quantum number (2,1,1) for the QD-O with
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closely located cubic CuCl QDs I and O with the effective side lengths of a(=(L − aB )) and, 2a,
respectively, where L and aB are the side lengths of QDs and the exciton Bohr radius, respectively.
Lower: Their exciton energy levels. nx, ny, and nz represent quantum numbers of an exciton. EB is
the exciton energy level in a bulk crystal. (b) OFF state. (c) ON state.



effective side length 2a. Under this type of resonant condition, the coupling energy
of the optical near-field interaction is given by the following Yukawa function [8, 9]
(refer to the section entitled “Optical Near-Field Interaction Between Quantum
Dots”):

( )
( )

V r A
r

r
=

−exp µ
(7.2)

Here, r is the separation between two QDs, A is the coupling coefficient, and µ
is the effective mass of the Yukawa function given by

( )
µ=

+2E E E

c

n n n NaCl n n nx y z x y z, , , ,

�
(7.3)

where ENaCl is the exciton energy of a NaCl matrix. Since the value of the coupling
coefficient A depends on experimental conditions, we estimate it from the result of
the previous work on the interaction between a Rb atom and the optical near-field
probe-tip [8]. As a result, the value of A for a 5-nm cubic CuCl QD is found to be
more than 10 times larger than that for the Rb-atom case, since the coupling coeffi-
cient A is proportional to the oscillator strength and square of the photon energy [8,
10]. Assuming that the separation r between two QDs is 10 nm, the coupling energy
V(r) is in the order of 10−4 eV, which corresponds to a transition time of 40 ps, and is
much shorter than the exciton lifetime of a few nanoseconds. Further, an intersub-
level transition time τsub, from higher exciton energy levels to the lowest one, is gen-
erally less than a few picoseconds and is much shorter than the transition time due
to optical near-field coupling [11]. Therefore, most of the energy of the exciton in a
CuCl QD-I transfer to the lowest exciton energy level in the neighboring QD-O and
recombine radiatively in the lowest level.

Figure 7.2(b, c) illustrates the OFF and ON states of the proposed nanopho-
tonic switch using three QDs including two QDs of Figure 7.2(a). The QD-I, O, and
C are used as the input, output, and control ports of the switch, respectively. The
quantized energy sublevels (1,1,1) in QD-I, (2,1,1) in QD-O, and (2,2,2) in QD-C
resonate with each other. Additionally, the energy sublevels (1,1,1) in QD-O and
(2,1,1) in QD-C also resonate. As described above, almost all the energy of the exci-
tation in the QD-I transfer to the energy sublevels (1,1,1) in the neighboring QD-O,
and finally, it transfers to the energy sublevels (1,1,1) in the QD-C. In the OFF state
[Figure 7.2(b)], the input energy escapes to the QD-C, and then the output signal is
obstructed. In the ON state [Figure 7.2(c)], the escape passes to the QD-C are
blocked by the excitation of the QD-C, and thus the input energy goes through the
QD-O giving an output signal. This switching operation is studied theoretically in
the next section.

Energy Transfer Induced by Optical Near-Field Interaction

We will discuss the physical principles and phenomena behind the nanophotonic
switch of Figure 7.2 (i.e., energy transfer phenomena induced by optical near field
between two resonant energy levels in a QD and its adjacent QD) [12]. Optical near-
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field interaction (coupling) between QDs as an origin of the energy transfer will be
derived microscopically within the quantum theoretical framework. As an example, a
typical coupling strength and time scale of the process will be given for cubic CuCl
QDs. We will also formulate a QD-heat bath system interacting with optical near field
to clarify critical parameters for the proposed device, and examine the dynamics of the
system numerically in order to simulate the switching behavior of the device.

A typical optical near-field system is a microscopic system (consisting of QDs
and optical near field), which is coupled by a macroscopic matter system (consisting
of a substrate, incident photons, and so on). It is convenient to treat this system in
two steps: (1) Photons and the macroscopic matter system are described in terms of a
so-called polariton basis where photons are dressed by macroscopic matter excita-
tions, not free photons, and (2) The interaction between the microscopic and macro-
scopic systems is expressed by using the polariton basis.

We have developed a systematic formulation by using the projection operator
method, in which photons and macroscopic matter excitations are described on an
equal footing in terms of an elementary excitation mode like exciton-polaritons, and
then the effects of both macroscopic matter system and photons are renormalized
into an effective two-body interaction between nanometric objects in the micro-
scopic system [8, 13–16]. Here we call this effective interaction as optical near-field
interaction. On the basis of the formulation, we first illustrate interdot energy trans-
fer phenomena, with QDs as nanometric objects, and then derive an explicit form of
the optical near-field interaction. As an example, we give a typical time scale for the
energy transfer process in cubic CuCl QDs.

Interdot Energy Transfer Via Optical Near Field

Let us first consider a two-QD system interacting with optical near field, as sche-
matically depicted in Figure 7.3, in order to illustrate how excitation energy is trans-
ferred between the QDs. The QD1 and QD2 correspond to the QD-I and QD-O in
Figure 7.2, respectively. The model Hamiltonian of the system is written as

( )

$ $ $

$ $ $ $ $ $ $

$ $

H H V

H E A A E B B E k

V

k k
k

= +

= + +

=−

∑
0

0 1 1
† † †

ξ ξ

µ

r r
r

r ( )α α
α

⋅
=

∑
r r$
D r

A

B

(7.4)

where ( $ , $ )†A A and ( $ , $ )†B B represent the excitation creation and annihilation opera-
tors in QD1 and QD2, respectively, and with E1 being the excitation energy. The
optical near field is modeled as exciton-polariton field, and the creation and annihi-
lation operators and the eigenenergy for exciton-polariton [17–21] are denoted as
($ , $ )†ξ ξr r

k k
and E(k), respectively. The interaction $V between the QD system and the

optical near field expressed by exciton-polariton, is given by the multipolar QED

Hamiltonian in the dipole approximation [22, 23], with
r$µα and

r r$
( )D rα representing

the dipole operator and the electric displacement vector at position
r
rα . As mentioned

above,
r r$
( )D rα is expressed in terms of the exciton-polariton operators as
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where f(k) is the coupling coefficient between photons and the macroscopic matter
system, and Em designates the excitation energy of the macroscopic matter system
[8, 14, 16]. The vector

r
re
kλ

is the unit vector normal to the exciton-polariton wave
vector

r
k, and � and c are the Planck constant divided by 2π and the velocity of light

in a vacuum, respectively.
Dynamics of the system, including energy transfer, is now governed by the fol-

lowing Liouville equation

( ) ( )[ ]$& $ , $ρ ρtotal totalt
i

H t=−
�

(7.6)

with the density operator $ ( )ρ total t [24–27]. Tracing out the exciton-polariton
degrees of freedom from both sides of (7.6), we obtain an equation of motion for the
density operator ( )$ρ t in mean-field approximation [27] as

( ) ( )[ ]
( ) ( )[ ] [ ]

$& $ , $

$ $ , $ $

ρ ρ

ρ ρ

t
i

V t

t t V V

=−

= =

� dot

pol total dot polTr Tr

(7.7)

Here the notation Trpol means to take a trace of the subsequent operator regard-
ing the exciton-polariton degrees of freedom. Note that we have obtained (7.7) in
the interaction representation. We then prepare two states Φ1 = A B* for the

excited state in QD1 and Φ2 = A B* for the excited state in QD2, in order to

construct the matrix elements of ( )$ρ t and to express (7.7) in the matrix form. It
should be noted that the nonzero matrix elements of the interaction operator $Vdot

are the off-diagonal parts only as

�U V V≡ =Φ Φ Φ Φ2 1 1 2
$ $

dot dot (7.8)

and thus

Φ Φ Φ Φ1 1 2 2 0$ $V Vdot dot= = (7.9)

Under the initial condition of Φ Φ1 10 1$ ( )ρ = , the matrix elements of the den-
sity operator can be exactly solved, and population probability of staying in
the excited state for QD1 or QD2 is given by the diagonal part of the density matrix
as
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ρ

ρ
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=

=
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Equation (7.10) shows, as is well known, that the time evolution of the popula-
tion goes and returns between both QDs (i.e., nutation occurs with the Rabi flop-
ping frequency U [25, 27]). In this way, the matter excitation energy is transferred
from one QD to another neighboring QD due to the interaction $V as a coupling
between the QDs and the exciton-polariton field (optical near field).

Optical Near-Field Interaction Between Quantum Dots

From the preceding subsection, it follows that �U in (7.8) is a key parameter of the
interdot energy transfer process. According to our previous studies [8, 13–16], we
show how to obtain $Vdot in a systematic and consistent way, depending on the choice

of Φ1 and Φ2 . In other words, we outline a derivation of the optical near-field
interaction between QDs.

First, exact eigenstates Ψλ of the total Hamiltonian $H are divided into two

groups. One contains relevant states in P-space Ψ Ψλ λ
P P= and the other contains

irrelevant states in Q-space Ψ Ψλ λ
Q Q= , where P and Q represent the projection

operators with the properties P + Q = 1, P2 = P(Q2 = Q), and P† = P(Q† = Q) [8, 13,
14, 28–32]. Referring to Figure 7.3, for example, P-space can be constructed from
the eigenstates of $H 0 (i.e., a combination of two energy levels for each QD and the

exciton-polariton vacuum state). Q-space is complementary to P-space and the
exciton-polariton states are not vacant. Then the exact states Ψλ can be formally
expressed by using the states only in P-space as [8, 13, 14, 28]

( )

( )[ ]
Ψ Ψλ λ

λ

=

= − −

−

− −

$ $ $

$ $

†JP PJ JP

J E H QV

P1 2

0

1 1

1

(7.11)

where Eλ denotes the eigenenergy for $H EΨ Ψλ λ λ= . Using (7.11), we can thus

obtain the effective interaction $Veff that corresponds to �U or $Vdot in (7.8) as

( )

Ψ Ψ Ψ Ψf i f
P

i
PV V

V PJ JP PJ VJP PJ J

$ $ ,

$ $ $ $ $ $ $ $† † †

=

≡
−

eff

eff

1 2 ( )P
−1 2

(7.12)
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Figure 7.3 Two-level QD system coupled by the optical near field.



For further evaluation of (7.12), we need to know the explicit form of the opera-
tor $J as well as the eigenvalue Eλ. If we expand the operator $J in the order of $V, and
approximate the eigenvalue Eλ as an unperturbed value, then we have the perturba-
tive solution of $J as ( )$ $J E E VP Q= + − +

−
1 0 0

1
K . Since it is easy to show

Ψ Ψf
P

i
PPVP$ = 0, (7.12) can be rewritten within the second order as

Ψ Ψ Ψ Ψf
P

i
P

f
P Q Q
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i
P Q

f
P Q

V V m m V
E E E E

$ $ $
eff =

−
+

−








1 1

0 0 0 0 


∑

m

(7.13)

where E i
P
0 , E f

P
0 , and EQ

0 stand for the eigenenergies of unperturbed Hamiltonian $H 0

for the initial and final states in P-space, and the intermediate state mQ in Q-space,

respectively.
Since we are primarily interested in the interdot interaction part of (7.13), we set

the relevant initial and final states in P-space as Ψi
P A B= * 0 and

Ψf
P A B= * 0 . Then it is easily shown that only two states in Q-space,

m A B kQ =
r

and A B k* *
r

with one exciton-polariton state
r
k , can provide

nonzero contributions. Through the above procedure, we can eliminate the explicit
exciton-polariton (optical near field) degrees of freedom, and have an effective
two-body interaction; that is, optical near-field interaction between QDs as
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where
r r r
r r rA B= − is the relative distance vector, and µA(B) is the transition dipole

moment of QD1 (7.2). Approximating the energy dispersion E(k) of exciton-
polaritons with effective mass mp as

( )E k
k

m
E

p
m= +

� 2 2

2
(7.15)

and substituting (7.15) into (7.14), we can finally obtain the optical near-field inter-
action potential as a sum of the Yukawa functions:

( )
( )

( ) ( )[ ]U r
c

W Y r W Y rA B

A

B

= ++ + − −
=

∑µ µ
α α α α

α3 2
�

∆ ∆ (7.16)

HereWα± designates the weight factor of each Yukawa function that is defined
as
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with the exciton-polariton effective mass rewritten as Ep = mpc
2, and the relative dis-

tance r r rA B= −
r r

. The factor ∆α− becomes either real or pure imaginary depending
on the magnitude of Em and Eα, which means that this component behaves as either a
localized or a propagation mode. To be precise, (7.16) includes additional two terms
that are independent of the parameters of the microscopic system (i.e., the QDs), but
those terms are neglected in (7.16) as a far-field contribution.

We can now, as an example, estimate the strength of the effective interaction
between two cubic CuCl QDs induced by optical near field (i.e., the optical near-
field interaction). We choose two-level exciton states as the microscopic matter
states in P-space. The excitation energy of an exciton in a cubic QD is represented by
(7.1). In Figure 7.4, the interaction potential is plotted as a function of the distance d
between the closest edges of the cubic QDs. The effective side length a (= L − aB) of
the cubic QDs are set as a = 5 and 7.1 nm whose ratio is1 2: , and M = 2.3me and EB

= 3.20 eV are used [4]. We estimated the transition dipole moments of the QDs from
the experimental value of the QD oscillator strength fdot = 5 [10] and the theoretical

conversion formula [33], which are ( )µ µA B= = ⋅0 29 3
1

2. eV nm and

( )µ µA B= = ⋅0 29 0 49 3
1

2. , . eV nm for a = 5 and 7.1 nm, respectively. When we

choose the distance d = 10 nm, we find from Figure 7.4 that the interaction potential
is about 60 µeV. Thus it follows from (7.10) that half of an oscillation period, π/U, is
about 30 ps, which corresponds to the time for the initial population of a QD to be
transferred to its neighbor. This is a very high speed and suitable for a nanophotonic
device.
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Dynamics of a Quantum Dot–Heat Bath Coupling System

From the discussion of the previous subsection, the population between two reso-
nant levels of QDs undergoes nutation induced by the optical near-field interaction,
and thus we have to include some mechanisms to guarantee the one-directional or
irreversible energy transfer on which a nanophotonic device relies. One way is to
allow intrasublevel transitions due to a phonon coupling. We therefore examine a
two-QD system coupled to a phonon (heat) bath system, illustrated in Figure 7.5.
The Hamiltonian of such a system is modeled as

( )

$ $ $ $

$ $ $ $ $ $ $
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where ( $ , $ )†A A and ( $ , $ )†B B are fermionic operators for the creation and annihilation
of an exciton in QD1 and in the lower energy level of QD2, respectively. Fermionic
operators ( $ , $ )†C C and bosonic operators ( $ , $ )†b bn n are for the E2-E1 levels of QD2 and

for the heat bath system, respectively. The heat bath system is assumed to be a col-
lection of many harmonic oscillators labeled n. From (7.6) the equation of motion
for the total system can be written as
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$ , $+ ′ ′H t tSR

I Iρ

(7.19)

where the suffix I means the interaction picture, and the relation $ ( ) $
int intH t HI = is

used [26]. In order to express the second-order temporal correlation clearly, the for-
mal solution $ ( )ρ I t of (7.6) in the integral form is substituted again into the right-
hand side of (7.6). Since we are mainly interested in exciton dynamics in the
two-QD system, we take a trace with respect to the degrees of freedom of the heat
bath system as $ ( ) [ $ ( )]ρ ρS

I
R

It t= Tr . Here the density operator is assumed to be a
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direct product of the QDs system part $ ( )ρ S
I t and the reservoir (heat-bath) system

part $ ( )ρR
I t . If the reservoir system has a large volume or many degrees of freedom,

the deviation from the initial value can be neglected, and the density operator can be
approximated as (Born approximation)

( ) ( ) ( ) ( ) ( )$ $ $ $ $ρ ρ ρ ρ ρI
S
I

R
I

S
I

R
It t t t= ≈ 0 (7.20)

Taking a trace of both sides of (7.19) about the reservoir operator, we obtain
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where the curly brackets { . } stands for the anticommutator, and the notation⊗ des-
ignates the convolution integral. Since we assume the reservoir system to be in an
equilibrium state, the terms including TrR n R

Ib[ $ $ ( )]† ρ 0 and TrR n R
Ib[ $ $ ( )]ρ 0 do not appear

in (7.21). The number of phonons in the equilibrium state is written as
n T b bn R n n R( , ) [ $ $ $ ( )]†ω ρ= Tr 0 to follow the Bose-Einstein statistics as [25–27]
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The real and imaginary parts of the function

( ) ( )γ ω ω
n n

i tt g e= −2 ∆ (7.23)

with �∆ω= −E E1 2 are represented as γ n
r t( ) and γ n

i t( ), which are related to a relaxa-
tion (real part) and energy shift (imaginary part) from the energy level in QD2
because of coupling to the heat bath system. The convolution in (7.21) expresses the
effect of time delay for the transition between sublevels because of the coupling to
the phonon (heat) bath system. However, if the dynamics of the reservoir (heat bath)
system are much faster than that of the two-QD system, we can approximate the
density operator of the two-QD system as $ ( ) $ ( )ρ ρS

I
S
It t t− ′ = (Markov approxima-

tion). Using this approximation, and rewriting the summation as n d D∑ ∫=
∞
ω ω( )

0
,

with D(ω) being the density of states for each phonon, we can express the convolu-
tion analytically as
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Here we extend the upper limit of the time integration to infinity. The density
operator is finally reduced to
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where n n T≡ ( , )∆ω and γ π ω ω= g D( ) ( )∆ ∆
2

. The terms indicating the energy shift

are neglected in (7.25) because it is small in the weaker system-bath coupling $H SR .

Let us now discuss one-exciton dynamics or energy transfer in the system based
on (7.25), using the three bases illustrated in Figure 7.6. The equations of motion
for the matrix elements are read in the Schrödinger picture as
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When the temperature T is equal to zero (n = 0), (7.26) can be analytically
solved. The diagonal parts representing the population probability for each energy
level in QD1 and QD2 as well as the off-diagonal parts representing quantum
coherence are given as
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(7.27)
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where Z U= −( / )γ 2 2 2 and ρ11(0) = 1 are used. We define the state-filling time τs as

ρ33(τs) = 1 − e−1, which corresponds to the time for excitation energy transfer from
QD1 to the lower energy level in QD2. From (7.27), it follows that time evolution of
the population drastically changes when the condition for the coupling strength is
varied from U < γ/2 to U > γ/2. Although (7.27) seems to be undefined at U = γ/2 (Z
= 0), we have a definite solution regardless of whether Z → +0 or −0 are taken. In
Figure 7.7, the state-filling time τs is plotted as a function of the ratio of γ/2 to U. For
U > γ/2, the population ρ22(t) shows damped oscillation with an envelope function
e−γt, and thus τs is determined by the relaxation constant γ (i.e., τ γs

~ −1 ). On the other
hand, for U < γ/2, ρ22(t) decays monotonically. At first glance, as γ/2 increases, we
expect τs to become shorter (i.e., the population seems to flow into the lower level
more quickly), but on the contrary the time τs becomes long, as shown in Figure 7.7.
The reason is that the upper energy level becomes effectively broad and results in a
decrease of the resonant energy transfer between the QDs. When the ratio γ/2U is
enough large, τs increases linearly from Figure 7.7. Therefore, the state-filling time is
determined not only by the optical near-field interaction strength between two QDs,
but also by the coupling strength to the heat bath (phonon bath) system. It follows
from Figure 7.7 that the fastest energy transfer time τs is obtained when the condi-
tion γ/2∼ U is satisfied, and that τs is proportional to γ/2U2 as γ/(2U) becomes large.

The last term 2γnρ33(t) on the right-hand side of the third equation in (7.26) indi-
cates that the temperature effect due to the finite number of phonons (n ≠ 0) induces
back transfer of the excitation energy from the heat bath to the two-QD system.
Within the Born approximation adopted in (7.20), this term incoherently increases
the population ρ22(t). As the population ρ33(t) increases, the back transfer becomes
large, and gives nonnegligible contributions to the upper-level populations ρ11(t) and
ρ22(t).

Numerical Results

We present numerical calculation results for the population dynamics, using (7.26)
and (7.27) for finite and zero temperature in order to verify the above theoretical
considerations and to estimate the state-filling time for some practical cases. Here
we assume that the system consists of two cubic CuCl QDs embedded in NaCl
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matrix [12]. The effective side length of the cubes is set as a: 2a (a = 5 nm) so that
the (1,1,1) level of QD1 is resonant with the (2,1,1) level of QD2. The variable
parameters are the interaction strength U or the intercube spacing, the relaxation
constant g, and the temperature of the heat bath system.

In Figure 7.8, the E1 and E2-level populations ρ22(t) and ρ33(t) in QD2 are plot-
ted in the cases of the intercube spacing d = 5, 10, and 15 nm (U = 1.51 × 10−1, 0.90 ×
10−1, and 0.60 × 10−1 (ps)−1), , and T = 0K. The relaxation time γ−1 is set as 1 ps based
on another experiment [34]. The populations for all three cases in Figure 7.8(a)
show monotonic decays as we expected because the condition U < γ/2 is satisfied.
From Figure 7.8(b), the state-filling time τs is estimated for the distance d = 5, 10,
and 15 nm as 22, 60, and 140 ps, respectively. This indicates that energy transfer
time of less than 100 ps can be realized when the two QDs are located within a dis-
tance of 10 nm.

Figure 7.9 gives the result for γ−1 = 10 ps, corresponding to a weaker coupling
between an exciton and the heat bath system. Damped oscillations due to nutation
between two resonant levels are clearly seen for d = 5 nm in Figure 7.9(a), where the
condition U > γ/2 is satisfied. Although in the cases of d = 10 and 15 nm, the condi-
tion U > γ/2 also satisfied, we cannot observe the oscillation because of the small
amplitude. From Figure 7.9(b), the state-filling times τs for the three cases are esti-
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mated as 12, 18, and 25 ps. Compared with Figure 7.8(b), the state-filling speed
becomes faster in Figure 7.9(b) in spite of the increase in γ−1 because U is nearly equal
to γ/2. These two graphs indicate that the interdot spacing should be adjusted so that
the optical near-field coupling is of the same order as the exciton-phonon coupling
in order to obtain the fastest energy transfer in the system.

Figure 7.10 shows the temperature dependence of the population ρ22(t) and
ρ33(t). The temperature is set as either T = 50K or 100K. These results are obtained
by using a Laplace transform, where the singular points are derived numerically for
the given numerical parameters. As mentioned in the previous section, the finite tem-
perature induces incoherent back transfer of energy, and this results in residual
populations in the upper energy levels in both QDs. Figure 7.10(a) shows that there
are finite convergent values depending on the temperature. However, we find from
Figure 7.10(b) that the state-filling time does not change so drastically.

The results and discussions described above might be valid within the Born-
Markov approximation. Even if the Born approximation is allowed because of the
large volume of the heat bath system, the Markov approximation may not be guar-
anteed at low temperatures, as assumed in the transformation in (7.24). Therefore,
we might deal with it more carefully, since it is said that non-Markov behavior
manifests itself at low temperatures [26, 35]. The effects of non-Markov behavior
on the dynamics are now under investigation. We have focused our attention on the
energy transfer process in the nanometric regime, or signal transfer in a nanopho-
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tonic switch, but it is quite important to investigate the control of signals in such a
system.

Observation of a Dipole-Forbidden Energy Transfer for a Nanophotonic
Switch

This section reviews our experimental studies on optical near-field interaction
between QDs described earlier [12]. Recently, Mukai et al. reported ultrafast “opti-
cally forbidden” energy transfer from an outer ring of loosely packed bacteriochlo-
rophyll molecules, called B800, to an inner ring of closely packed bacte-
riochlorophyll molecules, called B850, in the light-harvesting antenna complex of
photosynthetic purple bacteria [36]. They theoretically showed that this transfer is
possible when the point transition dipole approximation is violated due to the size
effect of B800 and B850. From our viewpoint, this energy transfer is due to the opti-
cal near-field interaction between B800 and B850. Similarly, the energy can be
transferred from one QD to another by the optical near-field interaction in the QDs
system, even though it is a dipole-forbidden transfer.

Cubic CuCl QDs embedded in NaCl is a promising candidate for an optical
near-field coupling system that exhibits this optically forbidden energy transfer.
This is because, for this system, other possibility of energy transfer, such as carrier
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tunneling, Coulomb coupling, and so on, can be neglected. This is also because car-
rier wave function is localized in QDs due to a deep potential depth of more than 4
eV and the Coulomb interaction is weak due to small exciton Bohr radius of 0.68
nm. Conventional optical energy transfer is also negligible, since the energy levels of
nearly perfect cubic CuCl QDs are optically forbidden, and are confined to the
energy levels of exciton with an even principal quantum number [7]. However,
Sakakura et al. observed the optically forbidden transition in a hole-burning experi-
ment using CuCl QDs [4]. Although they attributed the transition to an imperfect
cubic shape, the experimental and simulation results did not show such imperfec-
tion. We believe that the transition was due to the energy transfer between the CuCl
QDs, via the optical near-field interaction similar to the optically forbidden energy
transfer between B800 and B850 in the above-mentioned photosynthetic system.
However, this type of energy transfer has not yet been directly observed. This section
describes the direct observation of energy transfer from the exciton state in a CuCl
QD to the optically forbidden exciton state in another CuCl QD by near-field opti-
cal spectroscopy.

We fabricated cubic CuCl QDs embedded in a NaCl matrix by the Bridgman
method and successive annealing, and found the average size of the QDs to be 4.3
nm. The sample was cleaved just before the near-field optical spectroscopy experi-
ment in order to keep the clean sample surface. The cleaved surface of the sample
with 100-µm thickness was sufficiently flat for the experiment (i.e., its roughness
was less than 50 nm at least within a few micrometer squares). A 325-nm He-Cd
laser was used as a light source. A double-tapered UV fiber probe was fabricated by
chemical etching and a 150-nm-thick gold film was coated. A 50-nm-diameter aper-
ture was fabricated by the pounding method [37].

The curve in Figure 7.11(a) shows a far-field photoluminescence (PL) spectrum
of the sample that was recorded with a probe-sample separation of 3 µm in the
collection-mode operation [9] of the cryogenic near-field optical spectrometer at
15K. It represents the collective PL intensity from several CuCl QDs, and is inhomo-
geneously broadened owing to the size distribution of the QDs. The curve in Figure
7.11(b) represents the differential spectrum, which is the difference between the PL
intensities measured with probe-sample separations of 3 µm and of less than 10 nm.
This curve consists of many fine structures, which are attributed to the contribution
of the QDs near the apex of the probe because of the drastic increase in the measured
PL intensity for a probe-sample separation less than 10 nm. Since the average density
of the QDs is 1017 cm−3, average separation between the QDs is less than 30 nm.
Therefore, the spectral peaks in Figure 7.11(b) originate from several QDs of differ-
ent sizes. Among these, the peaks X and Y correspond to the confined Z3-exciton
energy levels of quantum number (1,1,1) for the QDs with side lengths (L) of 4.6 and
6.3 nm, respectively. Their effective side lengths a are 3.9 and 5.6 nm, whose size
ratio is close to 1: 2 , and thus the (1,1,1) and (2,1,1) quantized exciton levels of
these QDs are resonant with each other to be responsible for optical near-field
energy transfer. It means that these QDs can be used as the input and output ports of
the nano-photonic switch of Figure 7.1.

Figure 7.12(a, b) shows the spatial distributions of the PL intensity (i.e., near-
field optical microscope images) for peaks X and Y of Figure 7.11(b), respectively.
The spatial resolution, which depends on the aperture diameter of the fiber probe,
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was smaller than 50 nm. These images clearly establish anticorrelation features in
their intensity distributions, as manifested by the dark and bright regions sur-
rounded by white broken curves. Figure 7.12(c) shows the spatial distribution of the
PL intensity of peak Z in Figure 7.12(b), which corresponds to the QDs with side
length of 5.3 nm. Their sizes do not satisfy the resonant condition given by (7.1),
and thus, this figure does not show any anticorrelation features. In Figure 7.12(d),
the anticorrelation features of the PL intensity of X and Y are demonstrated by
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cross-sectional profiles taken along the dotted lines in Figure 7.12(a, b), respectively.
This figure also shows the cross-sectional profile of Z [Figure 7.12(c)], which does
not shows anticorrelation features with X and Y.

In order to confirm the anticorrelation feature more quantitatively, Figure 7.13
shows the values of the cross-correlation coefficient C between the spatial distribution
of the intensity of the PL emitted from the (nx, ny, nz) level of exciton in a QD with
6.3-nm side length and that from the (1,1,1) level in a QD with a different side length
L. They have been normalized to that of the autocorrelation coefficient of the PL inten-
sity from the (1,1,1) level in a 6.3-nm QD, which is identified by an arrow (1) in Figure
7.13. To calculate the values of C, spatial Fourier transform was performed on the
series of PL intensity values in the chain of pixels inside the region surrounded by the
broken white curves in Figure 7.12. The large negative value of C identified by an
arrow (2) clearly shows the anticorrelation feature between Figure 7.12(a, b); that is,
between the (2,1,1) level in a 6.3-nm QD and the (1,1,1) level in a 4.6-nm QD. This
anticorrelation feature can be understood by noting that these spatial distributions in
PL intensity represent not only the spatial distributions of the QDs but also some kind
of resonant interaction between the QDs. This interaction induces energy transfer
from 4.6-nm QDs to 6.3-nm QDs. Interpreting this, most of 4.6-nm QDs “acciden-
tally” located close to 6.3-nm QDs cannot emit light, but instead transfer the energy to
the 6.3-nm QDs. As a result, in the region containing embedded 6.3-nm QDs, the PL
intensity in Figure 7.12(a) from 4.6-nm QDs is low, while the corresponding position
in Figure 7.12(b) is high. As mentioned above, it is reasonable to attribute the origin of
the interaction to the optical near-field energy transfer. For reference, we note the dark
area outside the broken curves in Figure 7.12(b). This occurs because there are very
few 6.3-nm QDs. From the absorption spectra of the sample, it is estimated that the
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population of 6.3-nm QDs is one-tenth the population of 4.6-nm QDs. As a result, the
corresponding area in Figure 7.12(a) is bright due to absence of the energy transfer.
On the other hand, the spatial distributions of the PL intensities from other QDs do
not show any anticorrelation features. This is confirmed by comparing Figure
7.12(a–c). The white arrow in Figure 7.13 indicates the relationship between Figure
7.12(b, c). The negligibly small value of C identified by this arrow proves the absence
of the anticorrelation feature between the exciton energy levels in a 6.3-nm QD and
the (1,1,1) level in a 5.3-nm QD due to their nonresonant condition.

Furthermore, arrows (3)–(5) also represent large negative values of C, which
means the existence of the anticorrelation feature between higher levels in 6.3-nm
QD and other sized QDs due to the resonant optical near-field energy transfer. They
are (3) the (2,2,1) level in a 6.3-nm QD and the (1,1,1) level in a 3.9-nm QD; (4) the
(3,1,1) level in a 6.3-nm QD and the (1,1,1) level in a 3.6-nm QD; and (5) the (2,2,2)
level in a 6.3-nm QD and the (1,1,1) level in a 3.5-nm QD. The large anticorrelation
coefficients C, identified by arrows (4) and (5) in Figure 7.13 can be attributed also
to multiple energy transfer: Since the (1,1,1) levels in 3.6-nm and 3.5-nm QDs reso-
nate or nearly resonate to the (2,1,1) level in a 4.6-nm QD, there is another route of
energy transfer in addition to direct transfer from the 3.5- and 3.6-nm QDs to
6.3-nm QDs (i.e., the transfer via the 4.6-nm QDs).

The anticorrelation features appear for every pair of QDs if the resonant condi-
tions of the confinement exciton energy levels are satisfied. Figure 7.14 shows 2D
plots of cross correlation coefficient C between two QDs. White solid lines indicate
the QDs pairs with resonant energy levels of (2,1,1)-(1,1,1), (2,2,1)-(1,1,1),
(3,1,1)-(1,1,1), and (2,2,2)-(1,1,1), respectively. Large negative C appears along the
solid lines due to optical near-field energy transfer between QDs.
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Fabrication and Characterization of Nanopatterns by Optical Near Field

Nonresonant Near-Field Optical Chemical Vapor Deposition of Zn

To realize the proposed nanophotonic switch and nanophotonic IC in Figure 7.1, an
advanced nanofabrication technique is required that realizes high spatial resolution,
high precision in controlling size and position, and is applicable to various materials.
Self-organized growth has been employed for nanofabrication [38]; however, its
spatial precision is not sufficiently high to meet this requirement. To improve the
precision, an e-beam [39], STM [40], and surface modification [41] are used for
site-control of the substrate. In-situ patterning of nanoscale structures using a scan-
ning probe microscope such as STM [42] has also been investigated; however, it has
a fatal disadvantage in that it limits the materials that can be deposited, because it
cannot deal with insulators. By the conventional optical chemical vapor deposition
(CVD), vapors of organometallic molecules are dissociated by the photochemical
reaction with the far-filed light; however, it is difficult to deposit subwavelength-
sized materials due to the diffraction limit of light.

Figure 7.15 shows the principle of near-field optical CVD (NFO-CVD), which
has been proposed by the authors in order to solve these problems by utilizing high
spatial resolution capability of the optical near field. Nanometric Zn, Al, and ZnO
dots and loops have been successfully deposited by this method [37, 43–45]. As an
example, Figure 7.16 shows the shear-force topographic images of the deposited Zn
and Al dots whose sizes are less than 50 nm. It has been confirmed from these results
that the precision of the deposited position was as high as about 1 nm [44]. As an
outstanding advantage, we recently found that the photodissociation can take place
even in nonresonant conditions, which is due to the inherent properties of the optical
near field [46].

This subsection discusses nonresonant NFO-CVD of nanometric Zn dots (i.e.,
the possible mechanisms of diethylzinc (DEZn) dissociation by the nonresonant
optical near field). Figure 7.17 shows potential curves of an electron in the DEZn
molecular orbitals drawn as a function of the internuclear distance of a C-Zn bond,
which are involved in photodissociation [47]. The relevant energy levels of the
molecular vibration modes are also represented by horizontal lines on each potential
curve. When a conventional far-field light is used, photoabsorption dissociates
DEZn, as is indicated by a white arrow in this figure [48]. In contrast, there are four
possible mechanisms of photodissociation when a nonresonant optical near field is
used. They are: (1) Two-photon absorption process, as indicated by the two arrows
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① . It is possible due to the high energy density of the optical near field at the apex of
the high throughput fiber probe. (2) The transition, shown by an arrow ② , to the
intermediate energy level (a broken line on the dotted curve) induced by the fiber
probe and successive relaxation to the dissociative triplet state. This induced inter-
mediate level is created for several reasons, such as the energy shift of the excitation
level in the molecule due to the interaction between molecules and the fiber probe,
activation of the optically forbidden energy levels to the allowed levels for the opti-
cal near field, and so on. Similar activation of the optically forbidden energy levels
has been observed in dye molecules and coupled QDs [12, 36]. (3) The transition to
an excited state of a molecular vibration mode whose energy is higher than the dis-
sociation energy (2.26 eV), as indicated by the dotted line and an arrow ③ .
Although this transition is prohibited by the wavenumber conservation law for con-
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ventional far-field light, it is allowed in the present case because of the large uncer-
tainty in the wavenumber of the subwavelength-sized optical near field. (4) Direct
transition from the singlet ground state to the dissociative triplet state is represented
by arrow ④ . A spatially homogeneous far-field light cannot interact with the polari-
zation of a DEZn molecule, as is easily understood by referring to the Frank-Condon
principle. Thus, the far-field light interacts only with electrons. However, since the
optical near field has a very large spatial gradient with a nanometric decay length, it
can interact with the polarization of the molecule. As a result of this interaction,
atoms in the molecule can be translated directly, as indicated by arrow ④ .

Figure 7.18 shows the experimental setup used to confirm the NFO-CVD under
nonresonant condition. An atomic smooth sapphire (0001) was used as a substrate
for deposition [49]. Ultrahigh purity argon (Ar) was used as a buffer gas and DEZn
as a reacting molecular gas source. The second harmonic (λ = 244 nm) of an Ar+ laser
was used as a light source that resonates the absorption band of DEZn [47]. The fun-
damental frequencies of Ar+ (λ = 488 nm) and He-Ne (λ = 633 nm) lasers were used
as nonresonant light sources. In order to investigate simultaneously the deposition
effect of far-field light, a bare fiber probe (i.e., a fiber probe without the metal coat-
ing) was used for CVD. This fiber probe was fabricated by pulling and etching a pure
silica core fiber. Therefore, the far-field light leaked through the circumference of
the fiber probe, while the optical near field was generated at the apex. The laser out-
put power from the fiber probe was measured with a photodiode placed behind the
sapphire substrate. Topographic profiles of the deposited Zn dots were measured
using a shear-force microscope. During deposition, the partial pressure of DEZn
was 100 mTorr and the total pressure in the chamber was 3 Torr. Note that the
deposition of Zn on the fiber probe and the resultant decrease in the efficiency of
optical near-field generation were negligible because the deposition time was suffi-
ciently short, as has been confirmed by the previous works [44, 50].

Figure 7.19 shows the shear-force topographic images before and after
NFO-CVD on the sapphire substrate with atomic-level steps for λ = 244 (a), 488 (b),
and 633 nm (c). For Figure 7.19(a) (λ = 244 nm), the laser power was 1.6 µW and the
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irradiation time was 60 seconds. A white circle at the center of the right figure repre-
sents a Zn dot deposited by an optical near field. However, since the bare fiber
probe also leaked strong far-field light, a Zn film was deposited around the dot,
which covered the atomic-step structures on a substrate. For Figure 7.19(b), the
laser power was 150 µW and the irradiation time was 75 seconds. The photon
energy at this wavelength (λ = 488 nm) is higher than the dissociation energy of
DEZn, but it is still lower than the absorption edge of DEZn [47]. Under this condi-
tion, it is amazing to find a Zn dot less than 50 nm in diameter at the center of the
broken circle on the right figure. For Figure 7.19(c) (λ = 633 nm), the laser power
was 240 µW and the irradiation time was 300 seconds. Despite the higher power
and longer irradiation time, there was no Zn deposition, which means that the ther-
mal effect of laser irradiation is negligible for Zn deposition.

In Figure 7.20, the broken curve represents the cross-sectional profile of the Zn
pattern deposited at λ = 244 nm, taken along the broken line in Figure 7.19(a). The
solid curve is a cross sectional profile of the Zn pattern deposited at 488 nm along
the broken line in Figure 7.19(b). These curves confirm that Zn dots with a full
width at a half maximum of 30 nm were deposited in the region where the optical
near field is dominant. The broken curve has tails of 4-nm height on both sides of
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the peak, which correspond to the film deposited by the leaked far-field light. In con-
trast to this, the solid curve has no tails. Thus, it is clear that the leaked 488-nm far-
field light did not deposit a Zn film. This result agrees with previous work using con-
ventional optical CVD for Zn deposition with a far-field light with λ = 300 nm [51].
Therefore, it is confirmed that a Zn dot of Figure 7.19(b) was deposited under a non-
resonant condition, despite the presence of leaked far-field light.

Although more studies are required to identify the mechanism of this nonreso-
nant deposition among the four possible candidates given above, the experimental
results and the suggested mechanisms described here show numerous potential
advantages. As an example, this technique makes it possible to use various light
sources and gas sources that have never been used in conventional far-field optical
CVD. Thus, it can be claimed that the nonresonant NFO-CVD is a powerful nano-
fabrication technique.

Observation of Size-Dependent Features in the Photoluminescence of ZnO
Nanocrystallites

As an application of NFO-CVD, nanometric ZnO has been produced by oxidizing
the deposited Zn [45]. Since free-excitons in ZnO can emit an UV light, it is possible
to use a nanometric ZnO dot as a light emitter in the nanophotonic IC of Figure 7.1.
In order to confirm this possibility, this subsection evaluates its PL characteristics of
ZnO nanocrystallites, especially its size-dependent features by using an optical
near-field technique [52, 53]. ZnO has a wide band gap of 3.37 eV and a larger exci-
ton binding energy (60 meV) than those of GaN (28 meV) or ZnSe (19 meV).
Recently, several groups have reported room-temperature UV lasing [54, 55].

For quantitative evaluation of the size-dependent features, ZnO nanocrystallites
were prepared by conventional optical CVD, not by NFO-CVD. This method is
composed of two steps: (1) 200-nm-thick Zn nanocrystallites were grown on a sap-
phire (0001) substrate at room temperature by optical CVD. DEZn was used as a
gas source. The partial pressures of DEZn and the Ar buffer gas were 10mTorr and
200 mTorr, respectively. The second harmonic (SH) light of an Ar+ laser (λ = 244
nm) was used as the light source for the photodissociation of DEZn [56], whose
power and spot size were 10 mW and 600 µm, respectively. (2) The deposited Zn
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nuclei were thermally oxidized in ambient oxygen at 1 atm and 750°C for 30 min
[55]. This method is applicable to NFO-CVD [57] in order to deposit nanometric
ZnO dots with high precision in the size and position because depositing Zn at
room temperature in step (1) avoids thermal drift of the substrate and the probe.

Figure 7.21 shows a shear-force topographic image of oxidized Zn, obtained
using a sharpened fiber probe with an apex diameter of 100 nm. Hexagonal (A1, A2,
and A3) and square (B1, B2, and B3) nanocrystallites can be seen, which proves that
oxidized Zn is composed of many nanocrystallites with various orientations. The
grain sizes were in the range of 30 to 160 nm.

Figure 7.22 shows a far-field PL spectrum at room temperature, measured by
using a He-Cd laser (λ = 325 nm) as a light source. The emission peak energy was
close to the reported value of 3.26 eV (λ = 380 nm), which corresponds to spontane-
ous emission from the free exciton in high-quality ZnO nanocrystallites [54]. The
full width at half maximum (FWHM) of the PL spectrum was about 118 meV,
which is comparable with the 117 meV of molecular beam epitaxy grown ZnO
nanocrystallites at room temperature [58]. These results imply that the oxidized Zn
is composed of high-quality ZnO nanocrystallites. Furthermore, since ZnO has a
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wurtzite structure, the hexagonal and square nanocrystallites shown in Figure 7.21
represent nanocrystallites oriented along the c-axis [54] and in other directions,
respectively. These results imply that fabricated ZnO nanocrystallites are polycrys-
talline.

Using a collection-mode near-field optical spectrometer, we measured spatially
and spectrally resolved PL spectra, for which a UV fiber probe with an 80-nm aper-
ture diameter was used. Figures 7.23(a) and (b) show monochromatic PL images, in
which the detection wavelengths were 370 ± 2.5 nm and 380 ± 2.5 nm, respectively.
The closed and open circles in Figure 7.23(c) represent cross-sectional profiles along
the broken lines through spots s1a and s1b in Figures 7.23(a) and (b), respectively.
Those in Figure 7.23(d) are for spots s2a and s2b in Figure 7.23(a, b). Note that the
FWHM of spots s1a and s2a was 155 and 55 nm, respectively, which is comparable to
the grain sizes of ZnO nanocrystallites. This indicates that each emission spot origi-
nated from an individual ZnO nanocrystallite.

One technical problem was that the sensitivity of near-field optical spectrometer
was not sufficiently high in order to evaluate precisely the spectral profile of individ-
ual ZnO nanocrystallites. To solve this problem, we defined the relative PL intensity
RIPL by (PL intensity at a detection wavelength of 370 ± 2.5 nm) / (PL intensity at a
detection wavelength of 380 ± 2.5 nm). This parameter RIPL can be used to evaluate
the magnitude of the blue-shift of the PL spectral peak because it increases with
decreasing the spectral peak wavelength. Figure 7.24 shows the measured relation
between the value of RIPL and the PL spot size of ZnO nanocrystallites, where the
spot sizes were estimated from the FWHM of Figure 7.23. An outstanding feature of
this figure is that the RIPL is larger for a smaller spot size. It means that the smaller
ZnO nanocrystallites have shorter wavelength at its PL spectral peak, which is
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attributed to the quantum size effect in ZnO nanocrystallites. Although this size-
dependent feature of the PL intensity has ever been evaluated for an ensemble of
nanocrystallites using a conventional diffraction-limited optical method [55], the
present results are the first to evaluate individual nanocrystallites using a spatially
resolved optical near-field method.

Since Zn dots less than 50 nm in size have been fabricated by the NFO-CVD
[57], fabrication and integration of nanophotonic devices are expected by assem-
bling high-quality ZnO nanocrystallites by optical near-field method.

Plasmon Waveguide for Optical Far/Near-Field Conversion

Principle of a Plasmon Waveguide

A nanometric optical waveguide is required for far/near-field conversion in order to
connect the nanophotonic IC with external conventional diffraction-limited pho-
tonic devices, as is schematically explained by Figure 7.25(a). Performances
required for this waveguide include: (a) high conversion efficiency, (b) a sub-
100-nm width of a guided beam for efficient coupling of the converted optical near
field to nanometric dots, and (c) a superwavelength propagation length to avoid
direct coupling of the propagating far-field light to the nanometric dots.

A cylindrical metal core waveguide is a promising candidate to realize a sub-
100-nm beam width, through which the TM plasmon mode propagates [59]. How-
ever, the TM plasmon mode is not easily excited by far-field light due to mode mis-
matching. To overcome this difficulty, we employed a metal-coated silicon wedge
structure [Figure 7.25(b)] [60]. The main part consists of a silicon wedge, which is
coated with a thin metal film. An incoming far-field light, which is polarized parallel
to the y-axis, is first transformed into the two-dimensional (2-D) surface plasmon
mode on the surface F1 [Figure 7.25(c)]. Next, the 2-D surface plasmon mode is
converted into the 1-D TM plasmon mode at the edge between F1 and the plateau.
This conversion occurs because of the scattering coupling at the edge [61]. Finally,
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the TM plasmon mode propagates along the plateau in a manner similar to an edge
mode in a tetrahedral tip [62]. Since the metal film deposited on the plateau is suffi-
ciently thicker than on the other surfaces (F1, F2, and F3) due to the normal evapo-
ration process, the plateau acts as a metal core waveguide (Figure 7.25(d)). Finally,
the TM plasmon mode at the outlet of the waveguide is converted to the optical near
field.

Advantages of this plasmon waveguide are: (a) High conversion efficiency from
the 2-D surface plasmon mode to the 1-D TM plasmon mode due to the scattering
coupling, which meets the requirement (A) [61, 63]. (b) The beamwidth decreases to
as narrow as 1 nm with decreasing the core diameter, since this waveguide does not
have a cutoff [59]. It meets the requirement (B). (c) The propagation length of the
TM-plasmon mode is sufficiently long. As an example, the propagation length is 2.5
µm (at λ = 830 nm) for the TM plasmon with a gold core (diameter D = 40 nm) insu-
lated by air [59]. It meets the requirement (C).

The plasmon waveguide was fabricated in four steps: (1) A (100)-oriented sili-
con wafer was bonded to the glass substrate by anodic bonding [Figure 7.26(a)]
[64]. (2) In order to avoid any deformation of the convex corners [65], the patterned
rectangular mask was tilted 30° with respect to the <110> crystal orientation of sili-
con [Figure 7.26(b)]. (3) The silicon wedge was fabricated by anisotropic etching (40
g KOH + 60 g H2O + 40 g isopropyl alcohol, 80°C). By maintaining the silicon
wedge height lower than 10 µm, its propagation loss can be kept sufficiently low
[Figure 7.26(c)]. (4) After removing the SiO2 layer, the silicon wedge was coated
with a 50-nm-thick gold layer [Figure 7.26(d)]. SEM images of the fabricated
waveguide are shown by Figure 7.26(e, f).
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Excitation and Observation of 1-D Plasmon Mode

The spatial distribution of the electric-field energy on the plateau of a metallized sili-
con wedge was measured by scanning a fiber probe with an aperture diameter Da of
60 nm. In order to excite the plasmon mode, linearly polarized light (λ = 830 nm)
was focused onto the surface F1. Figure 7.27(a, b) shows a bird’s-eye views of the
observed electric-field energy distributions on the wedges with plateau width W = 1
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µm and 150 nm for TM polarization (the incident light polarization is parallel to the
y-axis), respectively. Figure 7.27(c, d) is for TE polarization (parallel to the x-axis).
Comparing Figure 7.27(a, c) [or Figure 7.27(b, d)], it is confirmed that the propagat-
ing mode was excited efficiently only by TM polarized incident light. Closed and
open circles in Figure 7.28(a, b) show the cross-sectional profiles along the lines in
Figures 7.27(a) (A A− ′ and a a− ′) and 7.27(b) (B B− ′ and b b− ′), respectively. In
these figures, transmission was defined as the ratio of the light power detected by the
fiber probe to the input light power. From the dotted exponential curve in Figure
7.28(a) fitted to the open circles, the propagation length is estimated as 2.5 µm for
the 150-nm wedge. This value is comparable to the theoretical value for TM plas-
mon mode in a cylindrical metal core waveguide with D = 40 nm, which is consisted
of a gold core and air cladding (λ = 830 nm) [59]. From the solid exponential curve in
Figure 7.28(a) fitted to the closed circles, the propagation length for W = 1.0 µm is
estimated as 4.0 µm, which is longer than that for W = 150 nm. This is because, as W
increases, the effective refractive index approaches that of surface plasmon at the
planar boundary between gold and air [59]. These experimental results confirm that
the observed excitation along the plateau was the TM plasmon mode.

Figure 7.28(b) shows that FWHM of the cross-sectional profiles was 150 nm for
W = 150 nm, which can be decreased by minor improvements of the waveguide
design in order to meet the requirement (B). Further, note that the transmission was
5.0 × 10−3 for W = 150 nm, which is 10 times higher than that of a fiber probe with
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Da = 150 nm [66]. This efficient excitation of the TM plasmon mode is attributed to
the scattering coupling at the edge between F1 and the plateau in Figure 7.25(b) [61,
63], and thus, it meets the requirement (A). Finally, the propagation length esti-
mated above is longer than the incident light wavelength, which meets the require-
ment (C).

In the case when this waveguide is used in the UV region to excite nanometric
ZnO, CuCl, and so on, higher coupling efficiency could be expected by introducing
a grating coupler in order to convert the propagating far-field light to the 2-D plas-
mon mode.

A Key Device for Generation/Detection of Optical Near Field

Metallized Pyramidal Silicon Probe

A key device for nanophotonics is the one generating or detecting optical near field.
Such a device (a fiber probe) has been fabricated by selective chemical etching,
which was developed by the authors of [67]. Recently, several groups have reported
cantilevered probes based on micromachining [68–71]. High throughput and small
spot size are expected due to high refractive indices of their cores; however, they
have not yet been realized for applications to nanophotonics. This section reviews
the successful fabrication of a probe with extremely high throughput, introducing a
pyramidal silicon structure and localized surface plasmon resonance at the metal-
lized probe tip.

In order to realize a nanometric spot size at the probe tip, a metallic probe is a
promising candidate, through which the surface plasmon mode propagates. Since a
metallic core waveguide does not have a cutoff, the spot size of the propagating
mode decreases with decreasing the core diameter [59]. However, the plasmon
mode is not easily excited by the propagating mode inside the dielectric core due to
mode mismatching. In order to overcome this difficulty, we employed a pyramidal
silicon probe that is entirely coated with a thin metal film, as is schematically
explained by Figure 7.29. Due to the high refractive indices of the core and the thin
metal film, light propagates inside the silicon core and is converted into the surface
plasmon mode at the metallic tip.

To find the optimum tip parameters, numerical calculations were carried out
for the geometry shown in Figure 7.30(a, b) by using the finite-difference time-
domain (FDTD) method [72]. Figure 7.30(a) is for the probe-to-probe method used
to measure the spatial distribution of the optical near-field energy on the pyramidal
silicon probe [66]. The model consisted of 180 × 180 × 150 cells with the cell size of
10 × 10 × 10 nm. As shown in Figure 7.30(b), the pyramidal silicon probe (refractive
index n = 3.67 at λ = 830 nm) was coated with aluminum film (n = 2.74–i 8.3) [73],
and the four sidewalls resulted from (111) silicon crystal planes. A scanning probe
with a glass core (n = 1.53) was used to detect the optical near-field energy on the
probe tip. The scanning probe with a cone angle of 30° was coated with a
1-µm-thick gold (n = 0.19–i 5.4) layer, and had an aperture with a diameter Da of 50
nm. Separation between the probes was fixed to 10 nm. The pyramidal silicon probe
was illuminated with a linearly polarized light (λ = 830 nm).
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Figure 7.30(c) shows the thickness dependence of the calculated cross-sectional
profiles of the detected optical near-field energy, which represents that the peak
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energy for the metallized silicon probe (metal thickness d = 20 nm) is as high as that
of the bare silicon tip (d = 0 nm) and the FWHM is 75 nm. The thickness depend-
ence of the peak energy and FWHM is illustrated in Figure 7.30(d), which indicates
that the metallized silicon structure produced a spot size as small as 50 nm (< λ/10).
Since efficient excitation of the surface plasmon is obtained with a 15-nm-thick alu-
minum coating (≈ d/ 2) on silicon in the Kretschmann configuration [74], these
size-dependent features are attributed to localized surface plasmon resonance [75].
As a result of these numerical calculations, the optimum Al thickness was found to
be 20 nm.

Fabrication of a Metallized Pyramidal Silicon Probe and Observation of
Localized Plasmon Resonance

Based on the optimization in the above section, a pyramidal silicon probe was fabri-
cated in three steps: (1) A (100)-oriented silicon wafer was bonded to a glass sub-
strate by anodic bonding [Figure 7.31(a)] [64]. (2) The probe was fabricated by
anisotropic etching [Figure 7.31(b)]. By maintaining the silicon probe height at less
than 10 µm, the propagation loss is kept sufficiently low. (3) After removing the
SiO2 layer, the probe was coated with an Al layer (d = 20 nm). Figure 7.31(c, d)
shows SEM images of our sharpened (mesa length Lm < 10 nm) pyramidal silicon
probe with an Al layer.

Spatial distribution of the optical near-field energy on the pyramidal silicon
probe was measured using the probe-to-probe method (i.e., it was scanned with an
apertured probe with Da = 50 nm with a cone angle of 30°). The separation between
the probes was kept within 10 nm using the shear-force feedback technique. For
comparison, we also measured the optical near-field energy of a triple-tapered fiber
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probe with Da = 60 nm. The throughput of this triple-tapered fiber probe has been
calibrated to be 1.5 × 10−3 [66], which is the highest among existing fiber probes due
to the interference characteristics of the guided modes [66].

Figure 7.32(a–c) shows the observed spatial distributions of the optical near-
field energy for the metallized pyramidal silicon probe (d = 20 nm), the bare pyrami-
dal silicon probe (d = 0 nm), and the triple-tapered fiber probe with Da = 60 nm,
respectively. Curves A, B, and C in Figure 7.32(d) are cross-sectional profiles along
the dashed white lines in Figures 7.32(a–c), respectively. Note that the FWHM of
the metallized pyramidal silicon probe is 85 nm (~λ/10)(curve B), which is in
good agreement with the value in Figure 7.30(c). Further, the peak energy of the
metallized pyramidal silicon probe is 5 and 15 times larger than those of the bare
pyramidal silicon and the triple-tapered probes, respectively. Such effective excita-
tion of the optical near field by the metallized silicon probe is attributed to local-
ized surface plasmon resonance. These results indicate that the metallized pyramidal
silicon structure resulted in high throughput (2.3%) and small spot size (85 nm)
simultaneously.

Considering the aperture diameter (Da = 50 nm) of the fiber probe used for
detection, the spot size of the metallized pyramidal silicon probe (d = 20 nm) should
have the capability of higher resolution (e.g., 50 nm or higher should be possible).
Higher throughput is expected by combining the pyramidal silicon probe tip and the
microfabricated solid immersion lens [76]. Further, by using the transparent mate-
rial with high refractive index in the UV region, such as Si3N4, GaP, GaN, and so on,
the plasmon resonance effect described here can be applicable also to the blue-violet
region.
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Application to High-Density and High-Speed Optical Memory

Optical Near-Field Slider

Nanophotonics can be applied to a next-generation optical storage system with
1Tbit/in2 recording density and 1-Gbps data transmission rate. A superresolution
near-field structure [77] and a planar probe mounted on an optical slider [78] were
proposed recently for this application. Though these methods do not require shear-
force feedback, the optical near-field energies on the subwavelength apertures are
too low because the incident light is focused by a conventional lens. We review here
an advanced system using a contact slider as a more promising candidate to realize
high recording density on a phase-change recording medium and fast data transmis-
sion rate. Our metallized pyramidal silicon probe technology of the previous section
is applied to this system.

Structures of the system and the slider are illustrated in Figure 7.33 [79]. A
metallized pyramidal silicon probe array is arranged on a surface of the slider. The
probes in the array are designed by utilizing the results of the previous section.
Advantages of such a slider are (1) the probe array with sub-10-µm heights has high
durability because it is bonded to a thick glass substrate, (2) since the height of the
probe tips and the pads are determined by the uniformity of the thickness of silicon
wafer, ultrahigh homogeneity in the heights of the probes and pads can be obtained,
(3) use of a probe array with many probe tips increases the total data transmission
rate by parallel readout [80–82]. For this readout, the incident light is spatially
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modulated by an electro-optics method, and the scattered light from each probe is
detected as a time-sequential signal.

Fabrication of Optical Near-Field Slider and Recording-Readout Experiments

Since the key issue in realizing a pyramidal silicon probe array is high homogeneity
in the heights of the probes, the probe array is fabricated from a (100)-oriented
silicon-on-insulator (SOI) wafer in four steps: (1) A 10-µm SOI wafer is bonded to
the glass substrate by anodic bonding [Figure 7.34(a)] [64]. (2) After removal of the
silicon substrate from the SOI wafer by wet etching, the probe array, the bank, and
the pads are fabricated by anisotropic etching (40g KOH + 60g H2O + 40g isopropyl
alcohol, 80°C) [Figure 7.34(b)]. Note that the height homogeneity is maintained by
the remaining the SiO2 layer [see Figure 7.34(c)]. (3) The slider is quarried with a dic-
ing saw. (4) After removal of the SiO2 layer, the slider is coated with 30-nm-thick
aluminum.

Figure 7.34(d, e) shows an optical image of the contact slider and a SEM image of
the pyramidal silicon probe array fabricated on the slider, respectively. The height dis-
persions of the probes and pads are decreased to less than 10 nm due to the uniformity
of thickness of the SOI wafer. The slider is designed by use of the design criteria [83]
for a contact-type hard-disk head so that its jumping height over the phase-change
recording medium is maintained to be less than 10 nm. Furthermore, since the phase-
change recording medium is fragile, we designed the bank so that the contact stress
becomes 100 times lower than the yield stress of the magnetic disk at a constant linear
velocity (νCL) of 0.3 m/s, corresponding to a data transmission rate of 10 Mbps for a
data density of 1 Tbit/in2. To increase the data transmission rate 100 times (i.e., to
realize a 1-Gbps data transmission rate for recording density of 1 Tbit/in2), we fabri-
cated 100 probe elements on the inner part of the bank for parallel readout.
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In recording and readout experiments (see Figure 7.35), an as-deposited
AgInSbTe film was used as a phase-change recording medium. We compared the
signal transmitted through phase-changed marks recorded with a single element of
the probe array and that with a focused propagating light (λ = 830 nm). The slider
was in contact with a phase-change recording medium coated with a thin lubricant
film. The frequency of the rectangularly modulated signal with 50% duty was
changed from 0.16 to 2.0 MHz at νCL = 0.43 m/s. The recording optical powers for
a pyramidal silicon probe with a mesa length Lm of 150 nm (see the SEM image in
Figure 7.35) and a focused propagating light with an object lens (N.A., 0.4) were
200 and 15 mW, respectively. Readout was carried out at νCL = 0.43 m/s. The read-
ing optical powers for the pyramidal silicon probe and the focused propagating light
were 20 and 3.6 mW, respectively. The resolution bandwidth was 30 kHz.

Measured dependences of the carrier-to-noise ratio (CNR) on the mark length
are shown in Figure 7.36. In comparison with the closed circles, open circles indi-
cate that shorter crystalline phase-changed marks beyond the diffraction limit were
recorded and read out by an optical near field on the pyramidal silicon probe. The
shortest mark length was 110 nm at νCL = 0.43 m/s, corresponding to a data trans-
mission rate of 2.0 Mbps. This is the first phase-change recording-readout with a
contact slider. The constant CNR of the pyramidal silicon probe shown by the open
circles in this figure is due to the small spot size of the optical near field for
recording-readout and the narrow recorded mark width, which are as small as Lm of
the pyramidal silicon probe. These results indicate that further increases in CNR
and decreases in mark length are possible by means of tracking during readout.

The data transmission rate of 2.0 Mbps can be increased to 200 Mbps by paral-
lel readout with all elements of the probe array. Further, it is expected that the
recording density can be increased to as high as 1 Tbit/in2 by further improvements
in the plasmon resonance effect at the pyramidal silicon probe tip.
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Summary

This chapter reviewed nanophotonics, a novel optical nanotechnology utilizing local
electromagnetic interactions between a small number of nanometric elements and
an optical near field. Its potential for high integration beyond the diffraction limit of
light can solve the technical problems of the future optical industry. A prototype
nanophotonic integrated circuit was presented. All the devices in this circuit involve
nanometric dots and wires, and an optical near field is used as a carrier to transmit
the signal. As a key device, we proposed a nanophotonic switch based on optical
near-field energy transfer between QDs.

Using a density matrix formulation, we theoretically showed that the optical
near-field interaction is expressed as the sum of the Yukawa function, and estimated
that the oscillation period of the nutation for cubic CuCl QDs is less than 100 psec at
a 10-nm inter-QD distance, which is sufficiently short for the switching operation.
In order to guarantee one-directional (i.e., irreversible) energy transfer between two
resonant levels of QDs, we examined intrasublevel transitions due to phonon cou-
pling, by considering a simple two-QD plus phonon heat-bath system, and formu-
lated the population dynamics of the system. As a result, we found that the
state-filling time strongly depended on both the strength of the optical near-field
interaction and the relaxation rate due to phonon coupling. To numerically evaluate
CuCl QDs, the state-filling time was estimated as 22 ps, which is sufficiently short
for the switching operation. Our analysis also showed that the state-filling time was
almost independent of the temperature within the Born-Markov approximation.
However, the finite temperature results in a residual population in the upper energy
levels, which might degrade the aspect ratio of the ON/OFF signals of the switch.
The optical near-field energy transfer to be used for the nanophotonic switch was
experimentally studied using cubic CuCl QDs in a NaCl matrix as a test sample.
Using near-field optical spectroscopy with a spatial resolution smaller than 50 nm in
the near-UV region at 15K, we observed the optical near-field energy transfer occur-
ring from the lowest state of excitons in 4.6-nm QDs to the first dipole-forbidden
excited state of excitons in 6.3-nm QDs.

To fabricate nanophotonic devices and ICs, we developed a new technique of
chemical vapor deposition that uses an optical near field. Reviewing the experimen-
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tal results of depositing nanometric Zn and Al patterns, we confirmed that this tech-
nique was sufficiently precise in controlling the size and position of the deposited
material. Furthermore, we demonstrated a novel deposition scheme under nonreso-
nant conditions and discussed its origin. In order to confirm the possibility of using
a nanometric ZnO dot as a light emitter in a nanophotonic IC, we performed spa-
tially and spectrally resolved PL imaging of individual ZnO nanocrystallites with a
spatial resolution as high as 55 nm using a UV fiber probe. We observed the quan-
tum size effect in ZnO nanocrystallites (i.e., the intensities of higher energy compo-
nents of the PL spectrum increased as the spot size decreased).

To connect the nanophotonic IC with external photonic devices, we developed a
nanometer-scale waveguide using a metal-coated silicon wedge structure. Propaga-
tion of the TM plasmon mode was observed using a near-field optical microscope.
Illumination (λ = 830 nm) of the metal-coated silicon wedge (W = 150 nm) caused a
TM plasmon mode with beam width of 150 nm and propagation length of 2.5 µm.

To improve the performance of a key device for nanophotonics, we realized an
optical near-field probe with an extremely high throughput by introducing a
pyramidal silicon structure and localized surface plasmon resonance at the metal-
lized probe tip. Throughput as high as 2.5% was achieved for a spot size of 85 nm.

To apply nanophotonics to a high-density, high-speed optical memory system,
we proposed and fabricated a novel contact slider with a pyramidal silicon probe
array, with high homogeneity in the heights of the probes. We carried out phase-
change recording/reading using this slider. Illuminating one element of the silicon
probe array with a laser beam (λ = 830 nm), we demonstrated mark lengths as short
as 110 nm.
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This chapter describes optical coherence tomography and related techniques for bio-
medical applications. Optical coherence tomography (OCT) was demonstrated for
the first time by Dr. Fujimoto’s group at MIT in 1991 [1]. Only 5 years later, a prac-
tical OCT imaging system became commercially available for ophthalmology appli-
cations [2]. This technique marks a new epoch in both optics and optoelectronics.

Japanese researchers also contributed greatly to the development of OCT
before its first demonstration by Dr. Fujimoto. In 1987, Dr. K. Takada of Nippon
Telephone Telegraph (NTT) reported fault detection in an optical waveguide using
a low coherence interferometer [3]. Then in 1990, Professor Tanno of Yamagata
University obtained a Japanese patent for cross-sectional imaging using optical
waves [4]. Very recently, OCT research activity has increased greatly in Japan and
more than 10 research groups, including some private companies, are undertaking
experiments to develop future OCT technologies.

I will briefly describe the imaging principle of OCT, its basic properties, and its
application to clinical diagnosis. The existing OCT technique has certain problems
that must be solved, and I will discuss consequential technical improvements. I will
also describe the application of OCT to biophysics and brain science [5, 6].

Figure 8.1 shows the imaging principle of OCT, in which the light source is a
superluminescent diode (SLD), operating at a wavelength of 0.8 µm, and whose
coherence length is typically 15 to 20 µm. The SLD output is divided into two parts,
a reference arm and a signal arm. The signal-arm light is incident on the sample, as
shown in Figure 8.1, and then many lights are reflected from the tissue sample. Bal-
listic photons are detected selectively from the reflected light by using this sort of
low coherence interferometer. In the basic interferometer the position of the refer-
ence mirror corresponds to each reflection point inside the sample. The reference
mirror is scanned at a constant speed along the optical axis in synchronization with
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the movement of the tissue sample normal to the optical axis. Therefore, we can
obtain cross-sectional imaging, namely the OCT image, parallel to the screen.

Figure 8.2 shows how the OCT image is constructed. The process is extremely
simple. The raster-scan signal is detected repeatedly and then the signals are dis-
played on the monitor. The great advantage of OCT is that any image reconstruc-
tion and processing techniques are unnecessary, unlike conventional X-ray
computed tomography.

Very often a fiber-optic Michelson interferometer, such as that shown in Figure
8.3, is used for OCT imaging because the fiber optics are very simple and compact.
Figure 8.4 shows a photograph of the OCT imaging system we built at our labora-
tory. The complete imaging optics are placed on a very small optical bench 50 × 50
cm in size; consequently, the other advantage of OCT is that the imaging system is
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very simple. Figure 8.5 is an OCT image of tissue beneath the skin of a human fore-
arm. The image clearly shows the boundary between the epidermis and dermis. This
is because a great deal of light is scattered in the epidermis, while in dermis there are
many capillary vessels and lymphatic glands.

The light transmission of the dermis is relatively high compared with that of the
epidermis. The important factor with respect to OCT is the light penetration depth,
which can be estimated by the raster-scan signal as shown in the figure. Therefore,
for a wavelength of 0.8 µm, the light penetration depth is only 0.7 mm. But the
depth can be improved greatly by using a wavelength of 1.3 µm, as shown in Figure
8.6. This is because the scattering-induced attenuation for a wavelength of 1.3 µm is
almost half that, at a wavelength of 0.8 µm. Figure 8.6 shows the OCT of an earlobe
of a nude mouse. Figure 8.7 compares two OCT images obtained at wavelengths of
0.8 and 1.3 µm. Obviously, the light penetration depth for 1.3 µm is much better
than for 0.8 µm [7].

Another important factor is the spatial resolution of OCT. Figure 8.8 shows a
very strange OCT image, namely an image of a human scalp hair. A hair has a very
simple structure that consists of a cuticle, a cortex, and a medulla. The diameter of
the medulla is only 20 or 30 µm. The OCT image in the figure clearly shows the
medulla in the center part of a scalp hair. This result shows that the spatial resolu-
tion of OCT is approximately 10 µm.

In terms of the clinical application of OCT, the main target is to employ it for
the diagnosis of early stage malignant cancerous tumors. Figure 8.9 is an OCT
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image of an epithelial tumor. In our experiment, the epithelial tumor (or to be pre-
cise, fibrosarcoma tumor cells) was introduced into the back of a nude mouse. Then
after 1 week, the tumor cells grew and completely destroyed the layered structure of
the skin surface. Therefore, in this OCT we can recognize that there is a lot of scat-
tering underneath the skin surface. In contrast, the left-hand side of Figure 8.9 is an
OCT image of a control (normal) mouse. It clearly shows the layered structure of the
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skin surface, thus revealing an obvious difference. This experimental result will be
useful for diagnosing the early stages of cancer in the near future.

Next, I will briefly describe the application of OCT to clinical diagnosis. As I
mentioned above, in 1996 a practical OCT measurement system became commer-
cially available for use in ophthalmology. Since then, OCT has been a powerful tool
for the diagnosis of eye diseases. Medical doctors find OCT an extremely useful
technique for the discrimination of the various tissues inside the human eye, with a
resolution of 10 µm as shown in Figure 8.10 [8]. OCT is particularly useful for the
diagnosis of diseases of the retina, such as macular edema and the removal of the
retina, as shown in the OCT images in Figure 8.11.

For other clinical applications besides ophthalmology and dermatology, OCT
should be combined with a fiber catheter and an endoscope [9]. Figure 8.12 shows

Optical Coherence Tomography and the Related Techniques for Biomedical Applications 143

x

x

y
z

z

Peripheral
vessel

Peripheral
vessel

Peripheral vessels
of a nude mouse

1.2 1.2mm 3 m/step× µ

0.60mm

0.75mm

Epidermis Epidermis

200 mµ

Figure 8.6 OCT of an earlobe of a nude mouse (λ = 1.3 µm).

x

z

x

z

2 2mm 5 m/step× µ 1.2 1.2mm 3 m/step× µ

Epidermis

Peripheral
vessels

Peripheral
vessels

Epidermis

200 mµ 200 mµ
(a) (b)

Figure 8.7 Comparison of OCT images of a mouse earlobe for: (a) 0.8- and (b) 1.3-µm wave-
lengths.



the OCT catheter developed by Dr. Fujimoto’s group for use in intramuscular imag-
ing. A microprism is attached at the top of the fiber and an OCT image can be
obtained by rotating it. This provides the kind of OCT image seen on the right of the
figure, which is an image of a vessel wall where the light penetration depth was
around 500 µm.

OCT diagnosis has been discussed experimentally in relation to many clinical
fields, including gastroenterology, in which the main target is the diagnosis of cancer
of the esophagus and stomach wall, as shown in Figure 8.13 [10]. In the field of der-
matology an important target is the diagnosis of malignant melanoma, or skin can-
cer. Skin cancer is a more serious problem in the United States and Australia than it
is in Japan. Figure 8.14 is an OCT image of a malignant tumor. The tumor cells have
completely destroyed the layered structure beneath the skin’s surface [9].

As listed in Figure 8.15, the conventional OCT technique has certain problems
that must be solved. The first problem is that the OCT image does not reflect the real
tissue structure because it has a dimension of optical thickness, which means the
index times the thickness along the optical axis. In contrast, actual clinical diagnosis
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requires optical tomography with the geometrical thickness [11, 12]. This is a key
point. The second problem with conventional OCT is that the illumination light is
focused at a certain point on a tissue sample. This means a precisely focused image is
obtained only near the focal point of the object; in other words, the remaining parts
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of the OCT image are out of focus. For actual clinical diagnosis we need a precisely
focused image of the entire cross-sectional area of interest. We call this “in-focus
OCT” [13].

The third problem is that OCT is very often compared with histology. Histology
involves obtaining a microscope photograph of tissue. The spatial resolution for his-
tology must be 1 µm or better. Therefore, the spatial resolution of OCT should also
be 1 µm or better because the spatial resolution of the two techniques should be
comparable. Our goal is to realize this level of resolution with OCT for future
OCT-based clinical diagnosis. Moreover, stereographic or three-dimensional OCT
is more convenient for clinical diagnosis, as with X-ray computer tomography.

First, I would like to discuss the early stage diagnosis of advanced stomach can-
cer using in-focus OCT. With stomach cancer, a malignant tumor grows and pene-
trates from the mucosa to the submucosa, as shown in Figure 8.16. The efficacy of a
surgical operation depends critically upon whether this malignant tumor has pene-
trated the muscularis mucosa. The muscularis mucosa is the boundary tissue
between the mucosa and submucosa and is a film-like tissue with a typical thickness
of 30 to 80 µm. The key to this kind of diagnosis is to obtain a clear image of the
muscularis mucosa.
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Figure 8.17 shows a tissue sample of a human stomach wall, supplied by a uni-
versity hospital. Figure 8.18 shows a usual OCT image of the stomach wall where
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the muscularis mucosa is indicated by the arrows. Unfortunately the image of the
muscularis mucosa is not very clear because it is out of focus. In our experiment sev-
eral OCT images were made by shifting the focal point of the objective a distance of
200 µm, as shown in Figure 8.19, thus collecting a series of OCT images. As a result,
we realize quasi in-focus OCT through which an almost perfectly focused image can
be obtained for almost the entire cross-section of interest, as shown in Figure 8.20
[13]. This method allows us to see the muscularis mucosa clearly. The thickness is
about 30 to 80 µm and sometimes 100 µm. In this quasi in-focus OCT, however, the
reference mirror must be scanned many times. This in turn means that it takes a long
time to obtain the quasi in-focus OCT images.

Very recently we demonstrated another method in which a single scanning of the
reference mirror can be used to obtain in-focus OCT. The details of the operating prin-
ciple of this method will be published. The resulting in-focus OCT agrees well with the
corresponding histology, that is, a microscope photograph of biological tissue.

The major difference between the in-focus OCT and histology is the spatial reso-
lution of the two images. With OCT, the resolution is approximately 10 µm, and for
histology, it is better than 1 µm.
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The spatial resolution of OCT can be improved by broadening the wavelength
bandwidth of the light source, as shown in Figure 8.21. For example, a 10-fs laser
pulse can provide the required coherence length. The coherence length is the resolu-
tion of the OCT and is 3 µm, as described below. Moreover, a submicron coherence
length can be obtained by using a super continuum light, (SC light), in which the
photonic crystal fiber is excited by a mode-locked Ti: sapphire laser [14]. Another
light source candidate for the high resolution OCT is thermal light. Thermal light
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means, for example, a halogen or tungsten lamp. These thermal lights can provide a
coherence length as short as 1.1 µm.

Figure 8.22 is the measured interference fringe of a 10-fs laser pulse showing a
coherence length of 3.1 µm. Figure 8.23 compares OCT images of an onion
obtained with SLD and a 10-fs laser pulse; the difference between them is obvious.
With the OCT image obtained using the 10-fs laser pulse, the cell structure just
beneath the onion surface is very clear.

Figure 8.24 shows an in vivo high-resolution OCT image of a human forearm
showing the very thin tissue structure of the stratum corneum layer, whose thickness
is typically 20 µm.

Figure 8.25 shows another example obtained using high resolution OCT. In this
case the coherence length is as short as 1.5 µm. By using a special mode-locked Ti:
sapphire laser, Dr. Fujimoto’s group obtained images of the cell structures of an
African frog tadpole as shown in the figure [15].

Another candidate for high-resolution OCT is the thermal light interferometer
shown in Figure 8.26. Here, a halogen lamp is used as a light source, and its output
is fed into graded index (GI) fiber for collimation and spatial filtering. Using this
thermal light interferometer we obtained a coherence length of only 1.1 µm, as
shown in Figure 8.27. Figure 8.28 shows OCT images of a transparent film with a
thickness of nearly 10 µm, obtained using the halogen lamp as a light source. As
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shown in Figure 8.28 the front and rear surfaces can be distinguished very clearly
using the halogen lamp [16].

Another key issue for future OCT technology relates to three-dimensional OCT
images. As shown in Figure 8.29 [17], the three-dimensional OCT images can be
constructed by stacking two-dimensional OCT images [17]. The two-dimensional
OCT is an en-face or C-scan OCT image. In this experiment the sample was a plant
leaf and it was also the en-face. Two-dimensional OCT images were obtained using
a CCD camera. More than 100 OCT images were obtained with a depth interval of
6 µm. Then, all the OCT images were stacked to obtain the three-dimensional OCT.

An identical configuration for three-dimensional OCT is now being developed
in a private company in Japan, according to [18]. In this configuration, the two-
dimensional image is obtained with OCT or a scanning laser ophthalmoscope
(SLO). These OCT or SLO images are stacked to construct three-dimensional OCT
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images. The SLO image can be obtained by using confocal optics, thus making its
spatial resolution much better than that of C-scan OCT. In this configuration the
SLO images are stacked to obtain three-dimensional OCT images. I believe this kind
of three-dimensional OCT will be commercially available within 1 year.

Finally, I will describe the application of OCT to biophysics and brain science.
The first application in biophysics relates to biological membranes. Cell membranes
are important tissues in terms of maintaining life functions. In general, a biological
membrane mainly consists of phospholipid bilayers, as shown in Figure 8.30. Thus,
the various functions of a biological membrane depend critically on the phase tran-
sition of these phospholipid bilayers. The existing method for the detection of the
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phase transition of the membrane is the differential scanning calorimetric, (DSC)
method, as shown in Figure 8.31. Unfortunately, the DSC method is a destructive
method, so as a result, we recently demonstrated the nondestructive optical probing
method for detecting the phase transition of a membrane based on the OCT tech-
nique (i.e., based on a low coherence interferometer). Figure 8.32 is an example of
our experimental results, which shows the abrupt changes in the refractive index
and the transmission of a membrane cell in both the subtransition and main transi-
tion areas [19]. This optical probe method is nondestructive and will be applied to
the in vivo analysis of biological membranes in the near future.

The second topic is the functional OCT of a cat’s visual cortex. This method was
proposed, developed, and demonstrated by Dr. Tanifuji at the Institute of Physical
and Chemical Research (Riken). In this experiment, the signal arm light of the inter-
ferometer is incident on the cortex of the cat’s brain, as shown in Figure 8.33 [6, 20].
A visual stimulus is then applied to the cat using horizontal or vertical bar patterns.
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Figure 8.34 shows an example of the experimental data. It shows raster-scan signals
along the cortex depth, and these signals correspond to the neural response of the
cortex of the cat’s brain. I think this function of OCT can be compared with the con-
ventional functional MRI or positron emission tomography (PET). Functional OCT
is a very interesting technique for the future application of OCT.

What are the prospects for the future? Will OCT become a popular diagnostic
tool in clinical medicine in the same way that conventional ultrasonic echo imaging
has? The answer depends greatly upon whether or not the light penetration depth is
improved. A penetration depth of 1 or 2 mm is insufficient for actual clinical diag-
nosis, with the exception of ophthalmology. We need to achieve a light penetration
depth of more than 10 mm.

We anticipate the development of a breakthrough technology to improve the
light penetration depth. But at the present stage it is unclear how this will be
achieved. In summary, OCT is really a very interesting and useful technique for
medical applications. It is also useful for nonmedical applications including, for
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example, precise surface profile measurement and the simultaneous measurement of
the refractive index of a certain thickness [21, 22].
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Department of Electronic Engineering
School of Engineering
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Introduction

This chapter describes optical fiber sensors for smart materials, structures, and opti-
cal communications. The purpose of the research in our group is shown schemati-
cally in Figure 9.1. We are currently making fiber-optic nerve systems. Human
nerves enable us to sense damage to our bodies, but we are applying this function to
materials and structures.

For example, by equipping an airplane wing with an optical fiber sensor, we
hope to determine both the location and degree of any damage in order to maintain
the health of the wing material. Moreover, we can detect the strain applied to a
material by installing fiber on its surface. Materials that have a self-diagnosis func-
tion are sometimes called smart materials. By using similar technology we can
obtain a smart structure. Another possible application is a security system that can
detect a potential burglary. In our laboratory we are also trying to apply these
fiber-optic nerve systems to the subscriber optical fiber network, namely to fiber-
to-the-home (FTTH) systems.

We have developed an original technique to obtain distributed data along a
fiber, and realized a high spatial resolution, a fast measurement speed, and random
access function to the damaged points, which were difficult to obtain with conven-
tional ways.

Distributed and Multiplexed Fiber-Optic Sensing

To obtain such nerve systems we need to use a distributed fiber-optic sensing
scheme or a multiplexed fiber-optic sensing scheme, which are shown in Figure 9.2.
The fiber Bragg grating has been developed, mainly for communication applica-
tions, for filters, or for dispersion compensation. However, those working in the
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sensor field have also used the fiber Bragg grating (FBG) because it performs well as
a strain gauge or a temperature sensor. With one light source and one detector we
can obtain a large amount of information along a fiber. This kind of approach is
called the multiplexed sensing technique [1]. However, this method has a drawback
because the damage may occur in a place where we cannot detect it. Therefore, our
aim is to realize fully distributed sensing schemes. To achieve this we must use the
characteristics of the fiber itself, for example, Raman scattering, Brillouin scattering,
or polarization mode coupling.
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Figure 9.1 Fiber-optic nerve systems for smart materials, smart structures, and optical communi-
cations.
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This kind of technology has already been developed for fiber-optic nerve sys-
tems, but they mainly employ optical time domain reflectometry (OTDR) [2]. This
approach imposes limits regarding, spatial resolution, for example. By using Bril-
louin scattering, for example, we can obtain strain distribution information. How-
ever, if we use OTDR technology the spatial resolution is limited to approximately
1m. One meter is insufficient for damage detection; for the surface of an airplane
wing, we need a spatial resolution of 1 cm.

In addition to the lack in spatial resolution, time domain technology also has an
inadequate sampling rate because we need to detect very small amounts of backscat-
tering induced by a pulsed lightwave; the amount of the power we obtain is very
small. Therefore, in order to obtain a sufficient S/N ratio we must employ a very
large number of pulses. This in turn means that we require a long time to obtain the
distribution information. Typically, the time needed for distribution sensing is just 1
or 2 minutes. By using time-domain technology, we only obtain the static distribu-
tion of the strain or temperature. We cannot measure the dynamic strain. This has
led to the desire to create other new methods, which must have higher spatial resolu-
tion and a dynamic measurement capability.

Synthesis of Optical Coherence Function

In order to realize these functions, we are using continuous wave technology rather
than time domain technology. In our laboratory, we use an interferometer. As shown
in Figure 9.3, the interferometer has a light source that provides a reference light and
a sensing light. There is an interference fringe whose amplitude is a function of the
propagation time difference between the reference and sensing lightwaves. This is
called the optical coherence function and is easily calculated by the Fourier transfor-
mation of the power spectrum shape of the light source. Therefore, when we use a
given light source, the coherence function shape is decided automatically.

In our work we use a highly coherent light source, which means a narrow spec-
trum light source. We then change the lasing spectrum in the time domain as shown
in right side of Figure 9.3. This means we synthesize the shape of the power spec-
trum. In addition, we employ a phase modulator (PM) that is driven synchronously
with the frequency modulation waveform shown in the figure. We found that we
were able to synthesize optical coherence functions with arbitrary shapes. The fig-
ure shows an optical coherence function with a triangular shape. We can synthesize
a coherence function with any shape including rectangular, Gaussian, and delta
function-like shapes. We are currently trying to expand the applications of this tech-
nique for synthesizing the optical coherence function [3–6]. These are described
next.

Brillouin Optical Correlation Domain Analysis

Brillouin Scattering

In this section, I will describe a nerve system developed in our laboratory, where we
used Brillouin scattering to obtain the strain distribution along a fiber. The goal of
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this work is to realize a nerve system for smart materials. As I mentioned earlier, if
we use time domain technology, we cannot realize a 1-cm spatial resolution. The
resolution is limited to just 1m and the sampling rate is several minutes. To over-
come these problems we employed a synthesis of optical coherence function technol-
ogy.

Figure 9.4 illustrates Brillouin scattering. The fiber we used is made of SiO2, and
SiO2 vibrates thermally as shown in the figure. A thermal vibration frequency of 11
GHz causes a sound in the fiber, which has a period of exactly half the wavelength of
the 1.5-µm lightwave. This 11-GHz sound acts as a Bragg reflector for the input
1.5-µm lightwave. The lightwave is then back reflected and this is called Brillouin
backscattering. As shown in Figure 9.4, the sound moves in a way that results in a
Doppler shift, and then the Brillouin backscattering has a downshifted frequency of
11 GHz. This frequency is given by the speed of the sound in the fiber. Therefore, if
we apply strain, the speed of the sound should change, meaning the value of 11 GHz
should change. Therefore, by measuring the downshifted frequency of the Brillouin
scattering we can obtain information on the applied strain.

We need a scheme to obtain the distributed information—one method is to use a
pulse lightwave. However, if we use a shorter pulse, its spectrum widens, as shown
in Figure 9.5. On the contrary, Brillouin scattering has only a 30-MHz bandwidth.
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In order to obtain the center frequency precisely, we must maintain a narrow Bril-
louin spectrum. However, if we employ a 1-m pulse, it has a 200-MHz bandwidth.
This means we cannot obtain the peak of the Brillouin spectrum precisely. There-
fore, we will lack spatial resolution if we use time domain technology. This shows us
that a 1-m spatial resolution limitation is inherent when we use time domain tech-
nology [2, 7, 8] .We must, therefore, find another approach that does not use time
domain technology.

A Brillouin-based distributed strain-sensing system, in which the time domain
scheme is used [2], has already been available commercially. For example, fiber is
installed on the surface of a pipe and a force is exerted. The approach successfully
obtained the strain distribution along the surface of the pipe. However, the pipe was
3m in diameter, so the perimeter was approximately 10m. This shows that we can
obtain the strain distribution for this kind of large structure, but the spatial resolu-
tion was only 1m. Therefore, we cannot employ this technique for airplane health
monitoring.

BOCDA Technique

Several years ago we proposed the system shown in Figure 9.6. The system is called
Brillouin optical correlation domain analysis (BOCDA) and was developed by syn-
thesis of optical coherence function technology [9–18]. This system employs a tun-
able distributed feedback laser (DFB) with three electrodes. As shown in the figure,
there is a probe lightwave and a pump lightwave. In the fiber under test we have
two lightwaves counterpropagating in opposite directions. By using an intensity
modulator we generate the downshifted frequency component by 11 GHz in the
probe lightwave. We then have two lightwaves with an 11-GHz discrepancy and
they induce stimulated Brillouin scattering. Therefore, we can obtain stimulated
Brillouin scattering by using a photodetector.

However, we cannot obtain position information under these circumstances.
Therefore, we additionally imposed frequency modulation on the laser diode. There
is a pump and a probe and they both experience frequency modulation. The light-
wave frequency then fluctuates beyond 30 MHz, so we cannot obtain any Brillouin
scattering. However, at a specific portion of the fiber, shown as the correlation
point in Figure 9.6, the two lightwaves exhibited frequency modulation but were

Brillouin Optical Correlation Domain Analysis 163

>> 10ns

< 10ns

ν

Power spectrum

of pulse

“ peak”

Brillouin

gain spectrum

“ peak? ”

ν

Figure 9.5 Limitation in time-domain techniques.



synchronized. This means that there is an 11-GHz frequency discrepancy and we
can obtain stimulated Brillouin scattering.

In the scheme shown in Figure 9.6, we use a continuous lightwave but we only
excite the stimulated Brillouin scattering at a specific portion. The correlation width
can be restricted to centimeter order, providing us with a high spatial resolution dis-
tributed sensing technique.

As shown in Figure 9.7, there is, therefore, a correlation peak along the fiber. At
the correlation peak position, which is induced by the frequency modulation on the
laser diode, we have clearly obtained a Brillouin spectrum shape with a 30-MHz
width. On the other portion we have no clear spectrum. Therefore, at the end of the
fiber we have a kind of small mountain structure with a tower at its top and the peak
frequency at this point gives us information on the strain applied to this correlation
portion. The correlation position can be easily swept by changing the modulation
frequency of the laser. This means we can obtain the distributed strain information.
The spatial resolution is inversely proportional to the frequency and the amplitude
of the frequency modulation, and this provides us with a spatial resolution of one
centimeter.

164 Optical Fiber Sensors for Smart Materials/Structures and Optical Communications

-DFB-LD

[FM]

RF : fm

3dB

microwave : ν

10dB

Correlation
[probe]

ν

[pump]

ν
EOM

AC

fiber under test

: controlled by GP-IB

PD

DC
LPF

LIA

EDFA

delay

index-matching

etalon

chopping

ν
gain

DC

AC

oscilloscope

Figure 9.6 Brillouin optical correlation domain analysis: BOCDA [9–18].

output gain spectrum
change

of FM frequency

Correlation : high

pump probe

fiber

Figure 9.7 A correlation peak generated along the fiber.



High Spatial Resolution Distributed Strain Measurement

The following section describes our experimental data. The axis at the bottom of
Figure 9.8 shows the position along the fiber in centimeter units [13, 17, 18]. The
figure also shows the spectrum and the Brillouin frequency peak. The peak fre-
quency provides us with information on the strain, and a 1% strain corresponds to a
500-MHz frequency shift. As seen in the figure, there is constant strain, then some
strain change, and then constant strain again. In this sample fiber we applied strain
to just a 3-cm section and the figure shows the strain distribution along the fiber
obtained with our method. The fact that we can clearly observe the 3-cm section
means that we have achieved a spatial resolution that is 30 times higher than that
provided by conventional time domain technology.

So I asked my student, “Why can’t you obtain a 1-cm spatial resolution?” The
next day the student brought me the 1-cm spatial resolution data shown in Figure 9.9
[13, 17, 18]. This is 100 times higher than is possible with time domain technology.

However, a synthesized coherence function characteristically has an iterative or
periodic shape. This means that the correlation peaks are arranged periodically
along the fiber. As a result, the measured range is restricted to a typical length of
only 5m. Therefore, we must extend the measurement range. One easy way to
achieve this is to apply multiple frequency modulation to the laser diode frequency
modulation [15, 17]. In the example shown in Figure 9.10, we applied 2f0 and 3f0,
and after a number of correlation steps we realized an excellent overall correlation.
This enabled us to expand the measurement range. With this easy technique we have
already obtained a 20-m measurement range. The fiber shown in Figure 9.11 is 20m
long and we can clearly obtain four strain-applied portions [15, 17]. Now we apply
time domain technology in which we use, for example, a 5- or 10-m-wide pulse, and
in this pulse we synthesize the correlation peak with a 1-cm spatial resolution. By
changing the pulse delay along the fiber we can realize a larger and larger measure-
ment range [19].
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The spatial resolution had now reached only 1 cm and we used this technique to
obtain a smart material with a higher spatial resolution. The sample we used in this
experiment is the acryl ring with a 15-cm diameter shown in Figure 9.12 [20]. We
coiled fiber around the 50-cm perimeter of the ring. We employed our method and
obtained the strain distribution along surface of the ring with a spatial resolution of
1 cm. The spatial resolution would have been only 1m had we used time-domain
technology. Moreover, the perimeter was only 50 cm, so time-domain technology
could not have been employed in this case. Figure 9.13 shows the strain distribution
obtained along the ring surface [20].

Dynamic Strain Measurement

Next we attempted a dynamic strain measurement using our technology, namely,
continuous wave (CW) technology, which gave us a lot of power. If we used a pulse,
the power would have been very small so we had to accumulate a number of pulses.
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Figure 9.9 Demonstration of a spatial resolution of 1 cm [13, 17, 18].
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It took 1 or 2 minutes to obtain the required information, which means that time
domain technology did not work for dynamic strain measurement, though we were
able to use a CW technique.

By using a piezoelectric actuator and pulling and pushing the fiber dynamically,
we obtained the Brillouin spectrum shape over time, as shown in Figure 9.14 [21,
22]. The peak frequency gave us information on the strain. When we vibrated the
fiber with the piezoelectric devices there was sinusoidal vibration in the time
domain. This frequency gave us information on the portion at which we applied the
strain. The vibration frequency was 0.1 Hz, and the sampling rate was 2 Hz. Cur-
rently, we are using equipment with a sampling rate of 55 Hz, which is 104 higher
than with conventional time domain technology [23].
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We now have a rather high sampling rate, and this technique has a random
access function along the fiber. In the experiment shown in Figure 9.15, we demon-
strated three point multiplexed dynamic strain sensing [24]. With a sampling rate of
around 30 Hz, we applied 10 Hz to three points and we found that there was
dynamic vibration at a particular portion of the fiber, as shown in Figure 9.15
(right). We then employed a rather high sampling rate, namely 15 Hz, for the vibrat-
ing portion, as shown in Figure 9.15 (left). Such changes can be easily made because
we are using dynamic random access function technology.

We obtained a very good S/N ratio and we can expect to have an increasingly
higher sampling rate, which we tried to demonstrate. We realized the full measure-
ment capability; that is, we measured the full spectrum and obtained the peak fre-
quency. However, we do not need to have the full spectrum shape to obtain the
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Figure 9.13 Strain distribution measurement along the surface of a ring structure [20].

Figure 9.14 Dynamic strain measurement by BOCDA [21, 22].



vibration itself. In the example shown in Figure 9.16, we fixed the frequency, and
the amplitude of the Brillouin scattering is obtained. This easy mode is sufficient to
obtain the vibration of the fiber. We applied this measurement method and
obtained a 2-KHz sampling rate [21, 22]. However, even with the 2-kHz sampling
rate we clearly had a signal and no additional noise. I, therefore, believe that the
inherent limitation of the sampling rate is beyond 10 kHz.

Demonstration of Smart Materials and Smart Structures

Figure 9.17 shows an application of our higher spatial resolution distributed strain
measurement [25]. This work was undertaken with the Shimizu Corporation. We
used steel reinforced concrete and we created a weak plane by adding a further layer
of concrete. Finally, we applied a force so that the block would crack. To detect the
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crack we installed a fiber and employed our BOCDA system. Figure 9.18 shows the
data we obtained [25]. When we pulled on the two portions of concrete a crack
appeared. As the crack grew, the distributed strain also grew. We clearly detected
the crack location with a spatial resolution of approximately 1.5 cm. Time domain
technology could not supply this kind of data.

By the integration of the strain along the fiber portion, we can obtain the crack
width. Figure 9.19 shows the crack width measured with another scheme and the
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integration of this result with the previous data [25]. The figure also shows their lin-
ear relationship.

Civil engineers have stated that if we have a 0.3-mm wide crack, rainwater can
penetrate the concrete and distort the steel, leading to a dangerous situation. It was
therefore important to determine whether or not we could detect a 0.3-mm wide
crack. Because our system can obtain such information, this technique could be
applied to the health monitoring of concrete structures.

We then applied dynamic strain measurement to the small building-type struc-
ture shown in Figure 9.20 [26]. This experiment was undertaken with the Kajima
Corporation. The height of the structure was just 50 cm and it was equipped with
sensing fiber. Figure 9.21 shows the static strain distribution along the fiber [26].
There was not a steep change in the strain distribution. This was not due to the lack
of spatial resolution, but rather, to the toughness of the materials at the joint and
edge portions. Next, we applied the vibration to the small building. We employed
the shape of the Hakuta earthquake, which was loaded in our computer and then
used to shake the vibration machine. At the bottom of Figure 9.20, we have the
vibration machine. Large buildings have an Eigen vibration frequency and a high
building has a typical value of 1 or 2 Hz. The fundamental vibration frequency of
this model is just 1.5 Hz and the second vibration is 3 Hz.

Figure 9.22 shows data of the dynamic strain measurement [26]. The data in
black dots were obtained by using optical fiber technology; the data in dashed-wave
were obtained with an electronic strain gauge. The two sets of data are in good
agreement. The figure also shows that the dominant vibration frequency is 3 Hz.
The Hakuta earthquake did not have a 1.5-Hz fundamental component. Nev-
ertheless, the results obtained with the strain gauge and our optical way were in
agreement.
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Figure 9.20 Dynamic strain measurement of a building model [26].
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Distributed Fiber-Optic Force Sensing

By employing the synthesis of optical coherence function technology (CW technol-
ogy) to obtain the distributed measurement function, we have created another way
in which we can determine the force distribution along a fiber [27–30]. We then
applied the technique to polarization maintaining fiber, and one polarization light-
wave is excited at the end of the fiber, as shown in Figure 9.23. If there is stress at
some point we have orthogonal polarization. The two orthogonal polarization
modes have different propagation speeds. Then, at the end of the fiber, these two
polarization components will have a propagation length difference. Therefore, by
synthesizing the optical coherence function we can determine the strain location.
For example, we can obtain the data shown in top of the figure by creating a delta
function-like coherence peak and scanning it. This figure shows a 1-km length
of fiber and stress was applied to several portions [27]. This approach can be used
to measure the lateral force distribution. However, in this case the spatial resolu-
tion was only 9m. To improve this we must strengthen the tunability of the light
source. Therefore, a wide tunable light source is needed to obtain a higher spatial
resolution [28].

NTT collaborated with us in this endeavor and kindly lent me a super structure
grating distributed Bragg reflector (SSG DBR) laser diode. This has 5-THz tunabil-
ity. However, the tunability was not continuous but step-by-step. Nevertheless, this
was sufficient for our application, because with the synthesis of optical coherence
function technology we can use either continuous frequency tuning or discrete step-
by-step frequency tuning. By using this technique, we have already realized a spatial
resolution of 20 cm, as shown in Figure 9.24 [31]. This corresponded to a spatial
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resolution of around 30 µm in the simple reflectometry. The propagation speed dif-
ference between the two modes is less than only 0.1%. This means the spatial resolu-
tion is decreased by a factor of 103.

We have already obtained a spatial resolution of 20 cm. This is a good value
because the length of a burglar’s foot is about 20 cm, which means that we can apply
the system for security purposes.

Reflectometry for FTTH

In addition, we have already developed the reflectometry for FTTH technology
[32–35]. In the FTTH network we have a discrepancy of around 5 to 10 km from an
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NTT office to an individual home. It is important to know the reflectivity distribu-
tion at the fiber end to monitor the health of the FTTH network. This would require
a spatial resolution of several centimeters. Time domain technology is not the
answer because its spatial resolution is insufficiently high. We therefore applied our
synthesis of optical coherence function technology and have already obtained a
6-cm spatial resolution over a 5-km fiber, as shown in Figure 9.25 [32, 33].

FBG Multiplexed Sensing

Finally, I will describe another technique in which we use the fiber Bragg grat-
ing—this is called the multiplexed technique. Bragg grating multiplex sensing tech-
nology may sometimes be used, but to reduce the cost we would like to use exactly
the same fiber Bragg grating. However, wavelength division multiplexing has been
used. We can obtain position information on the wavelength division multiplexing
technology. However, in such cases various kinds of FBGs are required, which
makes the cost high. For this reason, we would like to use exactly the same FBG.
However, in such cases we cannot use wavelength division multiplexing, so here we
also apply the synthesis of optical coherence function technology.

Figure 9.26 shows the interferometer [36, 37]. The lightwaves reflected at
FBG’s have interfered with the reference lightwave. By modulating the lightwave
frequency in an appropriate waveform, we can synthesize a delta-function-like
coherence peak. In such a case, only the reflected lightwave from one FBG interferes
with the reference. Therefore, we can select only one strain gauge by the synthesis of
optical coherence function technology.

We then change the center frequency of the laser diode and obtain the back
reflection spectrum of the fiber Bragg grating as shown in Figure 9.27 [36]. The
peak frequency gives us information on the applied strain in the fiber Bragg grating.
If we apply strain to the fiber Bragg grating, the center frequency shifts as shown in
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the figure. The strain and the wavelength shift have a linear relationship and we can
obtain a 6-µm strain resolution.

Conclusion

In summary, our goal is to construct fiber-optic nerve systems with higher spatial
resolution and a faster sampling rate. We have already obtained a spatial resolution
of 1 cm and a sampling rate of 55 Hz, and these values are 100 times and 104 times
higher than the conventional values, respectively. We obtained this function by
using the continuous wave technique rather than the pulse-lightwave technique.
Recently, we have started to create simplified systems to reduce the cost with keep-
ing the performance [38].
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C H A P T E R 1 0

A Near-Field Sensing Transceiver for
Intrabody Communications

Mitsuru Shinagawa
NTT Microsystem Integration Laboratories

Introduction

As personal digital assistants (PDAs), digital audio devices, digital cameras, and
other information and communication devices become smaller and more wide-
spread, there are increasing opportunities for people to come in contact with many
small computers in their everyday lives (Figure 10.1). The process of miniaturiza-
tion will continue, and we will soon see the emergence of the so-called ubiquitous
computing environment, where, ideally, many computers will serve each person
everywhere in the world [1]. For ubiquitous computing to be implemented in a com-
fortable and useful way, it is essential that we are able to share data not only among
our own personal computers but also among environmental computers. Wire con-
nections are clearly impractical because they so easily become tangled, so some sort
of short-range wireless communications technology is required. A number of short-
range wireless schemes have been considered, most of which are based on the Blue-
tooth and IEEE 802.11 standards. However, these radio-wave-based methods are
susceptible to interference. One solution is intrabody communications [2], which
use the human body as the transmission medium. The unique features of intrabody
communications are that data can be exchanged by natural actions, such as touch-
ing or stepping, and the person is clearly aware of connection. Mobile computers
can be intentionally connected with environmental devices

Some intrabody communications systems using small voltages [2–5], or cur-
rents [6] applied to and detected by the human body have been reported. Draw-
backs in all recent systems are a short operating range and low speed, because the
receivers detected signals using FET devices. Basically, a FET device needs an earth
ground. However, the earth ground is floating in the reported intrabody communi-
cations system. As a result, the FET does not work correctly, and the detection
bandwidth is degraded. In addition, the input impedance of the FET device is not
very high, so the FET disturbs the electric field on the human body. As a conse-
quence, the typical operating range is only about 30 cm and the speed is limited to
about 40 Kbps.

We have been researching electric-field sensors using an electro-optic (EO) crys-
tal and laser light, which we have applied in the development of probing systems
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[7–9] for ultrafast electronics. Because our EO sensor has extremely high input
impedance and ultrawide detection bandwidth, it is especially useful for accurate
detection of small and high-speed electric fields. Recently, we developed a near-
field-sensing transceiver using the EO sensor for intrabody communications. We
achieved the first successful 10-Mbps half-duplex communications through the
human body at an operating range of about 150 cm between the hands, as stipulated
by IEEE 802.3.

We also confirmed intrabody communications through clothes and interbody
communications between two persons by a handshake. In this chapter, we describe
the configuration of the transceiver and the electric-field sensor unit in detail and
present results of a communications test.

Near-Field-Sensing Transceiver

Electric-Field Model

Typical applications of intrabody communications are illustrated in Figure 10.2.
In one, a person might wear several wearable computers, such as a PDA, head-
mounted display, and data storage device, and data could be exchanged among
them. In another, two people could exchange personal data with a handshake,
which would mean they wouldn’t have to exchange business cards. In a security sys-
tem, one could touch a sensor or a doorknob to transmit ID data, and the door
would unlock automatically. Then there is the idea of covering a table with an elec-
tric field transmission medium. One could just put a personal computer on the table,
and the computer would be connected to the network.

Figure 10.3 depicts a model of the electric near field produced by the human
body [2]. The electric field, Ea, induced by a signal electrode of a transmitter passes
through the human body and flows toward the ground. It is necessary to detect Es,
the electric near field around the human body, for intrabody communications. How-
ever, Es is extremely small, because a part of it, Ea, is canceled out in the human body
by electric field Eb generated from the ground electrode of the transmitter, and
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because a lot of the electric field, Ec, escapes through the feet, which are in direct
contact with the ground. The electric near fields would be subject to change as a
result of a person’s movement.

Electric-Field-Sensor Unit

The principle of the EO sensor is shown in Figure 10.4. The electric fields are cou-
pled with the EO crystal, and the refractive index of the crystal changes. When the
laser light passes through the crystal, the polarization of the laser light is changed by
means of the strength of the electric fields. We have developed various EO probing
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systems for internal-node measurement of ICs and printed circuit board measure-
ment. Figure 10.5(a) shows a noncontact probing system for internal-node measure-
ment of ultrahigh speed ICs. Figure 10.5(b) shows a contact-type microprobe system
for internal-node measurement of LSIs. Figure 10.5(c) is a sampling oscilloscope for
measuring waveforms on high-speed printed circuit board. Figure 10.5(d) shows a
real-time handy probe that can be directly connected to conventional scopes.

A schematic of the electric-field sensor unit is shown in Figure 10.6. The unit is 48
× 14 × 9 mm. The sensor employs a transverse EO crystal (KTiOPO4 (KTP), LiNbO3,
(110)-cut CdTe, (110)-cut ZnTe, or (110)-cut GaAs) sensitive to electric fields that are
perpendicular to the laser light propagation. The transverse EO crystal easily extends
the interaction time between fields and laser light when we increase the length of the
crystal. In addition, the strength of electric fields coupled with the crystal becomes
large by narrowing the distance between the signal and ground electrode. These result
in high sensitivity, which allows the receiver to detect minute electric fields.
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The electric fields produced by the human body are coupled with the EO crystal
through the transmitting and receiving (TR) electrode, and the refractive index of
the crystal changes. Then, when the laser light from a laser diode (LD) passes
through the EO crystal, the polarization of the laser light is changed by means of the
strength of the electric fields. The polarization change is converted into an intensity
change by a polarizing beam splitter, and then converted to electric signals by two
photodetectors. The EO crystal is insulated from the receiver electronics, so the sen-
sor has an extremely high input impedance exceeding 100 MΩ [8].

Configuration of the Transceiver

The configuration of the transceiver is shown in Figure 10.7. The transmitter board
consists of a transmitter circuit and a data sensing circuit. The data sensing circuit
detects transmitted data and outputs the control signals needed for half-duplex
communications. The receiver board consists of an amplifier, a band-pass filter, a
peak-hold circuit, and two comparators. The signal from the electric-field sensor
unit is amplified, and noise outside the detection bandwidth is eliminated by the
band-pass filter. The output signal from the band-pass filter is divided into two sig-
nals. One is input to comparator 1 as data. The other is used as a control signal for
packet extraction by the peak-hold circuit and comparator 2. Figure 10.8 shows
typical waveforms of the receiver board. The center of the detected signal is analog
ground level because the electric-field sensor does not respond to the low-frequency
signals, including dc. The peak-hold signal is input to comparator 2, and the rectan-
gular signal corresponding to the length of the packet is generated. The band-pass
filter signal and the rectangular signal are input to comparator 1, which then gener-
ates received data.

A photograph of the inner board of the transceiver is shown in Figure 10.9.
From the right, it consists of an electric-field sensor unit, a receiver board, and a
transmitter board. It has a power consumption of 650 mW, and the power supply
voltage is 5V. Figure 10.10 shows a photograph of the developed transceiver
connected to a PDA with a network interface card. The transceiver is 15 × 55 ×
80 mm.
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Experimental Results

Waveform Estimation on Phantom Model

Before discussing the experimental results, we explain the ground issue in measure-
ment of the transceiver. In general, an electrical high-impedance probe is widely
used. If the probe and a ground wire are in contact with the receiver circuit, this cre-
ates another electrical path from the receiver circuit to the ground (Figure 10.11).

A lot of the electric field, Ep, escapes through the probe and the outlet, which is
in direct contact with the ground, and Es becomes large due to this electrical path.
This produces incorrect results that could never be obtained when the transceiver
would be used for a mobile device.On the other hand, the EO probe does not create
such an electrical path because the probe head is insulated from the detection elec-
tronics of the scope, as mentioned before. The EO probe is therefore better for esti-
mating the performance of such transceivers.

For the measurement, the transmitter generated signal of 10 Mbps [01010011],
and the electrode of the transmitter was in contact with a phantom model. The
phantom model was composed of polymeric materials to absorb water and hung in
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the air by insulated wires. It measured 150 cm × 15 cmφ. The electrode of the
receiver was about 1m from that of the transmitter. The waveform was measured at
the output of the amplifier (see Figure 10.7).

To make the experiment more rigorous in consideration of transmission
between two mobile computers in an actual situation, we employed battery-
powered components, which were suspended in the air by insulated wires. The
measured waveform is shown in Figure 10.12. When an old receiver using FET
devices detected the signal, the waveform was severely distorted and 10-Mbps com-
munications were difficult. Further, the waveform distortion varied depending on
the position of the receiver electrode. Using our new receiver implemented with an
EO sensor, we obtained a waveform whose quality is more than sufficient for 10-
Mbps communications. It was also found that the waveform did not change very
much by varying the position of the receiver electrode and that the quality of the
waveform was preserved.

Intrabody Communication

The experimental setup is illustrated in Figure 10.13 (HB1). Each transceiver was
connected to a PDA. All components were battery powered. One person touched the
TR electrodes of the two transceivers with his right and left hand. As mentioned
before, the transceivers and PDAs were suspended in the air by insulated wires. The
TR electrode was covered with an insulating film so that the person could not touch
the electrode directly. The transmitter circuit generated signal of 25V, but actually
the induced voltage on the human body was less than 100 mV because the electrical
load of the human body is so large that the transmitter circuit cannot drive it effi-
ciently. We confirmed 10-Mbps (10BASE) half-duplex communications through the
human body in the operating range of about 150 cm between the hands, as stipu-
lated by IEEE 802.3. In addition, we verified intrabody communications through
clothes without direct contact with the skin, and interbody communications as well
by having two people shake hands while each touched the TR electrode of his trans-
ceiver with the free hand [Figure 10.14 (HB2)].
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Communications Test

The communications test was performed using three types of communications
mediums: a conventional LAN cable (UTP), one person (see Figure 10.13, HB1),
and two people (see Figure 10.14, HB2). A schematic diagram of the test packet
transmission is shown in Figure 10.15. The number of packets transmitted from
PDA 1 is TP. Error packets were generated by the noise from the transceiver circuit
and by the degradation of the signal amplitude in the communication medium.
Some of the packets disappeared due to error, and the remainder reached PDA 2.
PDA 2 transmitted the response packet to PDA 1. In this case, some of the response
packets disappeared due to error for the earlier-mentioned reason, and the remain-
der, RP, reached PDA 1.

The number of received success packets RP subtracted from TP was
assumed to be the total number of error packets. The packet error rate (PER) is
expressed as

( ) [ ]PER TP RP TP= − / * %100

The packet error rates are shown in Table 10.1.
The time interval of the transmitted packet was adjusted so that there were no

collisions with other packets, and the PER of the UTP was 0%, which is the ideal
case.
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The PER of HB1 was about 0.04% or less, an excellent result. On the other
hand, the PER of HB2 was about 3%, indicating that it was difficult to communi-
cate comfortably. Figure 10.16 shows the results for successful packets transmitted
every second for one minute. There was no problem in HB1, whose results were
similar to those of the UTP. However, HB2 was unstable, and almost every packet
was destroyed in the worst case as shown in the figure. We believe the reason for
this is that the elect\ric coupling between the two people varied because of their
movement.

Conclusion

We have developed a transceiver to achieve an intrabody communications system,
which uses the human body as a data transmission medium. The receiver is an
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electric-field sensor implemented with an electro-optic crystal and laser light. Using
this transceiver, we succeeded, for the first time, in 10BASE communications in
accordance with IEEE 802.3 through the human body at an operating range of
about 150 cm between the hands. The packet error rate was 0.04% in intrabody
communications. Moreover, intrabody communications through clothes and inter-
body communications between two people by a handshake were also confirmed.

This transceiver will open the way for the incorporation of intrabody communi-
cations in a comfortable and useful ubiquitous computing environment. To
improve the performance of the transceiver, we are now working to develop a high-
sensitivity electric-field sensor, low-power transmitter and receiver circuits, and an
efficient electric-field generating method.
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Millimeter-Wave Photonic Technologies
for Communications and Sensor
Applications

Tadao Nagatsuma
NTT Microsystem Integration Laboratories, NTT Corporation

Introduction

The recent explosive growth in communications has been brought about by optical
(or fiber-optic) and wireless (or radio-wave) communications technologies. These
two technologies have started to merge to create a new interdisciplinary area called
microwave and millimeter-wave photonics [1, 2]. In addition, viewing the electro-
magnetic spectrum with wavelengths progressively decreasing to the millimeter and
submillimeter-wave bands on the radio side [3, 4] and wavelengths progressively
increasing to the infrared region on the optical side, we see that there is a large gap in
utilization on the boundary between radio waves and light waves (i.e., the frequency
band between 100 GHz and 10 THz). This untapped region represents a major
resource for humankind in the twenty-first century. Millimeter-wave photonic tech-
nology aims at achieving advancement and improved functions in telecommunica-
tions systems that cannot be achieved by extension of individual technologies,
mainly through the combination of radio-wave technology and photonic technol-
ogy. At the same time, millimeter-wave photonic technology is also expected to
open up unused frequency bands through the fusion of different fields. The opening
of new application fields other than communications is also expected.

This chapter describes our research on millimeter-wave photonic technologies
for communications and sensor applications. The second section provides a little
background on this field, emphasizing the importance of interdisciplinary area
between light waves and radio waves. The third section reviews recent progress in
key-component technologies, such as ultrafast semiconductor lasers, photodiodes,
and high-frequency signal generators. The fourth and fifth section cover possible
applications of these components to future communications and sensors, presenting
our preliminary results on ultrahigh-speed wireless links at a bit rate of over
10 Gbps and on the imaging of objects and galaxies with radio waves at frequencies
of 100 GHz to 1 THz.
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Light Waves and Radio Waves

Figure 11.1 shows the frequencies and wavelengths of the electromagnetic spectrum,
and how they are being used. Since the epoch-making accomplishments of Marconi
and Roentgen in 1895, the first successful radio-wave wireless communication and
the discovery of X-rays, respectively, humankind has, over the twentieth century,
become able to utilize most regions of the spectrum out to both extremes of radio
waves and light waves. However, we can see that there is a large gap in the utiliza-
tion at the boundary between radio waves and light waves (the frequency band
between 100 GHz and 10 THz). This region is indeed a “spectral black hole.” The
field of study that deals with this region is also referred to as teraphotonics or tera-
hertz optoelectronics. We believe that the combination of radio-wave and light-
wave technology is essential to developing this spectral black hole.

As for the world of modern telecommunications, “optical” and “wireless” are
the key words. Figure 11.2 shows how the bit rate in communications has been
increasing for fiber-optic technologies, such as long-haul and Ethernet LANs, and
wireless radio-wave technologies. It may be somewhat of an overstatement, but it
seems as if both the fiber-optic and radio-wave communications technologies will
reach the same performance target of several tens to 100 Gbps. Through ingenious
intertwining of photonic technology and radio-wave technology, an infrastructure
network for our information society is being established. Now, these technologies
are starting to merge together through the use of high-speed photonic and radio-
wave devices.

Progress in Key Component Technologies

As is well known, devices that convert optical signals to electrical signals and vice
versa are the key components linking light-wave technology and radio-wave tech-
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nology, or in other words, photonics and electronics. As outlined in Figure 11.3,
several physical phenomena involved in optical-electrical interactions play signifi-
cant roles in realizing OE converters and optical modulators. In what follows,
recent progress in device technologies is briefly reviewed.

The current research-level status of three key components, namely, lasers,
modulators, and photodetectors, is summarized in Table 11.1. The optical subcar-
rier frequency is 30 GHz for direct modulation [5], over 100 GHz for actively
mode-locked lasers, and in excess of 1 THz for passively mode-locked ones [6–9].
By means of heterodyne mixing, it’s easy to generate THz optical signals, as long as
we are not too concerned about stability [10–12]. As for external modulators, 50
GHz is now common for electro-optic (EO) and electroabsorption (EA) modulators
[13, 14]. Two main issues for modulators are how to achieve operating frequencies
of over 100 GHz [15] and how to reduce the driving voltage [16, 17]. There has also
been marked progress in photodetectors [18–23]. At a wavelength of 1.55 µm, the
3-dB bandwidth now exceeds 300 GHz [22].

Optical MMW Sources

First, we the show generation of over-100-GHz optical MMW signals using semi-
conductor lasers. Figure 11.4 shows block diagrams of 120-GHz optical
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millimeter-wave sources made with actively mode-locked laser diodes. The optical
signal is generated with a subharmonically mode-locked laser diode integrated with
an EA modulator. The laser diode is driven at 30 GHz to generate the second har-
monic at 60 GHz. To obtain 120-GHz signals, we employ two methods: optical
multiplexing and two-mode beat signal generation with an arrayed waveguide grat-
ing (AWG) and a coupler. Electrical spectra of 120-GHz millimeter waves measured
by converting the optical signals with the OE converter are shown in Figure 11.5.
For both the optical multiplexing and two-mode beat generation, we obtained very
clean, stable spectra; the RF linewidths are much smaller than 1 kHz.

Figure 11.6(a) shows another type of optical MMW source, which is a passively
mode-locked laser. The relationship among the phases of a Fabry-Perot laser is not
random, and subpicosecond pulses at 120 GHz are obtained when the dispersion is
compensated for by using a single-mode fiber of appropriate length [24, 25]. Figure
11.6(b) shows autocorrelation traces of the laser with and without a fiber. Simply by
driving the laser with a dc current source, we obtain a pulse width of 0.8 ps when the
fiber is 15m long. The RF spectrum of a passive 120-GHz source is shown in Figure
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Table 11.1 Recent Photonic Component Technologies
Optical Sources: Lasers
Direct modulation: 30 GHz
Mode-locked lasers
Active: 100 GHz, passive: 1 THz
Heterodyne mixing: 1 THz
External Modulators
EO modulators
LN: 70 GHz, GaAs: 50 GHz, polymer: 110 GHz
EA modulators: 50 GHz
Photodetectors
MSM: 1 THz (short wavelength)
PIN: 300 GHz (long wavelength)
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Figure 11.4 120-GHz active optical MMW sources. (a) Optical time-division multiplexing
(O-MUX); (b) two-mode beat generation.



11.6(c). The line width of the source is less than 200 kHz without any stabilization.
Also, the frequency drift of the source is less than 200 kHz over a period of one
hour.

O-E Conversion Devices

Among the various types of OE conversion devices, the bandwidth and output
power of p-i-n photodiodes have improved a great deal recently through the use of
traveling-wave [18] and distributed structures [19] and novel carrier dynamics. An
ultrafast one that has achieved the highest performance to date at a wavelength of
1.55 µm is called a unitraveling carrier photodiode, or UTC-PD [20–23].

Figure 11.7 shows a band diagram of the UTC-PD. The UTC-PD has a light
absorption layer and a photocarrier collection layer. With this structure, only elec-
trons are the active carriers. In addition, electrons exhibit velocity overshoot in the
carrier collection layer, which is made of InP. Figure 11.8 shows the fastest pulse
response of the UTC-PD to date [22]. The pulse width is 0.97 ps. By Fourier trans-
forming the waveform, we obtain a corresponding 3-dB bandwidth of 310 GHz.
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The device also exhibits a 10-dB bandwidth of 750 GHz, and a 15-dB bandwidth of
1 THz.

To achieve a higher output power at frequencies of over 100 GHz, we have
designed and tested a photodiode with a resonating matching circuit [Figure 11.9(a)]
[23]. This circuit overcomes the limitations imposed by the CR time constant. This
device integrates a UTC-PD and a short-stub circuit consisting of a CPW and a MIM
capacitor. Figure 11.9(b) shows the relationship between the millimeter-wave out-
put power and the diode photocurrent at 100 GHz. The linearity is maintained over
a wide range of up to 10 mW. A wide range like this is important for analog applica-
tions. The output power is 20.8 mW at a photocurrent of 25 mA. To our knowledge,
this is the highest output power directly generated by a PD at frequencies in the
millimeter-wave range.

Integrated MMW Emitter

By integrating the photodiode with a planar antenna in either a hybrid or monolithic
fashion, we can make compact millimeter-wave emitters for free-space applications
as schematically depicted in Figure 11.10.
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Figure 11.11 shows a millimeter-wave emitter made by hybrid integration
[26]. The UTC-PD chip is a flip-chip mounted on a planar antenna, since it usually
requires back-illumination. The antenna chip is bonded to a hemispherical silicon
lens in order to collimate millimeter-wave signals in the direction opposite the
illumination. For this emitter, we used a simple slot antenna made on a Si sub-
strate.

We have examined the monolithic integration of an antenna and photodiode to
make the MMW emitter smaller and more cost-effective. Figure 11.12(a) shows a
Yagi-Uda antenna fabricated on an InP substrate [27]. This antenna radiates
millimeter-waves in the direction parallel to the substrate. A patch antenna has been
fabricated on a Si substrate as shown in Figure 11.12(b) [28]. Here, the UTC-PD is
made on Si by a wafer-bonding process. This antenna radiates millimeter-waves in
the direction perpendicular to the substrate. For a broadband emitter extending to
submillimeter-wave regions, we have integrated the UTC-PD with a self-
complementary log-periodic toothed planar antenna (Figure 11.13), whose teeth
correspond to frequencies from 150 GHz to 2.4 THz [29]. The maximum output
power from the device is 300 µW at 300 GHz.
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Communications Applications

In this section, we describe possible applications of these high-frequency compo-
nents to a high-speed wireless link. Figure 11.14 shows the data rate of wired and
wireless link systems. There is an increasing demand for higher data rates in wireless
communications in order to keep up with the remarkable speed-up of LANs. The
prospective data rates of wired LANs are 10 Gbps for Ethernet and 3.2 for IEEE
1394. On the other hand, currently available wireless LANs are still slow, and even
for wireless 1394, the data rate will only be 1.6 Gbps.

One way to boost the wireless data rate is to use a free-space optical (FSO) link.
An FSO link has already achieved a rate of 2.5 Gbps. However, it requires a bulky
telescope-like positioning apparatus to align the beam. Another way is to use milli-
meter waves with a higher carrier frequency, and the 60-GHz band is now under
intensive development. Figure 11.15 shows the attenuation of electromagnetic
waves in the frequency range from 10 GHz to 1,000 THz [30]. There are sev-
eral peaks of attenuation due to the absorption of water and oxygen in the
millimeter-wave regions. The dashed line represents the attenuation by fog. In
foggy conditions, the attenuation in the visible and near-infrared region is about
two orders of magnitude higher than that in the millimeter-wave region. This indi-
cates that FSO links are generally not very robust in foggy or hazy conditions when
used outdoors.

The graph of data rate versus carrier frequency for a wireless link (Figure 11.16)
shows that the rate increases with the frequency. From this empirical trend, it seems
clear that one promising way of creating a 10-Gbps wireless link is to use millimeter
waves at a frequency of over 100 GHz. This leads to the question: What is the best
frequency band for communications from 100 GHz to 300 GHz? As shown in Fig-
ure 11.17, there are three valleys where the attenuation becomes local minimum.
Also, considering frequency regulation issues in Japan, we have first chosen the
band around the center frequency of 120 GHz. It is rather difficult for existing elec-
tronic techniques to handle such high frequencies. Photonic techniques are more
suitable for handling over 100-GHz millimeter-wave signals than electronic tech-
niques, because they have a larger bandwidth.
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We have examined a 120-GHz millimeter-wave wireless link using a transmitter
based on photonic techniques (Figure 11.18) [26, 31–33]. In the transmitter, optical
millimeter-wave signals are generated at 120 GHz, modulated at a specific data rate,
and amplified with an optical fiber amplifier. They are delivered through an optical
fiber cable to an integrated emitter. As for the receiver, a millimeter-wave detector
employing a Schottky-barrier diode is integrated with a planar antenna. It demodu-
lates the signals by a simple envelope detection scheme.

Figure 11.19 is a schematic of the receiver [31]. The Schottky-barrier diode chip
is flip-chip bonded on a uniplanar antenna. The antenna chip includes a slot-ring
antenna and a coplanar waveguide filter. Just as for the emitter, a Si-lens is attached
to the antenna chip to increase the directivity. The measured sensitivity and band-
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width of the receiver are shown in Figure 11.20, where the sensitivity is plotted as a
function of the carrier frequency. The maximum sensitivity is about 200 V/W, and
the effective occupied bandwidth is 25 GHz at the center frequency of 117 GHz.
When the receiver is operated at 120 GHz, the 3-dB bandwidth is 8.5 GHz, which
corresponds to a maximum bit rate of 11.3 Gbps. Figure 11.21 shows demodulated
10-Gbps pseudorandom bit stream data transmitted over the link. The eyes are clear
and open. The bit error rate of the link is less than 10−10. In other words, the trans-
mission is error-free. This is the fastest transmission rate ever reported for wireless
links.

Communications Applications 203

Millimeter-Wave Region

(30GHz - 300 GHz)

10 100 1000
0.01

0.1

1

10

100

Frequency (GHz)

A
tt
e
n
u
a
ti
o
n
C
o
n
s
ta
n
t
(d
B
/k
m
)

H2O

H2O

4 20 40 200 400

O2
O2

H2O

110-150G

220-270G

75-100G

too steep !

Dry Air

Figure 11.17 Choice of MMW bands.

Figure 11.18 120-GHz wireless link based on photonics.



Sensor Applications

Finally, we discuss sensor applications, focusing on the imaging of objects using
high-frequency radio waves. Imaging techniques are needed in various fields, such as
medicine, security, environmental measurement, and for the identification or recog-
nition of humans and objects. Figure 11.22 shows the frequencies of the electromag-
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netic waves used in various imaging techniques. Imaging techniques using
millimeter waves, submillimeter waves, and terahertz waves are now under inten-
sive development.

Figure 11.23 shows a setup for imaging with millimeter waves. By using the
photonic techniques described in the section entitled “Progress in Key Component
Technologies,” widely tunable millimeter-wave emitters can be applied to illumi-
nate the object. The waves transmitted through or reflected by the object are
detected with an EO sensor. Possible areas of application are the inspection of mate-
rials and packages. Moreover, because electromagnetic waves in the frequency band
from 100 GHz to 10 THz interact strongly with molecules and gases, there is an
interest in applications in environmental measurement and medical measurement.

Figure 11.24 shows the operation principle and a photograph of the EO sensor
for radio-wave signals [34, 35]. The polarization of the laser beam reflected from
the bottom of an EO crystal, such as CdTe or KTP, changes with the intensity of the
electric field coupled to the crystal. We have conducted some imaging experiments

Sensor Applications 205

Frequency [Hz]

Wavelength [m]

300M 3G 30G 300G 3T 30T 300T 3P 30P 300P 3E

1m1c10c1

Microwave MMW Near IR Ultraviolet X Ray

In practical use

Under development

or undeveloped

10µ 1µ 100n 10n 1n 100p

Infrared Camera UV CameraLadar

LightRadioWaves

Visible

X-ray CT

X-ray Imaging

Far IR

100µ

Sub-MMW,THzWaves

Figure 11.22 Imaging technologies and electromagnetic spectrum.

Emitter
Lens Lens

Object

EO Sensor

Optical

MMW
Source

DetectionLaser

RadioWave
Optical

Fiber

Widely Tunable

MMW Source

Broadband

MMW Detector

Figure 11.23 Millimeter-wave imaging.



to investigate the resolution and sensitivity of the technique [36–38]. Figure 11.25
shows the 100-GHz millimeter-wave images of a floppy disk and small clippers in a
purse. The technique provides a good view of these objects with a diffraction-limited
resolution of about 3 mm. Figure 11.26 shows 180-GHz images of the inside of a
card. With a special arrangement, we can obtain these images within 30 seconds.
Further development is necessary in order to decrease the acquisition time and
achieve real-time imaging.

In addition to the above active imaging, interesting results have recently been
reported on passive imaging. The human body emits millimeter-wave signals as
black-body radiation. Just by passively detecting these millimeter-wave signals, we
can see people in a house through walls or concealed weapons through clothes [39].

The scale of radio-wave imaging is largest in radio astronomy. An ongoing inter-
national project, called ALMA (Atacama Large Millimeter/Submillimeter Array),
aims to build a large millimeter and submillimeter interferometer array consisting of
64 parabolic antennas arranged over an area of 10 km2 in northern Chile (Figure
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11.27) [40]. From images of galaxies taken using various electromagnetic waves,
such as visible, infrared, X-rays, and millimeter-wave and submillimeter-wave radio
waves, we can obtain information about each stage in the evolution of stars (Figure
11.28). By using millimeter-wave and submillimeter-wave radio waves, we will be
able to understand the initial stages of the formation of stars when they are still
clouds of molecules and balls of gasses.

In the ALMA radio telescope, signals from the universe at frequencies from 30
to 950 GHz are detected with heterodyne receivers consisting of superconducting
mixers and photonic local oscillators as shown in Figure 11.29. The 64 receivers
have to be phase-locked to each other by means of local oscillator signals distributed
by optical fiber cables. This requires a photodiode with an extremely large band-
width.

We have tested our UTC-PD’s ability to generate local oscillator signals for the
mixer. We measured the receiver noise and compared it with that of a Gunn oscilla-
tor [41–43]. As shown in Figure 11.30, the noise temperature is almost the same for
the photonic LO and Gunn LO: as low as 20 K. This indicates that the amplitude
noise of photonically generated millimeter-wave signal is small enough for very
highly sensitive radio astronomy applications. Most recently, we have succeeded in
measuring actual signals form the universe using the photonic LO [44]. The combi-
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nation of millimeter-wave technologies with photonic technologies is now essential
for advancing the science of the universe and Earth.

Conclusion

The fusion of “wireless” telecommunications technology and optical fiber “wired”
telecommunications technology, as exemplified by radio-on-fiber [2, 45, 46], will
continue to steadily advance in a form that will support the need for high speed and
ubiquity in telecommunications. Technology for the optical generation and detec-
tion of radio waves will become essential for various fields of measurement, as it
facilitates the handling of ultrahigh-frequency radio waves, which has been difficult
with previous technology. Moreover, because electromagnetic waves in the fre-
quency band from 100 GHz to 10 THz interact strongly with various molecules and
gases, there is an interest in applications for environmental measurement and medi-
cal measurement. Millimeter-wave photonic technology is the foundation for such
measurements, and will probably also serve as a tool for elucidating phenomena
that involve the interaction of radio waves and matter.

In conclusion, we believe that the undeveloped frequency band, once harnessed,
will lead to new technologies where, for example, antennas could be placed against
the human body for medical sensing and for a kind of human interface. Millimeter-
wave photonic technology is a key to realizing the dream of ubiquitous services (see
Figure 11.31).
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