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PREFACE

In recent years, fiber optical sensors and optical microsystems have moved out of the
laboratory and assumed a significant role in sensing and measurement of many kinds. These
optical techniques are important to a broad range of applications, including biomedicine,
environmental sensing, mechanical and industrial measurement, and art preservation.

In November 1997, an international group of scientists convened in Erice, Sicily, for a
Conference on the subject of "Optical Sensors and Microsystems." This Conference was the
22nd Course of the International School of Quantum Electronics, under the auspices of the
“Ettore Majorana Foundation and Center for Scientific Culture” and was directed by Prof.
A. Domanski of the Institute of Physics, Warsaw University of Tecknology in Warsaw,
Poland, and Prof A.G. Mignani of the “Nello Carrara” Institute of Research on
Electromagnetic Waves (IROE-CNR) in Florence, Italy. This book presents the Proceedings
of this Conference, providing a fundamental introduction to the topic as well as reports on
recent research results.

The aim of the Conference was to bring together some of the world’s acknowledged
scientists who have as a common link the use of optoelectronics instrumentation, techniques
and procedures related to the fields of optical sensors and microsystems. Most of the
lecturers attended all the lectures and devoted their spare hours to stimulating discussions.
We would like to thank them all for their admirable contributions. The Conference also took
advantage of a very active audience; most of the participants were active researchers in the
field and contributed with discussions and seminars. Some of these seminars are also
included in these Proceedings.

The Conference was an important opportunity to discuss the latest developments and
emerging perspectives on the use of new concepts, materials, technologies for optical
sensors and microsystems.

The Chapters in these Proceedings are not ordered exactly according to the chronology
ofthe Conference but they give a fairly complete accounting of the Conference lectures with
the exception of the informal panel discussions. The contributions presented at the
Conference are written as extended, review-like papers to provide a broad and
representative coverage of the fields of diffractive optics and optical microsystems. We did
not modify the original manuscripts in editing this book, except to assist in uniformity of
style; but we did group them according to the following Sections:

« Technology of optical sensors and microsystems: Measurement techniques (six Chapters);
and, Design and fabrication techniques (two chapters).

« Major applications areas: Biomedical applications (three chapters); Environmental sensing
(six chapters); Art preservation (three chapters); and Mechanical measurements (three
chapters).



These Proceedings update and augment the material contained in the previous ISQE
volumes, “Integrated Optics: Physics and Applications,” S. Martellucci and A.N. Chester,
Eds., NATO ASI Series B, Vol. 91 (Plenum, 1983), “Advances in Integrated Optics,” S.
Martellucci, A.N. Chester and M. Bertolotti, Eds. (Plenum, 1994), and "Diffractive Optics
and Optical Microsystems" S. Martellucci and A.N. Chester, Eds. (Plenum, 1997). For some
closely related technology, to the topical Section devoted to “Fiber Sensors,” the reader may
also wish to consult the ISQE volume, “Optical Fiber Sensors,” A.N. Chester, S. Martellucci
and A.M. Scheggi, Eds., NATO ASI Series E, Vol. 132 (Nijhof, 1987).

We are grateful to Profs. A. Domansky and A.G. Mignani for their able organization
and direction of the Course, to our editor at Plenum Press London, Joanna Lawrence, for
outstanding professional support. We also greatly appreciate the expert help from our
assistants Carol Harris and Margaret Hayashi, and the support of Paolo Di Maggio for much
of the computer processing work. This International School of Quantum Electronics (A.N.
Chester and S.Martellucci, Directors) is being held under the auspices of the “Ettore
Majorana” Foundation and Center for Scientific Culture, Erice, Italy. We acknowledge with
gratitude the cooperation of the Quantum Elecronics and Plasma Physics Research Group of
the Italian Research Council (GNEQP — CNR) and support from the Italian Ministry of
Education, the Italian Ministry of University and Scientific Research, and the Sicilian
Regional Government.

Sergio Martellucci
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Arthur N. Chester

Chairman and President

Hughes Research Laboratories, Inc.
Malibu, California
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ADVANCED OPTOELECTRONICS IN OPTICAL FIBRE SENSORS

B. Culshaw

University of Strathclyde

Department of Electronic & Electrical Engineering
204 George Street

Glasgow G1 1XW, UK

1. INTRODUCTION

Optical fibre sensing is, in common with most other sensor technologies, highly
specialised, niche oriented, and prone to long research and development times. The first fibre
sensors date back to the mid 1960s and in the intervening 30 or more years a few real life
applications coupled to fully engineered systems have emerged.! These have been
characterised by long development times into niche markets. The most successful has
probably been the optical fibre gyroscope first reported in 1977 and emerging as a
production instrument in the mid 1990s.2 Other fully engineered sensor systems have
emerged in distributed temperature measurement, especially systems using Raman
backscatter® and in a few biomedical applications where small size and electrical passivity are
very important. There are other applications in civil engineering measurement and safety and
security systems* which are also emerging as market competitive sensors.

Many of these sensors involve elegant optoelectronic design exemplified in the
gyroscope and in the Raman and Brillouin® distributed temperature and strain measurement
systems. Others are conceptually relatively simple, for example the chemically sensitive
optrode engineers a flexible light path between a source and chemically active area.s The
chemically active medium modulates the incoming light - usually by changing its spectrum -
and the engineered light path returns this modulated light for processing.

The aim of this paper is to highlight the “advanced” optoelectronic tools which offer
the potential for expanding the performance of optical fibre sensing systems either into new
sensing domains or into a more comprehensive and effective development on existing
sensing concepts. Arguably the fibre gyroscope and the Raman and Brillouin non-linear
systems - all of which are currently commercially competitive within their niches - exploit
advanced concepts in non-linear and guided wave optics. It is then reasonable to extrapolate
that other “advanced” optoelectronic concepts which are currently being explored could
contribute to future systems. Such advanced concepts could include lasers and amplifiers
especially in all fibre format, non-linear phenomena other than Raman and Brillouin scatter,
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non-reciprocal processes, near field concepts, more variations on integrated optics, coherent
detection, optical preamplifiers and a host of other possibilities. The remainder of this paper
looks very quickly at some of these concepts and speculates on potential applications within
a sensor context.

2. LASERS AND AMPLIFIERS

The fibre laser amplifier has within a decade or so progressed from concept to
telecommunications product' and its role in future telecommunications networks is critical
and inevitable. The technical problems in realising low noise high gain amplifiers in the
erbium (1.55um) band are now largely solved with issues such as gain flattening for dense
wavelength division multiplexed systems now occupying the device engineers.’

In the sensor context, the impact of fibre lasers and amplifiers has been relatively
modest. They have successfully been incorporated into Brillouin backscatter distributed
strain monitoring systems both as power output stages and input pre-amplifiers. In the more
general sensor context, fibre lasers and amplifiers offer technical possibilities which have yet
to be fully exploited within the sensor community.

Fibre lasers, for example, have been configured in broadband tunable architectures
offering relatively high power levels directly into the fibre (up to 10mW CW or in the region
of 1W peak). Such lasers can be configured in an all fibre architecture (Figure 1.) which is
electro-optically tunable and can be frequency locked with line widths in the kHz region.

The limited path length range over which an all fibre architecture can be tuned does
imply a limited tuning range without mode hopping, though the electro-optic tunable filter
can, of course, scan the entire tuning range. The all fibre architecture is convenient and
rugged and adequate for many measurement applications. If continuous tuning without
mode hopping is necessary then a much longer optical path tuning must be incorporated
(Figure 2.) thereby necessitating precision mechanical adjustment.

In both the all fibre and the long air path architectures, the simplest gain medium is
probably an erbium fibre though this obviously restricts the available gain bandwidth to
within the 1.55um area. Other gain blocks can be inserted with due attention to the interface
and of these the most flexible are undoubtedly semiconductor amplifying media.®

tunable evanescently
coupled filter

/

recirculating fibre loop
— .
<«  pump input

doped fibre isolator

=~ sub cavity

lasing output

Figure 1. Tunable single mode all fibre laser architecture.

" Though we should remember that the fibre amplifier was first mooted by Snitzer over a quarter of a century ago!
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Figure 2. Continuously tunable laser architecture using long path mechanical tuning to eliminate mode hopping.

In the sensor context the fibre laser architectures are potentially attractive sources for
spectroscopy since, for example the erbium gain curve addresses several interesting and
relevant absorption bands including H.,S, some nitrogen oxides, SO: and CO (Figure 3.).
Controlled wavelength switching and frequency locking within the gain band can be
achieved using the all fibre architecture. Other potential applications include the use of
tunable lasers for network testing in the telecommunications context (Figure 4.) typically as
a source in an optical time domain reflectometer for wavelength division multiplexed
systems and as probes for precision tuned and non-linear processes including, for example,
multiple photon spectroscopy and soliton propagation.

The fibre amplifier - nothing more than the laser without the feedback - is now a very
well characterised optoelectronic tool. The design rules which dictate noise levels, saturation
power levels, pump powers, interaction lengths and related parameters are well established
and can even be made available as software packages. In sensors and sensor systems,
amplifers - either using fibre or semiconductor gain media - offer potential applications in
detection pre-amplification (where very low noise figures can be achieved) as power output
stages especially in relatively high peak power pulsed systems and as signal boosters in
sensor chains® (Figure 5.). In this last context, remote amplification can enhance the
performance of multiplexed networks by an order of magnitude though obviously at the cost
of system complexity.

ABSORPTION SPECTROSCOPY
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R - ratio measurement wavelength to reference
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Figure 3. Multiple wavelength laser source for addressing multiple species in gas spectroscopy.
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Figure 4. Tunable source OTDR for network fault testing and diagnosis.
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Figure 5. Schematic of one architecture for amplified sensor array. The lccation of the amplifiers can be varied to
optimise noise performance.
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Fibre lasers and amplifiers are emerging slowly into the sensor community. Their role is
evolving and gradually being recognised by sensor engineers. Currently the cost of fibre
lasers and amplifiers (or semiconductor lasers and amplifiers) is typically in the $20,000 area
and so rather expensive for most sensors. However, there is no intrinsic reason why the cost
should not be reduced significantly for a laser or amplifier system specifically tailored to a
defined application and there is also the anticipation that increased volume in tele-
communications will contribute to further cost reduction in the basic components. There
will, [ am sure, be other examples of exploitation of fibre amplifiers and tunable single mode
lasers in the sensor context initially - as is customary - at the laboratory phase but with some
emerging into the field.

3. NON LINEAR OPTICS IN SENSOR SYSTEMS

Non-linear optics or, equivalently multi photon optical phenomena may be very simply
generically characterised as optical interactions for which some of one or more optical



signals at one or more optical frequencies are converted during the interaction to other
optical frequencies which are sums, differences, multiples, sub-multiples or any combination
of the input frequency or frequencies. Whether the phenomena are described as non-linear or
multi photon depends on whether the output signal is regarded as a distorted version of the
input signal (a classical treatment) or as sums and differences of input photon energies (a
quantum treatment). Alternatively when a photon interacts with a phonon analogous
interactions can be identified between photon and phonon frequencies or alternatively
photon and phonon energies. They are numerous standard textbooks on the subject.”

In the optical fibre sensing context, non-linear optics may be either exploited as a
measurand sensitive interaction mechanism or as an optical signal processing technique to
assist in configuring an optical signal used to probe a sensor or sensor network.

Measurement sensitive non-linear interactions all have the intrinsic advantage that the
output light is at a different optical frequency than the input light. This greatly facilitates the
detection process since it is relatively straightforward to shield the detector from stray
interrogating light whilst monitoring the measurand induced signal as a different frequency.
To date the principal interest in optical fibre sensing using non-linear phenomena has been in
Raman or Brillouin scattering systems (Figure 6.) where the input probe light interacts with
an optical phonon (Raman) or an acoustic phonon (Brilluoin) to produce a difference
frequency. Raman backscatter forms the basis of a commercially interesting distributed
temperature sensor in which the ratio of the amplitude of the Stokes (downshifted) and
mirror imaged anti-Stokes (upshifted) beams is a direct measure of temperature and of
temperature alone. Therefore, when incorporated into a non-linear optical time domain
reflectometer (Figure 7.) a measurement of this ratio can map a temperature as a function of
position along the fibre.

The Brillouin system is used predominantly for strain measurement. In stimulated
Brilluoin scatter in single mode fibres, the acoustic phonon, typically at frequencies in the
10GHz region, produces backscattered radiation at a very specific frequency determined by
the acoustic velocity in the fibre and the wavelength of the incoming probe beam. The
acoustic phonon sets up a grating in the fibre so that the backscatter occurs when the grating
wavelength (i.e. the acoustic wavelength) is exactly one half that of the incoming optical
radiation.

stokes
metastable level » ‘
anti-stokes incoming photon ‘

\

ground state (of fibre material - silica) acoustic phonon energy

illuminating input
frequency outpt \.} r‘/
@.& —
stokes anti-stokes optical frequency
RAMAN Brillouin

Figure 6. Non-linear scattering processes in optical fibre.
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Figure 7. Use of non-linear phenomena for distributed sensing - general features.

This relationship sets the backscatter frequency. The acoustic velocity depends upon
the local modulus of the material (which in turn is temperature dependent) and the local
mechanical tension. Consequently if the temperature is known or can be inferred, distributed
strain measurements become possible. The benefits of Brillouin systems are primarily the
very long range over which the Brillouin interaction can take place, extending strain
measurement systems to tens or even hundreds of kilometres with effective gauge lengths in
the 1-100m region depending on the application. For both the Brillouin and the Raman
systems, the sensing fibre is completely standard and needs no modifications whatsoever.
Both systems are relatively expensive but have unique performance characteristics to address
specific niche applications. The Brillouin system still requires temperature compensation and
research is ongoing concerning methods whereby this may be realised."

Other non-linear phenomena of interest include fluorescence and multi photon
spectroscopy both of which may be used as probes for well defined chemical species.
Fluorescence spectroscopy is well established and extensively used in chemical sensing. It is
incorporated into many optrode designs. In contrast multi photon spectroscopy has received
relatively little attention though, with the ability to generate a wide range of optical
frequencies and to scan these frequencies, possibly using the techniques outlined in section
2, a new range of interesting probes for chemical species especially in gaseous form,
becomes possible.

pump (high energy)

input photons

probe (low energy) : 7
£y i
interaction region

(at difference energy)

Figure 8. Principle of multiphoton spectroscopy.



The basic idea (Figure 8.) is that a high energy pulse beam and a low energy (swept
frequency) probe beam interact within the medium of interest at the difference frequency. If
the medium has absorption bands at this difference frequency, then the detecting probe beam
will produce an absorption at the probe. frequency. Ifthe probe beam is frequency modulated
then the benefits of FM spectroscopy and lock-in detection can be applied to enhance system
sensitivity to absorption. Scanning the probe beam through a range of 10-100nm can enable
the system to address a range of species. The fractional bandwidth at the probe frequency is
also much less than that at the absorption wavelength, significantly simplifyng the tuning
process.

Multi-photon spectroscopy has historically been difficult since very, precise overlap of
the probe and pump beams is essential. However, addressing the interaction region through
single mode optical fibre automatically ensures this overlap. The other interesting feature is
that the interaction takes place at the difference frequency between the beams propagating in
the fibre, so that in principle, this technique can address remote spectroscopic measurements
at wavelengths for which the fibre is opaque but at which it transmits a suitable pair of
pump:probe frequencies. Additionally, in principle, the technique can be time gated to realise
distributed measurements in a forward rather than backscattered mode thereby increasing the
detector signal levels. Paradoxically the concepts have yet to receive thorough evaluation as
a sensing tool.”?

The optical Kerr effect has been explored as a measurand sensitive interaction
mechanism but with little success.’> However, the Kerr effect does have one very important
role in optical fibre systems - when coupled to the anomalous dispersion observed in the
1.5pum band, the Kerr effect can produce solitons. These are very short optical pulses which
propagate without dispersion with pulse lengths typically in the 10picosecond or less region
corresponding to optical pulses of the order of Imm in length. Solitons have never been
seriously explored as probe impulses for optical fibre measurement systems though, of
course, precision short pulse OTDR is available. Solitons which can, in principle, be
generated with sub-picosecond duration could further enhance the resolution of precision
OTDR systems but the interesting potential is in the use of solitons as probes for very high
speed spectroscopy, possibly, who knows, using multi photon probing techniques.

The role of non-linear optics in sensing is potentially far reaching but aside from
Brillouin and Raman scatter systems, optical fibre sensor technology has but little exploited
this potential. The specialised spectroscopist is accustomed to using non-linear interactions
but currently the technology is specialised and difficult - maybe the optical fibre engineer
could change all that.

4. STRANGE AND DIFFERENT PROPAGATION PHENOMENA

There are countless esoteric optical phenomena ranging from the Zeeman effect to the
relatively simplistic such as spatial filtering. In the sensor context most of these have a
potential role but to go through the whole range of possibilities would be not only
impossible but also incredibly tedious - so we shall look at three unrelated fibre phenomena
simply to illustrate the diversity.

Non-reciprocal phenomena manifests themselves in countless areas of optical sensing
and probably most elegantly in the gyroscope.’s Lorenz reciprocity states quite simply that
non-reciprocal effects can take place in systems which propagate more than one mode in
two directions, in systems in which there are inherently non-reciprocal propagation
phenomena, e.g. the Faraday effect for circularly polarised light, in systems which are not
time invariant and in systems which are non-linear.



e Established components such as isolators (and circulators)

one way optics
e New components such as non reciprocal mirrors

Figure 9. Non reciprocal effects.
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Figure 11. Loop mirrors - also known as gyroscopes.

Non-reciprocal effects can be utilised to good effect (Figure 9.) in contrast to their
being a major design consideration in systems such as the gyroscope and in some
architectures for optical fibre current sensing.!¢

The most common utilisation of non-reciprocal phenomena is in relatively simple
optical devices such as isolators and circulators which are commercial items. However, the
concepts can be extended considerably into (Figure 10.) sub systems such as the non-
reciprocal mirror which can be used with a length of single mode fibre and configured to
ensure that exactly the same state of polarisation arrives at the launch as the one which left.”
This has possibilities in systems such as all fibre Michelson interferometers and has also been
used to good effect in an all fibre Fourier transform infra-red spectrometer'® used on this
particular occasion to decipher Bragg gratings.



It is, of course, tempting to put the Bragg grating itself into the strange and unusual
optics category in advanced optoelectronics - but the grating has reached the stage that it
features in perhaps a quarter of all publications on optical fibre sensors and whilst many
strange and wonderful techniques are used to decode the wavelength response, these are
dealt with extensively elsewhere in this volume and in other publication.”

The gyroscope (Figure 11.) is a refined and well established optical system - but it can
also contribute to sensors in several other guises of which the most common is probably the
loop mirror (Figure 11.). This usually comprises a very short length of fibre and provided
that the loop coupler is exactly tuned to 50% the loop mirror is a 100% reflector regardless
of wavelength. The fact that most couplers are in themselves wavelength sensitive implies
that the mirror is also wavelength sensitive. The uses for loop mirrors are many and diverse
and include terminating all fibre reflection based interferometers and, when viewed from the
other direction, as a monitoring process for the fabrication of 3dB optical fibre couplers. The
loop mirror has the virtue of simplicity and is an elegant but (for the reasons explained
above) wavelength sensitive 100% reflection system.

Near field devices show promise for subwavelength resolution and can be configured as
chemical or physical sensors responding to an optical evanescent field.?

T to detector

: R optical probe
evanescent field of TIR sub micrometer
\ sample layer

input coherent light
: = to detector

glass prism

Figure 12. Near field devices.

optical fibre

close up of tip

radius nm probe tip

Figure 13. Tapered fibre probe (etched geometry).
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Figure 14. Monolithic spectrometer fabricated using the LIGA process.

The traditional format is shown in Figure 12. where the optical probe responds to small
changes in thin film layer caused by the modifications imposed by this layer on the
evanescent field from total internal reflection.

The spatial resolution of such probes depends upon the probe tip dimensions which can
be readily formed in the sub 100nm region. In order to fully exploit this geometry as a probe
the tapered region should be metal coated to prevent spreading ofthe evanescent field within
the guiding region. The probe tip may be coated with intermediate chemistry to provide
probes capable of resolving spatial variations in biological cellular chemistry for parameters
such as pH and oxygen concentration (Figure 13.).53

5. INTEGRATED OPTICS AND MICROMACHINING

Integrated optics like fibre sensors has been with us for around three decades.?? Lithium
niobate integrated optics chips have a vital part to play in many optical fibre gyroscope
architectures and in some Brillouin systems. There have been a few integrated optics sensor
devices usually comprising coatings on glass substrate planar waveguides but aside from that
there has been very little penetration of integrated optic technology into the domain of
optical fibre sensors and measurement.

The best established integrated optic technologies on lithium niobate and glass
substrates usually exploiting proton exchange and ion exchange technologies respectively. A
number of new substrate materials are emerging particular silica on silicon, silicon/Simox
and some III V compounds. The last of these has some active device capability including
lasers and detectors as well as waveguide modulators and switches but the remainder have
the same basic functionality in that they can produce thin film, planar and channel guides
with some very restricted possibilities for active device tuning.

Micromachining, particularly in silicon has made some impact. The simple V-groove is
a straightforward and most effective optical fibre alignment system whilst some
micromachined based optical fibre sensors have made inroads into measurements such as
pressure and temperature. More recently the micromachined optical bench has emerged.=

12



LIGA is yet another interesting technological opportunity. This offers the possibility of
micromachined systems with very deep parallel sides and is basically a moulding process
using precision masters prepared using particle beams. The problem with LIGA is essentially
access to the technology since its implementation requires a nuclear reactor. The concept,
which originated in Germany> can produce some interesting guided wave structures of
which the single process step moulded spectrometers shown in Figure 14. is an example.

6. OPTICAL SIGNAL DETECTION SYSTEMS

Most sensor engineers use the very simple PIN diode direct detection approach to
receiver design. Those in spectral analysis and sometime those in white light interferometry
will use a CCD array to give some spatial information on the signals of interest. With careful
design to maximise signal to noise ratios, these detection techniques usually suffice though
the implicit choice of silicon almost invariably implies that our sensor system operates in the
visible and very near infra-red up to a wavelength of a little over lum. For some systems,
especially long range distributed sensors, operation at longer wavelengths is desirable even
essential so that 1.3 and 1.55um band detection systems borrowed the communications
industry are frequently exploited - though at a very signifcant increase in component cost.

If we venture from the relatively simple use of silicon based detector electronics , then
the gains are usually in signal detection sensitivity and/or signal detection concept flexibility
but the loss is in the inherent and frequently very significant increase in system cost. But
there are a lot of options:

« coherent detection based on both heterodyne and homodyne concepts can increase
sensitivity and modify the basic input optical power to output electrical signal response
from square law to linear. Heterodyne systems also offer the possibility of detecting
outside the 1/f noise region which plagues most detector circuits. Heterodyne systems
based on Bragg cell modulators have been used to enhance the performance of many
detection interferometers particularly those used in ultrasonic have detection exploiting
surface displacement phenomena.

o Pre-amplifiers usually based on optical fibre gain blocks can produce sensitivities
comparable to photomultipliers with modest noise penalties. Again for most applications
we are restricted to the 1.55um communication band but have very long sensor systems.
Preamplifcation will have a role to play.

« Time gating the source to act as a detector in suitable time delay systems for example
gyroscopes and distributed sensors has been proposed and demonstrated as a very low
cost transmitter/receiver architecture

o Interferometry from multiple spatial mode optical fields is by definition very difficult but
adaptive holograms based upon photorefractive materials can perform a spatial
recombination function on the multimode field to bring it into spatial coherence with the
reference. This technique whilst proposed using BSO about 20 years ago remains to be
demonstrated practically but the emergence of more responsive photorefractive
materials, such as non-linear polymers and multiple quantum well devices may eventually
produce a more practical demonstration system.

7. CONCLUSIONS

In the sensor context, all these ideas are simply tools which can be added to all the
possibilities which are available to design sensors and sensor systems. Using these tools to



best effect requires insight and specialist knowledge - so that in the final reckoning the
sensor engineer needs to be aware that these tools exist, needs to be aware of their potential
in a practical environment and, most important ofall, needs to be aware of how to obtain the
necessary skills to exploit these tools.

But we should always remember that the scope is immense and that by incorporating
advanced optoelectronics into the design and realisation of optical sensor systems, very
significant performance improvements are often possible. From time to time, (e.g. reference
26) some energetic journal editor presents a selective potted history. It is useful - even
important - to ensure that the sensing and instrumentation community is aware of these
broader developments.
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1. INTRODUCTION

Optical interferometry is a well-known technique successfully used to perform displacement
measurements in the industrial framework. In general, commercial devices use incremental
interferometry: to measure a displacement it is necessary to fix a reference position and to
carefully displace a suitable reflector (or some other optical component of the interferometer)
from that position to the final one. This must be done avoiding any optical misalignment that
could result in a loss ofthe interference signal and therefore of the measure. An incremental
interferometric displacement measurement always implies a precise device to move the reflector,
and a counter to keep trace of the number of periods of interference fringes that the photodetector
has detected during the movement. The main advantage ofthis measurement technique is a very
low measurement uncertainty (down to some fractions of A in commercial meters) coupled to an
extended range (up to tens of meters). In general, therefore, an interferometric system is the right
choice when both high accuracy and a long measuring range are required.

A number of industrial needs cannot be successfully met by incremental interferometers,
especially in the fields of dimensional gauging of surfaces, robot monitoring and characterization,
autonomous vehicle controls, etc.. In fact in these fields the quantity to be measured is distance
and not displacement. Taking as an example the problem of industrial robot calibration, the ideal
measuring tool should be able to freely follow the robot end-effector, to measure the actual
position along an arbitrary trajectory. An absolute (i.e. non-incremental) distance meter pointing
to the robot manipulator could accomplish this task. Interferometric sensors have great potential
in performing non-incremental measurement at a very high degree ofaccuracy

The following paragraphs describe the available interferometric techniques to perform non-
incremental measurements outlining the principle of operation and the applicability to industrial
cases. At the end a comparison of the investigated techniques is given.

2. INTERFEROMETRIC DISTANCE MEASUREMENTS

Interferometry can be implemented either by using a high coherence light source (i.e laser) or
by using a broad-band or low-coherence light source (i.e. lamp, LED, SLD, etc.). Both
approaches can be successfully used to perform distance measurements.

Optical Sensors and Microsystems: New Concepts, Materials, Technologies
Edited by Martellucci et al., Kluwer Academic / Plenum Publishers, New York, 2000. 15



The possibility to measure distances with high-coherence interferometric techniques has
been demonstrated by several authors. 2 The basic idea is to feed an interferometer with two
or more optical wavelengths to produce a synthetic or equivalent wavelength, much longer
than that ofthe original beams. The distance measure is extracted by gauging the phase of a
signal having a period equal to that of the equivalent wavelength, thus extending the range of
non-ambiguity (NAR) by some orders of magnitude (up to tens of cm) with respect to that of
incremental interferometry (a fraction of the optical wavelength of the laser). The most
effective approaches are based on double-heterodyne interferometry (DHI) -2 that makes
use of a detection scheme based on optical heterodyning of two slightly different optical
frequencies.

As an alternative to multiple wavelength interferometry, techniques based on optical
frequency modulation of the laser source are very promising due to the potential for simple
and robust systems.>*> Among the various possibilities, frequency-modulated continuous-
wave interferometry (FMCW) presents the simplest optical layout which is essentially based
on a Michelson-type interferometer where a tunable single frequency laser is modulated to
obtain a beat signal at the photodetector.

Absolute distance measurements can also be performed on the basis of low-coherence
or white light interferometry (WLI). In this case the measuring range is shorter than that of
DHI or FMCW while the resolution can be better than A. Possible light sources for WLI are
i) lamps, ii) LEDs, iii) super-luminescent diodes (SLD) and iv) multi-mode laser diodes. The
most popular, compact and reliable solid-state sources for WLI are SLDs In WLI systems,
the measurement resolution is practically related only to the coherence characteristics of the
excitation light, since optical interferometry is used to convert spectral properties of the
excitation light in space resolution. Therefore, over the last years strenuous efforts were
made to develop high-power, broad-band semiconductor sources.*

A number of possible configuration® to implement a WLI system have been
proposed. A very promising scheme is based on the use of a dispersive element in the
interferometer, this element enabling the implementation ofa configuration where no moving
parts are needed.”” This technique can also be combined with a FMCW scheme by using a
single laser diode operating above the threshold current for the FMCW mode and below the
threshold current for the DWL mode.3

2.1 Displacement measurements

To better understand the techniques used for non-incremental measurements, this

section will remind the basic principles ofincremental interferometry from which the absolute
techniques can be derived.
An optical interferometer (see Figure 1.) is a device that can be used to measure the optical
path difference (OPD) between its two arms. In general the optical length of one arm is kept
constant (reference arm) whilst the length ofthe other one (signal arm or measuring arm) is
changed by displacing the end reflector of the interferometer. Figure 2. shows the intensity
signal detected by a photodiode as a function ofthe interferometer OPD.

The periodicity ofthe signal is evident, in fact the intensity function is a cosine function
of OPD which can be written as

OPD=x.(n+2£n) (1)

where A is the laser wavelength, @ is the phase of the detected signal and n is an integer
number taking into account for the number of complete signal periods from the position
where the interferometer is perfectly balanced. Being impractical to find the zero-OPD
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Figure 1. Simple interferometric setup for displacement measurements. PD: photo-detector; L. optical
length of the reference arm; L,: optical length of the measuring or signal arm.

condition in an interferometer illuminated with a high coherence laser source, actually an
incremental interferometer is used to measure displacements from a conventional position
which is assumed as the "zero" or reference point. The displacement is calculated as a
variation AOPD of OPD from the reference point:

= Ap
AOPD =4 (An + 5) 2)

It is evident that the displacement measurement is correctly performed only if the
interferometer is well aligned during the entire movement of the signal reflector and if the
laser beams are not interrupted during the movement, that is the measurement is incremental
in nature. By using a direct detection as shown in Figure 1., the measurement of phase ¢ is
very sensitive to eventual changes in the intensity ofthe laser source and to variations ofthe
fringe visibility due to beam divergence as well as to small misalignments of the
interferometer during the signal reflector movement. To greatly reduce the effect of this
source of errors, it is common to use a detection scheme based on optical heterodyning.
Figure 3. shows the basic principle of the technique. The optical beam illuminating the
interferometer presents two orthogonally oriented, linearly polarized components. One has
the base optical frequency equal to v, the other one if frequency shifted by f. The two
components are separated by means ofpolarizing beam splitter PBS, in such way each arm of
the interferometer is crossed by a single optical frequency. Quarter-wave retarding plates A/4
are inserted to rotate, after double crossing, the polarization of both beams by 90 deg. The
returning beams are therefore directed towards photodetector PD in front of which a
polarizer oriented at 45 deg. has been inserted to enable the interference between the two
components at different frequency.

The photodetector signal has the form:

OPD j 3)

f(f)=1dc+1accos(27r-f-t+27r7

| A .
T T T

A 2x 3A OPD

Figure 2. Intensity signal at photo-detector PD of Figure 1. as a function of the interferometer optical path
difference.
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Figure 3. Optical heterodyne detection. v is the base optical frequency, f is the optical frequency shift
applied to the orthogonal polarization component. PBS: polarizing beam-splitter; P: polarizer at 45°; PD:

photo-detector; A/4: quarter wave retarding plates.

where the dc component I4c does not carry any information about OPD, in fact the useful
information is moved into the phase term of the ac component at frequency f. Figure 4.
shows a possible layout for the implementation of optical heterodyning.

The heterodyne frequency fis obtained by means of an acousto-optical modulator which
applies the frequency shift to one polarization component ofthe original laser beam. In order
to perform the phase measurement a reference signal is generated by mixing the two optical
frequencies before entering the interferometer, the reference signal is obtained at the exit of
photodetector PDr.

3. DOUBLE WAVELENGTH INTERFEROMETRY

Basically double wavelength interferometry is based on the idea to perform two
independent measurements of the OPD of the interferometer by using two different optical
wavelengths and than to compare the measurement results. Applying Eq. (1) to both
wavelengths A, and A, we can write:

om:(m +f—7‘rj-ﬂq =[n2 +¢—;J~ﬂz “

[l
i
u
L0
I
2
N

Figure 4. Example of optical setup for heterodyne detection. AO: acousto-optical frequency shifter; v: optical
frequency at the exit of the laser; v+f optical frequency at the exit of the modulator; PDr: photodetector for
the generation of the reference signal; PDs: interferometer photo-detector; PBS: polarizing beam-splitter; P:

polarizer; A/4: quarter wave retarding plates.
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Figure 5. Principle of operation of a dual wavelength interferometer. PD1: interferometer photo-detector;
PD2: reference photo-detector.

If the laser sources can be tuned, we can, for each measurement, adjust the emitted
wavelength in order to make terms @, and (¢, equal to zero. A possible setup is shown in
Figure 5., here a shutter can be driven to choose which beam has to be used to illuminate the
interferometer.® Interference signal detected by photodetector PD1 is used to control the
laser wavelength to satisfy relation given by Eq. (4).

When both lasers have been adjusted, the following relation can be written:

OPD =n1-M=m 2 (5)
that is
OPDznl '/‘[’1
OPD =ny - Ay (6)
ny =n +An

where An is the fringe order difference at the two wavelengths. The case of An=l is depicted

in Figure 6.
Solving the equation set (6), the OPD can be calculated as:

OPDzAn-ll./{Q =An- ¢ =An~/1:y,,, (7)
A=A v - Uy

The quantity A, is the synthetic or equivalent wavelength of the interferometer.

A2

e

target OPD
position

Figure 6. Interference signals as functions of OPD in a dual wavelength interferometer. Wavelengths A,
and A, are adjusted in order to have a phase equal to zero in correspondence of the target position.
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Figure 7. Optical dual-heterodyne detection. v, and v, are the base optical frequencies. f; and f, are the
optical frequency shifts for heterodyning. PBS: polarizing beam-splitter; P: polarizer at 45°; PD: photo-
detector; A/4: quarter wave retarding plates.

Combining dual wavelength interferometry with heterodyne detection it is possible to
use the two wavelengths simultaneously, thus avoiding any opto-mechanical switching and
shortening the measuring time. The principle of operation is shown in Figure 7. Two
fundamental optical frequencies vi and v, together with two shifted frequencies v,+f; and
v,+f, illuminate the interferometer. Taking advantage from the beam polarization, the system
works by sending the two fundamental frequencies into the reference arm of the
interferometer and by directing the two shifted frequencies into the signal arm of the
interferometer. The intensity signal detected at photodiode PD (its bandwidth is narrower
than vi-1,) is given by:"

[(H)=Acos2nf; t+ @ )+A, cos(2mfyt + @,) )]

where I(t) is the sum of the two heterodyne signals at f; and f,, having amplitudes A, and A,
and phases @, and @, respectively. From Eq. (3) we have:

¢1=—Oi” PD, ¢2=—OZ PD ®)
1

The intensity signal (8) has the form of a carrier-suppressed amplitude-modulated
signal, After amplitude demodulation with a quadratic detector followed by a low-pass filter,
the superheterodyne signal is obtained:

Liem(f) o< coS[2R(f, - f}) -t + AQ] (10)

where the phase of the demodulated signal is given by:

Ap=|p —ga,|=27rOPDEZ———

1 11}= 27 op m

synt

In Eq. (11) the quantity A, is the above defined synthetic, or equivalent, wavelength of the
absolute interferometer. Therefore, the non-ambiguity range (NAR) is now moved from the
optical wavelength to the synthetic one. A further extension of the NAR can be obtained" by
changing the synthetic wavelength A, that is, by changing Av according to the formula:
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Figure 8. Double heterodyne distance sensor based on two solid state lasers which are are frequency locked.
AOI1 and AO2 acoustooptical frequency shifters at f; and f; respectively. PBS: polarizing beam-splitters;
BS: non-polarizing beam-splitter. A/4: quarter wave retarder; P: polarizer; PDr: photodetector for the
reference signal generation; PDs: photodetector for the measuring signal generation.

A M ¢

’lsynt = Aql-/—i/zﬂ,l ~ —Al_/l = Z_; (12)
The two fundamental wavelengths A, and A, can be obtained from the multiple lines of a
single laser or by using two lasers. In general the first solution presents a lower frequency-
noise level and therefore a better stability of A, but also presents a drawback due to the
availability of only a discrete number of non-tunable synthetic wavelengths. A real
implementation of a DHI sensor is shown?!in Figure 8. In this case the synthetic wavelength
is generated by using two frequency-locked diode-pumped Nd:YAG lasers

The heterodyne frequencies are fi= 80 MHz and f,=80.1 MHz yelding a super-
heterodyne signal at 100 KHz. The four beams at v,, v,, v,+f,, and v,+{,, are superimposed
by means of non-polarizing beam-splitter BS which directs a fraction of the four frequencies
beam toward photo-detector PDr for the reference signal generation. The signal at the exit of
reference photodiode PDr takes into account the optical path differences of the beams
accumulated from the lasers up to beam splitter BS. In fact, superheterodyne signals from
PDr and from PDs contain the same phase fluctuations arising from optical path changes of
the optical set-up up to BS, a phase difference between the two signals results in a phase
signal dependent only on OPD. The beams passing through beam-splitter BS are sent to the
measuring Michelson interferometer.

After pre-amplification, the signals detected by the reference photodiode PDr and
measurement photodiode PDs are sent to the electronic processing chain shown in Figure 9.
In order to have signal levels suitable for subsequent amplitude demodulation, the signals
enter an amplification stage based on two AGC integrated amplifiers. The demodulation
stage is based on an RF detector. The low frequency demodulated signals are filtered by a
sixth order Chebycheff low-pass filter with corner frequency at 100 KHz The two output
signals ofthe demodulation stage are squared to obtain TTL compatible signals which feed a
digital phase-meter. The phase-difference between the two TTL signals gives the
interferometer optical path difference measurement. Typical DHI signals are shown in
Figure 10.

Figure 11. shows the principle of operation of a DHI sensor using a tunable synthetic
wavelength generator based on two diode-pumped Nd YAG lasers. The beat-frequency of
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Figure 9. Signal elaboration chain for the measurement of distance using a DHI system.

the lasers is compared to that of a local oscillator. The result of the comparison is used as a
feed-back signal to control the optical frequency of one ofthe two lasers. A small fraction of
the optical signal produced by the two lasers is directed towards photo-diode PD, where a
beating signal is produced. One laser works as master device, in the sense that its frequency
fluctuations are followed by the other laser which therefore works as a slave. Local oscillator
LO provides a reference signal f.. Both signal f. and signal f.r enter a frequency
comparator. Voltage output, after passing a high-voltage is used to drive the PZT controlling
the optical frequency ofthe slave laser.

4. FREQUENCY-MODULATED INTERFEROMETRY

Frequency-modulated continuous-wave interferometry (FMCW). can be successfully
used for developing non-incremental distance meters. In order to implement a reliable and
compact measuring device, the use of laser diodes** as well as of solid state lasers*- has
been investigated. An example of a FMCW sensor”is shown in Figure 12.

A tunable diode-pumped Nd:YAG laser provides a Michelson interferometer with a
linearly polarized beam, To avoid problems arising from the optical feedback, the laser beam
passes through an optical isolator. Non-polarizing beam splitter BS divides the laser beam to
form the two interferometer arms. In the measuring arm a lens is inserted to focalize the
beam onto the target.

The optical frequency ofthe beam is controlled by applying a voltage to a piezoelectric
transducer mounted onto the laser cavity. To obtain a continuous frequency modulation, a
triangular signal is applied to the PZT. The beams that recombine at beam splitter BS exhibit
optical frequencies slightly different, due to path difference in the unbalanced interferometer.

81 ~3086 Y

Figure 10. Example of DHI signals. a) as detected by photo-detectors: upper trace measuring signal, lower
trace reference signal. b) after amplitude demodulation: upper trace measuring signal, lower trace reference
signal; the distance is given by the phase displacement between these two signals.
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Figure 11. Distance sensor based on a tunable synthetic wavelength generator. ML: master laser; SL: slave
laser; LO: local oscillator; PD: photodetector; A: amplifier; HVA: high voltage amplifer and PZT driver.
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Called vq the optical frequency emitted by the laser when no voltage is applied to the PZT
(t=tg), the optical frequency at a generic instant t is given by:

V() =Vg +Kag Ve ()= vg + Kpy -V - TriCe = 1) (13)

where Ky, is the modulation coefficient (it can be assumed to be a constant), Tri is a unit
amplitude triangular function with a period equal to Py, and V,, is the p-p value of the

voltage applied to the PZT.
The beams that recombine at beam splitter BS produce a beat signal having an

instantaneous frequency fpp, (see Figure 13.) given by:

Jep=w(t) - V(1 - Ar) (14)
where
At = OZDD (15)

The discontinuities of fp can be neglected and Eq. (14) can be rewritten as:

RM
AAHVA ol L
SIGNAL —>—{>—) Nd:YAG
GENER. BS
TARGET
nn_ PD
FILTER
& N PERIOD
SHAPER re METER

Figure12. Layout ofa FMCW distance meter. Nd:YAG: diode-pumped Nd:YAG tunable laser; HVA: high
voltage amplifier driving the laser PZT; OI: optical isolator; RM: reference arm mirror; BS: non-polarizing
beam-splitter; L: focusing lens; PD photodetector.
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Figure 13. Principle of operation of a FMCW sensor. Fpp: beat frequency at the intrferometer
photodetector.

. v
Jrp =——"—=—*-0PD (16)

By measuring the frequency fpp, we can calculate OPD as:

PT-C

OPD = e aE——
Jep 2 Ky -V

=K [ (17)

The FMCW technique can be successfully applied to long range distance measurements
by using a tunable diode-pumped Nd:YAG laser or to shorter ranges by using current-
modulated laser diodes. Accuracy up to 10™ ofthe measured distance can be obtained.

5. WHITE LIGHT INTERFEROMETRY

White light interferometry (WLI) is widely used in optoelectronic instrumentation for
industrial as well as biomedical applications;?” perhaps the best-known application of WLI is
the optical coherence tomography* (OCT), used as diagnostic tool in ophthalmology.

The performance of WLI systems are largely limited by source features, therefore in the
following section the main characteristics of the optical sources suitable for WLI will be
presented. Therewith, we briefly introduce the three main classes of WLI systems that are:
i) mechanically scanned, ii) electronically scanned and iii) dispersive white light
interferometers.

5.1 Optical sources for white light interferometry.

The resolution of the WLI system is practically related only to the coherence
characteristics ofthe excitation light, since optical interferometry is used to convert spectral
properties of the excitation light in space resolution. The best resolution AL theoretically
achievable using standard WLI can be related to the spectral width AA ofthe excitation light
according the following equation:*
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Table 1. Characteristics of the light sources suitable for WLI.

Source Spectral Resolution Mean lifetime Power Cost

type width

(nm) (nm) (Hours) (mW) (USD)

Lamps  200+500 0.2+0.5 500+2000 103106 10->10?

LED 20+80 1+8 10*+10° 0.1-10>  10=>10?

SLD  10+30 1030 10°+10* 1+5 100+10°

LD 104+10 30+>10° 10*+10° 1+10° 5+>10°

_2n2 \
Al==——= "5 (18)

where A is the optical wavelength.

Continuous emission spectrum lamps are the classical light sources for WLI. These
devices exhibit the widest emission spectrum and therefore the maximum resolution of the
interferometric system. However they are normally not suitable for compact and reliable
systems since they suffer from poor beam quality, low lifetime, and big size Most popular,
compact and reliable solid-state sources for WLI are SLDs. These devices have a structure
similar to that of laser diodes, but the lasing effect is avoided by introducing losses in the
cavity. Different technological processes have been proposed to realize SLDs. However, all
these processes are based on laser diode cavities, e.g. an anti-reflection coating on the exit
face of the laser. Due to the additional technological steps and to the small production
volumes these devices are about ten times more expensive then laser diodes at the same
emitted optical power. SLDs exhibit better beam quality and higher optical power than
LEDs, and for these reasons they are more suitable to be used for WLI. On the other hand,
low-cost, multi-quantum well visible laser diodes when polarized under threshold and kept at
37-40 °C exhibit spontaneous emission: therefore these devices could be efficiently used as
low-cost sources for WLI when a low optical power is required.

Typical spectral width, achievable resolution, mean lifetime, size and cost of sources
suitable for WLI are summarized in Table 1.

5.2 Mechanically scanned white light interferometer

In mechanical scanning white light interferometers the interference signal is obtained by
scanning the position of a reference mirror.*

The distance measurement is performed by detecting the maximum of the interference
signal envelope. The common optical setup, shown in Figure 14., is based on a Michelson
interferometer with a variable reference arm. Reference mirror M2 is moved by using a
mechanical or piezoelectric scanning system (MP). This element mainly limits the dynamic
range ofthe interferometer, whereas the resolution is usually limited by the coherence length
ofthe optical source.

Mechanical scanning WLI is suitable for wide measurement ranges, but normally it
suffers from poor accuracy and a limited speed of operation due to the mechanical scanning
systems used to move the reference mirror. The waveform processing procedure is shown in
Figure 15. First, the current signal from the photo-detector is converted into a voltage signal
by a transimpedance amplifier. This enters a full-wave active rectifier followed by an
envelope detection circuit. The RC time constant ofthe envelope detector is set to match the
reference mirror velocity since this velocity determines the main spectral component ofthe
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Figure 14. Standard optical setup for mechanical scanning WLI measurements.
measuring reflector; M2 reference reflector; BS: beam splitter; PD: photodetector; TP: transimpedance

amplifier; EDC: envelope detection circuit.
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Figure 15. Waveform processing of the interference signal obtained by a mechanical scanning WLI a)
signal at the output of the transimpedance amplifier of Figure 14. b) and c) second and third step of the

elaboration process.
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Figure 16. Typical interference signal due to
Z: displacement of the reference mirror from the zero-OPD condition.
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Figure 17. Typical optical setup of an electronic scanning WLI. S: optical source; L: collimating lens; BS:
beam splitter; M1: measuring arm reflector; M2 and M3: reference arm mirrors.

interference signal. A personal computer generates a start TTL signal for the translation stage
and begins the acquisition ofthe processed signal. Figure 16. shows a typical interferogram in
the neighborhood of the balanced condition.

5.3 Electronic-scanning white light interferometry

In an electronic-scanning white light interferometer (ESWLI) the interference signal is
converted into spatial fringes in a Moiré fashion by overlapping the light beams from the two
arms at an angle on a CCD receiver, so that the output from the CCD array is equivalent to
the output resulting from a spatial scan.’

The main advantage of electronic-scanning WLI systems is in the absence of any
mechanical or piezoelectric scanning device. However, ESWLI systems normally suffer from
limited dynamic range. A typical optical setup of an electronic-scanning white light
interferometer is reported in Figure 17. Typical interferograms obtained for three different
OPDs are reported in Figure 18. Dynamic range R and resolution AR of an electronic
scanning white light interferometer can be calculated by using the following equations:3s

(19)

where A is the optical wavelength, M and N are the total number of pixels of the CCD and
the minimum admissible number ofpixels for each interference period respectively.

5.4 Dispersive white light interferometry

As for the electronic scanning white light interferometer, in the dispersive white light

. f z |
0 40 80 120 0 40 80 120 0 40 80 120
Pixel number

Figure 18. Example of ESWLI interferograms for three different positions of the target.
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Figure 19. Typical optical setup of a dispersive WLI. S: optical source; BS: beam splitter; M1: measuring
arm mirror; M2: reference arm mirror.

interferometer (DWLI) no moving parts are present.* The main component in such a system
is the dispersion grating that spatially separates the spectral components of the broad band
excitation light.

The standard optical setup is shown in Figure 19. It is based on a Michelson
interferometer where the optical output is processed by dispersion grating DG and linear
camera CCD. The collected signal is the product of the emission spectral shape of the low
coherence source and a sinusoidal interference function. The information concerning the
absolute distance of a reflective interface in the target is contained in the frequency 8¢/0v of
the sinusoidal modulation signal. According to Shell et al.,;’" the interference phase ofthe
dispersed output light varies linearly with the optical frequency v as:

o(v) = 47".0PD v (20)

where OPD is the absolute optical path difference of the interferometer, v the optical
frequency and c the speed of light.

Typical waveform processing to calculate the OPD is shown in Figure 20. First, the
signal at the output of the CCD camera (Figure 20a.) is acquired by using an A/D board
plugged into a personal computer, than the FFT algorithm is then used to elaborate this
signal in order to obtain a shifted gaussian-like shape (Figure 20b.). The frequency shift is
proportional to the absolute OPD.

The maximum measuring distance is limited by the spectral resolution Av, of the
diffraction grating. The distance resolution can be theoretically better than A/8. Practically
the finite fringe visibility and the limited number of acquired periods limit the resolution to A,
i.e. about 20 times less than the resolution achievable from mechanical scanning white light

CCD output mﬂ\N\A/\/_\
a)

2%
do () Y
FFT result dv
b)
2n dv

Figure 20. Waveform processing of the CCD signal due to step variation of the diffraction index in the
target.
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Figure 21. Typical interferogram from a dispersive white light interferometer.

interferometers. Figure 21. shows a typical interferogram obtained when OPD=200um.

Dispersive white light interferometry can be combined with continuous wave, frequency
modulation interferometry to implement a distance meter operating with both a very high
resolution and a long range.’

6. COMPARISON OF THE DIFFERENT TECHNIQUES

A common property of the measuring techniques so far presented is the ability to
perform non-incremental measurements. However the techniques are not interchangeable;
for a given application, each method can present advantages and disadvantages with respect
to the others. In order to attempt a classification from the application point of view, we can
concentrate the analysis to a very few parameters as summarized in Table 2. First we have to
compare the different laser sources that can be used to implement a particular measuring
technique. In general for compact systems only semiconductor devices and solid state lasers
can be considered, gas lasers are generally classified as cumbersome devices.

Portable meters can be exclusively based on laser diodes, LEDs, and SLDs. As the
metrological point of view, measuring range and resolution (it is assumed that the total

Table 2. Comparison of the techniques.

Tech. Sources Range Resolution Complexity Commercial Availability
immediate near future

gas lasers, from tens
DHI solid state of cmupto 0.01-0.001 % Very high No No
lasers, diode tens of m FS
lasers

solid state from few
FMCW lasers, diode mmupto 0.1-0.01 %FS Medium No Yes
lasers few meters

lamps, limited by
MSWLI LEDs, SLDs, mechanics 1-50um low Yes
diode lasers

lamps, 30-200 um
ESWLI LEDs, SLDs, 0.5-2urn medium No Yes
diode lasers

lamps, 200 2000
DWLI  LEDs,SLDs, um 0.1 1-um high No Yes
diode lasers
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measurement uncertainty is equal to some small multiple of the resolution) have to be
evaluated, from the table it is evident that the different techniques present different
performances. In particular, DHI and FMCW systems are suitable for long measuring ranges,
WLI systems are suitable for short ranges.

As to the industrial applicability, column Complexity of Table 2 gives an estimation of
the effectiveness of the technique. The DHI technique is rated very high, this means that this
technique can be successfully used only if other methods do not solve a given measuring
problem. In contrast MSWLI is rated low in complexity, as a consequence some
commercially available devices have been already developed.
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OPTICAL TOMOGRAPHY: TECHNIQUES AND APPLICATIONS
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1. INTRODUCTION

Tomography is a method of two-dimensional imaging based on analysis many one-
dimensional images (Figure 1.). From theoretical point of view tomography requires several
calculations. Starting point of the calculations is to obtain mathematical description of
several one-dimensional transmittance images of object. It may be made based on Radon
transform.!

Figure 1. Transmitation images fo of real object f(x,y) allow to calculate function s(x’,y’) describing

images of the object.
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Figure 2. Geometrical parameters in Radon transform.

In general Radon transform is done by formula as follows:
f= [/ loys (1)

where f(X,y) is object function. For two dimensional case the formula has more precisely
view:

flp.o)= Jf(pcos¢—ssin¢,psincp+scos¢)ds )

where geometrical parameters are shown in Figure 2. Substituting
p=(x,8)=xcosp+ ysing 3)

we can get general case:

F(p.8)= [ f(x)5(p-(&.x))x )

Radon has proved that his transform is analogue to the two-dimensional Fourier
transform.!

Next step in calculations is to apply Fast Fourier Transform (instead of Fourier
transform due to simplification of calculations) for each one-dimensional function. Results of
calculations are collected in matrix of complex components.

In order to obtain the cross section of the two-dimensional object reverse two-
dimensional Fast Fourier Transform must be used. All the calculations are terrible time
consuming and without computers it was impossible to have useful tomographs. There are
many types of computer assisted tomography (CAT) dependent on radiation and method
used to create of one-dimensional images. The best known is X-ray computer tomography.

X-ray computer tomography was introduced after almost eighty years of the first
medical application of X-ray imaging.23 An idea of the tomography is based on computer
analysis of the large number electronic pictures obtained during rotation of X-ray tube and
detector array around the human body.

Quality of images given by modern X-ray tomographs is very high although X-ray
effective dose during one computer tomography examination is almost twice as big as
natural background radiation per year.* Hence some attempts of application of light instead
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of X-rays have been carried out for several years. Application of light leads to optical
tomography. Up-to now results of optical imaging are not so good as X-ray tomography
mainly due to high scattering of light inside human tissue and inside others media with
similar optical parameters.

Other possible types of computer assisted tomography very similar to X-ray type are:

« nuclear radiation (o, B, ),

. clectron beams,

. ultrasounds.

Magnetic resonans imaging is a little different types of CAT which requires an analysis
of relaxation time of nuclear magnetic resonans inside human body.

2. OPTICAL TOMOGRAPHY

Computer assisted tomography with help of optical waves for create of one-
dimensional images seams to be very attractive. From theoretical and experimental point of
view there are no problems with optical tomography imaging in open space. Unfortunately
optical tomography should be mainly applied for visualization of objects inside high
scattering medium like for example human body.

Light transmitted in high scattering medium like living tissue does not allow to obtain
an image of different objects which are inside human body. We can observe only low quality
shadow image which is insufficient for typical computer tomography. Some research of
Alfano and coworkers® gives a view for the problem. Only ballistic photons and partially
snake-like photons can give a good image which is disturbed by photonic noise caused by
scattered photons (Figure 3.). A fraction of photons which are useful for creation of image is
extremely small sometimes much less then one percent. In order to omit a problem with
interference scattered photons many methods are introduced. The methods may be collected
in a few groups named as follows:

. time - resolved imaging;

. fluorescence imaging;

. coherence imaging;

. direct transillumination imaging.

3. TIME-RESOLVED IMAGING

Time-resolved imaging is one of the possible method of separation of direct transmitted
i.e. ballistic and snake-like photons and scattered photons (Figure 4.). It may be realized by
various techniques of gated detection like by use Kerr gate,® streak camera,” stimulated
Raman scattering.’

The time-resolved method requires very short pulses (100 fs) of light illuminating the
object and high speed photodetection techniques (response time from 100 fs to 10 ps). It is
very costly but laboratory results are very promising?

4. FLUORESCENCE IMAGING
There are other possibility to obtain an object image in high scattering medium. The

method named fluorescence imaging is based on comparison laser induced fluorescence
image of different kind of living tissue."
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The method utilizes results of laser fluorescence spectra analysis. In order to increase
the spectra differences some special dopants are introduced to the human body. Hence the
method may be associated with photodynamic therapy because both methods require the
agents which are selectively retained in human tissue. Due to effects of accumulation of the
agents in the skin and up-to-now low quality of such imaging the method seems to be
inconvenient for optical computer tomography.

5. COHERENCE IMAGING

The best known method of coherence imaging is holography. The holography allows to
create of three-dimensional image based on hologram i.e. interferogram in which amplitude
and phase of wave object is registered. The holography requires illumination of object by
light with good coherence and without disturbing of amplitude and phase of wave diffracted
on the object as well as reference wave helpful in creation of interferogram. Hence the
holography which is very promising technique of imaging in open space is useless in optical
imaging in high scattering medium.

Optical coherence imaging in light scattering medium is based on utilization of phase
correlation of ballistic as well as snake like photons with reference photons.!!-12

w oK - K
)')"\,.Rf"

bAoA

vV 4

Figure 3. Ways of three types photons in tissue: ballistic (A), snake-like and diffuse (B).
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Figure 4. Imaging in high scattering medium is disturbed by photonic noise created by large number diffuse
photons.
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Figure 5. Diagram of optical coherence imaging.

Scattered photons have too long optical path in the medium, longer than coherence
length of light used in experiments. Hence the scattered photons create a noncoherent
photonic noise which can be eliminated. The method may be applied for microscopy imaging
of objects in high scattering media.”* An idea is based on application of an optical fiber
Michelson interferometer with superluminescent light emitting diode (SLED) as a light
source (Figure 5.). Coherence of light emitted by SLED is not very high and it allows to
obtain interference pattern only when optical path of light in the object arm and reference
arm with mirror is almost the same.

Reflectivity of object in scattering medium influences on intensity of interference
pattern. It allows to create a reflectivity map of object with help of moving reference mirror.
Additional scanning in two dimensions gives multiple maps of reflectivity of different slices
of object. Hence such imaging allows to build up optical coherence tomograph.

6. DIRECT TRANSILLUMINATION IMAGING

Direct transillumination method of imaging was introduced more than fifty years ago
for breast cancer diagnose with not very good results."* Development of light sources like
gas lasers and recently visible laser diodes and sensitivity of detectors gives the researchers
new possibility to build up equipment for direct transillumination imaging.

There are at least two groups of researchers who built up and clinically tested a two
wavelength optoelectronic mammoscopy for breast cancer imaging.'*'* One group from
Hammamatsu used He-Ne gas laser and infrared laser diode to create shadow images.
Results of clinical tests of the mammoscope are very good and some electronic pictures of
tumor are better than mammography films used as a standard. Second group from Warsaw
University of Technology built up the mammoscope by use only two kinds of laser diodes
(Figure 6.). The mammoscope was tested in Warsaw Institute of Oncology and some results
after additional image processing were very promising'” and similar to the results of the
Japanese group.'s

7. OPTICAL TOMOGRAPHY SCANNERS

Obtained in different way images of objects should be transformed by computer in
similar way as X-ray images are processed. There are some researchers who try to do that.
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Figure 6. Schematic drawing of the laser diode mammoscope.

They apply direct transillumination method as a very similar to the X-ray computer
tomography configuration.A titanium - doped sapphire laser or solid state laser pumped by
an argon - ion laser as a light source may be used. Several hundreds of avalanche
photodiodes help to measure transmission in sequence, synchronous with sweep of the fun.
Such optical tomography scanner was built up by Grable and co-workers. "

Optical coherence tomography also allows to built up a scanner but up to now it is
limited only for imaging of objects in not very high scattering medium like inside eye or
layers of skin close to surface.

8. CONCLUSIONS

Optical computer tomography requires high quality of image and up-to-now no method
of optical imaging presented in the paper are sufficient for that. Nevertheless we know about
optical imaging in high scattering media much more than few years ago and some results are
promising.

Medical problems of optical imaging are close to problems of submarines in murky
water and airplanes in clouds. Hence combination of military and medical requirements gives
a chance to support of future research leading to real time optical computer tomography.
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1. INTRODUCTION

The use of laser sources in many application fields has led to new kinds of experiments
where the accurate determination of the optical properties of the media used in device
fabrication is essential. On the other hand, the availability of laser sources and sophisticated
optical devices has led to an increasing use of the optical characterisation as an investigation
technique for many materials. Among optical properties, the refractive index n plays a role
of primary importance. Many methods have been pro osed to determine the refractive index
of materials, and in particular of liquid samples. 7 The propagation of electromagnetic
waves in any material depends on its refractive index both in the case of free propagation,
when geometrical optics approximation applies, and in the case of guided configuration.
Thus, measuring techniques exploiting both geometrical optics components, such as prisms,
dielectric slabs, etc., and guiding structures, such as optical fibers and waveguides, can be
employed. To achieve higher precision, interferometric measurements can be of use.

In this chapter, some methods to determine the refractive index of liquids are described,
and a new method proposed, based on a nonlinear phenomenon in optical waveguides. In
particular, different types of refractometers will be presented, grouped depending on their
working principle: based on geometrical optics, exploiting interferometric techniques and
non conventional methods, in optical fibers and in waveguides.

The new refractometer proposed is based on second harmonic generation from
nonlinear optical waveguides in the Cerenkov configuration. It exploits the dependence of
the output angle of the Cerenkov beam on the refractive index of the waveguide cover
(liquid sample). The main advantage of this method is that it allows the determination of the
refractive index of the liquid in the infrared by means of a plain angle measurement
performed on a visible beam (Cerenkov second harmonic). Moreover, the refractometer is
realised in a simple planar step-index waveguide and device full-integration can be foreseen.

The possibility of exploiting the same measurement technique as a method to
characterise nonlinear optical waveguides starting from liquids of known refractive index is
also considered.

The rationale of the technique proposed is discussed, and preliminary experimental
results are reported.
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Figure 1. Abbe refractometer.

2. REFRACTOMETERS FOR LIQUIDS: AN OVERVIEW
2.1. Classical refractometers

Classical refractometers for the determination of # in liquids mainly exploit reflection
and Shell’s refraction laws in different eometrical configurations. This is the case for Abbe
refractometer,! Pulfrich refractometer’ and refractometers based on minimum deviation
angle or on beam-displacement measurements.>* In general, all these methods require
precise knowledge of the refractive index and of the geometrical characteristics of the
optical components used in the measurements. Actually, both Abbe refractometer and
Pulfrich refractometer are known and used since long time, but recently they have been
proposed in new configurations employing lasers as the light source. Indeed, on one side,
the spatial and temporal coherence of laser beams allow more precise measurements; on the
other side the wide use of lasers in optical experiments makes it important to perform the
optical characterisation of materials with the same light sources. The working principle of
the above mentioned devices is illustrated in Figures 1. to 4.

In particular, Figure 1. illustrates the scheme of a typical Abbe refractometer, that
exploits critical refraction conditions, the ligth path being opposite to that oftotal reflection:
by measuring L and d, the critical angle is obtained, and hence, through Snell’s law, the
sample refractive index. Only indices lower than that of the glass plate, that must be known,
can be measured.

Figure 2. illustrates one possible configuration for Pulfiich refractometer: a V-shape
prism filled with the liquid to be characterised is used, and the deflection angle measured; a
second configuration similar to Abbe refractometer, where the critical angle is measured, has
also been reported, the only difference being in the method used for the angle determination.
The first configuration requires the knowledge both of the V aperture angle and of the
refractive index of the prism, whereas the second one only requires the knowledge, of the
refractive index of the prism, but again the latter represents an upper limit for the indices to
be measured.

i liquid sample
source

measuring
prism

goniometer

Figure 2. A possible configuration of the Pulfrich refractometer.
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Figure 3. Scheme of the minimum deviation angle refractometer

Figure 3. shows the scheme for the refractive index determination by means of
minimum deviation angle measurement. A glass hollow prism is placed on a rotating
platform. The zero position is determined when the prism is empty Then the prism is filled
with the liquid to be measured and the angular position corresponding to the minimum
deviation condition is determined. Only the prism angle must be known provided that
entrance and exit faces of the hollow glass prism are optically flat and each with parallel
sides.

Figure 4. illustrates how to determine the refractive index of a liquid by measuring the
displacement d of a laser beam passing through a rectangular hollow cell filled with the
liquid sample. In the basic scheme, all geometrical parameters of the cell and the refractive
index of its walls must be known with high precision. Otherwise, a reference measurement
can be performed with the empty cell: in such case only the length ofthe internal dimension
ofthe cell has to be known.

2.2. Interferometric refractometers

Interferometric methods are a typical choice in optical measurements when high
precision is needed. The common principle of interferometric refractometers for liquids is
that of having the liquid in the measurement arm, the optical path being thus affected by the
refractive index of the sample, and air (or vacuum) in the reference arm. Different
configurations can be exploited, such as plain Michelson interferometer ¢, Mach-Zender
interferometer,”® Jamin or Rayleigh refractometers.” More complex configurations are
reported, e.g. combining two Michelson interferometers,® or inserting a very stable stepped
cell in an arm of the interferometer,"! or using grating interferometers. >3

2.3. Non conventional refractometers

Refractometers combining different phenomena or exploiting particular situations that
take place in small drops of liquid have also been proposed.

-

glass -
liquid [ }/
laser W& < o

Figure 4. Beam displacement method.
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Figure 5. Diffraction grating microrefractometer.

Figure 5. shows a diffraction grating microrefractometer'* where the liquid sample is
placed on a diffraction grating and a glass prism is superimposed to it. When the input-beam
incidence angle on the prism is such that light is transmitted through the liquid and hits the
diffraction grating, diffracted beams will be observed on the screen. By varying the incidence
angle, diffracted beams will disappear when the angle corresponding to total reflection at the
prism-liquid interface is reached. The measurement of this angle, together with the
knowledge of the refractive index of the prism, allows the determination of the refractive
index ofthe liquid. The latter can not be higher than the prism index, as it always happens
when total reflection is involved.

The refractive index of liquid samples has also been measured by exploiting high-order
rainbows formed by a pendant drop, or by studying multiple-beam Fizeau fringes (in
transmission) produced when a small drop of the liquid sample is introduced in a wedge
interferometer.'¢

2.4. Optical fiber refractometers

Optical fibers characteristics and the possibility of altering light propagation and
coupling conditions by acting on the interfaces have been exploited in some refractometers.

When the optical fiber end is plunged in the liquid sample, the refractive index of the
liquid can be determined by monitoring the back-reflected power with respect to the coupled
input power, according to the well known Fresnel coefficients.” Since equations contain
square parameters, in particular the square of the difference between the refractive index of
the fiber core and that of the liquid sample, to avoid ambiguity at least two determinations
must be performed, with two fibers having different core index.

Instead of exploiting back reflected power, the optical fiber end can be again dipped in

optical fibers

photodiodes
L]

liquid

N mirror

Figure 6. Optical fiber reflection refractometer.
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the liquid sample, but facing a mirror. The power collected by a second fiber placed next to
the incoming one, as shown in Figure 6., is a function of the liquid refractive index.'
Actually, it is convenient to use two parallel collecting fibers to minimise the effects of
possible laser fluctuations, variations in the mirror reflectivity and bending losses.

When the cladding is removed in a region of an optical fiber, and the core exposed to
the liquid sample, mode confinement conditions, and thus losses, are affected and depend on
the refractive index of the liquid. Therefore, by measuring radiation losses or transmitted
power in suitable geometrical conditions, the refractive index of the liquid can be
measured.> A possible scheme based on this working principle is shown in Figure 7.

The cladding of the fiber can be substituted in a region with a gold layer, and the
corresponding part of the fiber dipped in the liquid sample, as shown in Figure 8. By
adjusting the input coupling angle o, phase matching between the fiber guided mode and the
plasmon mode is achieved. When this occurs, transmitted power drops dramatically. Since
the phase matching condition depends on the refractive index of the surrounding liquid
sample, the latter parameter can be determined by monitoring the transmitted power as a

function of o.
2.5. Waveguide refractometers

The basic principles that allow the design of optical fiber refractometers can be
extended to waveguides. Moreover, waveguide interferometers can be designed to achieve
higher precision, as for example in the Mach-Zender interferometer proposed by Liu et al.,2
where the reference arm is shielded, while the sensing arm is in contact with the liquid
sample.

A waveguide refractometer based on surface plasmon resonance® similar to that
realised in optical fiber has been proposed. Actually, in this case the sensor design is far

liquid

Figure 8. Fiber optic refractometer based on surface plasmon excitacion
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Figure 9. Waveguide refractometer exploiting input or output grating couplers.

more complicated. Indeed, in the configuration proposed a SiO, buffer layer, a TiO, tuning
layer and a gold layer are placed on a K'-Na" ion exchanged waveguide and a layer of the
sample (not necessarily a liquid) is placed as the cover. The occurrence of phase matching
between the guided mode and the surface plasmon mode, which depends on the cover
refractive index, deeply affects the guide losses. Thus, by measuring the transmitted power,
the sample refractive index is evaluated. The guide has to be carefully designed for
superstrate refractive indices not too far from that to be measured. Moreover, preliminary
calibration curve ofthe transmission coefficient as a function of the liquid refractive index is
needed.

Coupling gratings have been exploited to design another type of waveguide optical
refractometer. Guided modes propagating in a waveguide are characterised by the so-called
effective refractive index (n.;) defined as the ratio B/k,, where [ is the propagation constant
of the mode itself, and k, is its wavenumber. The sensor is constituted by a planar
waveguide provided with a coupling grating and the liquid sample is placed as the cover,
as shown in Figure 9. The value of the refractive index of the cover affects the evanescent
field and thus the n.; of the guided mode. The latter can be determined by measuring the
coupling or out-coupling angle o.. From the n.q, it is then possible to calculate the refractive
index of the liquid sample.

3. CERENKOV REFRACTOMETRY

As illustrated in the previous paragraph, many methods have been proposed to measure
the refractive index of liquid samples. However, most ofthem suffer from some limitations.

fundamental guided mode at
non linear polarisation wave 2B

- A 4

..\‘1 - .
% » gwde
6C-im

substrate
Cerenkov radiation-mode at 2w+

(20) 44 (2)
k() nsuh

(a) ®)

Figure 10. Cerenkov second harmonic generation scheme (a) and wave vector representation of the phase
matching condition (b).
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Indeed, depending on the principle and the material used, each system limits the range ofn-
values that can be measured. Moreover the device or system used needs to be fully
characterised, in terms of optical, physical and geometrical parameters, with very high
precision. It must also be taken into account that the most precise devices are also very
complex. It has to be pointed out that, although the methods reported can in principle be
used both in the visible and in outer ranges (for example in the infrared), they have typically
been tested only in the visible, mainly due to experimental difficulties.

In this chapter, we propose a new waveguide refractometer based on second harmonic
generation in the Cerenkov configuration from planar waveguides. As already stated, for a
given optical waveguide, the effective refractive index of a guided mode is directly related to
the cover refractive index, and thus the cover refractive index itself can be determined by
measuring the n.s. When dealing with second order nonlinear waveguides, the n of a
guided mode can be determined by measuring the output angle of the corresponding second
harmonic (SH) radiation mode generated in the Cerenkov configuration.

It is worthwile recalling the basics of Cerenkov second harmonic generation® so as to
better clarify the working principle of the new refractometer proposed. As shown in
Figure 10a., when a guided mode at ® (fundamental) propagates within a second order
nonlinear waveguide (planar in the example reported in the figure), a nonlinear polarisation
wave arises at the waveguide-substrate interface and a Cerenkov radiation mode at 2®
(second harmonic) is generated. Of course, the phase matching condition [B2w®) = 2B(w)]
must be satisfied, but, in the configuration described, this is not a critical point since such
condition is automatically fulfilled by means of a self-adjustment of the output angle of the
Cerenkov mode provided that 2B(®) < kee = kf(20) n.,(20), as illustrated in Figure 10b. In
fact, if this is the case, the Cerenkov radiation mode will propagate in the substrate at an
angle B¢, such that the projection of k. along the propagation-plane of the waveguide
equals 2f(w). Actually, B(®w) = k(®) n«(®), and since ko(20) = 2ki(w), the following
equation is obtained

Oc.in= arcos[Ne(®)/n.,(20)]

The relationship between 0c., and the measured angle 0., is given by Snell’s refraction
law. Thus, Oc.. is a simple function of n.. This is the basis for the refractometer that we
propose. In fact, when a liquid of unknown refractive index ns is placed as the cover of the
waveguide acting as the sensor, it alters the boundary conditions and thus the n. of the
guided mode. The corresponding analytical relation can be obtained by the propagation
theory in waveguides.® If the waveguide is properly designed for Cerenkov second
harmonic generation, a Cerenkov radiation mode will be observed at an output angle Oc.
related to n.yand thus to n,. Therefore, if the optical parameters of the waveguide and of the
substrate are known with the sufficient precision, by measuring ¢, n.; can be evaluated
and finally n,. Actually, since the setting of an absolute zero for the measurement of 0., is
very delicate, it is more convenient to choose a reference cover (typically air) and then
measure the variation of Cerenkov output angle ABc.., calculate the corresponding A,.m
then An,, and thus the absolute value for n,. The refractive index ofthe guiding film gives the
upper limit for the n, that can be measured.

To achieve a good sensitivity, the waveguide sensor must be properly designed. We
have chosen Z-cut X-propagation proton-exchanged (PE) planar waveguides in lithium
niobate (LiNbO;). Indeed, these step-index waveguides exhibit a good efficiency for
Cerenkov second harmonic generation, and they support only extraordinary modes. Due to
the high refractive index of the guiding film, a wide range of n, can be measured. By
numerical simulations, it is possible to show that sensitivity. is higher for thin waveguides

with high An.
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Figure 11. Experimental set-up for the Cerenkov refractometer (a). Detail of the waveguide with the liquid

sample drop (b).

Figure 11. shows the experimental set-up (a) together with a detail of the sensor (b).
The laser light is coupled into the waveguide by means of a rutile prism, the Cerenkov
output angles with the reference-cover and with the liquid-sample are measured by finding
the condition of perpendicularity respect to a mirror mounted on a high-precision rotation-
stage. In the experiments we used as the laser source a Nd:YAG laser at 1.06 pm. Actually,
one ofthe main advantages of the refractometer proposed is that it allows the determination
ofthe sample refractive index in the near infrared by a measurement performed in the visible
range. Moreover, the sensor described is quite simple: indeed, although it requires a
nonlinear substrate, no complex waveguide fabrication techniques (e.g. grating realisation)
are needed. The measurement is independent on the coupling technique and only a few
drops of liquid are required.

The experiment reported here was performed by using a multimode waveguide as the
sensor, so as to allow standard full optical characterisation of the waveguide itself Actually
higher sensitivity is expected for single-mode waveguides, due to their lower thickness, but
in such case non-conventional characterisation techniques must be used.
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Figure 12. Waveguide characterisation set-up.
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Table 1. Cerenkov refractometer: comparison between expected values and experimental results

n, from datasheet measured ABc g (degrees) n, from the measurement
1.484 0.608 1.484
1.578 0.808 1.577
1.622 0.906 1.622
1.667 1.016 1.664

Waveguide optical depth and refractive index difference An were calculated by inverse
methods from the n. of the different modes. Figure 12. shows the experimental set-up for
conventional characterisation of planar waveguides. The laser light is coupled into the
waveguide by means of a suitable prism and the guided modes are outcoupled by means of a
symmetrical prism placed at the other end ofthe guide. The coupling angles ofthe different
modes are measured by maximising the corresponding out-coupled m-lines and from these
angles the effective refractive indices are calculated. The waveguide we used in the
preliminary measurements reported here exhibits extraordinary index difference An, =
0.0914 and optical depth d. = 1.434 um at the fundamental wavelength A = 1.064 um. The
refractometer was tested on a set of liquids with known refractive index (R. P. Cargille Labs.
Inc., USA). Table 1 reports the Cerenkov-angle variations obtained with the different liquids
respect to air, the corresponding calculated n, and the refractive index values from the
datasheet. It is worth noting that the values reported in the datasheet at A = 1.064 pm are
extrapolated from those measured in the visible range. If keeping into account the precision
of the values given in the datasheet (£1.5 xX10-) and that of our experimental values, which is
of the same order, the data reported show a good agreement.

4. INVERSE USE OF CERENKOV REFRACTOMETRY

Waveguide characterisation is very delicate on the experimental point of view.
Moreover, in the case of single-mode waveguides, standard optical characterisation as
described above can not be performed. In the previous paragraph we have shown that, when
a planar second-order nonlinear waveguide is filly characterised, it can be used as a sensor
for liquid refractometry. Actually, an inverse approach is also possible. Indeed, when the
waveguide optical parameters are not known, but a set of liquids with known refractive

Table 2. Experimental values of Cerenkov output angle variations corresponding to the different liquids,

i Liquid refractive index from data-sheet Cerenkov angle variation measurement
(A=1.064pum) ABc.ox (degrees)
1 1.484 0.653
2 1.578 0.908
3 _1.622 1.047
4 1.667 1.214
5 1.717 1.423
6 1.745 1.570

49



index is available, from the determination of ABc., (liquid-cover versus air) the An. of the
guided mode can be evaluated. Full characterisation of the waveguide requires the
determination of both d (optical depth) and An (refractive index difference), that is of two
parameters. Thus a single An. is not sufficient. But using different covers, more An,; are
determined and both d and An evaluated. In principle two covers are sufficient to determine
d and An, but since variations of the two parameters may partially compensate each other, to
achieve a good precision a higher number of liquids is used and data processed by means of
a best fitting procedure. Table 2. reports the variations of Cerenkov output angle (in
degrees) when the reference cover (air) is substituted with different liquids together with the
refractive indices of the liquids as given in the datasheet. The measurements have been
performed on a planar Z-cut X-propagation single-mode PE waveguide in LiNbO;. Of
course, each measured ABc.« can be obtained by different couples of d. and A n.(in principle
infinite) since variations in the two parameters can compensate. To obtain the couple of d.
and An, that best describes the waveguide, a full set of d. and An. couples has been
considered (chosen with a fixed step, sufficiently small) and the corresponding A@c. has
been calculated for all the liquids used. Then, best fit has been obtained by minimising the
following parameter:
6 = Z:i=l-6[AeC-ext meas‘(i) = AeC-exl calc.(i)]z-

The resulting parameters are d. = 0.449 pum and An, = 0.0894 that give a n.; = 2.1572 for
the TM, guided mode. A full control ofthis result is not possible, since from standard prism
characterisation the two optical parameters of the waveguide can not be obtained. However,
the measured n. for TM, is exactly 2.1572, thus in perfect agreement with that calculated
from the parameters chosen for the waveguide.

5. CONCLUSIONS

In this chapter we have illustrated a new method for the determination of the refractive
index of liquid samples, based on Cerenkov second harmonic generation from suitable
planar waveguides. The method allows the determination of the refractive index in the near
infrared by detection in the visible. Although the sensor proposed requires a nonlinear
material, it can be fabricated by standard, rather simple techniques.

The same method can be exploited in an inverse way to obtain a full optical
characterisation of second-order nonlinear waveguides, even if single-mode.

We have reported preliminary experimental results that demonstrate the reliability of the
method described. Suitable waveguides will be designed for the refractometer proposed,
with particular attention to sensitivity optimisation. Moreover, the possibility of full
integration with a semiconductor laser will be considered. Indeed, waveguides, both linear
and nonlinear, are likely to play a major role in sensor applications, and in particular in
refractometry, especially in the prospect of fully integrated devices.
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CHARACTERIZATION OF AN OPTICAL FIBRE pH SENSOR
WITH METHYL RED AS OPTICAL INDICATOR
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50127, Firenze, Italy

1. INTRODUCTION

The chemical parameter most investigated with optical fibres is indubitably pH.! Since 1980.
when the first optical fibre pH sensor was proposed,’ many optical fibre pH sensors have been
described, based in both fluorescence and absorption.>* These have many advantages over the
traditional pH electrodes, such as immunity from the electromagnetic field, the absence ofelectric
contacts, and high miniaturization. These features make them very promising for several
applications, especially in the biomedical field.

On the other hand, the optical approach for pH detection is characterized by certain
disadvantages, such as limited working ranges and interferences coming from ionic strength. In
the determination ofblood acidity, for which pH sensors are already available on the market, the
required pH range which has to be measured is very narrow (pH range = 7.0-7.5) and the
changes in ionic strength are limited. In other fields, these two aspects are not to be
underestimated. Generally pH sensors are capable of covering 2-3 pH units and this fact limits
their range of application. In order to cover a broader range of pH, a combination of more than
one chromophore could be used.’¢” However the manufacture of the proposed probe appears
too complicated to allow its possible industrialization.

The present paper is concerned with the description of an optical pH sensor which makes
use of only one indicator, methyl red, covalently immobilized on controlled pore glass (CPG) and
capable of covering a broad pH range.

2. OPTICAL FIBRE PROBE

Methyl red was immobilized on controlled pore glass (CPG) according to an immobi-
lization procedure followed for other acid-base indicators and previously described.t The surface
of the controlled pore glass (CPG) was silylated by means of a proper silane: y-amino-
propyltriethoxysilane; subsequent chemical reactions made it possible to bind methyl red
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covalently to the support. The treated CPG was immobilized by means of a melting process
which made it possible to embed the glass support in plastic material.® This approach has been
described previously, the only difference being the fact that the treated CPG was immobilized on
a plastic reflector, and not directly on the plastic fibres. This reflector was placed, by means ofa
stainless steel wire, in front of two optical fibres used for the connection with the optical source
and the detecting system, respectively. Fig. 1 shows a sketch of the optical fibre probe. An
interesting feature of this probe is that the sensing part of the optode can easily be changed
withoutchanging anything else.

3. SPECTROPHOTOMETRIC ANALYSIS : PHOTODEGRADATION

The optical fibre probe was connected to an optical fibre spectrophotometer (Guided Wave,
model 260), and the probe was dipped in appropriate buffers. The ionic strength of the buffers
was kept constant and equal to 1.0 M, while the pH could range from 2 to 10.

Figure 2(a). shows absorption spectra for the different pH values, while the relationship
between the absorbance A (evaluated at the absorption peak ofthe undissociated form ofthe dye
= A =556 nm) and pH is shown in Figure 2(b). As can be observed, the working range was quite
broad, and a linear relationship could be considered from pH=3 up to pH=8.

Although the chromophore showed good sensitivity in this range, a slow but constant
decrease in the absorbance values was observed when the probe was dipped in buffers. This
behaviour could be ascribed either to a leakage of methyl red from the glass support, as a
consequence of the break in a chemical bond of the chemical chain which bound the dye to the
glass surface, orto the photodegradation of the dye. Since this effect was also observed at neutral
pH values, and neutral buffers could not be considered to be chemically aggressive, the main
reason for the decrease in the absorbance values was assumed to be the dye photodegradation.

This was confirmed experimentally by exposing optical probes to different lighting
conditions for eighteen hours. During this period, the absorbance step (AA) was measured many
times in correspondence with the same pH step (pH = 7.06 — pH = 4.16). Figure 3. shows the
experimental results: curve (a) is related to a lighting limited to the measurement time (=5
minutes), while curve (b) is related to continuous lighting.

plastic optical fibres

catheter

methyl red on CPG

Figure 1. Sketch of the optical fibre pH probe.
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Figure 2. Absorption spectra of methyl red on CPG for different pH values (a) and absorbance (at A=556 nm) vs
pH(b).
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Figure 3. Absorbance step AA for the Same pH step (pH=7.06 — pH4.16) in the case of lighting limited to the
measurement time (curve a) and in the case ofcontinuous lighting (curve b).

The decrease in absorbance values was noticeably reduced when the light exposure time
was limited, and these results confirmed that the decrease in absorbance values was due to the
photodegradation ofthe dye, and not to its leakage from the support.

4. OPTICAL FIBRE SENSOR

The use of pulsed light-emitting diodes (LED) made it possible to noticeably decrease the
time exposure of methyl red to the light. An optoelectronic unit was developed which makes use
of LEDs as sources, as well as of a suitable detection system. Two LEDs were used with their
emission peaks centred at 555 nm and 660 nm, for the signal and the reference, respectively.
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Figure 4. Stability tests of the optical fibre pH sensor: A’ vs time for the same cycle between pH 9 and 2 (a) and 6-
day measurement with the optical fibre costantly dipped in a buffer solution at pH 2 (b).
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Figure 5. Response curve of the optical fibre pH sensor to different pH steps (a) and A’ vs pH (b).

An electrical board equipped with a microprocessor and an internal buffer for data storage
constituted the detecting system. All the stored data were transferred to a personal computer for
further processing. What is calculated by the optoelectronic unit, is not the absorbance, defined at
a specific wavelength, but the quantity A’, defined as:

j 1,(A)dA J1.()da
- log )
| 1. *| [1.(aa

Aen=335nm Aom=660nm

where [, is the detected light when the probe is dipped in the buffer characterized by the lowest
absorption (pH ~ 01), while 7 is the detected light with the probe dipped in a generic buffer.
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Figure 6. A’ vs pH for different ionic strengths.

The integration is automatically performed by the optical detector, a preamplified photo-
detector, which does not carry out any discrimination of the wavelengths emitted by the LEDs.

Stability tests were performed to check the photostability ofthe probe. As a first step, some
cycles between pH 9 and 2 were repeated (Figure 4(a).): the A’ value at pH=2 was constant after
five cycles. Long-term measurements were performed for several days with other probes. A
typical result is shown in Figure 4(b).: the optical probe was dipped for approximately 6 days in a
buffer solution at pH=2. No drift was observed, indicating that the problem of photodegradation
had disappeared.

The response curve for different pH steps (between 2 and 10 pH units), obtained with the
optoelectronic unit, is showed in Figure 5(a)., while Figure 5(b). shows the related A’ vs pH
curve.

5. IONIC STRENGTH EFFECTS

In any accurate characterization of an optical pH sensor, the effect of the ionic strength
should be considered since it can heavily affect the measurement of pH.

Sensitivity, response time, working range and accuracy were investigated with buffer
solutions at different ionic strengths in the 0.005+ 1.0 M range. Figure 6. shows the relationship
between A’ and pH, for every ionic strength considered. As can be seen, both the whole range
and the linear working range depends on the ionic content of the solution. A simultaneous
broadening and shift towards lower pH values ofthe working range is observed with an increase
in the ionic strength. The performed measurements also show a great dependence of sensitivity
and response times on the ionic strength. Table 1. shows the linear range and the correlation
coefficients for the five different ionic strengths. Sensitivity <0.06 pH units was obtained in the
linear range of pH in any case. The linear range is quite broad if compared with the other
indicators described in the literature. If a suitable algorithm is chosen, the range between 1 and 10
pH units can be covered with the same dye for an ionic strength >0.1 M. Better sensitivity can
reasonably be obtained with an improvement in the electronic board.
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Table 1. Linear ranges and related correlation coefficients for the five different ionic strengths.

ionic strength 0 005M 0.2M 0.1M 0.5M 1.0M
linear pH range 48+9 5.1+8.8 3.0+79 3.1+738 2.9+8.0
r? 0.990 0.999 0.998 0.999 0.999

Table 2. Accuracy of the pH sensor considering different ionic strength ranges.

p=0.005+1.0M p=0.005/0.02M p=0.1+1.0M
pH range ApH ApH ApH
2.0+9.5 0.9 0.7 0.7
4.0+9.5 0.9 - 0.5
4.0+7.0 0.6 0.1 0.3

Table 3. Response time Ty, for different pH steps for the ionic strengths 0.005 M and 0.02 M.

u=0.005M u=0.02M

higher = lower lower = higher higher = lower lower = higher

pH step Top pH step Too pH step Too pH step Top
8.80 = 8.03 712| 8.03 = 8.79 464| 8.81 =8.00 | 496 7.97=18.79 | 208
8.03=6.96 | 976 6.96 = 8.03 528 8.00=7.06 | 368| 7.04 = 7.97 128
6.96 = 6.06 528 6.02 = 6.96 208| 7.06 =5.99 | 208| 6.00= 7.04 64
6.06 = 5.11 560 | 5.11 = 6.02 104| 5.99=5.06 | 112| 5.07= 6.00 30
511 =420 | 352| 420=5.11 30| 5.06 = 4.07 80| 4.07 = 5.07 48
420 =336 18| 3.35=4.20 32| 4.07=3.04 32| 3.03=4.07 32
3.36=244 16| 2.44=3.35 20] 3.04=2.10 32| 2.09=3.03 48

Table 4. Response time Ty, for different pH steps for the ionic strengths 0.1 M and 0.5 M.

pu=0.1M p=0.5M

higher = lower lower = higher higher = lower lower = higher

pH step Top pH step Too pH step Too pH step Too
8.89 = 7.88 177] 7.84 = 8.84 72| 8.80=7.85 96| 7.88 = 8.82 128
7.88 = 6.99 143 | 6.95 = 7.84 96| 7.85 = 6.98 96| 7.00 = 7.88 152
6.99 = 6.11 138| 6.11 = 6.95 90| 6.98 = 6.01 80| 6.03 = 7.00 96
6.11 = 5.03 39( 5.02=6.11 88| 6.01 = 4.96 92| 4.96 = 6.03 96
5.03 = 4.07 45| 4.06 = 5.02 64| 4.96 = 4.05 48| 4.07 = 4.96 72
4.07 = 3.00 24| 2.98 = 4.06 16| 4.05=3.11 32| 3.10 = 4.07 32
3.00 = 2.06 16| 2.05=2.98 16| 3.11=2.02 32| 2.02=3.10 32
2.06 = 1.15 16 1.15=2.05 16| 2.02=1.13 32| 1.13=2.02 24

It is possible to evaluate the accuracy of the sensor when the influence ofthe ionic strength
is not considered on the basis of calibration curves showing A’vs pH. The halfofthe pH change
(ApH), which is observed with different ionic strengths keeping constant the absorbance value,
gives an idea of this accuracy. Such values are reported in Table 2 for different pH ranges and
with different ionic strength ranges. As can be observed from the last two columns, where ApH is
reported for narrower ionic strength ranges, a knowledge, even a rough one, of the ionic
strength of the samples whose pH has to be measured, could make it possible to obtain better

accuracy.
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Table 5. Response time Ty, for different pH steps for the ionic strength 1.0 M.

p=1.0M

higher = lower lower = higher

pH step Too pH step Too
8.80=797 | 170| 7.99 = 8.82 144
7.97=17.01 125 | 7.03 = 7.99 136
7.01 = 5.93 96| 5.95=17.03 80
5.93 = 5.00 48| 5.01 = 5.95 64
5.00 = 4.03 48| 4.04 = 5.01 72
4.03 =291 32 291 =4.04 80
291 =1.99 24| 198 =291 30
1.99 = 1.10 30| 1.10=1.98 16

Steps of approximately 1 pH unit were considered in order to evaluate the effect of ionic
strength on response times. The measured values of response time ty, in correspondence with
each step are reported in Tables 3.-5. ty, is defined as 90% of the time required to reach the
steady state. On the basis of the experimental results, the following comments can be made: ty, is
less than 2.5 minutes for the higher ionic strengths (0.1-1.0 M), but it increases as the ionic
strength decreases; for low ionic strengths (0.005 M and 0.02 M) and for pH>5 an increase in pH
is characterized by a response time lower (two or three times) than that for a decrease in pH,
while the response times in both directions are comparable for the higher ionic strengths (0.1
M+1.0 M); response times are lower in acid solutions (pH<S) than in basic solution; the
difference becomes extremely evident for the lowest ionic strength where, for example, the
response time is of the order of 20 seconds for the steps 2.44=3.35 and viceversa and is about
12 and 8 minutes for the 8.80=8.03 and 8.03=8.79 steps, respectively.

The fact that a longer response time is observable with low ionic strengths is easily
explained with the slower diffusion of hydrogen ions in samples characterized by a low
concentration of ionic species.

Also, the second aspect can be explained by ascribing this behaviour to the presence of a
surface charge distribution on the treated CPG. This charge distribution does not affect the
response time if the ions dissolved in solution are the main source of the local electric field. On
the contrary, in low ionic content solutions, the surface charge distribution acquires a dominant
role in the formation of a local electric field, and is capable of lengthening the diffusion of
hydrogen ions towards the optode (decrease in pH) and to make the H' diffusion faster away
from the optode (increase in pH).

What at the moment is without explanation is the fast response at very low ionic strength
and pH<S5. This is very characteristic of this dye, and to our knowledge so far, these fast
responses at this low ionic strength have never been reported either with optical sensor or glass
electrodes.

6. CONCLUSIONS

The capability of methyl red, covalently immobilized on CPG, to cover a very broad range
makes such an indicator suitable for environmental or biomedical applications in which an
extended range is required. In particular, the developed optical fiber pH sensor appears suitable
for gastric pH detection, for which a broad working range (1+8 pH units) is required. The main
advantages of this sensor are:
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o the absence of leakage of the sensitive material from the glass support;

o the immobilization procedure of treated CPG on the plastic reflector, which is simple
and greatly facilitates the construction of the probe;

o the removal of the plastic reflector, which is done very easily in order to have a new
probe;

o the fast response of this probe, also at very low ionic strength for pH<S5;

o the optoelectronic unit which is fed by batteries and is easy to transport.

Ionic strength affects the performance of the probe, making worse its accuracy. Therefore

the behaviour of the probe is satisfactory only if ionic strength is constant as it occurs in all optical
fibre pH sensors. However, since methyl red is characterized by a lower dependance on ionic
strength, if compared with other acid-base indicators, also a rough knowledge of the ionic
strength (the order ofmagnitude) can make the probe performances satisfactory.
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1. INTRODUCTION

A variety of physical phenomena makes liquid crystals (LC’s) one of the most
interesting subjects of modern fundamental science. At the same time, their unique
properties, which give rise to enhanced optical anisotropy and sensitivity to external fields,
can be exploited in a large number of practical applications. Even if their main field of
application is concerned with displays, there are a number of other application areas where
their peculiar properties may play a relevant role as well; thus, for instance, optical sensors
and microsystems using LC’s are gaining increasing attention.

In this paper we have tried to describe the state of the art of sensors and microsystems
based on liquid crystals. Reference has been made to all the principal mesophases of
thermotropic liquid crystals and also to the preliminary results obtained by using a recently
developed composite material, namely polymer dispersed liquid crystals (PDLC). In order to
make clear the working principle of the devices which will be mentioned in the following, a
brief description of LC’s principal mesophases and of their optical and electro-optical
properties is presented in the next paragraph. Optical sensors and microsystems using LC’s
are described in the following sections, while the guided-wave optical microsystems which
have been the subject of our own research are presented in the last section. In our
description, we have chosen to privilege physical and intuitive aspects; however, the reader
interested in entering into more detailed and more formal descriptions of these phenomena is
referred to an useful list of references, which includes “classical” books, recent reviews and
all the articles (at least at our knowledge) bounded to the described devices.

Optical Sensors and Microsystems: New Concepts, Materials, Technologies
Edited by Martellucci et al., Kluwer Academic / Plenum Publishers, New York, 2000
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Figure 2. Schematic representation of molecular arrangement in the cholesteric phase.

2. LIQUID CRYSTALS OPTICAL AND ELECTRO-OPTICAL PROPERTIES

Liquid crystals are composed of highly anisotropic organic molecules and possess a
number of structurally different mesomorphic liquid phases in a readily accessible
temperature range. In these mesophases, the macroscopic properties are intermediate
between the solid state and the liquid state. The liquid crystals are fluid and still maintain
some degree of molecular order.

The melting of normal compounds involves in a single process the transition between
the solid state and the liquid one. In thermotropic LC’s, on the contrary, as the temperature
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increases, the compound goes through a series of phase transitions: from solid to various
liquid crystal phases, to isotropic liquid and finally to vapor phase. Therefore all the physical
properties, such as refractive indices, dielectric constants, elastic constants and viscosity,
depend on the temperature. Thermotropic LC’s may exist in three typical distinct
mesophases: nematic, cholesteric and smectic.'? In the nematic phase (see Figurel.) the
molecules have their centers of mass randomly distributed in the fluid but they are
directionally correlated to point, on the average, along a common direction. Such a direction
is described by the so-called molecular director n, which coincides also with the optical axis
of the material. Nematics are uniaxial, non polar and centrosymmetric.

The nematic phase is substituted by the cholesteric phase in compounds having non
centrosymmetric molecules. The cholesteric phase (see Figure 2.) is similar to the nematic
one on the microscopic scale, but over distances of the order of one micron the average
direction of the molecules tends to follow a characteristic helical structure, having its pitch
strongly dependent on the temperature. Cholesterics are uniaxial, non polar, non
centrosymmetric and show optical activity.

In the smectic phases (there are actually eight known smectic phases), the molecule's
centers of mass are ordered along parallel layers (the smectic planes), and still the molecules
tend to be aligned in each layer. The smectic phase is more ordered than the nematic one,
and hence it is stable at lower temperature. In the smectic C (Sm-C) phase, the molecules
form a layered structure with the average orientation of long axes, denoted by the smectic
director n, placed at an angle 6 with respect to the layer normal. The director n exhibits a
continuous degeneracy in its azimuthal orientation, lying on a cone coaxial with layer
normal. This tilt angle varies with temperature; it often increases with decreasing of
temperature. In particular chiral smectic C (Sm-C*) is an interesting class of liquid crystal
materials. The structure of Sm-C* (where the star means chirality), similar to the one of
smectic C except for a helical tilt distribution from layer to layer (see Figure 3.), will be
ferroelectric with a macroscopic electric dipole P locally normal to n lying in the plane of the
layers. In the isotropic phase, liquid crystals behave just as other organic liquids, although
they exhibit the so-called petransitional phenomena® in the vicinity of the phase transition
temperature Tc.

Liquid crystals flow as fluids in their mesogenic phase. Thus, they have to be confined
within substrates. Generally, these substrates are treated for proper surface alignment* to
form a crystal monodomain. Four basic alignments of LC’s have been developed and widely
used for applications: parallel, perpendicular, hybrid, and twist alignment. In the parallel
alignment, the director in the front and back substrates is parallel to the interface.
Perpendicular alignment is also known as homeotropic alignment. In such case, the liquid
crystal director is perpendicular to the substrate interfaces. Hybrid alignment is realized with
the director parallel to one interface and perpendicular to the other. In the twist alignment,
both substrates are treated similarly to those for parallel alignment except that the back
substrate is twisted at an angle. Cells with twist angles greater than 90 produce the so-
called super twisted nematics. In most electro-optical devices, the substrates have to be
coated with an electrically conductive but optically transparent film, such as indium-tin-oxide
(ITO), in order to apply an electric field.

Molecular structure plays an important role in determining the optical and electro-
optical properties of liquid crystals.s Three types of electronic transitions are often
encountered in a LC compound, namely 6—G* (excited states of o-electron), n—m*
(excited states of m-electron), and m—n transitions. The 0—¢* transitions (the A-band)
take place in the vacuum ultraviolet region (its central wavelength is somewhere around
120-150 nm). This band is an allowed transition and since there are many oG-electrons
available in a liquid crystal molecule, its transition intensity should be very strong.
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Figure 3. Schematic representation of molecular alignment in the smectic chiral (Sm-C*) phase.

The absorption of a totally saturated LC compound or mixture (only ¢ electrons are
present) becomes negligible in the visible spectra region. As to n—m# transition, the
oscillator strength of such transition is not expected to be very strong, thus its contribution
to the refractive index is not significant. In a conjugated liquid crystal, regarding the n—m*
transitions, it is possible to consider only the two major transition (the A, and A, band, with
A>\)). They take place in the vacuum ultraviolet region and in particular cover the spectral
range from 180 to 400 nm, depending on the conjugation length of the LC molecule. The A;-
band of several conjugated LC molecules occurs at about 200 nm. As to the A,-band, its
wavelength, the transition intensity and the absorption anisotropy all increase with increasing
conjugation.

In the liquid crystals mesophases, at wavelengths far off resonances, e.g. in the visible
spectral region, both scattering and absorption are decreasing: the scattering decreases asA™
and the absorption declines even more drastically. Consequently, scattering tends to surpass
the absorption and dominates the transmission losses. On the contrary, in the isotropic state,
where the scattering of liquid crystal is greatly reduced (by a factor of about one million) as
compared to the nematic state, light scattering losses may be lower than the absorption.

In the IR region the absorption is generally low, even if some molecular vibrational
bands appear, resulting in an increased absorption at the molecular vibrational resonances.
Since IR absorption of LC’s depends on the individual molecular vibrational transition
frequencies, different chemical bonds exhibit different absorption bands. As to the light
scattering in IR region, it is estimated to be about 3 orders of magnitude lower than that in
the visible region, and its contribution can be neglected.
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The refractive indices of an uniaxial LC are primarily governed by its constituents,
wavelength and temperature. WU ¢ taking into account all possible electronic transitions (A,

A and A,), has proposed an empirical model, which covers almost all LC’s in the entire
visible and IR regions and in the entire mesogenic phase. In the visible region, according to
the three-band model, ordinary index n, decreases as the wavelength increases and slightly
increases as the temperature increases. On the other hand, extraordinary index n. decreases
gradually as the temperature or the wavelength increase. Close to the nematic-isotropic
phase transition, the refractive indices changes are more pronounced, until they collapse to
the value of the isotropic phase. So, in order to reduce index fluctuations at room
temperature, a large mesogenic range, with a high clearing temperature (transition
temperature between the nematic and isotropic phase) is highly desirable. In the IR region,
due to the weak oscillator strength of vibrational transitions, the refractive indices of a LC
can be considered basically independent of wavelength except at the very vicinity of
molecular vibrational bands.

The useful range of LC’s is quite remarkable; it spans over the UV, the visible, and the
IR. Of course, in each region an appropriate LC has to be chosen. Apart the already
discussed localized resonances, in general there is a broad spectral region where the liquid
crystal is transparent and electro-optical effects can be usefully exploited.

As already said, the anisotropy of the macroscopic properties, due to the collective
molecular alignment, is the most important LC’s property. The degree of molecular
alignment as well as the molecular average direction can be changed by very low external
perturbations such as mechanical or thermal stresses, magnetic, electric or optical fields,
giving rise to a variety of thermo-optic, electro-optic, magneto-optic and opto-optic
modulation effects. The high dielectric anisotropy, the low voltage operation and low power
dissipation are the main advantages of liquid crystal displays, as compared to other display
technologies. Once the external field vanishes, the director may relax to the initial state or
stay in its final state, depending on the type of liquid crystal and the physical mechanism
involved (monostable or bistable behavior).

Several electro-optical effects in liquid crystals have been observed. These include: (i)
dynamic scattering, (ii) guest-host effect, (iii) field-induced nematic-cholesteric phase
change, (iv) field-induced director axis reorientation, (v) laser-addressed thermal effect, and
(vi) light scattering by micro-droplets. Field induced director-axis reorientation on aligned
nematic and ferroelectric liquid crystals is one of the most important electro-optic effects
exploited for modulating light.

In nematics, the electric field-induced polarization of a LC molecule follows the field up
to a few MHz of frequency before the dielectric relaxation takes place. The dynamic
response of the LC director is obtained balancing the elastic torque (due to the elastic
restoring force), the electric field-induced torques (due to electric field action) and the
viscous torque. The LC director responds to the squared amplitude of the external field.
Thus, electric field-induced molecular reorientation of a nematic LC does not depend on the
polarity of the field. The final states of the nematic director axis can be controlled
continuously by the applied field and once the external field is completely removed, the LC
director relaxes back to its initial state through the elastic restoring force. The decay time of
a nematic liquid crystal (NLC) device is mainly controlled by the viscosity and depends on
the specific operation conditions and material employed. The typical response time of a NLC
device is in the range of 1-100 ms. Many material parameters such as refractive index,
dielectric constant, elastic constant, order parameter and rotational viscosity may affect the
electro-optical behavior of LC devices. For instance, dielectric anisotropy and elastic
constant together determine the threshold voltage. Phase or amplitude modulation of an
incident light beam onto a nematic LC device has been obtained by means of a number of
different physical mechanisms.
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Figure 4. Surface stabilization: principle of operation of a surface-stabilized ferroelectric liquid crystal (SSFLC)
device.

In the case of ferroelectric liquid crystal (FLC’s) devices, two operation modes are both
of fundamental and practical interest: 1) surface-stabilized FLC (SSFLC) in the smectic-C*
phase,” and 2) soft-mode FLC (SMFLC) in the smectic-A* phase.

As already said, the Sm-C* structure is ferroelectric. In principle this gives, as a result
of the P<E torque, a strong linear coupling of n to the applied electric field E. However, this
linear coupling is eliminated on a macroscopic scale by an additional consequence of the
molecular chirality: in fact, n forms a spiral about the layer normal axis yielding an effectively
antiferroelectric helical structure. It is possible to use surface interactions to suppress the
antiferroelectric helix in a particular geometry.” The Sm-C* is confined between flat planes
which are treated so that the director at a surface is constrained to lie in the plane of the
surface but with no strong tendency for a particular orientation in the surface plane. Since
the energy required to unwind the helix decreases as the sample thickness d, this boundary
condition will suppress the helix for sufficiently thin samples (d < p, the helix pitch). In the
absence of the helix there is the spontaneous formation of either of two surface-stabilized
Sm-C* monodomains of opposite ferroelectric polarization. For ferroelectric Sm-C* these
two types of monodomains will possess opposite P normal to the plates, and will be denoted
as the ‘UP’ and ‘DOWN’ states. Adjacent UP and DOWN regions in a sample will be
separated by well-defined domain boundaries, which may be manipulated with an applied
electric field. The application of a field favoring the UP orientation produces a torque in the
wall which induces a wall motion that expands the UP regions and viceversa. In the simplest
geometry (see Figure 4.), the sample is placed between crossed polarisers with n parallel to
the polarization direction in the down state, leading to the extinction of the light passing
through the device. When an external field is applied normal to P, the ferroelectric torque
P+E drives the LC director around the tilt cone (the tilt angle remains constant and the
azimuthal angle varies) to the other stable state and stays there unless a second field with
opposite sign is applied. In the UP state the light polarization will make an angle 26 (twice
the smectic tilt angle) with the optical axis and a fraction of the incident optical power will
be transmitted. The resulting electro-optical effect exhibits a unique combination of
properties: microsecond to sub-microsecond dynamics, threshold behavior, symmetric
bistability and a large electro-optic response. The response time of an FLC device is
generally in the range 1 to 100 ps. In order to achieve a uniform molecular rotation in a Sm-
FLC cell, the layer thickness is usually limited to about 2um. A large area, uniform
alignment of an SSFLC cell is not easy to obtain.
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Figure 5. Light transmission characteristics ofa normal mode PDLC-film

Liquid crystal may also have huge optical nonlinearity. The nonlinearity arises from the
high degree of electron delocalization in the molecules, the large anisotropy of the molecular
structure and the strong correlation of their motion.

Second order nonlinearity is dominated by ¥ terms and vanishes in centrosymmetric
media such as nematic LC’s. On the other hand, cholesterics and ferroelectric Sm-C*’s are
not centrosymmetric and exhibit a non zero second-order optical nonlinearity. In general, the
inversion symmetry doesn’t apply at the liquid crystal interfaces and there a Second
Harmonic Generation signal can be detected.

Third-order nonlinear effects may be very large in LC’s. The electronic contribute to
the x® mainly comes from individual molecules and is of the same order of magnitude as in
ordinary liquids. Much more important are the effects arising from the collective motion of
the molecules, i.e. from molecular reorientation. In the LC’s the optical Kerr constant n,
may be very large (=10° cm*W) due to appreciable molecular reorientation induced by the
laser field. Because of their large anisotropy, in fact, the molecules tend to stay aligned along
the electric field of the laser beam. The consequent refractive index change appears to be
quite large, allowing the observation of nonlinear optical effects feasible even with
commercial cw laser sources. However, besides a large n,, in most practical application one
requires also a fast response time and this is not achievable with LC’s, whose response time
is in the range of seconds’"

A class of very promising materials for optoelectronic applications, still based on LC’s,
is that of Polymer Dispersed Liquid Crystals (PDLC)." They are composite materials where
a specific preparation method gives rise to random dispersion of liquid crystal droplets
(which have diameter in the range 0.1 to 10 pm) into a polymeric matrix. The interest in
studying PDLC’s resides mainly in their peculiar combination of LC’s optical properties with
the mechanical properties of the polymeric matrix, yielding self standing devices with no
need of external glass substrates. The electro-optical behavior of a PDLC, sketched in
Figure 5., can be exploited in the following way. In a PDLC thin film the microdroplets of
nematic liquid crystal are embedded in a polymer (an optically isotropic medium) of carefully
selected refractive index n,. The liquid crystal director axis varies nearly randomly from
droplet to droplet in the absence of an external field. The refractive index mismatch between
the liquid crystal droplets and the host polymer is then responsible for a significant light
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scattering in the off-state.™'° The degree of the off-state scattering losses depends on the
size, birefringence, and concentration of the liquid crystalline droplets and on the film
thickness. In this state the PDLC film appears cloudy.

By applying a sufficiently strong electric field, if the employed liquid crystal has positive
dielectric anisotropy (Ae>0), the director in the droplets is reoriented along the field
direction. The effective refractive index n.(LC) of the microdroplets becomes equal to n,,
which has been chosen to be close to the polymer index n,: the PDLC film thus appears
clear. Removing the applied field, n in each droplet tends to relax back to its own preferred
direction so that the film appears hazy again. This mode of operation is called the 'normal
mode', but we may have a 'reverse mode' too; in the latter case, the PDLC is clear without
any applied voltage and opaque when V>Vth. In some applications, such as controllable
transparency windows or mirrors for automobiles, the reverse mode is preferred.

3. OPTICAL SENSORS UTILISING LIQUID CRYSTALS

Thermometry is an established application for liquid crystals. The majority of such
sensors, based on the use of thermotropic liquid crystals, requires a simple direct observation
of the color. LC’s role is often that of a transducer in a probe head. All of the proposed
schemes rely on the change in the spectral reflectivity of cholesteric liquid crystals with
temperature. These devices are inexpensive, compact and portable. Other advantages include
wide temperature range, chemical stability and freedom from electrical interference and
noise.

To measure heat flow in large machines,”” it was suggested to utilize liquid crystals in
order to cover a whole piece of equipment and to use a video camera to record LC’s color
changes as it heats up and cools down. This method allows knowing which area of the
equipment heats up; a detailed description can be obtained, the density of the information
being limited only by the resolution of the video camera. This method is cheaper and more
accurate than the traditional method of applying thermocouples to various points of the
surface.

Other devices can be used for the passive detection of an accurately defined
temperature. In the device proposed by Coles,'® light is conveyed by an optical fiber into a
cell where it crosses a smectic liquid crystal material, undergoing two total internal
reflections before passing into the output fiber. When the temperature of the liquid crystal
rises, going through its characteristic transition temperature, the amount of light received in
the output fiber rises sharply. Switching temperature may range from —20 °C to 200 °C,
defined to an accuracy of 0.5 °C. It is envisaged, as an example, that this device would find
application in biomedical thermometry, for instance in specialized incubators where the
temperature should not exceed a pre-set limit.

The Liquid Crystal Thermometry Unit®® proposed by Wolfson is a temperature-
monitoring laminar sheet consisting of a black substrate covered by a liquid crystal layer in a
polymeric matrix, which is protected by an overlying clear plastic film. The color of the
Bragg-reflected light from such thermochromic liquid-crystal material changes with
temperature, so that it can be used as the basis of optical thermometers. Combination of
materials allows monitoring of the temperature in the range of —30 °C to 250 °C. Accuracy
is 0.1 °C.

LC’s sensors utilizing optical fibers for remote sensing have also been constructed. The
use of a reference channel to eliminate many of the problems inherent in intensity-dependent
sensors has been proposed by Augousti et al.” They proposed a simple referenced LC fiber-
optic switch. The principle of operation of the device is the following: light from two high-
power light emitting diodes (LED), which are pulsed alternately, is coupled into two fibers
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which transmit the light to the probe head. The probe head consists of a sample of liquid
crystal; the reflected light is picked up by a third fiber and transmitted to a detector. Since
the amount of reflected light at each of the two wavelengths depends on the temperature of
the liquid crystal and the final signal is the ratio of the two signals, most intensity-dependent
errors can be substantially reduced. The response of the device, however, is non-linear and
that precludes its use as a calibrated temperature measuring device; the application as a
switch, on the contrary, is possible. This sensor has a response time of 5 s, within an 1 °C
threshold.

Augousti et al.> have also proposed a temperature sensor using a hybrid optoelectronic
multi-vibrating system, whose oscillatory frequency is proportional to the temperature. In
this case the property of liquid crystals to be aligned by an electric field is used as the basis
of transduction, for an indirect application such as temperature measurement. The main
advantage of this device is its output in the frequency domain, thereby eliminating the
requirement for elaborate referencing techniques. The oscillation frequency of this system
depends upon the alignment response time of the liquid crystal to an applied electric field.
The system has a temperature resolution of less than 0.1 °C, although the accuracy is
approximately 0.5 °C in the range 0 to 50 °C. The response time is approximately 5 s.

The optical visualization of air or gas flow and the induced shear stress field is crucial
to many applications in aerodynamic research. Cholesterics LC’s and their shear stress and
temperature-sensitive  optical reflection properties have been exploited,? but shear
introduces helix deformation through complex physical processes making the interpretation
of the observed optical reflection spectra difficult. Further, the selective reflection spectrum
with incident white light depends on the background surface, the incidence and viewing
angles, as well as the thickness of liquid crystal coating. Preservation of the liquid crystal
thickness during the experiment becomes difficult without introducing an undesired external
surface. Thus, the results have been more qualitative than quantitative. In addition, the
cholesteric based systems are relatively slow, typical response times being of the order of 1-
100 ms. Hence rapid changes in flow patterns, with time scale in the micro- and sub-
microsecond range cannot be recorded.

In ferroelectric liquid crystals as well, domain reorientation can be achieved by applying
an external mechanical stress. The stress is a tensor interacting directly with the liquid crystal
director and has the advantage of orienting the domain in either direction along the stress
axis. Further, by orienting the smectic layers parallel to the sample surface, purely shear-
stress-induced domain reorientation can be achieved without introducing hydrodynamic flow
of the liquid crystal. These conditions are ideal for repetitive on-line measurement of the
stress field. A new sensor, proposed by Parmar? is made up by a thin ferroelectric liquid
crystal film coated on a flat glass surface exposed to the gas flow from a micro wind tunnel.
The texture of the thin film consists of two stable domains separated by a wall. Gas or air
flow on the liquid crystal surface induces director reorientation, resulting in optical contrast.
Transmitted and reflected light intensities seen through a polarization microscope provide
measurements of the flow parameters. The system response time has been estimated to be
about 150 ps, and optical response is linear for applied differential pressures up to =800
Torr.

The study of a PDLC thin film devised to operate under externally applied shear stress
has been reported.” In this new configuration, the liquid crystal microdroplets fill the
randomly distributed micro-voids in a rigid continuous polymer matrix in such a way that the
trapped droplets are fully exposed to the external flow field. This unique morphology, in
which the rigid polymer matrix surrounds the droplets from all sides except that from the
top, provides a direct LC-air interface. This device responds to the wind flow by a shear
stress director reorientation resulting in a change of the film optical transmission when
viewed under crossed polarisers. From the condition of minimum transmission in the absence
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of the air flow, the transmitted light intensity is an increasing function of the pressure in the
laminar flow region (p = 0-40 Torr).

Quantitative measurement of local and global pressure is important in several
applications fields, such as in aerodynamic tests. There is a clear need for pressure sensors
capable of measuring local as well as global pressures on a continuous basis, and they should
be easy to mount and be cost effective. Partially exposed polymer dispersed ferroelectric
liquid crystal (PEPDFLC) have been shown to respond to an external pressure.2* When the
PEPDFLC thin film is sandwiched between two transparent conducting electrodes, i.e. a
glass plate and a flexible sheet (such as polyvinylidene fluoride), the switching characteristics
of the thin film are a function of the pressure applied to the flexible transparent electrode and
of the bias voltage. The transparent conducting film on each surface allows a bias voltage to
be applied across the liquid crystal layer providing the initial alignment. Applying the
pressure to the surface of the flexible electrode causes a variation in the local electric field at
the site of the partially exposed droplets, which modulates the director field and the optical
transmittivity of the system. Pressure in the range 0 to 1.5 psi can be measured, and the
device response is linear for most of the pressure range. The electro-optic response time T of
the PEPDFLC is inversely proportional to the pressure, but T for an FLC is also inversely
proportional to the electric field, so the change in electric field is proportional to pressure.

In recent years a certain number of experiments have been undertaken with optical
fibers and liquid crystals. It has been shown, both experimentally and theoretically, that a
monomode tapered fiber is sensitive to any change in the external medium (index of
refraction, temperature, mechanical constraints).? The effect is due to the interference of
cladding modes that can propagate in the tapered region. Increasing the taper elongation
renders it more sensitive to variation of n.. Using LC’s as cladding materials makes this
variation very easy to obtain. Obviously, one would like to have LC’s with both ordinary no
and extraordinary indices n. lower than 1.46, which corresponds to the cladding index of the
commercial optical fibers. Thus, Veilleux et al.”’ used a lyotropic LC, due to its low
refractive indices; they proved that this material as a cladding of a highly tapered monomode
fiber could be exploited for temperature sensing. Their sensor has 0.03 °C sensitivity, but the
temperature range of operation is very short. The overall dimensions of this sensor are
relatively large compared to a thermistor, but it has the advantage of immunity to
electromagnetic noise.

Using a tapered monomode fiber surrounded by a liquid crystal external cladding,
Warenghem et al. showed how the losses, induced by bending or tapering a fiber, can be
controlled by the electrically induced reorientation of the LC. The tapered part of the fiber
was inserted between two glass conductive plates separated by Mylar spacers and filled with
a nematic liquid crystal (NLC). The initial alignment of the NLC molecules was planar,
parallel to the fiber axis. The used NLC had a positive dielectric anisotropy, leading to
homeotropic alignment under electric field. After injection of light, directional losses
appeared, in the form of a sharp beam irradiated outside of the fiber taper. The angle
between the leaky beam and the fiber axis is given by Snell’s law and depends on the
refractive index of the NLC seen by the light. In the planar alignment configuration, both TE
and TM polarisations see the ordinary index no, leading to a specific angle between the fiber
and the leaky beam. By applying the electric field, with the reorientation of NLC, TM
polarization sees always the ordinary index while TE polarization sees the extraordinary one,
leading to two weaker beams respectively corresponding to the previous angle and a new
angle .

Few years ago, an interesting LC device was suggested for fault check of electronic
circuits.? In that device, the chip is covered with a NLC layer and a transparent and
conductive plate. As a particular wire is addressed, a potential exists between that line and
the upper plate, which reorients locally the NLC: as a result, the addressed wire becomes
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visible provided polarisers are properly installed. In the case of any trouble in the circuitry,
the fault spot is immediately visualized and this control can be done on a quite large scale.
The main used property in this case is the well known Fréedericksz transition.

It was experimentally demonstrated that liquid crystals can play the role of ‘streak
cameras’ and visualize traces of leakage of optical radiation from microscopic areas of fiber-
optics components such as tapers, couplers, switches, as well as from inhomogeneous
regions and imperfections. Extended regions of fibers can be simultaneously monitored and
distribution of strain and temperature in long fibers can be visualised.® The technique, called
LC leakography, exploited the following LC properties: 1) extraordinarily large cross-
section of light scattering due to thermal fluctuations of the optic axis; 2) negligibly small
absorption of NLC throughout the visible and near infrared wavelengths. Thus the scattered
light is visible during propagation in the NLC over considerable distances, and there are no
unwanted consequences like absorption-induced heating; 3) the liquid nature of NLC. This
allows objects of complex geometrical form or very big size to be embedded in the NLC.

The arrangement used in order to demonstrate the principle of LC leakography has
been the following: a tapered fiber was inserted in a capillary filled by NLC. A heating coil
was placed around one side of the capillary to induce a temperature gradient. Thus, the NLC
was heated up to the isotropic state closer to the coil region, and the nematic phase was
maintained in the region far further from the coil. They observed the leaky beam propagating
through the nematic medium, undergoing reflection on the internal surface of the capillary
and disappearing at the nematic-isotropic interface. Actually, since the scattering of light is
negligibly small in the isotropic region, the wave propagating in it is no more visible. Thus,
the light scattering phenomenon, conventionally regarded as the main obstacle for the use of
LC in fiber optics, can find unexpected and important application: a thin layer of NLC,
which can be easily “dropped” on any surface due to its small viscosity, plays the role of a
‘streak camera’ for the light leaking. The method allows coverage and check of extended
fiber regions with varying geometrical shape, which is hardly possible by other methods.

4. OPTICAL MICROSYSTEMS UTILISING LIQUID CRYSTALS

The potential of Integrated Optics (IO) extends well beyond the field of
communications. Planarity makes 10 naturally compatible and likely to be associated with
other technologies, such as silicon based micro-mechanics and micro-electronics, and it
opens the way to the design and fabrication of even complex microsystems. These
microsystems, being compact, rugged, suitable to efficient packaging, and capable of novel
optical functions that cannot be performed in volume optics, may find a number of appealing
applications, especially in optical signal processing and optical sensing.

Thin dielectric films have been used extensively for confining and guiding light; most of
these films are amorphous and thereby act as optically isotropic media. Increasing emphasis,
however, has been placed on films that are single-crystal in nature and optically uniaxial in
character, because they generally possess larger electro-optical, magneto-optical or acousto-
optical figures of merit: these characteristics are fundamental to the development of
controllable devices, such as IO modulators and switches. In materials like GaAs, LiNbO,,
or poled polymers, the operation mechanism often is the linear (Pockels) electro-optic effect.
The main problem usually is related to the relatively large switching voltage which may be
required.

Liquid crystals thin films, which are transparent and suitable for light guiding, are
birefringent and exhibit large electro-optic coefficients (at least an order of magnitude larger
than those of other typical materials). The ease of manufacture, the low cost, and the
possibility of integration with silicon circuitry technology make the investigation of LC



integrated devices attractive. Moreover, being fluid materials, LC’s can be easily inserted
into microscopic devices or mixed with other substances to form new composite thin films
having peculiar optical and thermo-mechanical properties.

Besides the electro-optic effect, other physical mechanisms can be exploited in LC 10
devices. Liquid crystal molecules have a magnetic moment, and domains may be oriented
through application of magnetic field. Magnetic fields, however, are generally less
convenient to apply than electric fields and there is no reason to believe that they would be
faster in response time.”! Acoustic streaming has been demonstrated in liquid crystals? and
some attention has been devoted to acousto-optic effect. Reliable large arrays of LC’s have
been manufactured at low cost for information displays. LC materials have also been
integrated with silicon circuitry to produce monolithic Spatial Light Modulators with large
numbers of pixels.?

There are, however, some limitations to the use of LC devices for integrated optics.
Liquid crystals have slow response time (typically milliseconds with a few devices
responding more rapidly than tens of microseconds), because the effects require
displacements or rotation of molecules and thus suffer from viscous force, representing
interactions with neighboring molecules. Another problem arises from the relatively large
scattering losses of liquid crystal. Giallorenzi et al. showed that the scattered light from a
nematic waveguide is affected by the presence of waveguide boundaries. They observed
large scattering losses (about 20 dB/cm) in absence of an applied field; the presence of an
applied electric field reduces the losses by at least an order of magnitude.”* Green and
Madden* found that nematic liquid crystals under strong two-dimensional confinement
exhibit far less losses (1.5 dB/cm) caused by scattering.

Sosnowski* reported on experimental studies using a NLC as a waveguide cladding
material, exploiting its uniaxial properties to realize a mode filter. Channin*’ and Sheridans
et al. successfully demonstrated waveguiding in the liquid crystal medium itself. They also
demonstrated that electronically controlled amplitude switches could be fabricated in these
guides (or in the cladding) using dynamic scattering and electro-hydrodynamic scattering
phenomena.

The high propagation losses of a liquid crystal can be eluded by employing it as an
overlayer. Okamura® et al. demonstrated two types of electro-optically controlled leaky
anisotropic waveguides with NLC overlayers: by applying an electric field, a guiding
structure could be changed to a leaky one or viceversa. They obtained switching operation in
the ms range with extinction ratio of 20 dB, applying a 30 Vp-p voltage. Later on, they
achieved similar results applying only a few volts (4 Vp-p): this reduction in the voltage®
was obtained by removing a buffer layer previously put in between the guiding film and the
electrode.

Another suggested device used a rectangular-core glass waveguide embedded in a glass
substrate, with a covering layer made of an NLC film: the molecular alignment was tuned
acting on the electric force and the surface anchoring force. Both the theoretical analysis and
the experiment showed that in the ON state some components of hybrid modes are well-
guided and other components are cut off; in the OFF state all components are cut off.*

Recent results on ferroelectric liquid crystals seem to be more promising. Giallorenzi et
al.# studied losses in homeotropic smectic-A LC waveguides and they found losses (~2 dB)
an order of magnitude lower than in nematics, because the smectic-A phase has higher
degree of ordering. Lo et al.# examined a homeotropic smectic-A cylindrical waveguide and
also measured low losses (1.7 dB/cm). FLC’s in the surface-stabilized geometry (SSFLC)
should exhibit low losses in a waveguide configuration, because the smectic-C phase is more
ordered than the smectic-A phase and the alignment of the molecules is bound along the
surface. In addition, even in bulk FLC devices transmission losses caused by scattering have
been measured to be low.
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There have been a few studies investigating waveguide switches that use FLC’s. Clark
and Handschy* proposed to control the optical coupling between two ion-exchanged
waveguides by applying a suitable voltage to a SSFLC film layered in between them. The
device exhibited a response time of 200 ps and a 40:1 switching ratio. The FLC is oriented
so that the wave of TE mode evanescent into the FLC sees a large refractive index for one
voltage polarity, and a smaller one for the opposite polarity. TE light incident in the first
waveguide remains confined there for the small-index FLC state, but it is radiated away for
the large-index FLC state. In this basic geometry, the core refractive index must lie between
the highest and lowest indices available in the FLC: the combination of a typical available
FLC material (CS-1014) and of a waveguide fabricated by K-Ag ion-exchange in a standard
microscope slide proved to be successful.

Ozaki et al.*® proposed a polymer-SSFLC composite for fast optical switching in a
waveguide. The SSFLC layer is placed between one conducting glass plate and a polymer
waveguide onto another conducting glass plate. In the ON state, light was guided only in the
polymer waveguide. In the OFF state, light was guided in both the polymer and the FLC
material. Losses were due to the large discontinuity between the thickness of the polymer
waveguide and the polymer-FLC waveguide. The contrast ratio was about 40 and the optical
rise and fall times were very short, both about few microseconds.

Placing the LC material in the cover is not desirable in general, because the interaction
ofthe LC with the modes in the waveguide is reduced. Clearly, larger effects can be realized
if the LC material is used as the guiding film itself. Walker et al.* explored the possibility of
using FLC’s as an active waveguide, and analyzed several modulator configurations, namely
a cut-off modulator, a deflection modulator, and an input coupler. In order to properly study
these structures, a mode matching technique was developed: the numerical simulations
showed that FLC modulators have many desirable performance characteristics. In the
deflection modulator, large deflection angle and low switching losses are attainable. In the
cut-off modulator large radiation losses are foreseen. An experimental realization of the cut-
off modulator proposed by Walker has been recently demonstrated by our group.+

5. OUR EXPERIMENTAL WORK

With the aim of developing electro-optical switches using LC’s in integrated optics, we
started to focus our attention onto the optimization of the device design, on one side, and
onto the fabrication technology of the glass waveguides including the LC cell, on the other
side. We investigated in particular the problem of an efficient coupling of the light into and
out from a waveguide, with special attention to the modal coupling between the different
sections of the device.®* A typical device structure, in fact, is made of three sections in a
glass substrate: the first and the last ones are glass waveguides, while the middle one is a
liquid crystal waveguide, which may operate either in a linear or in a nonlinear optical
regime.

Problems to be solved in the manufacture of LC integrated optical devices include the
following ones: a) choice of the most suitable waveguide fabrication method; b) design of
the guiding structure and of the LC cell which assure the most efficient interaction; c) design
and realization of the transparent conductive electrodes (usually ITO thin films). The guiding
structure, sketched in Figure 6., was designed and realized in order to study the nonlinear
light propagation in a waveguide filed with an NLC material. First a planar dielectric
waveguide is fabricated, then a rectangular cell having the same depth as the waveguide is
etched in it. The cell is filled with nematic LC and covered with a glass plate. The cell’s
bottom and the walls are previously treated to obtain the wanted molecular alignment. The
realization of electro-optical devices further requires the deposition of thin transparent
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electrodes. To avoid the need for high voltages and to ensure a high uniformity of the
control electric field, the electrodes have to be integrated into the device. ITO (Indium Tin
Oxide) electrodes are laid between the substrate and the guiding film. The choice of the
deposition technique is critical: we must not alter neither the ITO film characteristics nor the
guided modes pattern of the multi-layer structure.

The waveguide sections may be fabricated by ion-exchange in the glass substrate;
however, in order to simplify the process, by taking advantage of ITO-covered substrates
already available, it was preferred to fabricate the waveguides by using deposition techniques
such as RF sputtering and sol-gel. The former is a well-known and widely used technique,
which allows the control of the film refractive index as well as of the deposition rate by
acting on the sputtering gas and the partial pressure; the control of the waveguide thickness
is easy and accurate by acting on the deposition time. The sol-gel method has gained
considerable attention in recent years. This attention is justified by the versatility of the
process, which allows the production of glasses with largely different physico-chemical
properties just by changing the starting solution composition. In principle it allows a fine
tuning of the refractive index of the produced film over a very large range (e.g. using silica-
titania binary glasses, refractive index may be varied from 1.6 up to 2.3).” Another
fundamental advantage of the sol-gel process is the relatively low fabrication temperature.
The guiding films were deposited on top of the ITO layer, and were characterized by the
standard dark-line technique and by loss measurements.® The final multilayer structure,
quite obviously, may be significantly affected by ITO properties: this can be ascribed mainly
to its refractive index, which is high (effect on the waveguide modal structure) and complex
(effect on waveguide loss).

The comparison of modal properties of sol-gel layers onto soda-he and ITO-coated
glasses (20 nm-thick ITO coating) confirmed that, by using this deposition technique, the
presence of ITO has negligible effects on the modal structure. Loss measurements indicated
a sufficiently good quality of sol-gel waveguides onto uncoated substrates (with loss below
0.8 dB/cm), while higher losses (up to 2 dB/cm) were caused by the presence of the ITO
layer, partly due to its intrinsic absorption, and partly due to its effect on the confinement of
the guided optical field.

mo —— 3N

SUB -——\‘L

Figure 6. Schematic representation of the fabricated integrated optical LC electro-optical switch. SUB: substrate
and cover; ITO indium tin oxide, NLC: nematic liquid crystal; G: voltage generator.
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As to the LC cell fabrication, a photolithographic and etching procedure was used. The
required pattern was imprinted in a photoresist layer deposited on the top of the waveguide,
and the subsequent etching permitted to transfer the pattern inside the waveguide. In order
to limit losses due to light scattering in the LC, the propagation length in the LC cell was
reduced to a minimum. The etching process is particularly critical because one needs cell’s
walls of the lowest possible roughness, to avoid additional scattering of light at the
boundaries, as well as to maintain a good alignment of LC molecules. We used a chemical
etching procedure, and good results have been obtained by using a fluoridric acid solution. It
guarantees a good etching rate and relatively low-roughness surfaces, with the further
advantage that ITO is not attacked by this solution and therefore it can constitute an easy
end-point of the process. Tests have been made also by using a reactive-ion-etching (RIE)
process, but no significant advantages have been noticed.

With this device an integrated electro-optical switch based on a planar nematic liquid
crystal waveguide was realized and tested. The electro-optical behavior and the response
times were studied for different configurations. The parameters of the glass waveguide were
optimized to match the refractive index of the NLC and this resulted in a quite high
transmittivity of the device in the ON state. We achieved peak performances of 35%
transmission and response time of 200 ps. Adding a constant bias voltage the performances
were significantly improved: transmission up to 40% and response time less than 100 ps are
promising results in view of new integrated electro-optical switches. Further investigations,
not only on this device but also on fundamental aspects of liquid crystal physics, are
suggested by this study.

Employing the same device, we also realized an electro-optic switch based on a planar,
ferroelectric liquid crystal waveguide.” The FLC was oriented in the bookshelf geometry; as
in this case the FLC parameters and those of the glass waveguide were not optimized, only a
rather low transmittivity was obtained. The contrast ratio was at best 5:1, while the rise and
fall times were ~120us. These results could be considered as a first experimental
demonstration of the FLC cut-off modulator proposed by Walker.” A proper device
optimization, which is now in progress, could lead to improve the time response and
transmittivity performance by more than one order of magnitude.

6. CONCLUSIONS

An overview of the basic properties of liquid crystals has been presented as an
introduction to the subject of design and fabrication processes of optoelectronic LC devices.

Even besides the main application area of LC’s, namely displays, there has been a large
and fruitful R&D activity aimed at the development of novel or advanced devices exploiting
the peculiar properties of these materials. A number of sensors and optical modulators or
switches have been demonstrated, that exhibit interesting characteristics.

Integration of liquid crystals in guided-wave structures leads to compact, efficient and
reliable devices: further efforts, however, are necessary in order to optimize these
microsystems, making them more performing and more rugged at the same time. An
approach which seems promising to achieve higher performance is that of employing
ferroelectric liquid crystals, which can exhibit much shorter response times than other LC’s.
As to the ways of increasing ruggedness and compactness of LC devices, a viable route
appears to be that of exploiting the characteristics of the polymer-dispersed LC’s: these
composite materials, besides alleviating the alignment problems, lend themselves to an easy
and convenient use in guided-wave structures. Their optical properties, however, still have
to be deeply investigated.
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1. INTRODUCTION

Recently we have successfully produced Indium Tin Oxide (ITO) films by pulsed laser
deposition.! The grown films are transparent to visible and near infrared radiation and have a low
resistivity. The dependence ofthe ITO resistivity on light radiation in some wavelength ranges, as
Hamberg and Granqvist reported,” induced us to further investigate the properties of our films.
The present paper reports on this investigation and on the possibility of designing sensors with
suitably realized films.

2. CHARACTERISTICS OF INDIUM TIN OXIDE

ITO is an n-type semiconductor that behaves as a good electric conductor, transparent in
the visible and in the infrared spectrum. The principal properties of this material are, in general,
similar to those exhibited by other transparent semiconductor oxides; however, ITO compares
favorably with the others and, for this reason, is more widely used for all those applications that
require high electric conductivity and low absorption of light.

Table 1. Percentage variations of conductivity after 90 seconds for samples deposited on different conditions.

Density

of energy 6 8 10.5 195
[J/em?]

Conditions:
Tsubstrate [C] | 25 | 250 | 25 | 25 [ 250 | 25 | 25 | 250 | 25 | 25 [250 | 25
Ext. field no | no [yes | no | no |yes | no | no | yes| no | no | yes
Variations of
conductivity [%] | 1.7 | 0.0 [ 1.3 [ 08 | 00 [ 06| 0.7 | 03 | 04 | 03 [ 03 | 04
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InITO, as in all semiconductors, the resistivity decreases with doping, that is with increasing
density of the conduction electrons. ITO films are transparent in the visible and near infrared
regions while they reflect very well in the medium and far infrared. The transmittivity can reach
values up to 90% and is approximately constant in the visible region. A strong absorption is
instead present in the W, beginning from 300nm. This agrees with the gap between valence and
conduction bands, equal to 3.75 eV in the intrinsic ITO.? In addition, doping increases the gap
considerably, causing a shift of the absorption curve toward the ultraviolet.

3. DEPOSITION PROCESS

ITO thin films have been deposited using different techniques. We employed a
photoablation process that uses harmonically tripled radiation from a pulsed Nd:YAG laser.!
Depositions have been made on BK7 glass substrates inside a chamber where a high vacuum or a
controlled pressure of oxygen introduced through an adjustable valve is maintained. The oxygen
pressure is always below atmospheric pressure. The laser beam, entering the bell jar through a
quartz window, is focused to a specified density of energy onto the ITO tablet. The chamber
contains a halogen lamp able to heat the substrate to 250°C, an electrode placed 1 cm above the
target to apply a strong ionizing field and a glow discharge system for the final cleaning of the
substrate.

It was observed that the properties of the grown films strongly depend on the conditions of
deposition. In particular, it is possible to vary the optical and electrical properties ofthe films by
acting on the pressure of oxygen inside the bell jar, on the temperature, on the intensity of the
external field applying a suitable voltage to the electrode and on the energy density of the laser
radiation.

4. PHOTOCONDUCTIVE EFFECT

It has been demonstrated that the conductivity of an ITO film can be modified when it is
irradiated with W light. Specifically, the conductivity of the irradiated film increases. This
phenomenon is reversible, if some conditions are verified.> The same phenomenon was also
observed in intrinsic In,0;.*

In our experiments we have observed that the photoconductive effect depends strongly on
the initial conditions of the film, that is on the conditions in which it is deposited. In the films
grown with an oxygen pressure optimized for lowest resistivity, the photoconductive effect is not
very evident. We deposited samples in different conditions, varying the temperature of the
substrate, density of energy of the laser radiation and intensity of the external applied field but
keeping the same, optimal pressure of oxygen (10* mbar), all of equal thickness to around 120
nm. All samples were transparent (n= 1.95 and k< 0.01) and good electric conductors (resistivity
10+ ohm.cm), but showed a weak photoconductive effect, as Table 1. shows. This table reports
the variations (in percent) of the conductivity due to the 355 nm radiation when the beam was
suitably enlarged and stopped down to have a density ofenergy ofthe order of 1 mJ/cm?.

Table 1. shows percentage variations of conductivity less than 1%, except for two samples,
which had been deposited on a room temperature substrate and with a low density of laser
energy. The latter two conditions, as reported in a previous work,! are those that lead to higher
resistivity. We have therefore concluded that the more sensitive films (in terms of
photoconductive effect) are those less conductive. In all the films examined the phenomenon is
only partially reversible and quite slow.
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Figure 1. Measured sheet resistence versus time illuminating the sample with a) the harmonically tripled radiation
from a pulsed Nd:YAG laser (100 and 200 mJ pulse energy) and b) the UV radiation emitted from a mercury lamp
(1.4 and 4.8 mW power).
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Figure 2. Measured sheet resistence versus wavelength (saturation values).

Since in our previous investigations we found that the resistivity increases with decreasing
laser energy density and increasing oxygen pressure during the process of deposition, we
deposited a film of ITO using a lower density of energy and a higher pressure of oxygen (5.107
mbar) compared to the optimal one. We obtained a sample, 80 nm thick, very transparent and
almost insulating, which exibited an appreciable reduction in resistivity when illuminated with UV
radiation, as shown in Figures la. and 1b.

The diagrams of Figure la. have been obtained by illuminating the sample with the same
radiation used to analyze the previous samples while those of Figure 1b. applie when illuminating
the sample with the UV radiation emitted from a mercury lamp. The intensity has been varied
acting on the lamp-sample distance. With the sample so fabricated the phenomenon has resulted
perfectly reversible, with a faster response. It is possible to observe from Figures la. and 1b. that
the speed ofresponse ofthe resistivity depends on the intensity of the UV source. The saturation
value shows little or no dependence on the intensity ofthe UV light.
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The saturation value itself is sensitive to the wavelength of the UV. Using a Xenon lamp and
a spectrometer we have been able to analyze the effects of the wavelength variations on the
illuminated film. The results are shown in Figure 2.

The saturation resistance is therefore related to the energy of the single photon, i.e. to the
wavelength, while it does not change with the number of photons; therefore, theoretically, few
photons are sufficient to reach the asymptotic value but, of course, the whole process becomes
much slower. As is shown in Figure 2., the photon conductive process has a peak of sensitivity
around 285 nm and decreases for smaller wavelengths, presumably because of the absorption of
the UV radiation in air. The high cut-off wavelength is certainly correlated with the band gap and
the absorption ofthe film.

We have also deposited ITO films in an oxygen-fiee atmosphere. The samples obtained
show a metallic color, and are opaque, absorbing strongly in the near infrared. In these films the
photoconductive effect was almost absent and they manifested a reversible increase in resistivity
when illuminated with radiation in the near infrared (1.06 micron) or when heated. This is the
typical behavior of metals. Those effects depend also in this case on the conditions during
deposition of the film, as Nath et al. reported.

5. PHYSICAL INTERPRETATION OF THE OBSERVED PHENOMENA

The valence electrons essentially determine the conductivity and optic properties of the ITO,
for photon energies close to or greater than the energy gap. The conductivity in a transparent
oxide semiconductor depends on oxigen vacancies. In the case ofa film of intrinsic or little-doped
ITO, oxygen vacancies act like donors and the conductivity of the sample can be modified by
controlling the deficiency of oxygen. The exposure of the sample to an UV radiation causes a
chemical photoreductive effect that increases the density ofholes and therefore the conductivity.
For highly conductive ITO films, the mechanism of conduction depends mainly on the doping
concentration of and on the activation of single doping atoms, rather than on oxygen vacancies.
Therefore the photosensitive behavior appears stronger for higher initial resistivity of the film,
simply because in this case the conduction is mainly due to oxygen vacancies.

To obtain a film which is less dependent on the characteristics ofthe doping it is sufficient to
deposit the ITO film in presence of a higher pressure of oxygen; in this way the resistivity
increase’ and the electric characteristics become worse: since the collisions between the particles
of indium, tin and oxygen increase, these particles no longer have a uniform speed, as is the case
for the optimal pressure of oxygen, and they are deposited with a lower energy, in a such way
that the doping impurities are not activated. A further consequence of this loss of energy is that
the speed of deposition is small.

6. REVERSIBILITY OF THE VARIATIONS OF THE RESISTIVITY AND FACTORS
THAT INFLUENCE THE SPEED OF RETURN TO THE INITIAL CONDITIONS

To return to the original conditions it is necessary to oxidize the sample in way to oppose or
annul the process of chemical photoreduction. Obviously this oxidation could happen in air,
through the oxygen contained in it, as shown in Figure 3. The oxidation is always present, even
during UV irradiation; therefore the saturation value reached by the resistivity represents the
point of equilibrium between the oxidizing and reducing processes.

The process of oxidation can be faster if the film is placed inside a plasma of oxygen. We
have verified this using the system of glow discharge for the cleaning of the substrate’s surface
that is present in our apparatus of deposition.
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Figure 4. Measured sheet resistence versus time ofreturn to the initial conditions in different environments.

The sample is positioned so that the ITO film is not directly exposed to the plasma, thus
avoiding phenomena of ablation or sputtering; we used a weak discharge current (< 50 mA) at a
pressure of oxygen of 7.102mbar.

The presence ofthe oxygen is necessary forreturn to the initial conditions; the oxygen could
be that available in the air or that, ionized and concentrated, produced by the glow discharge
process; the difference consists only in the rapidity of the response, as is shown in Figure 4. To
confirm this, we have placed an UV irradiated sample in vacuum; in this case the increase in
resistance halts until oxygen is introduced inside the vacuum chamber.

The oxidation is faster if the concentration of ionized oxygen is higher. In fact, using two
different values for the glow discharge current, it is observed that a higher current leads to a
smaller time constant for the resistance recovery curve.

A direct observation and a precise measurement of the phenomena of oxidation should be
made holding the sample in vacuum. Irradiation of a sample with the same UV lamp, either in
high vacuum conditions or in a room atmosphere, leads to different values for the saturation
resistance, as can be seen from Figure 5. It must be considered that in air the UV radiation
produces ozone that reacts oxidizing the film; therefore the saturation value is determined by the
equilibrium between the two conflicting processes, while in the vacuum the oxidizing action of
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the oxygen is absent. With reference to the Figures la. and 1b., the two saturation values differ,
because the first was measured at atmospheric pressure, the second one in vacuum.

It was observed that, when the sample is irradiated in air, the resistivity goes up again after
reaching the minimum value: see Figure 6. It is therefore more correct to speak of a minimum
value rather than of an asymptotic value. This may be due to the presence of a layer of adsorbed
gas on the surface of the film. The adsorbed gases may include oxygen that is slowly activated by
the UV radiation. This hypothesis is confirmed by the absence of this phenomenon when the film
is irradiated in vacuum. In this last case the saturation value is constant and persists for as long as
the sample is irradiated.

7. POSSIBLE APPLICATIONS OF THE PHOTOCONDUCTIVE EFFECT

The photoconductive effect in ITO films could be effectively employed to realize thin film
sensors for UV radiation. A sensor ofthis kind occupies a small space and can have a small cost,
once the phases ofthe process are established and set up. Also fabrication is very simple because,
once the film is deposited, it is sufficient to make two thin ohmic contacts above the film to obtain
a working device. The reliability of the device is very high, since ITO films deposited with the
pulsed laser deposition technique are very hard and adherent (adhesion better than 80 kg/cm?, as
reported in a previous work'); the device can therefore bear mechanical shock, sudden rise of
temperature, high irradiating powers and different kinds ofexternal agents. Also the sensitivity of
the device is very high because it is possible to detect very small UV powers. We have carried out
some tests by implementing two ohmic contacts with silver glue on an ITO film sample produced
with a high pressure of oxygen. This device is able to detect the UV component of the solar
radiation, even in days with covered sun. Better devices could be fabricated by sealing the film in
a vacuum case, transparent to the UV radiation.

Conversely, with a UV source of constant intensity it is possible to use the ITO film to
detect the presence of oxygen or ozone.

Obviously, by suitably controlling the process of deposition, it is possible to get devices able
to distinguish IR radiation from UV radiation, that are transparent and insensitive to the visible
light. But such conditions must still be studied and further investigation of the nature of the
phenomena described above is currently in progress.
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Figure 5. Measured sheet resistence versus irradiation time in different environments.
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Figure 6. Measured sheet resistence versus irradiation time in air.

8. CONCLUSIONS

The experiments and results presented here show that it is possible to implement sensors,
based on ITO thin films, capable of detecting radiation of opportune wavelength. The realization
is simple and economic and could yield robust and reliable devices. In this work we have
examined the processing conditions, suitable to realize a film of ITO that can work as a sensor.
The behavior of the film is connected to the photochemical properties of the sample, that is to
oxidation-reduction processes, and in turn to the morphological structure and the stoicheometry
of the deposited films, determined by process parameters.
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1. INTRODUCTION

Neural networks are supposed as a future of computing. They have two main advantages in
comparison to conventional operational system of computers.

First, they have possibility of parallel signal processing. Thousands of neurons are able to
analyze a problem in the same time and thanks to them the network can solve problems millions
times faster then actual used computers.

Second, the neural networks do not need to be programmed. It allows to find a solution
with incomplete data and for very complicated algorithms. Plenty kind of architecture and
learning methods make neural networks very useful tool to solve many different problems.

Since beginning of 80-th investigations in the area of neural computing have been
developing. The most popular models of neural processing are realized in digital electronic
technology but there are several attempts to utilize an optoelectronic technique.'23

2. OPTOELECTRONIC NEURAL PROCESSING

Neuron is a typical cell in our neural system possessing many inputs and only one output as
shown in diagram in Figure 1. Optoelectronic implementation of neuron models along with
different types of neural networks may be done by use of combination of liquid crystal cells and
optical fibers.* A neuron model established in such a way is shown in Figure 2.

The model consist of four semiconductor lasers acting as light sources and pigtailed to
multimode lead-up fibers. Four directional couplers separate a part of the light from the fibers to
detectors in order to control signal levels. Multimode fibers lead light to liquid crystal (LC) cells.

The light intensity transmitted through the LC cell is controlled by a change in voltage
applied to the cell. The lead-out fibers collect light after LC cells and transmit it to only one
photodetector. Learning of neuron requires changing in voltage applied to LC cells.

Optical Sensors and Microsystem: New Concepts, Materials, Technologies
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Tablel. Results of calculation of output signals and of experiments

Laser Transmission Calculated | Experimental
1 11 111 v K1 KII { KIII | KIV value data
0 0 0 0 0 0
0 0 0 1 5 6
0 0 1 0 10 11
0 0 1 1 15 16
0 1 0 0 20 20
0 1 0 1 25 25
0 1 1 0 30 30
0 1 1 1 40 20 10 5 35 34
1 0 0 0 40 40
1 0 0 1 45 47
1 0 1 0 50 51
1 0 1 1 55 56
1 1 0 0 60 61
1 1 Q 1 65 65
1 1 1 0 70 72
1 1 1 1 75 77
X1 — o1
X2 —> w2
z — Y
X3 > w3
Xn —> on
Figure 1. Diagram of neuron.
Real control
of input light intensity
\Det| MDet| MyDet
X {LD %4
L2 directional coupler
2x2 J
TTL Generator | LD
signal directional coupler 2 x 2
modulation LD i
directional coupler 2 x 2
L—fin#

directional coupler 2 x 2

Figure 2. Set-up for experiments with optoelectronic model ofneuron.
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In our experimental set-up the supervised learning was applied. The scheme of neuron
learning can be described as follows:

oY = 0¥ +n(4-Y), (1)

where i - weight number; j - iteration number; 4 - expected output signal; Y- real output signal; X
- input signal.

Neuron operates properly only ifinput signals are digital (see Table 1.). In the beginning it is
necessary to teach neuron to recognize an input vector by changing transmission of liquid crystal
cells in order to adapt proper weights. After that an external supervised learning is not necessary.

3. OPTOELECTRONIC NEURAL NETWORKS

Different models ofneural networks, based on Hopfield, Kohonen, Grossberg and Counter
Propagation (CP) neural system have been proposed in the same way since the neuron is a basic
element of all neural networks.*

The Grossberg network consists of several neurons (Figure 3.). Output signals of Grossberg
layer have to be normalized. Such a layer forced needed answers of the network. Supervised
learning of the layer means the modification only these neurons weights that were activated
according to the following equation:

™Y 2 plm) 4 n[Am _Z("')(J')Iy('")(f)] 2
where:
n parameter describing the velocity of learning;
A desired result;
Zmi output signal of m neuron in j iteration;
Y input signal.

Counter propagation network consists of two layers. First layer (Kohonen layer) is
submitted unsupervised learning. Unsupervised learning in Kohonen layer bases on competition
between neurons. Only winning neuron is activated. This learning process can be described a
follows:

(m)+1) _ i) . !
w; =w, " +NL X, +Y, N ZY (3)
n
n&m
) _ gl NI(Z A(n)] w
n#m
where:
i weight number;
J iteration number;
m neuron number;
NL non-linear function:
Amo expected output signal of m neuron in i iteration.
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Figure 5. Scheme of neural Counter Propagation network with two layers of neurons.

Second layer, named Grossberg layer, consists of neurons king submitted supervised
learning. CP network has possibility of infinite quality representation input X vector in output Z
vector. To improve work of networks it is important to normalize input signal and increase
neurons quality in Kohonen layer according to length input and output vectors. An example of
Kohonen layer which could be realized with optical fibers and LC cells is shown in Figure 4. The
scheme of possible CP-network realized in the similar way is shown in Figure 5.

4. SPATIAL LIGHT MODULATORS AND VERTICAL CAVITY SURFACE
EMITTING LASERS IN NEURAL SYSTEMS

Application of single liquid crystal cells for parallel neural processing is very inconvenient.
Hence two-dimensional spatial light modulators (SLMs) are commonly used. Spatial light
modulation may be based on several physical phenomena such as:

« linearelectrooptic Pockel effect;

« quadratic electrooptic Kerr effect;

« acoustooptic Bragg diffraction;

« magnetooptical Faraday effect;

o different types of electro-mechanical effects e.g. micromirrors.

In general SLMs may be optically and electrooptically addressed. The most popular SLMs
are based on application of electrically addressed liquid crystals displays working in transmission
or reflection configurations. A typical SLM has 256x256 pixels although there are possibility to
achieve 1000x1000 individually addressed pixels on area about 50x50 mm. It means that number
of parallel channels with independent neural weights may be very high.

Transmission characteristics of each pixel with liquid crystal may be changed by electric
signal with not very high speed but applications of ferroelectric liquid crystal can change this
parameter from few milliseconds up to several microseconds.

There are other possibilities to build up the neural network with many parallel channels. One
of them is to use a matrix of vertical cavity surface emitting laser (VCSELSs). In contradiction to
edge emitting laser diodes, VCSELs may have a very high density on small surface. Hence there
are some attempts to use VCSELs as components of neural network by control of light emitted
by each laser-pixel according to requirements ofneural system.

VCSELs are also very helpful as light sources for optical fiber sensor system consisting of
many sensors. Optical output signals from such systems may be processed by use of
optoelectronic neuron or neural network (Figure 6.).
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Figure 6. Optical fiber sensor system with VCSELSs as light sources and neural processing of output signals.

Figure 7. Typical output signals from Optical fiber sensors for different variables.

5. OPTOELECTRONIC NEURAL SYSTEM FOR OPTICAL SENSOR
SIGNAL PROCESSING

Optical fiber sensor output signals are usually electronically detected and transmitted to the
control unit through many communications channels. The signals may be also transformed by
microprocessor and transmitted through one channel with high transmission rate. Optical fiber
sensor network, for example for environmental monitoring,’ may have so many sensors that such
method of data transmission is not sufficient. Hence an idea of optical fiber sensor signal
processing by use ofa optoelectronic neural system and then transmission of such prepared data
to the control unit with help an ordinary transmission link seems to be very promising.
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In general, there are several thousands types of optical fiber sensors with different types of
output signals. Most of them, belonging to either intensity or phase sensors, have similar output
signals (Figure 7.)

The characteristics shown in Figure 7. may be more or less linear and symmetrical with
different slopes but they are almost the same for such different variables like pH, temperature
proximity, strain, angular movement etc.5” Such output signals cannot be directly applied for
neural processing without additional transformation by use additional liquid crystal cells which
have threshold transmission characteristics (Figure 8.).

Neural processing of optical fiber sensor signals may be useful for sensor network with
threshold system of sensing. It means that slowly changing signals are transferred into step shape
ones based on arbitrary chosen threshold levels of variables.

Both system of liquid crystal cells may be replaced by spatial light modulators in which each
pixel may play role of active attenuator. Then number of input signals may be limited only by
number of pixels.

In our experiments with neuron we used four optical fibers sensors instead of four laser
diodes (Figure 9.). The temperature optical fiber sensor employees an idea of proximity sensing.
Temperature changes length ofrod in terms of length of cylindrical tube in different way due to
different dilatation properties of rod and tube materials. We apply also proximity idea for
hydrostatic pressure sensing. A membrane changes distance between fiber optic tip in terms of
hydrostatic pressure and in the same changes optical power coming to the outgoing fibers.

The fiber optic pH sensors are based on the use ofthe acid-base indicators which change its
absorbency in dependence on pH. The indicators were immobilized inside of cellulose acetate
membrane according to the procedure described in.” The pH sensors exhibit two different
working ranges. In all sensors the bundles of multimode fibers are used and they are coupled to
the LEDs working synchronously in all sensors.

Part of light (20%) outgoing from each sensor is detected by photodiode and it is used for
control of voltage supplying the liquid crystal cell.

93



LED#"

I,EDS?‘

AN

LED SF?

pH2

Figure 9. Optoelectronic neuron for output signal processing of optical fiber sensor system; electronic control
system (uP) and liquid crystal cell (LC) work as a smart pixel.

The electronic system consists of sensor threshold discriminator which works according to
our requirements regarding each sensor and of weight controller necessary for system of
operation of the neuron (Figure 10.). Such LC cell with the electronic system is named smart
pixel because for many sensors we should apply a spatial light modulator with many smart pixels.

6. RESULTS OF EXPERIMENTS

In experiments with neuron and smart pixels four optical fiber sensors giving output
characteristics shown in Figure 11. were used. All characteristics should be transformed into step

shape.
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electrical signal
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Figure 10. Liquid crystalline light modulator with sensor level discriminator and weight controller as a smart pixel.
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Figure 11. Measuring characteristics of optical fiber sensors used in experiments;two pH-sensors have different
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Table 2. Results of experiments with smart pixels working as a part of optoelectronic neuron and helpful in
recognition of state of optical fiber sensor system.

States of the sensors Optical output power Total optical State of the
power sensor
pHi | pH2| T | p | pHi | pH2 T p |calculate | measure system
+sma |+sma {+sma |+sma d d concluded from
pH | pH [°C[MP| =t rt rt rt measurements
a | pixel | pixel | pixel | pixel | [+ W] [« W]
32 (3212501 10 20 40 80 150 148 All sensors
below threshold
55155 ]25]0.1 0 20 40 80 140 140 pH; over the
threshold
98 1 98 [2510.1 0 0 40 80 120 122 | pH sensors over
the thresholds
98 1 9.8 {5010.1 0 0 0 80 80 78 p sensor below
threshold, all
others over
98 | 98 |50 10| O 0 0 0 0 0 All sensors over
threshold level
46 | 46 [ S0 1.0 10 20 0 0 30 31 pH sensors
below
threshold,
others over




A threshold value for each sensor was arbitrary chosen: pH, =5, pH,=8, T =40C,
p = 0.8 MPa Below the threshold value of the measured variable the sensor output optical power
is transformed by use of smart pixel into optical power dependent only on requirements of neuron
weights. In our case it is equal to 10 pW, 20 pW, 40 uW, 80 uW accordingly for PH, pH,, T
and p sensors. Over the threshold value the smart pixel attenuates optical output signal to zero.

7. CONCLUSIONS

Results of experiments show that neuron used for primary processing limits number of
output data from the sensor system but such processing limits also applications of the method to
the cases in which only threshold is important. The problem may be solved by use more advanced
neural processing in which multithreshold system for each sensor could be applied.

System of neuron operation requires different levels of optical output power. The level
values of sensing variables differ in geometrical progression. Hence number of sensors working
with optoelectronic neuron as a processor are limited and depends of transmission characteristics
of LC cell or each pixel of spatial light modulator. The problem may be particularly solved when
the cascade of neuron layers creating a neural network are used.
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1. INTRODUCTION

In this paper, we describe a novel formulation of light beam propagation through any
complex optical system that can be described by an ABCD ray-transfer matrix.'? Within the
framework of complex ABCD-optical systems, we then present novel speckle methods for
analyzing linear and angular velocities and displacements. All methods rely on the dynamics of
speckle patterns, produced by scattering of coherent light off solid surfaces undergoing angular
and/or translational displacements.

Coherent light scattered off a rough surface produces a granular diffraction pattern some
distance away from the object. This pattern is referred to as speckles,® and originates from
elementary interference of the waves emanating from many microscopic areas on the surface
within the illuminated region. Ifthe illuminated object is in motion, the resulting speckle pattern
also evolves with time, i.e., a dynamical speckle pattern results. The target motion or
displacement is usually determined by calculating the space- or time-lagged covariance of the
detector currents before and after object displacement: and then determine the position where
the peak of the covariance attains its maximum.

We first present the basic properties of the ABCD ray-matrix method,? and summarize ray-
matrices for Simple optical elements,’ e.g., thin lenses, mirrors, and free-space propagation.
Additionally, we present the ray-transfer matrix for a Gaussian shaped aperture.'? Thus, armed
with matrix elements describing the most common elements in an optical system, the resulting

Optical Sensors and Microsystems: New Concept, Materials, Technologies
Edited by Martellucci et al., Kluwer Academic / Plenum Publishers, New York, 2000 97



ray-transfer matrix can be obtained for most systems encountered in practice. The resulting ray-
transfer matrix connects the input ray position and slope with the corresponding output
parameters. Rather than dealing with rays, a Gaussian Green’s function has been developed,'?
valid for arbitrary ABCD systems, to reveal the transition of the field in the input plane, through
the ABCD-optical system, to the output plane.

Armed with the Green’s function that reveals the field in the output plane of an arbitrary
ABCD-system, provided the field in the input plane is known, we then present a general equation,
valid for arbitrary ABCD-optical systems, for the space-time lagged covariance of photocurrent:
The position where the Gaussian-shaped covariance attains its maximum reveals information
about target velocity or displacement. We discuss, how, in practice, the target velocity/
displacement is assessed. The theoretical results alluded to above are then applied to a series of
novel optical sensor applications, all described by the ABCD kernel.

Two systems for measuring hear velocities, viz. the laser Doppler velocimeters and the
laser time-of-flight velocimeter,”® are presented. A compact system for measuring linear surface
velocities is presented, where all passive optical components are replaced with a single holo-
graphic optical element.® Additionally, other novel schemes for further system miniaturization are
presented. 0!

We then present a new method for measurement of out-of-plane angular displacement in
one or two dimensions.23 It is demonstrated that the angular displacement sensor is insensitive
to both object shape and target distance, and any transverse or longitudinal movements of the
target. It is further shown that the method has a resolution of 0.3 mdeg ( = 5 prad).

A new method for measuring in-plane angular velocities or displacements are then
presented. Here, we consider off-axis illumination, and it is shown that, for Fourier transform
optical systems, in-plane rotation causes the speckles to translate in a direction perpendicular to
the direction of surface motion, whereas for an imaging system, the translation is parallel to the
direction of surface motion. Based on this, we discuss a novel method, which is independent of
both the optical wavelength and the position ofthe laser spot on the object, for determining either
the angular velocity or the corresponding in-plane displacement of the target object.

The out-of-plane angular displacement sensor can be modified to measure the distribution of
static torsion angles of targets undergoing twisting motion.!* Because the torsion angle sensor is
independent of object shape, we measure the distribution of torsion angles in both uniform and
non-uniform deformation zones.

Finally, we present a novel method for measuring out-of-plane angular velocities.!s Besides
measuring angular velocities, the sensor can measure, simultaneously, torsional vibrations of the
rotating shaft.””

2. COMPLEX ABCD-MATRICES

In most of the methods, commonly used to calculate the response of optical systems, full
expressions are written for the response of the single elements in the optical train. Tracing the
field from one element to the next usually requires mathematical approximations in each step. The
complex 4BCD-matrix method attacks the problem differently, because the approximations are
performed on the optical system itself avoiding any mathematical approximations in the pursuing
calculations. Therefore, the result obtained is valid for an arbitrary ABCD-optical system.

We limit our considerations to the case where all illuminating beams are of Gaussian shape
(i.e.. that obtained from a TEM,, laser mode). That is, all intensity and transmission functions are
of Gaussian shape. The reason for this choice is, that the Green’s functions in the Fresnel regime
for free-space propagation as well as the kernel for quadratic phase change introduced by a lens
are of complex Gaussian form.
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Figure 1. Ray matrices for simple optical elements 5.

Furthermore, correlating, convoluting, multiplying, and integrating Gaussian expressions
reveal a new Gaussian expression, and consequently, simplify considerably the underlying
mathematical calculations. Both rotationally symmetric systems and systems given in Cartesian
coordinates can be analyzed.

The concept of ABCD matrices for systems including simple optical elements (i.e., no
limiting apertures) have been used extensively for laser cavities.’ The connection between the
input ray position x;,, the input ray slope x/ and the corresponding output parameters,

X, and x,,, are givenbythe ABCD -matrix following

xaut - A B xin
“.Jlc plx, v
where the matrix elements for various quadratic surfaces are given in Figure 1.

A special characteristics for the matrices depicted in Figure 1. is that the determinant of the
matrix equals unity (i.e., AD—BC=1), if the input- and output media are identical (i.e.,
M = Mo, ). A system consisting of several elements, each of which are characterized by a matrix,
is defined by a matrix given by the product of the individual matrices. The matrix of the first
optical element in the train from the input plane to the output plane is the rightmost matrix. Note
that all matrix elements are real valued.

We consider the optical setup depicted in Figure 2. Knowing the Green’s function for an

arbitrary optical system - within the limitations given above - the field in the output plane U(p) is
given by'2

ik - ik 2_ 2
U(p){-————zﬁB )LdrU,,(r)CXp[ 2B(Ar 2rp+ Dp )] 2)

where U,(r) is the field in the input plane and A4, B, and D are the matrix elements for the
arbitrary optical system and r and p are the two-dimensional vectors Corresponding to the input-
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and output planes, respectively. In Eq. (2) we have already assumed identical media in the input
and output planes, i.e., the C-matrix element is given uniquely by the other three elements.
Although the ray-matrices depicted in Figure 1. cover a broad range of optical elements,
most optical systems include limiting apertures, for example, in the Optical train itself or in the
detector plane (receiver apertures). Limiting apertures, and consequently diffraction effects, can
be including in the matrix method by comparing the transmission function for a lens, given by'?

1
Lhns =exp[— Ikﬁ} (3)

with the transmission function for a Gaussian-shaped aperture given by
r2
1., =exp ——0_—2- )

where G is the 1/e? intensity radius of the aperture. Given the matrix for a lens (see Figure 1.), it is
easily Seen that the matrix for the limiting aperture is given by

1 0
My=|_2_ )
ko?

where £ is the optical wavenumber.

Having introduced the matrix for limiting apertures provides us with a range of optical
elements that will cover most systems encountered in practice. Note that the inclusion of limiting
apertures reveals, in general that the matrix elements are complex.

The ABCD kernel can also be used to include the effect of longitudinal and transversal
misalignment of the individual element in the optical train.’* Additionally, the kernel has been
used to analyze both optical propagation through stochastic media® (i.e., optical turbulence) and
to include the influence of “dirty optics™ (e.g., scattering particles or absorbing aerosols on a
lens). Finally, the ABCD kernel has been used to describe speckle decorrelation in
interferometers® and to describe first-order speckle statistics.?

In the following, we allude the findings given above to a general optical system where light
scattered off a solid surface describes the field in the input plane and detectors are used to
measure the resulting field in the output plane.

Figure 2. Propagation of reflected light from the input plane through an arbitrary ABCD optical system to the
output plane.
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3. SPACE-TIME LAGGED COVARIANCE FOR COMPLEX ABCD SYSTEMS

We consider light scattered offa rough target in the r-plane (i.e., the object plane) through
an arbitrary optical system to the p-plane (i.e., the detector plane) where the speckle pattern is
observed (see Fig. 2). Note, for simplicity, the illuminating light source has been omitted in Figure
2. We seek to determine the space-time lagged covariance of the photocurrent obtained from two
spatially separated “point” detectors that are located in an arbitrary observation plane, transverse
to the optic axis (here assumed to be the z-axis) of an ABCD system.* This quantity is given by

Cpy»p2: 1) = {i(py, Di(p,, £+ )Yy = {ipy, OYi(p,, 1+ 7)) (6)

where angular brackets denote the ensemble average, i denotes photocurrent, t and t denote
the instantaneous time and time-lag, respectively, and p, and p,are the two-dimensional vector
coordinates of the (point) detectors in a plane transverse to the optics-axis. The instantaneous
photocurrent from either detector is given by

i (p.0=afdpW, (Wipr)  j=12 (7)

where /(p,t) is the corresponding observation plane intensity distribution, W;(p) is the receiver

aperture (intensity) weighting function, where, for simplicity, we assume identical receiver
aperture weighting functions for the two detectors. The conversion constant o (power to
current) is equal to qn/hv, where ¢ is the electronic charge, M is the detector quantum
efficiency, v is the optical frequency, and # is Planck’s constant. For detector-aperture sizes small
compared to the speckle size (e.g.. individual pixels in a detector array) Eq. (7) becomes

i(t) = oS, I(p,h) 3
where S, is the area of the detector. The instantaneous intensity can be written as
I(p, 1) =|U(p, 1) )
with
U, 0 = Laru, e 9. p) (10

where G(r, p) is the Green’s function for the ABCD optical system, given by!2

ik ik
G(r,py=—— —-—{4r* -2r-p+Dp’
(r,p) 2”Bexp[ 23( r°—2r-p+Dp )} (11)
Note that inserting Eq. (11) into Eq. (10) yields Eq. (2). The quantity U,(r,f) is the
“instantaneous” reflected optical field in the object plane (assumed here to be in the r, — r, plane).

We assume that the amplitude of the reflection coefficient of the object surface is constant,
while the phase exhibits partial spatial coherence. Specifically, we model the reflected optical field
as

U,(r,n=U,(r,0)p(r1n (12)
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where U(r, ) is the incident field (assumed fixed in space), and W (r,?) is the stochastic the
varying (due to the motion of the object) complex reflection coefficient. We assume that the
magnitude of the reflection coefficient |yw(r,)|=1 and that (y(r, Hy* (1, 1)) =81 —p),

where O (r) is the Dirac delta function. For an object moving with a constant velocity v, we
assume that the time evolution ofthe reflected phase is given by

prt+1)=y(r-vz,1) (13)
That is, the reflected phase at any position in a coordinate system moving along with the
diffuser does not change in time (i.e., a Taylor’s hypothesis).

On substituting Egs. (8) and (9) into Eq. (6), we obtain from the first term on the right-hand
side of Eq. (6) a very complex term for the intensity covariance ofthe form

(U, (5, DU, (1, 14+ DU (0, DU (3, £+ 7)), (14)

where 1, 1, 1, andr, are integration variables that result when the substitutions alluded to
above are carried out. Primed variables correspond to measurements on a displaced surface.
Assuming that the field in the observation plane, to a good approximation, obeys circular
complex Gaussian statistics: the average implied by expression (14) can then be written as

(U0, DU (15, + DU (03, U, (1) 4+ 7)) =
(U, 5, U (e, OXU (1, 14+ DU (1,1 + 7)) (15)
+H{U, (5, DU (03, 1+ DN, (1, DU, (1, £+ 7).

From the discussion preceding Eq. (13), it is easily seen that the first term on the right-hand
side of Eq. (15) will yield an expression that is identically canceled by the second term on the
right-hand side of Eq. (6). As a result, we obtain that

C,(Pvaﬁ)=0253K(P1’pz;1)’ (16)

where

K(py,py;7) = [dr [, [dr [dr,
XG(r;,p,)G (1, p,)G(x, ;)G (1, p,)
(U, 06,00, (53,1+ 7)) W)

x(U;(rz,t)Uo(r;,Hr)).
is the intensity covariance. By employing Egs. (9), (12) and (13), we obtain that
K(p,pyi0) =|afdnU, ()G, b)) [ dr, U (120G (13p5)| (18)
where a = 21t/ k for reflection into half-space and

=6+ VL (19
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In order to proceed, we specialize to the case in which the reflected field is of (complex)
Gaussian shape (i.e., that obtained from a TEM,, laser mode) given by

2P 1 ik

where r, R, and P, are the 1/e” intensity radius, radius of curvature, and power, respectively of
the incident beam (see Figure 3.(a)). Note that a converging beam corresponds to R; <0
whereas a diverging beam corresponds to R; > 0.

Strictly speaking Eq. (20) is valid for planar objects. For a cylindrical object, of radius R
with its axis of symmetry perpendicular to the axis of the illuminating beam (see Figure 3.(b)), the
reflected optical field U, (r) in the initial plane (i.e., z = 0) at the coordinate {r;, r,,0} contains

the multiplicative factor exp (2ikbr f);"v‘ﬁ where b= 1/2R_ as indicated in Figure 3.(b). Thus, for
a cylindrical object, of radius R, , the quantity 1/ R; in Eq. (20) is replaced by 1/R; + 2/R, in the
x-direction. Following the derivation of the matrix for the limiting aperture (see the discussion in
Chap. 2), a finite aperture radius of the illuminating beam can be modeled, in the matrix
terminology, as a lens of focal length —R, whereas a cylindrical target can be modeled as a first
cylindrical lens with focal length —R_/2 in the x-direction.

Substituting Egs. (11) and (20) into Eq. (18), and performing the resulting integration yields

C,(p,,ps;7) = Cyl-expl-02) CXP[ (pl b 2)}17(%7)! (21)

for the space-time lagged photocurrent covariance, where

2 2
2B 2B,
l "_#] (ve)? ‘{AP—[Ar +k—r2"]vr]

|7(Ap; 7)| = exp - p (22)
Po
and
B, AIm(B4'
P = \/k‘ft +kIm(BA )+ [|A| 44 | k(rz )} (23)

We will not discuss, in detail, the properties of this result, but instead refer the interested
reader to Ref. 4 for a thorough discussion of the results. Here, we seek to determine the position
where peak of the space-time lagged covariance of the photocurrents attains its maximum.
Examination of Eq. (22) reveals that this quantity is given by*

2B,
P = W (24)
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Figure 3. Measurement geometry for (a) a flat object moving with a constant velocity v and (b) for a cylindrical
target with radius of curvature R. moving with constant angular frequency ®, The incident beam has a wavefront-
curvature radius R; and a 1/e* spot radius 7.
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Figure 4. Two speckle patterns with a mutual angular displacement of 50 mdeg (a) and the corresponding
cross covariance (b) peaked at p, =50 mdeg.
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where p, is the detector plane displacement, v is the object velocity, T is a time lag, and
(A,B).; are the real and imaginary parts of the 4- and B-matrix elements of the optical system.
Equation (24) reveals that if the target is displaced the distance vt, then the speckle pattern is
displaced the distance (A , T 2B, /kr? )VT in the detector plane. We consider two different

methods for determining the speckle displacement. Consider first the case where the target is
displaced a small distance Ar= vt. The speckle pattern is recorded on a linear image sensor (a
CCD-array) before and after displacement of the target. The readout from the image sensor after
displacement is then cross correlated with the readout recorded before the target displacement.
The position where the covariance attains its maximum then reveals p,, and for the current
optical system (where the 4- and B-matrix elements are known), calculating the displacement vt
is straightforward.

Consider now another case where the target is moving with a constant velocity v. By
positioning two detectors with a known mutual distance in the detector plane (i.e., Ap is known)
and correlating the two detector currents reveals the time-lag T,, when a speckle pattern seen by
detector 1 is again seen by detector 2. That is, the time-lag T, is given by Ap/AA, + 2B, /kr?)v.

As the time lag is obtained from the peak of the covariance, calculation of the velocity is
straightforward.

Figure 4.(a) illustrates two speckle patterns, recorded in the Fourier plane before and after
target displacement, whereas Figure 4.(b) shows the corresponding covariance.

4. LASER DOPPLER AND LASER TIME OF-FLIGHT VELOCIMETERS

The ABCD kernel has been used to analyze two different methods for measuring linear
velocities of solid surfaces, viz. the laser Doppler velocimeter (LDV)6 and the laser time-of-flight
velocimeter (LTV).7-11,21 Both systems rely on a clean imaging system? as is depicted in Figure
5. (the receiver part) for an LTV. Here, we limit our discussion to the LTV system, and refer the
interested reader to Ref. 6 for a thorough analysis ofthe LDV principle.

The LTV system™'2 illustrated in Figure 5. is based on determining the time it takes for a
scattering element on a moving surface to travel from one illuminated region to the next. The
spacing between the two regions is known (2d) and the velocity v is then given by the ratio of
the spacing to the measured time of flight (i.e., v = 2d/1,). This result is easily obtained from
simple inspection of the optical system depicted in Figure 5. Use of the ABCD kernel, where we
include the matrix elements for an imaging system (see the receiver part of Figure 5.), reveals the
same result.”

Figure 5. Optical diagram for the LTV-setup. The laser beams from two VCSEL’s are focused onto the moving
target. The spot size r, is 10 pm and the mutual separation 2d is 330 pm. The focal lengths are f, = 60 mm,

f» = 40 mm, and f; = 20 mm. The lasers emitted at 850 nm.
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Figure 6. Peak of the covariance for an LTV system centered at T,-383 ps, which corresponds to a velocity of 0.86
m/s.

Additionally, because this result is valid for arbitrary ABCD systems, it is straightforward to
include, for example, defocusing effects, and then perform a thorough trade-off analysis for the

LTV system.
Both methods will reveal the same time-of-flight T, that can be obtained by determining the

time delay for maximum cross covariance ofthe detected signals arising from scattered light from
the two illuminated regions, which is shown in Figure 6.

The system depicted in Figure 5. can be constructed in a much more compact form.*"' An
example of a compact velocimeter, where the lenses are integrated into a single holographic
optical element are discussed in Ref. 9. In Figure 7., we depict a further miniaturized version of
the LTV sensor. This design employs VCSEL’s and detectors, both mounted in a 20-pin DIP
package, and a combined transmitter/receiver microlens array.

Microlens array

Figure 7. Miniaturized concept for the LTV system employing VCSEL’s, a microlens array and a twin-detector.
The sensor is housed in a 20-pin lead DIP package, and the total outer dimensions are approximately 8x8x25 mm?.
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Figure 8. Optical diagram for the angular displacement sensor setup. A collimated HeNe beam illuminates the
target with a spot size #,=0.75 mm. The focal length of the lens is 60 mm, and the image sensor had 512 pixels
with a pitch of 25 pm.

5. OUT-OF-PLANE ANGULAR DISPLACEMENT

A schematic of the angular displacement sensor setup that has ken used for the
measurements is shown in Figure 8.1213 A rotating stage with a stated resolution of 1 mdeg
provided the angular displacement for the various objects.

The primary parameter of interest for the angular displacement sensor is the relation
between applied angular displacement and the measured linear displacement of the speckle
pattern on the image sensor. Following the procedure of complex 4BCD-matrices given above
for the optical system depicted in Figure 8., and formally replacing vt with R,6 in Eq. (24)
(which is now the displacement of the target in the x -direction) yields'>"

P = 29[f +—zi(f —&—zl H (25)

where z, is the distance from the target to the lens (i.e., the target distance) and z, is the distance
from the image sensor to the Fourier plane. We note, that for angularly displaced targets, we
include the effect of the angular displacement as a first cylindrical lens of focal length —R, /2 in
the x-direction, as was discussed following Eq. (20).12 Note, furthermore that, if the image sensor
is placed in the Fourier plane (z, = 0), we expect the linear displacement in the Fourier plane to
be insensitive to the distance from the surface ofthe target to the axis of rotation (for shafts, the
radius of curvature) R, both independent of the target distance z, and the wavelength.

A set of measurements was performed on a matte aluminum shaft (R, = 15 mm) in
steps of 1 mdeg, which is the smallest possible step of the rotational stage. The results are
illustrated in Figure 9.(a), and it is clearly seen that there is a slight negative offset between
the measured and applied angular displacements. Other measurements showed positive
offsets, which indicates that the offset is caused by play in the rotational stage. This is further
emphasized by the measurements as pairs of measurement points seem identical because of
play in the stage. After each pair of measurements, the stage catches up with the play. With a
precision stage, controlled with interferometry, we performed 25 statistically independent
measurements (i.e., on different part of a surface giving rise to fully developed speckle)
applying the same angular displacement. These measurements revealed a resolution in
angular displacement of 0.28 mdeg (5 prad).

107



3

a L} T T L)
Matte aluminum (Ry=15 mm)

g 40 ] b

[3]

32

4 20F 1

= o )

bi

E 1 L

OF 10 20 30 40 50
Applied angular displacement [mdeg]
b 6000 T T T T T 100
Matte aluminum (R=15 mm)

2 S0k Js0
E R e
= 4000 SN Lo Q‘ 7]
g 0 o Y % 60.§
g 3000 0-5..g--0" - b~-o—’°"°'"°_~~>_-c>”° g
& {« §
g 1000f 1%
S il I s 'l

0O 1000 2000 3000 4000 5000 6(1)8

Applied angular displacerment {mdeg]

Figure 9. Measurements performed on a matte aluminum shaft (giving rise to fully developed speckle) (a) in steps
of 1 mdeg (left) and (b) total angular displacement of 6000 mdeg measured in steps of 300 mdeg (right).

If measurements of larger angular displacements are required, it is necessary to measure in
small steps and use each consecutive measurement as the reference for the next iteration and so
on. Figure 9.(b) shows the measurements for a total angular displacement of 6000 mdeg
performed in 20 steps of 300 mdeg. Note that the measured angular displacements (squares) fit
the theory (solid straight curve) without biasing effects.

We rotated the shaft an angle 6 and then displaced the shaft linearly Ar, in the x-direction,
perpendicular to the optical axis and the shaft axis.”? This introduces decorrelation, because the
overlap spot areas are not identical, but more importantly, the measurements reveal that the
measured angular displacement is independent on linear shaft displacement and can be determined
even for a large linear displacement.

For the 2D measurements,”* we used the same setup as the one depicted in Figure 8., but
replaced the linear image sensor with a 2D one. The image sensor had 512x512 pixels with a
pitch of 11.7 pm in the x-direction and 8.8 um in the y-direction, respectively. In addition, in the

equations given above, we replace 6 with 6 = \/Gi +07, where 6,, are the angular displace-

ments about the x- and y-axes, respectively.
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Figure 12. Measured linear displacement in the x-direction (open symbols) and y-direction (solid symbols) versus
position of the image sensor (z, = 2f, a =2 c¢cm, and 6= -100mdeg).

The resulting 2D covariance for an angular displacement 6 of 200 mdeg is illustrated in
Figure 10. Besides revealing the magnitude of the angular displacement (200 mdeg), the figure
also yields the direction of the angular displacement. For the measurements illustrated in Figure
10, the target is angularly displaced in a direction inclined 52 deg with respect to the x-axis.

6. IN-PLANE ANGULAR DISPLACEMENTS

In contrast to the systems discussed above, we now specialize to the case where the systems
are given in Cartesian coordinates. The application can be used to measure in-plane angular
velocities and displacements, and is depicted in Figure 11. The peak of the covariance is located

at
=—a[ —2—2}9 26
pr f ( )

Py = —Sinﬂ[zl +2z,— 2;2 } (27)

and

in the x and y-direction, respectively. Note that the wavelength of the illuminating light source
does not enter Eqs. (26) and (27). thus, any shift in wavelength does not affect the peak location
ofthe covariance.

The resulting measurements for the linear displacement (caused by in-plane angular
displacement of the target) in the x and y-directions are shown in symbols in Figure 12. whereas
the theoretical values are illustrated with solid lines. Examination of the figure reveals that for a
Fourier transform system (z, = f'= 60 mm ) there is no translation in the x-direction, whereas in
an imaging configuration (z, = 2f= 120 mm) there is no translation in the y-directian as is
expected physically [see Egs. (26) and (27)]. Following this discussion, the speckles will translate
along a line whose angle with respect to the p, -axis is given by tan' (p,o/p,,). This means that
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the speckle pattern rotates in free space after passing through the lens. The spiraling of the
speckle pattern can be thought about in two ways. Either a simple in-plane displacement will
translate the speckles as a frozen pattern. An alternate mechanism could arise if we realize that
the speckles are in fact three-dimensional objects (“speckle grains”) with their major axes tilted
slightly with respect to the z-axis. An apparent displacement of the intersection of the three-
dimensional speckles with the observation plane will now show up if the speckle grains are
displaced in the z-axis.

The two planes, the Fourier- and the image plane, probe different aspects of the object. The
first reveals the angular velocity/displacement, whereas the second gives information regarding
the surface translation (i.e., the angular velocity/displacement multiplied by the rotation radius a).
Recording these two parameters simultaneously provides a means for deducing the distance from
the center of the illuminated spot to the axis ofrotation.

7. TORSION ANGLE SENSOR

A schematic of the torsion angle sensor setup's that has been used for the measurements is
shown in Figure 13. Imaging is performed in the ydirection and the Fourier transformation is
performed in the x-direction. The plates were fixed at the bottom and clamped at the top to a
rotating stage with a stated resolution of 1 mdeg. The rotating stage provided the twist for the
flat target.

The primary parameters of interest for the torsion angle sensor are firstly the relation
between applied twist and the measured linear displacement on the image sensor in the x-
direction. Twisting the target after acquiring the reference measurement introduces a linear
displacement of the speckle pattern on the image sensor. Cross correlating the displaced signal
with the reference signal gives rise to a correlation peak centered at p,,,, given by

pr;b = xR06y;b = 26y;bf2 (28)

for the corresponding surface position b along the y-axis (see Figure 13.).

We performed measurements with the illuminating spot centered 10 mm above the bottom
clamping zone (y = 10 mm), i.e., in a region where we did not expect a uniform deformation
(see Figure 14.). Figure 14. clearly illustrates a non-uniform distribution oftorsion angles close to
the clamping zone. Especially it can be seen that the plate does not twist in the region closest to
the clamping zone (for y-positions below 6 mm) where the measured torsion angles approach
zero. Physically it makes sense that a flat plate does not deform uniformly throughout the whole
length of'the plate. The measurements have shown that not only can the setup be used to measure
very small twist angles in uniform deformation zones, but the system can also be used to measure
the distribution of torsion angles locally in zones where the deformation is non-uniform. This
means that the torsion angle sensor can replace both conventional strain gauges, and very
advanced and expensive holographic interferometric methods. The measurements are
independent ofthe target distance.

8. ROTATIONAL SPEED AND TORSIONAL VIBRATIONS
OF A ROTATING SHAFT
Finally, we present a system for measuring angular velocities's and torsional vibrations."”

The system, shown in Figure 15, comprises two displaced detectors in the Fourier plane each
tracking the speckle pattern as it is translated from one detector to the next caused by the steady
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rotation of the shaft. Compared with the previous systems, we have replaced the linear detector
array with two detectors having a size comparable with the speckle size.

The temporal cross covariance of the two detector signals reveals a peak at the time delay
corresponding to the transit time for the speckle pattern going from one detector to the next.

Inserting the ABCD-matrix elements for the Fourier-transforming system depicted in Figure 15.
into Eq. (24) yields!¢

oo - R (29)
G Fr =g
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I
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Figure 13. Optical diagram of'the torsion angle sensor setup, with an imaging configuration in the y-direction and
a Fourier transform system in the x-direction. The spot radius 7, at the target was 6 mm. The cylindrical lens f,
had a focal length 0f 200 mm in the y-direction and f; — oo in the x-direction. The achromatc lens £, had a focal

length of 60 mm. The 1 mm thick target plates (48x200 mm?) were clamped in both ends. The clamping zones
were 48x10 mm?, and thus, the size of the plates that were subjected to twist was 48x 180 mm?.
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Figure 14. Measured torsion angles versus lateral position for various values of applied twist. The measurements

were performed on a matte steel plate (fully developed speckle field) where non-uniform deformation was assumed.
At the top ofthe plate we applied an angular twist of 200 mdeg (solid) and 400 mdeg (open), respectively.
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Figure 15. System for dynamic measurement of the rotational speed and torsional vibrations.
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Figure 16. Variations in rotational speed. Upper trace shows the estimate of the rotational speed with DC (617
mV) subtracted. The centered curve is an expanded view of 10 sec of the upper trace. The lower trace shows the
spectrum ofthe variations in rotational speed. The imposed modulation of 1% at 1 Hz is visible as well as the first
harmonic of the fundamental rotation, 10.6 Hz.

where @, is the rotational speed of the shaft and 2Ap is the separation of the detectors. In case.
the two detectors are placed in the Fourier plane (i.e., z, = 0), the time delay is independent on
the radius of curvature of the rotating shaft and the target distance. Neither is any influence
encountered from linear translations ofthe shaft (see, also, Chap. 5).

Figure 16. shows an oscilloscope trace of the output signal from an electronic unit tracking
T, The shaft was rotating at 10.6 Hz and a slow perturbation (the induced torsional vibration)
of 1 Hz was introduced via a sinusoidal modulation of the rotational speed. The figure shows a
good agreement between the applied velocities and the measurements. This was tested on
different surfaces and within a broad range ofrotational parameters.

9. CONCLUSION

In conclusion it has been demonstrated that complex ABCD-matrix methods together with
the Huygens-Fresnel principle have been shown to be a general wave optics tool for analyzing
arbitrary optical systems. Several applications in statistical optics of practical interest have been
analyzed and discussed. In particular. in all cases, closed form analytic solutions are obtained that,
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firstly, have direct physical interpretations and, secondly, are useful for parametric systems (trade-
off) studies.

The work reported here was supported by the Danish Technical Science Foundation under
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1. INTRODUCTION

After three decades since the introduction of the first integrated circuit we are now
witnessing a new step in the continuous technological revolution which has changed many
aspects of our lives. This step can be sintesized by the term "Microsystem" or by the acronym
"MEMS" , MicroElectroMechanical Systems.

Many definitions are to day available for the word Microsystem, but the most widely
accepted one seems to derive from an accurate description of its features: a microsystem is a
small apparatus having dimensions less then 1 millimeter, which combine sensing, actuating and
processing functions, through the use of electrical mechanical, optical,chemical and biological
principles.

The crystalline silicon shows very remarkable mechanical properties, a Young modulus very
close to that of steel a yield strenght two times higher. It does not deform plastically, therefore
does not show mechanical hysteresis. All this characteristics combined with the high stress
sensitive electrical properties make silicon an ideal material for fabricating micromechanical
devices. The microsystem devices store and process information electronically incorporating a
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wide and new set of functionality and enabling a direct interface with the application fields. The
new chips can perform physical and chemical sensing, actuation, light processing, fluid motion.
The term "chips" is used rather intentionally to stress the main characteristics which these new
systems have in common with microelectronics: the size. Complete machines can be fabricated
with typical dimension of micrometers. This aspect, other than capturing the imagination of
people and let speculations go wild on popular science magazines, has an important consequence:
the microsystems can be produced massively using mainly existing integrated circuits
manifacturing plants, thus reducing costs of manifacturing and beeing in this way a very
competitive product for the market. The area of microsystems is interdisciplinary, for the
application horizon and for the knowledges required in the fabrication process. The fields
involved ranges from material science to elecronic, fluid and mechanical engineering, from
physics and chemistry to medicine. Many successfull products covering these various fields have
been fabricated recently: field emitter and projection displays, inertial sensors, effusion nozzels for
ink-jet printers, instrumentation for neural stimulation and microsurgery, biological and chemical
analysis systems, prosthetic devices and tactile systems.

The common background for a solid activity on microsystems is the technology. As
mentioned above the microelectronic technology is the base for every processing flow chart
involving MEMS. The MEMS rely on the various steps of the silicon technology, from the design
and simulation, through interdisciplinary CAD tools, up to the fabrication of microsystem. The
possibility ofincluding in smaller and smaller volumes a variety of functions allows a more flexible
design, reliability improvement and a substantial cost reduction. The fabrication of MEMS has
obviously required further development in the silicon processing for microelectronics; this new
technology is commonly identified as "micromachining". Three basic and well consolidated
techniques are identified as: "bulk", "surface" and "mold" micromachining. The following
paragraph will give a short overview of these main techniques, highlightening future research and
development of related technologies. It must be stressed that the following overview does not
pretend to be exaustive of all the emerging technologies that have been recently explored with
very promising results for microsystem fabrication; among them the high aspect ratio processing
using high plasma density source and the plating techniques. The third paragraph will describe a
few example of micromachined device developed at IESS-CNR and at the Department of
Electronic Engineering ofthe University of Tor Vergata.

2. OVERVIEW OF TECHNOLOGIES SUITABLE FOR MICROSYSTEMS.
2.1 Bulk Micromachining

The bulk micromachining has been the earliest technology developed to fabricate
mechanical structures by removing material from a silicon wafer. The most important tool is the
silicon deep wet or dry etch. In wet etching the etchant is in liquid phase while in dry etch the etch
is usually a gas, where an external excitation create chemically active radicals. We can furtherly
distinguish between isotropic and anisotropic etching, both able to remove unwanted part of the
wafer, leaving the desired mechanical features on the silicon wafer.The wet anisotropic etching
has been extensively used in the fabrication of microstructures. The main feature is the orientation
dependent etch-rate. The (100) and (110) silicon planes are etched two orders of magnitude
faster than the planes (111). Various basic aqueous solutions like hidracine, etilendiamine, KOH
and NaOH, etch anisotropically the single crystal silicon. The most commonly used is based on
potassium hydroxide because of the high quality achievable in terms of surface smoothing, the
high etching rate, reproducibility and safety.Recently an acqueous solution of TMAH (Tetra-
Methil Ammonia Hidroxide) have shown interesting qualities, among them the complete
compatibility with the integrated circuit CMOS technology. Figure 1. shows an example of
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anisotropic wet etching performed with KOH a based solution. In the example shown in Figure 1,
silicon dioxide has been used as masking layer, although this material is not ideal for masking
purposes in a KOH based etch. Very well shown are the planes (111) which constitutes the walls
of the square holes, with an inclination of 54.7°. In this example the wafer has been completely
etched through is whole thickness. The geometry of three dimensional structures etched through
the openings of the masking layer depends on the shape of the opening itself. When the mask has
only concave comers, like in Figure 1., then there is not undercut provided that the opening is
properly oriented. When the geometry of the openings includes convex comers, irrespective of
alignment conditions, these comers will lead to underetching. This phenomenon leads to a
deformation of'the structure and special compensation calculations must be performed in order to
adjust the final shape to the wanted structure.

Several programs are commercially available to perform the corner compensation. The
undercutting is very well visible in Figure 2., where the circular geometry of the openings cannot
be mantained during the etching. As the etch proceeds, the walls of the holes intersect various
family of cristallographic planes which are etched at a different rate. Rough walls appear which
may smooth out when the (111) planes are encountered by the etching front, as shown in Figure
2. The final shape of a circular opening is always a square hole delimited by the (111) planes
touching the circular shape. All the geometric dimension should be precisely controlled in order
that the fabricated device shows the desired specifications. For example, the sensitivity of
piezoresistive pressure sensors is inversely proportional to the square of the diaphragm thickess.
The dimension in the wafer plane can be defined by photolithography, but the dimension in the
perpendicular dimension are more difficult to control accurately. In order to provide methods for
this control several techniques have been proposed for automatic etch stop: high concentration
boron doping,! buried layers of mask materials,? electrochemical etch stop.> The physical and
chemical mechanism governing the anisotropy of the etch rate has been matter of various debates.
Seidel has proposed a model* which can explain quite well also the etch stop mechanism of boron
doped silicon.’ In this model the OH(-) groups play a key role in the chemical reaction. Other
models take into account the kinetic of crystal growth, in this model is the particularly flat face of
the (111) planes which determines the main difference in the etch rate of various planes.¢

Figure 1. Four square holes etched on a (100) Oriented silicon wafer.
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Figure 2. Anisotropic wet etch performed on circular openings. The light images are the self standing silicon oxide
masking layer. The underetching, the smoothness and roughness of walls is clearly visible.

It must be stressed that these models do not explain all the experimental evidence and
furtherly, there is a group of foundamental question still unanswered concerning the wet etching
mechanism. For example the (111) etch rate is not known with good precision and the measure
determines the maximum anisotropy obtainable.

Wafer to wafer bonding is another key step in bulk micromachining. It adds new possibilities
for device fabrication and enables the fabrication of complex structures, beyond the capabilities of
single wafer processing. For example, in the fabrication of an accelerometer, it permits to bulk
micromachine the seismic mass in one wafer and the damping cavities in a two separate wafers.
Afterwards the three wafers are bonded. Silicon Direct Bonding” attempts the bonding of silicon
wafers without the use of any adhesive material at temperatures low enough to prevent damage
on metallized wafers. The technique uses wet cleaning treatments to induce an hydrophilic
character to the wafer’s surface.

Most of the accelerometers on the automotive market are today fabricated using the bulk
micromachining.t Also many chemical gas sensing and pressure sensor devices that rely on thin
membranes of silicon or silicon nitride are fabricated using this technology. It is a solid and
reliable technology which has today overcome the major drawback consisting in the lack of full
compatibility with the strict requirements of CMOS technology.

2.2 Surface Micromachining

The surface micromachining enables the fabrication of micromechanical elements using thin
films ranging from 1 to 10 pm, as structural materials.The main step is the selective etching ofa
sacrificial layer underneath the structural layer.The sacrificial material is etched or dissolved in a
chemical etchant resulting in freely movable structures. The process requires a compatible set of
structural materials and sacrificial layers. Mechanical structures can be built by surface
micromachining using one sided processing.’!! The residual stress and stress gradient of the
structural layer are of primary importance. Since the first demonstration of the sacrificial layer
technique by Nathason,? surface micromachining technique have been developed and greatly
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improved, resulting in a large variety of structural materials and sacrificial layer combinations.
Figure 3. shows an example of a suspended structure of chromium metal film deposited on top of
silicon oxide. The structure is downward bended due to a stress gradient in the film.

Polysilicon surface micromaching is the best documented technique. It meets the
requirements of compatibility with sacrificial layer and etchants and can be easily integrated with
IC processes. The schematic process is shown in Figure 4. The first step (a) is the deposition and
patterning of a silicon dioxide sacrificial layer. This is followed by deposition and patterning of
polysilicon (b). The sacrificial layer is then selectively etched in hydrofluoridric acid solution. This
is followed by a rinsing and a final drying procedures that leaves the polysilicon released (c).

A critical factor in surface micromaching is the control of mechanical properties of the
structural material. Residual stress can lead to warpage, buckling and unwanted deflections.
Cracking can occurr from excessive internal stress, blistering and peeling can result from poor
adhesion to the substrate. The residual stress in polysilicon can be controlled varying the
deposition parameters, annealing procedures and by doping. It is generated from a mismatch in
thermal expansion between the film and the substrate and from effects of grain growth and
deposition techniques. Polysilicon is usually deposited by Low Pressure Chemical Vapour
Deposition from pyrolysis of silane at temperature around 600° and pressure of several hundred
mTorr. The residual stress varies significantly with processing conditions, especially with
deposition temperature and silane pressure. Hydrofluoridric acid is used to etch the sacrificial
layer. This takes advantage from of the isotropic nature and high selectivity of wet etching to
release overlying structural films. A reaction model for the etching of silicon dioxide has been
presented by Monk." The polysilicon can be patterned with a very high precision using reactive
ion etching or improved dry etching technology, like Electron Cyclotron Resonance (ECR) or
Inductively Coupled Plasma (ICP). This dry etching techniques are also becoming very important
for microsensors fabrication in special application like field emitter display and high aspect ratio
tips for atomic force microscopy.

Figure 3. Suspended structure of chromium thin film deposited on top of silicon dioxide. The structure has been
released by plasma etching.

119



A crucial point of the surface micromaching is that large surfaces tend to be sticked to the
underneath surface in the cleaning step after the etching. Standard drying procedure such as spin
drying produce capillary forces during drying that cause "pull-down" of the thin film structure.
Once physical contact has been established, standard forces come into play resulting in permanent
attachment. A number of technological recipes have been proposed to mitigate the "stiction"
problem. 1415

The precision in patterning the structural layer leads to improved performance in
microsensors, field emitters and optical devices. As a result many successfull devices have been
fabricated using surface micromaching, among them: polysilicon micromotors for data storage,'s
wobble motors,!” optical gratings.’ The full compatibily with IC CMOS technology makes this
technique a challenging technology provided that the stiction problem be reliably solved.

2.3 Mold Micromachining

Another reliable technology to fabricate MEMS is mold micromachining. In this technology
the mechanical structures are created by first creating a mold. The mold is filled with a structural
material to create the desired mechanical device. The most famous mold technology is the LIGA.
LIGA is an acronym for the German words: lithography, electroforming and molding. It was
initially developed at FZK in Karkruhe, Germany.”* There are three basic steps in the LIGA
process. In the first one the pattern on an x-ray mask is transferred into a thick resist layer by
shadow printing with synchrotron radiation. The radiation is emitted into a narrow band with a
vertical emission angle of typically 0.5 mrad. The thick resist layer is applied either on a massive
metal plate or on an insulating plate covered with a plating layer. In the second step a
microstructure pattern is electroplated using the conductive layer of the substrate as a pattern.
Metals like Cu, Ni or Au are used to create the complementary microstructure pattern. The
electroplating may reach up to a few millimiters above the height of the primary structure,
producing a robust mold insert. In the third step the final device is fabricated by standard molding
techniques, such as reaction injection molding, hot embossing?' into polymers and so on. The
process can create very high aspect ratio structures as a consequence of the high depth of focus
of the x-ray lithography. The final device can be made using various materials that fit more
closely the specifications, introducing a very important degree of freedom in the design of
microstructures. The technology is limited in that it requires a high-energy synchrotron radiation
source and such a source is not part of the standard integrated circuit infrastructure.

SiOx

Figure 4. Schematic of surface micromachining polysilicon steps.
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Where the special LIGA properties are not indispensable to the characteristics of the
product, other processes are preferred for mold insert fabrication.Recently, other mold
technologies have been developed that are much more compatible with IC fabrication.2 Molding
micromaching is currently succesfully used to develop complex microactuators like micromotors,
microturbines? and so on.

2.4 Porous silicon

Porous silicon* can be considered an interesting and useful material in the frame of
microsystem technologies due to its capacity of inducing a greater flexibility in the process design
of integrated microstructures.

It can be produced by electrochemical dissolution of silicon in HF. Once silicon is immersed
in HF, in presence of an electrical current, an anodization process takes place and silicon atoms
are dissolved. Under control of certain parameters, a development of pores can be observed, as
schematically shown in Figure 5. In particular the surface of the silicon cristal presents a
morphology of a spunge.This kind of silicon structure has captured the attention of many
researchers who are trying to better understand its behaviour in terms of transport properties and
luminescence effects.” Porous silicon on the other hand has some characteristic which make it an
interesting material for sacrificial layer technology.

In fact it can be etched to form thick layers for the whole thickness of the wafer, it can
sustain other microelectronic processes and removed by a ultra weak KOH solution and finally it
is compatible with the CMOS process.

The main interest to day around the porous silicon in the optoelectronic and electronic area
including scientific aspects related to the quantum size effects of the surface structure. It can also
be employed as: antireflective coating for silicon solar cells, in lasers technology and to improve
the characteristics of infrared silicon detectors.

In addition there are also other interesting features related to this material. In fact as its
sponge-like structure is in the nm dimension range, it can be considered in both the visible range
and infrared as an homogeneous material characterized by a well defined refractive index n whose
value is located between that of bulk silicon and that of the air (unity).

Porous Silicon

Bulk Silicon

Figure 5. Schematic structure of porous silicon layer.
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Also the refractive index n is proved to be porosity dependent; for instance, with a porosity
density changing from 30% up to 70% ,n can span between 2.3 and 1.1, in 0.02 ohm-cm silicon.

The main features of'this porous layer can be controlled by changing the current value or its
time dependence, and also by varying the dissolution process time.

In order to locate the importance of porous silicon in the micromachining context, we can
see the Figure 6., where three ways used to obtain free standing structure are represented.

2.5 Gallium arsenide: an interesting material for micromechanics

This material and related I1I-V compounds have been utilized in the past mainly for high
frequency and optoelectronic applications, but since a few years attention is payed towards its use
in micromechanical devices context. This is due to both the interesting etching properties of this
material and to the presence of piezo and optical characteristics which are seen of relevant
importance also for actuator applications and for the possibility to operate at higher temperature
ifcompared to silicon.

The following Table 1. illustrates some features of four important materials employed for
the development of micromechanics.

Table 1. Some features of relevant micromachining materials.

GaAs AlAs Si Sio,
Density (g/cm’) 531 3.72 2.33 2.65
Lattice constant (A) 5.65 5.66 543 4.93
Melting point (°C) 1238 1740 1413 1710
Thermal expansion (ppm/K) 6.1 4.2 2.6 13.6
Thermal resistivity (K-cm/W) 2.28 1.12 0.64 7.7-16
[r— SiNx
ol
Si
Free standing layer
b P j . Sacrificial Layer (Si02)
..... Si
. = 1 SiNx or polysilicon

| Porous silicon 50 pm
St | as sacrifical layer

Figure 6. a) Bulk anisotropic etching in KOH, b) Surface micromaching, c) Porous silicon technology.
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There is a high number of etchants that have been suggested by the literature which can be
succesfully employed for the GaAs micromachining. Some of them are indicated in the following
together with the references.

1% Br,: CH;OH (for mirrorlike etched surfaces; slowly attacking quartz);
NH;OH:H,0,:H,0 (widely employed selective etch);”
NaOH:H,O (Anodic spray etch with very high selectivity).2

A short comparison between GaAs, silicon and quartz would show that GaAs incorporates
the main features of both silicon and quartz. GaAs is a semiconductor, like silicon, and it can be
worked by advanced micromachining techniques. Like the quartz, it shows piezoelectric
behaviour and, in addition, it permits the integration of lasers and photodiodes on the same chip;
and finally it can be used in high temperature applications. As micromechanical material it is
foreseen to represent a promising candidate oflarge unexploited potentials.

2.6 Thin film technology

Among the fabrication process segments of micromechanical devices, some are dealing with
thin film deposition of insulators (doped oxides) metals and semiconductors mainly in
polycristalline forms.The insulator layers can be utilized, for instance, as interlayer dielectrics or
passivation layers. There are many reasons related to the use of doped oxides, in comparison to
the undoped ones, for instance: 1) the possibility to get low stress layers, 2)easy planarization of
the surfaces, 3) getters for mobile ion concentration and 4) the possibility to use this kind of layer
as so called "sacrificial layers" in the context of surface micromachining.

The widely employed technique by which these films are deposite is generally called CVD
(chemical vapor deposition), because all the constituents of the layer are introduced in the reactor
in gas phase.The energy needed for the film formation comes from the heated substrate and/or
from the plasma that is electrically generated into the chamber.

Examples of CVD films are: polysilicon, silicon dioxide, borosilicate glass (BSG),
phosphosilicate glass (PSG), borophosphosilicate glass (BPSG), other semiconductor such as the
[I-V compounds.

The CVD process can be activated at atmospheric pressure (APCVD), or at low pressure
(LPCVD). Furthermore there exist the following methods for enhancing the deposition rate:
Plasma Enhanced CVD (PECVD), Photo Enhanced CVD (PHECVD), and the Laser assisted
CVD (LACVD) of which some advantages (ad.) and disadvantages (dis.) are also indicated.

APCVD (ad.: higher gas density, high deposition rate, high throughput; dis.: difficulty to
get good uniformity ofthe chemical physical characteristics ofthe layer).

LPCVD (ad.: high uniformity rather independent on the reagents distribution; dis.: possible
shadowing in small geometries).

PECVD (ad.:low deposition temperature ;dis.: residual stress, difficulties to characterize the
reactants).

3. AN EXAMPLE OF MICROSTRUCTURES : A MICROHEATER ARRAY
FOR SELECTIVE GAS SENSING
3.1 Design and simulation
The development and fabrication of a gas sensor need an array structure design to obtain

competitive results: this kind of sensor should be able to evaluate the concentration of one or
more gases in an unknown ambient. Thus, every chemical species could cause changes in the
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sensor’s output that depends on both the concentration and the kind of material that is sensed:
this causes the need of making either qualitative or quantitative analyses. Mathematical
optimization method?” force us to use a number of sensors greater than that of the chemical
species present in the ambient because of the use of sensing materials with low selectivity to

obtain cheap devices. A sensor like this has as response: y = Z S,Ci where S, is the sensitivity of

the sensing material toward the i* chemical species and C; is the concentration ofthe i'" material.
To invert this equation we need a number of equations greater than that of the unknown
concentrations of the chemical species to be sensed.

The structure we use to realize the sensor is a gold interdigitated fingers device covered
with the sensing materials (in this case metallo-porphyrines) that give us the chance to make
either capacitive or resistive measurements and a large sensing zone. To exploit the
characteristics ofthe sensing materials used to sense gases, we need a micro-hotplate that allows
us to find the better fit to obtain the higher sensibility and to study the behaviour ofthe chemically
interactive materials chosen toward the temperature: we have then realized a platinum serpentine
of about 300Q2 that could be used also as temperature sensor simple to use because of the linear
behaviour ofthe resistivity of this metal toward the temperature.

In this work we deal with the structure used to realize the array and we show the ANSYS
simulations™ that we have done to choose the better solution to fabricate a micro-hotplates that
should heat uniformly the sensing zone to obtain valid gas measurements. The basic structure that
is the unitary cell ofthe array that we have fabricated is shown in Figure 7.

The array is formed by eight interdigitated fingers and eight hotplates in a row (array 1x8)
that are insulated from each other thermically anchoring the silicon substrate to room
temperature: in this way we can use the different chemically interactive materials in the best
conditions. Every sensor and hotplate covers a square area of 2mm of side and the resulting array
is about 4.5 mm wide and 4.8 cm long. This geometry has been preferred to a 2x4 one because
the latter forbids the deposition with the Langmuir-Blodgett method with which could be
obtained uniform and controlled layers of sensing materials and then reproducible results.
ANSYS is a FEA program that allows to make thermal, electrical, magnetic and many other kind
of analyses. We have put in input the geometries and the features of the structures (thermal
exchange coefficient, thermal conductivity) and we have provided the right thermal power on the
hotplate in order to obtain a temperature of 100°C in the sensor’s centre neglecting the presence
ofthe gold fingers and the sensing material on the upper surface and forcing the device’s sides to
20°C. We have obtained the desired temperature with only 10.9mW (equivalent to 1.8V) in the
case of silicon nitride as insulator layer, the distribution of temperature is similar when using
between the sensor and the hotplate, as shown in Figure 8. Moreover the structure with 2000 A,
SiO, need a power of 14.7mW equivalent to 2.1V, to reach the same maximuin temperature.

Chemically interactive
material

Interdigitated ﬁn&eg)
Insulating layer / ///

tserpentm /
Si,N, membrane >/Z =

Silicon - / B

54.75°

\\
x

\

Figure 7. Unit cell structures of the array fabricated.

124



Finally we have tested the case of 2000 A diamond like layer: now we need to provide the
serpentine with more power (44mW that are equivalent to 3.63V), but we have obtained a very
uniform temperature distribution in the middle ofthe device on which there will be the chemical
sensor, as shown in Figure 9. The reason of these differences is the high thermal conductivity of
the diamond like material that is 1000 W/meK instead of 1.5W/m+K in SiO,. That makes the
temperature uniform on the entire layer, but the price to pay is greater thermal power to reach the

same temperature. We have then chosen this last geometry because we consider it more suitable
to the development ofa gas sensor.

Figure 8. ANSYS simulation of the device with SiO, as insulating material.

Figure 9. ANSYS simulation of the device with diamond like as insulating material.
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Moreover, using metallo-porphyrines as chemically interactive materials, interdicts us from
overcoming 180-200°C: anyway, with this structure we can easily reach very high temperature
only by providing the hotplate with voltage of few volts and then we would be able to utilize
chemically interactive materials different from those now used. In the further analyses we have
neglected the influence of the metallic contacts to provide the hotplate and to make the
measurements on the interdigital fingers device.

3.2 Device fabrication and performance

The device is fabricated using a 380 um silicon wafer covered with a 1 um Si;N, layer. The
silicon nitride membrane is obtained etching the silicon with KOH. The insulation between the
heater and the interdigitated fingers is realized by using a 0.2 pm diamond like insulation layer,
Alternatively, the silicon nitride layer could be used as insulator between the two devices: this
solution is dfficult to realize because of membrane’s fragility. We decided to use a high thermal
conductivity diamond like film for reason that will be clarified below. The film has been deposited
at CETEV by plasma ehnanced chemical vapour deposition, using methane and hydrogen as
precursors. In order to fabricate platinum resistor and gold interdigital fingers devices, lift-off
technique has been used. AZ5214E positive resist from Hoechst has been used with the image
reversal technique which gives mushroom shaped profiles that are ideal for lift-offtechnique. The
interdigital fingers structure is made of 115 fingers 20m wide and 1200A thick (200A Cr and
1000A Au) will be covered with metallo-porphyrins or a proper sensitive polymer to create a
chemical sensor. The platinum resistor is made of a film 2500A thick (200A Cr and 2300A Pt)
and 100 m wide. The resistivity of platinum film is a factor 1.5 the bulk platinum resistivity
1.1.107Qm, because of film’s granularity that increase the resistivity.

Figure 10. shows an optical microscope image ofa part ofthe single cell microheater. The
silicon nitride and the diamond like films are optically transparent, this enable us to see through
the whole device. The photograph has been taken from the backside of the chip. The platinum
serpentine heater partially cover the interdigitated gold fingers that cross normally the heater.

Figure 10. Photograph of the single cell microheater.
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Figure 11. Thermal scan on a line crossing two contiguous powered heaters.

The thermal measurement with a thermal scanner on two contiguous powered heaters show
the complete thermal isolation of the heaters (Figure 11.) with respect to the silicon that frame the
array, the temperature in the membrane is =150°. The thermal distribution over the membrane is
reasonably good.

4. CONCLUSIONS

This paper gives a brief overview of the techiques and materials employed in the context of
micromachining technology. Surface, bulk and bold micromachining methodologies have been
discussed and illustrated with the intent of showing the huge amount of possibilities available to
day to design and fabricate microsystems. A microheater is also illustrated as an example of
microstructure, together with its main thermal distribution characteristic, to indicate a way of
producing devices with the capability ofhosting temperature dependent sensing features.
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1. INTRODUCTION

Fiber Bragg grating (FBG) technology is currently generating a great deal of interest
for applications both in telecommunications: 2 and sensing systems} ¢ because of its
capability of producing devices such as fiber-based dispersive elements, wavelength
division multiplexing devices, wavelength selective filters and couplers and sensor
networks for measuring different parameters such as temperature, strain, pressure,
vibration.

The FBG sensors have some advantages with respect to the traditional fiber sensors:
the wavelength-encoded response, that makes the sensor independent of fluctuating light
levels; the possibility of realizing arrays of sensor elements, that can be addressed in the
time or spectral domain, or a combination of both; easy processing with respect to
interferometric  sensors.

Two methods are commonly used to write FBGs: the holographic method®, which
makes use of a two-arms interferometer, and the photolithographic method’, which
employs phase masks.

The photolithographic method has significant advantages compared to the holographic
one,” and thereby has rapidly become the most used for reproducible grating fabrication. Its
main disadvantage is the need of different phase masks for each Bragg wavelength
required. However, this drawback can be almost in part overcome by stretching the fiber
during the writing process, thus providing a means of changing the effective Bragg-grating
wavelength.

In the present chapter a description of the stretch-and-write technique is reported,
which allows to fabricate spatially and spectrally well separated, as well as, adjacent and
spectrally concatenated grating arrays, together with examples of fabricated devices which
can find applications both in sensor and telecommunication systems.

Optical Sensors and Microsystems: New Concepts, Materials, Technologies
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Figure 1. Sketch of the stretch-and-write apparatus.

2. FBG-ARRAY FABRICATION AND CHARACTERIZATION

The photolithographic method with the improvement of the stretch-and-write
technique was utilized to fabricate FBG arrays. For this purpose, a properly designed
apparatus, as sketched in Figure 1. was built.

An UV excimer KrF laser source (A =248 nm) was used, along with two different
phase masks with grating periods of 1071 nm and 1078 nm, respectively. The bare fiber
length to be written was placed in close contact behind the phase mask, with the fiber axis
perpendicular to the mask grooves. Gratings were written either on a 3M fiber properly
designed for FBG technology (2r = 7.5 nm, NA = 0.160) or on a special Pirelli Coupler
fiber (2r = 4.5 nm, NA = 0.165). The pitches A,, of the two phase masks corresponded to
writing wavelengths A, near 1547 nm and 1557 nm for the 3M fiber, and near 1550 nm and
1560 nm for the Pirelli fiber, respectively, according to the formula®’

}\.B :ne/pr,,,, (1)

where n,; is the effective index of the fiber.

The fibers were exposed, over regions of 5+10 mm lengths, to a fluence level ranging
from 300 to 450 mJ/cm? per pulse, with a repetition rate of 100 Hz, during different
exposure times. The peak growth was monitored during the writing process by using an
Optical Spectrum Analyzer and illuminating the fiber with an ELED source. All the
gratings were spectrally characterized, in order to determine the whole spectral features of
the gratings (peak shape, height, width and Bragg wavelength). FBGs with peak reflectivity
up to 99% and bandwidth between 0.12 and 0.35 nm were written.

In order to fabricate gratings, distributed along a fiber length and operating at different
Bragg wavelengths, the fiber is rolled up and fixed by two capstans on two spools mounted
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Figure 2. Calibration curve of the strain sensor on a strain cycle from zero up to 6400 e and back, in steps of
200 pe.

on two motorized translation stages, so to change the exposure region in a simple and safe
way. By suitably setting the stage displacement, it is possible to stretch the fiber to a given
strain value. In this condition, the written grating has the same peak wavelength, but when
the fiber is relaxed, the grating compresses and the peak moves towards shorter
wavelengths. To the purpose to obtain a given shift, it is necessary to know the strain value
to be applied to the fiber. The fractional change AA;/A; induced in the Bragg wavelength As
in response to a strain variation Ag, is given by

AL,
Ay

=(1- P)Ae, 2

where P, is an effective photoelastic constant. A strain calibration curve, necessary to pre-
set the stretch apparatus, was obtained by utilizing the same experimental set-up used for
the on-line FBG characterization during the writing process. The spectral features of a
number of gratings were examined during a strain cycle, in order to verify the absence of any
hysteresis. One strain cycle consisted of several static strains in steps of 20 e from zero up
to the maximum strain and back. Some samples were strained over wider intervals, and in
some cases until breakage (approximately 10.000 pe). The AAy/A; behavior resulted linear

over all the investigated strain intervals showing a sensitivity of 1.2x102 nm/pe for both 3M
and Pirelli fibers. Figure 2. shows as an example the Bragg wavelength shift as a function of
the applied strain for a 3M fiber on a cycle from 0 to 6400 pe.

A further check of the separation between two consecutive Bragg gratings was carried
out on-line, in order to consider possible failures in the stretching apparatus, due, for
example, to a fiber sliding on the capstans. The resultant error in the operative grating
wavelength was about 0.02 nm.

Arrays of up to five gratings, with different peak position and distributed over about
1 m length of fiber, were fabricated. Figure 3. shows the transmission spectrum of an array
of five FBGs, with a peak separation of about 0.88 nm: the difference in the adjacent peak
spacing is due to an experimental set-up error of + 10 pe. In principle, it is possible to write
FBGs with peaks over a 12 nm span, which corresponds to the maximum strain that the
fiber can undergo before breakage.
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Figure 3. Transmission spectrum of five FBG arrays. AL, =0.88 nm; AAs, = 0.86 nm; A, = 0.86 nm;
Als; = 0.90 nm.

3. FBG SENSING APPLICATIONS

The main application of gratings as sensing elements is the strain measurement on wide
materials and structures. Grating arrays distributed along a single fiber allow to obtain strain
mapping for testing and survey purposes.

To the aim of setting up a sensor system for monitoring the critical regions of a vehicle
structure, as a first step a FBG sensor was applied on a steel sample, comparing its response
with that ofa traditional strain gauge, applied to the same sample.

FBGs were applied to a number of steel specimens consisting of standard 1 mm thick
FEP04 plates, employed for car body fabrication (supplied by the Fiat Research Center,
Italy). The FBG sensor and the electrical strain gauge were centrally fixed, aligned along
the longitudinal axis of the specimen on its two opposite surfaces, in order to compare their
performance. Loads were applied in the 0+1700 N range corresponding to 0+600 pe: this
upper limit was set by steel enervation).

The steel samples were strained through a standard traction machine placed in a
temperature-stabilized room, while the output signals from the two sensors were
simultaneously recorded. Figure 4. reports the grating sensor response plotted versus the
strain gauge response, showing a very good agreement over the whole investigated range
between the two sensors and comparable resolution.

Further steps will be strain mapping in dynamic conditions through grating arrays applied
on specimens or on vehicle parts.

4. FBG-ARRAYS FOR TELECOMMUNICATION SYSTEMS

FBGs find application also for the realization of passive components for
telecommunication systems. An important device for such systems is the pass-band filter
which, for instance, can be constituted by two identical gratings at the two output arms of a
3 dB coupler, which must be carefully balanced."" Arrays of adjacent and spectrally
concatenated gratings, fabricated with the stretch-and-write technique above described,
have been utilized for constructing a transmission pass-band filter.
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Figure 4. Strain values measured with FBG sensor versus the corresponding value of the strain gauge.

Several adjacent FBGs were written in such a way that their transmission spectra
overlap, so to have uniform stop-bands with rejection as good as possible. The pass-band
filter was obtained by means of two stop-bands suitably frequency spaced. As an
application, the constructed pass-band filter was aimed to select the principal emission line
of a commercial laser diode, that has its central line at A = 1547.3 nm. The two lateral stop-
bands of the transmission filter were properly chosen for the suppression of the secondary
lines immediately adjacent to the main peak. The transmission spectrum of the filter is
shown in Figure 5.

The stop-band in correspondence with the first right hand side lobe of the laser diode
was obtained by writing 8 gratings. The first grating (5 mm long) was written at a peak
wavelength of 1548.5 nm, with bandwidth of about 0.35 nm and transmittance lower than
5%. After a 5 mm shift, the fiber was stretched by 100 microstrains, and a second grating
with the same characteristics of the former was written: the strain level applied
corresponded to a peak shift, when the fiber was released, of 0.12 nm.

Power [nW]

A
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Figure 5. Transmission spectrum of the pass-band filter.
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Figure 6. Reflection spectra of the laser diode @) before and b) after application of the pass-band filter.

By repeating this process up to writing 8 gratings, a ~ 1 nm wide stop-band was
obtained capable of suppressing the wavelength band between 1547.7 and 1548.7 nm. An
analogous procedure was followed for suppressing the wavelength band between 1546 and
1547 nm, after having applied to the fiber 780 microstrains that corresponded to a pass-
band width of 0.6 nm.

The good performance of the filter is shown in Figure 6., where the transmission
spectra of the laser diode are plotted before (curve @) and after (curve b) the application of
the pass-band filter.

5. CONCLUSIONS

The photolithographic method with the improvement of the stretch-and-write
technique was applied for the fabrication of fiber-Bragg grating arrays. This procedure
allows to change the grating peak wavelength utilizing a single phase mask. A properly
designed apparatus was described to write spatially and spectrally well separated grating
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arrays, distributed on a length of fiber, as well as arrays of adjacent gratings spectrally
concatenated.

Two different types of FBG arrays were constructed to be used in two different fields
of application, that is in sensing and telecommunication systems. In particular an interesting
field of application was considered for strain sensing in the automotive industry, to monitor
various critical components of vehicles in operating conditions. The replacement of
electrical strain gauges with FBG sensors presents certain advantages in terms of linearity,
precision, repeatability and the possibility of using only one detecting system due to easy
multiplexing with grating arrays.

Another example of application presented is the construction of a transmission pass-
band filter, applied to suppress the first side lobes in a laser diode spectrum. The used
technique could allow, in principle, to realize superstructure fiber gratings that exhibit a
comb-like response in transmission, while in the literature only comb-like reflection
response devices are reported.2
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1. INTRODUCTION

Optical sensing of analytes is an active area of research.!? Optical sensors have the
advantage of being robust and generally reliable in comparison with electrochemical sensors.
Within optical sensing, several principles such as absorbance, reflectance, light scatter,
fluorescence etc. have been employed to construct sensors. We focus here on the issue of
fluorescence and in particular, fluorescence lifetimes for sensing several analytes.

Fluorescence lifetime-based sensing can circumvent the limitations of conventional as well
as fluorescence intensity-based sensors. Phase-shift lifetime measuremens can be accomplished in
seconds and are very robust with respect to amplitude changes, electronic noise and other signal
loss problems. Steady-state intensity measurements have not found wide acceptance due to lack
of stability and the need for frequent recalibration. Furthermore, intensity measurements perform
reliably only in optically clean systems. Wavelength-ratiometric measurements are desirable for
chemical sensing, but there are few available intensity-ratio probes. As a rare example, the Ca?
probe Fura-2 displays a fluorescence spectral shift upon binding calcium, which allows
wavelength ratiometric measurements independent of probe concentration to be made.

Decay time sensing is advantageous because such measurements are independent of probe
concentration and/or intensity, are mostly independent of absorbance and scattering of the
samples, and do not require dual emission from the probe. Among the two possible methods,
time-domain or phase-modulation, we prefer the latter because one can construct low-cost
instruments to measure even subnanosecond lifetimes. In phase fluorometry, sinusoidally
modulated excitation light interacts with a chemical probe and excites it. The probe fluoresces in
response but is affected by the local analyte concentration. The emission therefore displays a
phase angle shift in relation to the excitation, which is dependent on the analyte concentration
around the probe. For further details, the reader is referred to Lakowicz.? Finally, multi-frequency
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phase and modulation instruments which operate at preset frequencies for a specific application
are easily designed.

We describe below the fabrication and use of a pCO, sensor that is steam sterilizable and
suitable for use in an aqueous environment.

2. pCO, RESONANCE ENERGY TRANSFER SENSOR

At the present time, all the known pCO, sensors work in an indirect fashion. One relies on
making a pCO, dependent pH measurement by having a pH sensitive dye immobilized in a plastic
membrane such that CO, diffuses in or out and changes the local pH. The requirements
demanded of a single fluorescent probe molecule (say, for pH sensing) can be reduced through
the phenomenon of fluorescence resonance energy transfer (FRET). Two molecular species, a
donor and an acceptor are required. Donors can be selected for excitability with inexpensive
sources. Acceptors with a pH-dependent absorbance that spectrally overlaps the donor
fluorescence are added to the sensor. FRET from the donor to the acceptor will quench the
fluorescence and alter both the fluorescence intensity and lifetime.*

By using the phenomena of FRET, the donor need not be sensitive to pH, and the pH-
sensitive acceptor does not need to be fluorescent. This energy transfer takes place without the
appearance of a photon and the transfer rate depends primarily on the extent of overlap of the
emission spectrum of the donor with that of the absorption spectrum of the acceptor, and the
distance between the two.

For FRET to occur, the distance between the donor and acceptor must be less than the
Forster distance, typically 40 A, and require acceptor concentrations of 1-10 mM. Covalently
linking the donor/acceptor pairs could certainly achieve this distance, but would preclude facile
substitutions of either donor or acceptor, since a new synthetic methodology would be required
for each discrete donor/acceptor pair. We developed a FRET pH sensor based on the
donor/acceptor pair M-Cresol Purple (MCP) and Sulforhodamine 101 (SR 101). As can be seen
in Figure 1., the MCP acceptor has a pH sensitive absorption spectrum that overlaps the emission
spectrum of the SR 101 donor.

——— MCP: base form absorption

- — -8R 101: absorption

— SR101: emission i
MCP: acid form absorption

Absorbance or If (normalized)

300 400 500 600 700 800
Wavelength (nm)

Figure 1. Excitation and emission spectra for Sulforhodamine 101 (SR 101) and absorption spectra for M-Cresol
Purple (MCP).
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3. pCO; SENSOR FABRICATION

For use in an aqueous system, a hydrophobic matrix is required to prevent cross-sensitivity
to protons in the sample. Typically, the preparation of the CO, sensing film involved three steps:
preparing the silicone film, preparing the dye solution, and doping the film with the dye solution.
To prepare the silicone film, 0.9 g of polydimethylsiloxane, vinyldimethyl terminated (PS443) was
mixed with 66 mg of hydrogen hexachloroplatinate-saturated PS443 and 43 mg of (30-35%)
methylhydro-(65-70%) dimethylsiloxane copolymer (PS123). After shaking for 10 min, the
viscous solution was smeared on a glass slide, and kept under nitrogen for a week. The curing of
the polymer typically started in about one hour, and total finished in a week. The resulting film
was very clear and non tacky when touched. Before use, the film was razored offthe glass slide,
and shaped into the desired size. To prepare the dye solution, a 0.5 M solution of
cetyltrimethylammonium hydroxide (CTMAOH) in methanol was first prepared. Then, the
acceptor solution prepared by dissolving 2.2 mg of MCP in 1.5 ml of chloroform, with addition
of 20 pu1 of 0.5 M CTMAOH solution. Similarly, the donor solution was made by dissolving 3.5
mg of SR101 in 1.5 ml of chloroform, with addition of 20 pu1 of 0.5 M CTMAOH solution. The
final dye solution consisted of 0.5 ml of the acceptor solution, 0.2 ml of the donor solution, 0.1
ml ofthe 0.5 M CTMAOH solution, and 0.3 ml of chloroform.

To dope the silicone film with the dye solution, the silicone film was first soaked in
chloroform, and then moved into the dye solution. After shaking for one minute, the expanded,
dyed film was moved out of the solution, and allowed to dry in ambient atmosphere. The dried
film shrank to its original size, and was washed with methanol until the washout was colorless.
After drying again, a blue transparent film was formed, which displayed fluorescence intensity and
lifetime change when exposed to CO,. Our CO, sensor is based on a previously reported
colorimetric plastic film sensor.’ Entrapping the donor and acceptor dyes in a plastic film, rather
than covalently linking them to a substrate, allows facile substitution of different excitation
sources. Figure 2. shows phase angle pCO, sensing with probe molecules immobilized in a plastic
film.

The CO, sensor was further tested against an electrochemical analyzer in order to validate
its performance. As shown in Figure 3., by passing air or CO, through a buffer solution, one can
see the response of  the optical sensor is similar to the off-line CO, analyzer with the advantage of
offering continuous real time measurement without requiring discrete sampling. Such a sensor
would have applications in fermentation/cell-culture and in blood gas measurements.

In summary, using fluorescence lifetime-based instruments offers the possibility of making
reliable, rapid and convenient measurements at the bedside for biomedical applications and in a
number of bioprocesses. The technology is generic and a number of analytes may eventually be
measured using the same technology. Calibration will be minimal and instrument drift will be
eliminated. This technology is also economical due to recent advances in optics and electronics
and can potentially have a significant effect on health care cost, by lower cost testing, by shorter
hospital stays for critical patients, and immediate decision-making by the physician.

ACKNOWLEDGEMENTS. Funding from the NSF and NIH is gratefully acknowledged.
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Figure 3. Response of the optical sensor to cycling between CO, and air (solid lines). The filled circles are offline
readings taken from discrete samples and analyzed on a wet chemistry analyzer.
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1. INTRODUCTION

It is well-known that the resonant frequency of an oscillating piezoelectric crystal can
be affected by a change in mass at the crystal surface.! This method can be used as sensor
for protein adsorption studies and for direct immunosensing. Up to now these studies have
been performed by measuring the frequency in dry state, i.e. with the "dip and dry"
technique which is rather cumbersome and time consuming.

Recently we obtained some results with piezoelectric crystals used directly in liquid
solutions.

We will discuss a real-time monitoring of (i) adsorption of the human immunoglobulin
Ig G (h-Ig G); (ii) the affinity reaction between covalently immobilized antigen (the pesticide
2,4-D) and specific monoclonal antibodies (Mab anti-2,4-D) from two different clones
(clone F6C 10 and clone E2G2); and, (iii) immunoreactions between immobilized antigen
and antibodies performing a competitive assay.

All experiments show how the reaction under study is linked to a mass increase which
can be monitored continuously in real time.

Direct antigen-antibody interaction can, thus, be studied without any kind of label.

A microprocessor controlled piezoelectric detector as sensor was employed to monitor
in real time protein adsorption and immunoreactions using piezoelectric quartz crystals (AT-
cut) with basic resonant frequency of 10 MHz. The adsorbed protein was an
immunoglobulin (h-Ig G); in the immunosensing a covalent immobilized molecule (the
pesticide 2,4-D) formed the receptor for the immobilized ligand sample (Mab anti-2,4-D) in
a competitive assay.

2. SENSOR PRINCIPLE

The crystal most commonly used are 5-9-10 MHz quartz in the form of 10-16 mm
disks. The quartz wafer are sandwiched between two electrodes to the wafer surface. These
electrodes are used to induce an oscillating electric field perpendicular to the surface of the
wafer. The electric field then produces a mechanical oscillation, a standing wave, in the bulk
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of the quartz wafer Mechanical oscillation of a crystal is maximum where the electrode
pads overlaps and diminished rapidly in areas where the, oscillating electrodes do not
overlap. For most applications, the gold electrode is used because of its inertness.

2.1. Measurement of the Resonant Frequency

When placed in an electronic circuit, the portion of the quartz wafer located between
the electrodes vibrates with its precise fundamental frequency.

The frequency output from the oscillator, which is identical to the resonant frequency
of the crystal, can be measured by a frequency counter.

The change Afin the resonant frequency, f,, ofthe crystal may be directly related to the

deposited mass Am on the surface area A by means of the Sauerbrey Eq. (2, 3):
Af=-2.26x10 f,2 Am/A.

The rate of this thickness-shear vibration is a function of the natural resonant frequency
of the quartz and it also depends on the mass changes resulting from deposition of
substances on the surface of the electrodes. Piezoelectric quartz crystals, therefore, can be
used for mass measurements. The first analytical application of a PZ-crystal was reported by
King 4 and during the next two decades, intensive research was directed to develop organic
and inorganic coating for the detection of and determination of various toxic agents in the
environment.’

Since biologically active materials such antibodies, enzymes and antigens are highly
specific, they have been used as coatings, leading to a new class of PZ biosensor. Such
crystals have been used for detecting water in gases,® organic pollutants,’ toluene,’
organophosphorus compounds in air and traces of iodide and silver and metals in solutions®
as well for clinical applications. Konig and Grétzel reports a piezoimmunosensor for human
Granulocytes detection in whole blood and detection of viruses (Rota-and Adenovirus) and
bacteria (Salmonella, Shigella, Camylobacter, Escherichia coli) in stool specimen of infected
babies."!! In most of the applications the piezoelectric sensor is applied in the vapour phase.
The utilization of the piezosensors based on reactions in solution and measuring the
frequency shift after drying is time consuming and sensitive to errors due to hydratation and
humidity. It was reported that the piezoelectric crystal in a liquid oscillates, the frequency
being dependent of viscosity, density and conductivity of the solution.’23 Oscillation is even
possible when only one side ofthe crystal contacting the solution and a piezoelectric crystal
was proposed as detector in the liquid chromatography.* A more exaustive treatment about
the theoretical background on the performance of the piezoesensor in liquids could be found
in the literature.'s2!

2.2. Measurement Procedure

The resonant frequency of piezoelectric crystals was determined using the detector PZ-
105 (Universal Sensor, New Orleans LO). The frequency data were transferred to a
notebook Toshiba T200SX using the RS232C interface and own software was used for
grafic presentation and data manipulation. The cristals (AT-cut) with fundamental frequency
of 10 MHz were purchased from Universal Sensor (New Orleans, LO).

The crystal was fixed inside an external flow-through thin layer cell (internal volume 30
pl) using two rubber O-rings, only one electrode was in contact with the flowing liquid
(Figurel.). The peristatic pump Minipulse 3 (Gilson, France) was positioned before the cell,
a silicon tube (0.03 mm diameter) was used for all connections. Flow rate 70 pl/min was
used. The electrodes of the crystal were connected to the detector using wires and their
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Figure 1. Apparatus for flow mode measurement.

shielding cover connected to metal frame of the detector. All experiment were performed at
room temperature (25°C).

2.3. Chemicals

G-aminopropyltriethoxysilane (APTES) was from Sigma (St Louis, MO);
glutaraldheyde (GA), dioxane from Merck (Darmstat, Germany), h-IgC from Sigma (St.
Louis MO); 2,4-D, tributylamine and isobutylcloroformiate were from Serva (Heidelberg,
Germany), anti-2,4-D monclonal antibodies (MAbs) clone E2BS, F6C 10, E2G2 were kindly
supplied by Dr. Franek (Biochemistry Dep. University of Brno, Cechia)

3. ADSORPTION EXPERIMENTS

We studied the adsorption of h-IgG on the gold electrode of the piezoelectric crystal.
We found that the protein is adsorbed irreversibly and that preserve their functionality
reacting with the corresponding ligand (anti h-Ig ) (data not shown).

Figure 2. shows the h-IgG adsorption assay. The measurements were made in
continuous-flow mode with a flow rate (70 pl/min). The gold electrodes were treated
sequentially with the following solutions: 1,2 N NaOH (20 min), washed with water, 1,2 N
HCI (5 min), concentrated HCI (2 min), washed and air dried (30 min). Then crystal was
mounted in the cell. The buffer solution flowed over the surface recording a fast drop in the
frequency due to the liquid mass loading, successively stabilised. The protein concentration
was increased from c=1 pg/ml in steps by a factor 10 to c=10 mg/ml. The resonant
frequency of the crystal with the adsorbed protein decreases with the increase of the protein
concentration.

In Figure 3. the frequency shift versus the protein concentration is reported. The shift is
calculated as the difference between the initial frequency of the crystal (no protein adsorbed)
subtracted by the resonant frequency obtained after the adsorption: Af= fo-f..

145



54400

ab c
—~ 54100 ¢V ¢ d
N
I - e
Neue” : B
53800 — <
g \Y\._
= -
(=
£ 53500
53200 A
0 60 120 180 240 300

time (min)

Figure 2. Adsorption of h-Ig G on the gold surface of the electrode; a) 1pg/ml, b) 10 pg/ml, ¢) 100 pg/ml,
d) 1 mg/ml, e) 10 mg/ml in 50 mM phosphate buffer pH 7.0. We used 10 MHz crystal but the first three
numbers (100) are omitted in the plot for graphic needs.

The adsorption of the protein is a slow processs. The analysis time in our experiment
was of about 5 hours.

4. AFFINITY SENSING EXPERIMENT

For an affinity sensor receptor molecules have to be immobilized on the surface and, in
particular, on the gold electrodes of the quartz disk which presents the maximum mechanical
oscillation. The corresponding binding molecule, if present in the sample solution, will bind
specifically to the receptor of the surface; the sensor directly responds to the formation of
the receptor-ligand complex. When the ligand and the receptor are an antigen and the
relative antibody their interaction will lead to an immunocomplex.

In the indirect assay the antigen is immobilized on the surface and the analyte presents
in solution compete for the binding site of the antibody with the antigen immobilized. In the
absence of analyte in solution all the antibody bind the surface; increasing the analyte
concentration in the sample the amount of antibodies free for the surface binding is
decreased then a minor amount of immunocomplex is formed. The signal recorded in this
case is inversely related to the analyte concentration in the sample.

We analysed the binding between a covalently immobilized small molecule and its
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Figure 3. Frequency shit due to the adsorption of h-Ig G on the gold surface of the electrode.
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relative antibodies. We chose the pesticide 2,4-D (2,4-dichlorophenoxyacetic acid) as model.
The formation of the binding between the immobilized antigen and the antibody present in
the solution was studied with two different clones of monoclonal antibodies (clone F6C10

and clone E2G2).
First of all the 2,4-D was immobilized on the surface.

4.1. Covalent immobilization of the 2,4-D:

The surface was first treated with 5% g-APTES acetone solution (2 hours), dried at
100°C for 1 hour, immersed in a 2.5 % GA 100 mM Phopsphate solution pH 7 (1 h) and air
dried. Then 50 mg/ml BSA (bovin serum albumin) in 100 mM phosphate buffer pH 7 were
applied on the crystal and incubated over night. The crystals were washed with water and
immersed in a solution of previously activated 2,4-D solution and incubated over night,
washed and stored at 4°C. The structure of the obtained product is shown in Figure 4.

4.2. Modification of the 2,4-D for coupling

300 mg of 2,4-D were dissolved in 7 ml of dioxane. 600 pl of tributylamine and the
solution is cooled in ice bath at 10°C. While stirring 150 pl isobutylcloroformiate were
added slowly. The solution was stirred for 30 min. Then 25 ml cold dioxane, 35 ml water
and 3 ml 1.2 N NaOH were added (resulting in a pH 10 to 13). This solution was applied to
the crystal.

The binding of anti-2,4-D antibodies to the surface was investigated The formation of
the immunocomplex was described by changes in the frequency. The surface capacity was
tested with 1 mg/ml clone E2BS. A frequency shift of 113 Hz was found. When the
antibody solution was replaced by the buffer the frequency shift changed very little indicating
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that the binding between the antigen immobilized and the antibody was stable and only a
regenerating agent like 10 mM NaOH dissociated this binding as observed in Figure 5. The
affinity reaction is relatively fast: in about 10 min. (500 sec) the interaction occurs. A control
for unspecific binding with h-IgG was performed (data not shown).

Two different clones (F6C10 and E2G2) at a concentration of 1 mg/ml were used in
order to study their ability to bind the surface. The kinetic of the binding is reported in
Figure 6.

Clone F6C10 seems to binds more rapidly the crystal than E2G2 giving a frequency
shift of 269 Hz and 313 Hz respectively, indicating an higher affinity for the surface of the
first clone.

An indirect assay for the 2,4-D in tap water was performed. The surface, in this case,
was modified binding the 2,4-D directly to the silanized surface (Figure 4b.). The crystals
were incubated in the presence of anti-2,4-D antibodies (10 pg/ml) and  different
concentrations of 2,4-D (sample). The competition between free and bound 2,4-D for
limited amount of IgG binding sites occurs and the resulting frequency decrease is indirectly
proportional to the concentration of free pesticide. The results are shown in Figure 7. No
matrix effect has been observed with the tap water. The analysis was performed in flow
mode. The correlation between the frequency shlft and the amount of analyte is evident. The
analysis time was of 30 min for each measurement corresponding to the incubation time of
the antibody and the surface.

5. CONCLUSIONS

We have demonstrated the potential of the piezoelectric detector for real-time
monitoring of adsorption process and affinity-immunoreactions in liquid phase. Results for
h-Ig G adsorption indicates the relation between the surface mass and the frequency shift.
The adsorption process does not bind covalently the molecules to the surface. In the case of
a stable binding for the receptor to the surface is needed, a covalent immobilization is
recommended. A pesticide, the 2,4-D, has been bound to the surface and an affinity reaction
between the bound 2,4-D and antibodies anti-2,4-D was performed. The stability of the
interaction was evident. A qualitative comparison between two different clones is provided
suggesting a possible application of this device to studies of affinity constant in the analysis
where a ligand and a receptor are involved. A quantitative evaluation is given for the 2,4-D
analysis in tap water. The pesticide could be detected at ppb levels. What characterise the
adsorption and the affinity experiments are the analysis time. When the protein adsorption
occurs the process requests hours, on the contrary, when the interaction between the antigen
and the antibody takes place the decrease in frequency is rapidly evident.
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THE COMPLEX PHASE TRACING BASED SHAPE EVALUATION
SYSTEM FOR ORTHOPAEDIC APPLICATION

J. Kozlowski, and G. Serra
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1-08100 Nuoro, Italy

1. INTRODUCTION

In orthopaedics, the systems for shape measurement of the human back are important as the
automation tool for youth screening and for objective monitoring of the medical and
physiotherapeutic treatments. For these purposes a lot of different instruments have been
developed in last twenty years, some of them, based on the simple shadow moir¢ effect,' and
useful for qualitative evaluations only, others more precise - using triangulation method to
calculate the positions of fixed or projected markers on the surface of the patient back - applied in
different configurations,? others again based on computerised phase evaluation of the image of
fringe pattern projected on the object surface.

The last method could be related again to the moire effect,! combined with improving its
accuracy phase stepping, or to the analysis ofso called fringe pattern with carrier frequency.!

One of such a systems built at the Warsaw Technical University, based on the moire fringe
phenomenon has been used as a starting point for our work in construction of the new instrument
which is presented in this work.

Schematically, in Figure 1., the accepted measurement geometry ofthat system is presented.

After having analysed results of clinical tests of the above system and reports describing
others, it was possible to establish direction of our research.

In practice the new instrument, maintaining relatively small dimensions and good accuracy,
should guarantee:

1. Short time of the image acquisition, i.e. less than 0.1 sec.;

2. Good dynamics;

3. Availability of the natural image of the object under test;

4. Insensitivity to the external illumination.

The most important problem, related to the moire fringe pattern application, is the time
consuming operation of the phase stepping, and as a result too long time of images acquisition.
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Figure 1. Schema of the applied set-up.

On the other hand, the method of low frequency raster projection, in the form applied till
now, could not guarantee sufficient accuracy combined with small dimensions ofthe instrument.

2. PRINCIPLE OF THE MEASUREMENT

To avoid all these problems we decided to register two images of the object projecting on

its surface low frequency fringe pattern (raster), twice, respectively out of phase, as schematically
presented in the Figure 2.

A+B (A-B)/A+B)

Figure 2. Principle of out-of-phase images registration and primary treatment.
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Such a type of phase stepping, i.e. of m, allows to calculate the fringe pattern of almost

uniform amplitude — independent on the object reflectivity, and ofthe spatial frequency spectrum,
not containing the zero order - as can be seen from Eq. (1-4).

[A(x,y) = {Object Reflectivity(x,y)} . (1+ cos(o(x.y))), (1)
IB(x,y) = {Object Reflectivity(x,y)} . (I-cos(v(x,y))), (2)
where: X,y pixel co-ordinates in the picture frame,

ox,y) = phase depending on the object height,
{Object Reflectivity(x,y} = (L (xy) + L (x,y)) /2, (3)

{Fringes(xy)} = (L (xy) — I (xy) /(L (xy) + L (x,y)). 4)

Modulation of fringes described by Eq. (4) is influenced only by the shape of examined
object, on the other hand Eq. (3) shows that from this kind of projection it is possible to calculate
also the required natural image of the patient — see drawing (A+B) in the Figure 2.

To analyse phase modulation of calculated distribution Eq. (4) we proposed technique based
on the same feed back idea which is used in applied in telecommunication Phase Locked Loop
method. The new, so called Complex Phase Tracing (CPT) technique, introduces complex local
oscillator instead of the real one and not requires the low pass filtering as in a classic PLL
schema.

In the Figure 3. block diagrams ofboth quoted methods are presented.

The input signal to be treated in both cases is a sequence of values in a column of the matrix
containing the analysed distribution.

The main advantages of the Complex Phase Tracing (compared to PLL technique) is its
elasticity with respect to the analysed frequency variation - it works properly also for low spatial
frequencies, and guarantees high accuracy without iterations.

Figure 3. Comparison of the Phase Locked Loop and Complex Phase Tracing method.
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The price to be paid applying the CPT method is necessity of the complex input signal - i.e.
of a fringe pattern composed of the real and imaginary part, or in others words of sine and cosine
of the analysed phase. As it was shown before, the proposed method of m-phase stepping raster
projection gives possibility to calculate fringe pattern of very good quality; however this result
makes available only the real part of the distribution requested by the Complex Phase Tracing
method.

3. COMPLEX PATTERN RECONSTRUCTION AND CORRECTION
OF THE PHASE ERROR

In fringe pattern processing there exists well known method of the imaginary component
reconstruction, having only real part of the complex distribution. The procedure to be applied is
presented schematically in Figure 4.

Unfortunately mentioned process, is generating some errors in the reconstructed complex
distribution, especiallyinproximityof borders of thewindowunderconsideration.

The above problem is illustrated in Figures 5a)., 5b). and 5c)., using results of the numerical
model.

It can be proved that the obtained real component (see Figure 5b.) is identical with the initial
distribution (Figure 5a.), while the imaginary part contains some additive term presented in the
diagram (Figure 5c.) with the thick, grey line.

Alteration of one component of the complex number has of course an influence on its phase
and modulus what means that the reconstructed complete complex distribution contains an error
of both modulus and phase.

This fact was already observed before,® curves like those in Figure 6. can be found in many
publications.

The first of them presents phase error and the second one modulus of reconstructed
complex distribution.

We noted and mathematically proved connection between those dependencies - the
derivative of modulus ofreconstructed complex distribution is ofthe same form as that of phase
error, to a very good approximation.

Graphical explanation of this fact in the complex plane is presented schematically in Figure
7.

Figure 4. Principle of the complex fringe pattern reconstruction.
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Figure 5. a) initial distribution; b, c) real and imaginary part of the reconstructed complex pattern
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Figure 6. Phase error and modulus oscillation resulting from the applied image processing.

The starting point for this demonstration is the assumption that derivatives of the
reconstructed and theoretical, reference distribution are equal in points of the same real
components, this can be interpreted in the complex plain as parallelism of the relative tangent
vectors.

The only necessary condition to justify the initial assumption is small derivative of the before
mentioned imaginary additive term introduced by the process of filtering in the spatial frequency
domain.

From geometrical dependencies presented in this figure one can see that, as it was supposed
above, the mentioned derivative is equal to the phase difference between reconstructed and
reference complex value.
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Figure7. Relation between phase error and derivative of the modulus.
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Figure8. Phase error before and after Correction.

Figure9. Image of patient. Figure10. Equilevel lines. Figure11. Height as a grey level.
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Above relation has been applied in the proposed system to compensate the phase error
introduced by presented signal processing.

The obtained final result i.e. curves presenting not compensated and compensated phase
error, are shown in Figure 8.

Above method allows to reduce the principle draw back of application of the Fourier
transform for the complex signal reconstruction from its real component.

The last part of the data processing to be tackled - called calibration, transforming the
recovered phase into the geometrical shape ofthe patient back, has been realised in two steps — in
the first one the optical distortion of used observation system has been measured and
compensated by proper geometrical transformation of registered images; and in the second step
the non linear re-scaling of calculated phase, using well known geometrical properties ofthe ideal
system, could be applied.

Combining the new idea of the out of phase raster projection, proposed method of
correction of the phase error, invented Complex Phase Tracing demodulation technique and
presented calibration procedure it was possible to build prototype of the instrument for the human
back shape measurement of the following properties:

o maximum error smaller than Imm;

o measurable slope of over 70 degree,

o time of the data acquisition shorter than (.5sec;

o time of the data processing (512x512pixel) in order of I min.;

o the angle between directions ofprojection and observation smaller than 6 degree, what

means no problem with shadowing effect;

o the absolute depth measurement in the range of £70mm;

i.e. such a discontinuities (jumps) of the surface under the test are measurable;

e access to the natural image of the patient;

o external dimensions of the prototype of 480x480x150.

The accuracy tests of the instrument have been done using the plane inclined on different
angles and the reference object built for this purpose.

The exemplary result of the human back shape measurements done with presented
instrument is shown in Figure 9. as the real image of the patient back, in Figure 10. as contours
representing intersection of the examined 3D form with the family of parallel planes distanced 2
mm one from the other, and in Figure 11. as a grey level representation of the object height.
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1. INTRODUCTION

There has been a remarkable development of optical fibre chemical sensors in recent years.
The first optical fibre chemical sensor, which was a sensor for detecting ammonia, was described
in 1976.' Since then, investigations have been made of numerous parameters.23# This particularly
relevant interest is completely justified, because the detection of chemical parameters is extremely
important in many industrial and chemical processes, in environmental control and in the
biomedical field, and also because optical fibre chemical sensors offer considerable advantages
compared to traditional sensors.

In industry the possibility of perfecting remote-detection measurements in a hostile
environment and of achieving continuous monitoring ofthe parameter under investigation is often
essential.

In environmental analyses, the possibility of performing continuous in-situ controls without
having to resort to drawing samples is of great importance, and is often a winning characteristic
for optical fibre sensors.

But it is perhaps in the biomedical field that the detection of chemical parameters by means
of optical fibres had its greatest development: their high degree of miniaturization, considerable
geometrical versatility, and extreme handiness make it possible to perform a continuous
monitoring of numerous parameters, thus enabling performances which are often unique: invasive
analyses of numerous parameters present in the blood (such as pH, oxygen partial pressure,
carbon dioxide partial pressure, calcium, potassium, glucose); invasive measurement of
enterogastric reflux; analysis of enzymes and antibodies.

Before entering the details of sensors for environmental and biomedical applications, a short
description of the sensing mechanisms utilized in optical fibre sensors will be given.
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2. SENSING PRINCIPLES

Optical fibre chemical sensors are mainly amplitude-modulation sensors: the intensity of the
light transported by the fibre is directly modulated by the parameter being investigated, which has
optical properties (spectrophotometric sensors), or by a special reagent connected to the fibre,
whose optical properties vary with the variation in the concentration of the parameter under study
(transducer sensors). In the latter case, the probe containing the appropriate reagent is called
optode. A phase modulation occurs only in a few special cases, since the chemical species being
investigated modifies the optical path ofthe light transported by the fibre.

The main physical phenomena exploited for the realization of chemical sensors are
absorption and fluorescence, even if chemical optical fibre sensors have been realized by
exploiting other phenomena such as chemical luminescence, Raman scattering and plasmon
resonance.

2.1 Absorption

In addition to the substances having their own absorption bands, substances which, by
interacting with an appropriate reagent, vary their absorption (e.g. acid-base indicators vary their
own absorption depending on the concentration of the hydrogen ions) can also be detected. Ifthe
measurement is made by transmission through a solution, the concentration of the parameter
being investigated is proportional to absorbance A (Lambert-Beer law), according to the
equation:

4 = log% =¢lc (1)

where I,, and I are the light intensities transmitted in the absence and in the presence of the
absorbing sample, respectively; € is the absorption coefficient, 1 is the optical path and c is the
concentration of the absorbing substance. Clearly, this is true ifthe substance under investigation
is the only one absorbing at the considered wavelength; otherwise, the absorption of other
substances present in the solution must be considered.

If, instead, the measurement is made by reflectance (e.g. reflection by a solid substrate), a
special function (function of Kubelka-Munk) must be introduced which is proportional to the
concentration of the substance under examination, according to the Kubelka-Munk theory;
concentration ¢ of the absorbing substance can be determined according to the equation?

2
! -R
F(R)=%:kc 2)

where R is the reflectance of an infinitely thick sample and k is a constant depending on both
absorption and scattering coefficients. Ifthe thickness ofthe sample can not be considered infinite
scattering and transmission through the sample must be taken into account and the relationship
between reflectance and concentration of the analyte is much more complex.

In an optode, where the appropriate reagent is immobilised on a substrate, the intensity of
the light is partly transmitted, reflected, absorbed and scattered, so that Eq. (1) and Eq. (2) are
not followed exactly and a proper algorithm has to be introduced.

Moreover, the two equations are strictly valid only if a monochromatic source is used. If
light-emitting diodes (LEDs) are used, as often occurs in optical sensors, a multiwavelength
optical beam must be considered; for example Eq. (1) becomes:
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where the integral is evaluated on all the wavelengths emitted by the LEDs. Clearly A’ is no
longer related in linear manner to the concentration ofthe chemical parameter.

2.2 Fluorescence

Fluorescence can be used in optical sensors for detecting a chemical substance by means of
different approaches. Three main cases can be distinguished:

o the substance being investigated is fluorescent;

o the substance is not fluorescent, but can be labelled with a fluorophore;

o the substance interacts with a fluorophore, causing a variation in the emission of

fluorescence.
In the first two cases Parker's law is at the basis of fluorescence-based measurements:

Llen) = kI (he) W (h) € (Re) Lc )

where I(A.) and IQA.,,) are the intensities of excitation and emission radiation, respectively;
yand e are the quantum yield and the absorption coefficient; 1, the optical path; c, the
concentration; and k, a constant depending on the optical set-up and on the configuration of the
probe. This equation hypothesizes both low absorbance values by the fluorophore and the
absence of inner filter effects, which can be caused by the fluorophore itself (i.e. reabsorption of
the emission light) or by other absorbing compounds.

In the latter case, of particular interest is the phenomenon known as fluorescence
"quenching", in which the fluorescence intensity decreases as a consequence of the interaction
with the substance (quencher) under test, which can thus be detected. This is one of the most
used approaches in optical-fibre chemical sensing.

Fluorophore (F) can interact with quencher (Q) at the ground state (static quenching), with
a consequent formation of a nonfluorescent complex (FQ)

F+0 © FQ (5)
or can interact with it at the excited state (dynamic quenching):
FF+Q0->F+Q (6)

and, due to the interaction with the quencher, the fluorophore comes back to the ground state,
without the emission of fluorescence.
In both cases, the relationship between fluorescence intensity I and the concentration of

quencher [Q] is:

T it (7)
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where [, is the fluorescence in the absence of the quencher and K is a constant equal to the
dissociation constant of Eq. (5) in the case of static quenching, and is the Stern-Volmer constant*
in the case of dynamic quenching.

A decrease in the fluorescence intensity may also be due to an energy transfer from
fluorophore F in the excited state to another molecule, acceptor A, whose absorption spectrum,
modulated by the chemical species under investigation, overlaps the emission spectrum of the
fluorophore. Therefore, fluorescence and absorption can be combined to detect a chemical
parameter. In this case, the fluorescence intensity in presence ofacceptor, [ is given by:

I
7 - ()

where I, is the fluorescence intensity in the absence of the acceptor, and 1 is a term depending on
the distance between fluorophore F and acceptor A.

If other chromophores are present in the solution under test, a decrease in the fluorescence,
caused by the absorption of the excitation light (primary inner filter effect) or ofthe emission light
(secondary inner filter effect) by these chromophores, can be observed. It is apparent that in this
case, the previous equations are no longer valid, but that corrective terms are necessary.

In the case of dynamic quenching, it is more convenient to look at time-dependent decay.’
In the presence of an interaction with the excited state, the lifetime of the fluorophore is
decreased: the higher the concentration of the quencher, the greater the decrease in the lifetime.
This is not the case for static quenching, in which the lifetime ofthe fluorophore is not affected by
a change in the concentration of the quencher. Typical fluorescence decay times are in the range
between 2 and 20 nsec, while phosphorescence decay times are in the 1 pusec + 10 sec range.

According to Stern and Volmer, the relationship between the decay time and the
concentration is:

I S
v 1+ K [0 )

where T and 1, are the decay times of the excited state of the fluorophore in the presence and in
the absence ofthe quencher, respectively.

Lifetime can be measured either in the time domain or in the frequency domain. In the first
case, the fluorophore is excited with a narrow pulse and the fluorescence decay is monitored. In
the latter case, a modulated excitation is used: the fluorescence emission is still modulated at the
same frequency, but is decreased in amplitude and phase shifted. The entity of the amplitude
decrease and ofthe phase shift depends on both the frequency of modulation and on the lifetime
of the fluorophore.

Lifetime measurements can be performed not only in the case ofreactions involving excited
states, but in the case of ground-state reactions. In this case both a reagent and a product must be
fluorescent, characterized by different decay-times. For example in the case of pH detection both
the basic and acid forms of indicators should be characterized by two different decay times.t? It is
apparent that the sensitivity of the method depends on the differences between these two decay
times.

The advantage of this approach lies mainly in the fact that there is no more dependence on
loading or photobleaching of the chemical transducer fixed at the end ofthe optical fibres, which
is one of the greatest drawbacks of intensity-modulated chemical sensors. Moreover, no problems

*  The Stem-Volmer constant is equal to the product k7., between the diffusion-controlled rate constant k, and

the fluorescent lifetime 7, of the excited state F* in the absence of the quencher.
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arise from eventual fluctuations or drift in the source intensity or photodetector sensitivity which,
on the contrary, heavily affect intensity of modulated sensors. Furthermore, in the case in which
several species interact with the reagent, causing the emission of fluorescences characterized by
different decay times,’ these can be detected simultaneously by using time-resolution
instrumentation.

Up to a few years ago, the utilization of this technique was thwarted by the need for
expensive and cumbersome optoelectronic instrumentation (laser, very fast detection system,
etc.). At present, the advent of fast and powerful light sources, such as emitting diodes and laser
diodes, at wavelengths compatible with the fluorophores, makes possible the realization of
compact and quite cheap optoelectronic units. This makes this approach one of the most
promising for optical fibre chemical detection.

The only drawback, which is intrinsic to the properties of the fibres, is related to the
limitation in the length ofthe optical link due to fibre dispersion.

2.3 Plasmon Resonance

This physical phenomenon is based on the variation in the light reflected by a fine metallic
layer as a result of the surface-plasmon resonance.!! The resonance takes place when the
momentum of the photons in the plane of the metallic layer matches that of the surface plasmons,
k.. This momentum is a function of the dielectric constants of the metal, €, and of the external

layer, €, according to the relationship:

1
(e

@ 1
2 (T :m) (10)

If the light is incident to the surface with an angle U, then the wave vector of the
parallel to the surface is:

(11)

a
kx=? £ sin &

For angles which satisfy the condition of total reflection, an evanescent wave penetrates the
metallic layer and, if the layer is sufficiently thin, interacts with the surface plasmon wave. A
definite value of ¥ exists for which the two Eq. (10) and (11) match each other. Experimentally,
this resonance can be detected by observing the presence of a minimum in the light reflected in
the variation of the angle of incidence on the metal/optical guide interface, which depends also on
the refractive index of the external medium €. Hence, the presence of a chemical species can be
detected by following a variation in the refractive index. This technique is not selective by itself
but a selectivity can be reached, for example, by covering the metallic surface on the side of 